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70TH BIRTHDAY OF PROFESSOR IMRE TARJÁN

On 26th July 1982 Professor Imre Tarján, Member of the Hungarian Academy 
of Sciences and President of its Section for Mathematical and Physical Sciences, 
celebrated his 70th birthday.

Professor Tarján is a scientist who has achieved outstanding results in two 
apparently largely different fields; moreover, in both fields he founded scientific 
schools. One of his fields is solid state physics, or more precisely, crystal physics; the 
other is molecular biophysics. Professor Tarján was among the first to recognize and to 
carry out pioneering work in order to develop the idea that in biological

l* Ada Physica Academiae Scientiarum Hungaricae 53, 1982



4 70th BIRTHDAY OF PROFESSOR IMRE TARJÁN

macromolecular systems as well as in solids a basic understanding of the physical 
properties and biological functions can be achieved only by a thorough knowledge of the 
atomic and molecular order and of the structural defects acting against this order.

While still a student of Zoltán Gyulai, in the thirties he began to investigate 
structural defects generated by ionizing radiation, especially by X-rays, in alkali halide 
crystals. Developing these studies he made conclusions concerning the mechanism of 
generation and the structure of crystal defects, their interaction with other lattice 
defects (dislocations, impurities), and he pointed out the role of the defect structure in 
bringing about some macroscopic properties. He was successful together with his co
workers in producing extremely pure alkali halide crystals; this success became the 
starting point for obtaining further interesting results both in Hungary and abroad.

One of his outstanding results was realized in the early fifties, when, together with 
Zoltán Gyulai, he was among the first in the world to grow artificial quartz crystals. At 
about the same time he and his co-workers produced Nal(Tl), anthracene, naphthalene 
and other single crystals for the detection of nuclear radiation.

In the mid-sixties he extended methods and approaches usually applied in solid 
state physics to the investigation of biological macromolecular systems, e.g. he was one 
of the first to use stochastic models to characterize processes of photodamage in the 
nucleoproteins of bacteriophages and also to describe the interaction between ions or 
antibiotics and the membranes of bacteria. One of the conclusions of this work was that 
the protection against photodimerization of a nucleic acid having a double-helix 
structure is linked with particularities of this structure.

Professor Tarján always considered the application to practical purposes of 
results obtained in basic research as a most important aspect of his work. He is one of 
the first representatives, on an international scale, to advocate application-oriented 
crystal growth. He contributed towards the foundation of nuclear medicine in Hungary 
and has been responsible for many of its developments. Two prime examples of the 
latter were the transfer to industry of the technology developed together with his co
workers for producing Nal(Tl) single crystals for gamma-ray detection, and the 
elaboration of models for a number of instruments in nuclear medicine. A result of 
particular importance obtained in recent years by him and his team in applied 
biotechnology is represented by a process developed for fast quantitative character
ization of the mutagenic activity of chemicals and automatic equipment for its 
realization; this is applicable in environment protection in the pharmaceutics industry, 
in the food industry and in agriculture.

Scientific workers and physicians have good reason to be grateful to Professor 
Tarján for his outstanding role in their education. He founded one of the bases of 
crystal physics in Hungary, the Research Laboratory for Crystal Physics of the 
Hungarian Academy of Sciences; the leading scientific staff of this laboratory know him 
as one of their former teachers. In the field of biophysics he had a pioneering role in the 
organization of interdisciplinary teams and in finding and shaping the ways and the 
attitudes in the collaboration of variously trained research workers. He was
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responsible for the founding of the Research Laboratory for Biophysics of the 
Hungarian Academy of Sciences where the leading scientists — experts in biology, 
physics and chemistry — were also his students. In the field of medical education he not 
only participated in the training of generations of physicians by inspiring an exact 
scientific way of thinking but also developed an internationally accepted system and 
textbook for the biophysical education of medical students.

Professor Tarján’s 70th birthday should be seen purely as a milestone, since his 
rich oeuvre is continually being augmented by his activities in biophysical education, in 
the research of biological macromolecules (as partly ordered systems) and in scientific 
public life.

His colleagues and students, Hungarian physicists and biophysicists, together 
with the Hungarian scientific and medical communities wish him good health and 
creative activity in the coming years.

Györgyi Rontó Rudolf Voszka

Acta Physic a A cadent iae Scientiarum Hungaricae 53, 1982
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GROWTH AND CHARACTERIZATION OF Bi4Ge30 12 
SINGLE CRYSTALS*

R. V o s z k a , G . GÉVAY, I. F ö l d v á r i

RESEARCH LABORATORY FOR CRYSTAL PHYSICS OF THE HUNGARIAN ACADEMY OF SCIENCES
1502 BUDAPEST, HUNGARY

and

S. K e s z t h e l y i-L á n d o r i

GAMMA WORKS, BUDAPEST, HUNGARY

Experiences obtained in the growth of Bi4 Ge3 О ! 2 single crystals together with characteristic data on 
the crystals are described. The tail of the self-absorption near the absorption edge is shown to depend 
sensitively on crystal quality. This property can be used for crystal characterization.

1. Introduction

In the fifties one of the predecessors of our Laboratory was engaged in 
developing Nal(Tl) scintillators, and introduced the manufacturing of these crystals at 
the Gamma Works, where they are now being produced on large scale in excellent 
quality. However, the techniques of nuclear measurement are steadily developing and 
require scintillators of various properties. Miniaturization raised the need for 
scintillators having large atomic numbers. Furthermore, the development of computed 
tomography (CT) demands scintillators of short afterglow in order to increase the 
signal processing rate. In Table I we have selected the most important scintillators and 
presented some of their characteristic data. The first column presents the density, the 
second the effective atomic number, the third the index of refraction (measured at the 
wavelength of the emission maximum), the fourth the afterglow (which is the emitted 
energy after the first 3 milliseconds relative to the total emitted energy of scintillation), 
the fifth the wavelength of maximum emission, the sixth the decay time (defined as the 
time in which the decreasing light intensity attains the e-th fraction of the initial 
intesity), finally in the last column the light output relative to that of Nal(Tl) is 
presented. These data clearly show the advantage of bismuth germanate manifested by 
its great density, large effective atomic number and short afterglow. The density and 
atomic number determine the high absorption coefficient. This enables one to decrease 
9— 16 times the volume of the crystal which is of considerable advantage for example in

* Dedicated to Prof. I. Tarján on his 70th birthday.
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Table I
Characteristic data of scintillators

Density
[g/m3] ^eff

n
^  £̂max

Afterglow %
>3 ms ^£max

Decay time
Os]

Rel. light 
output [%]

Nal(Tl) 3.67 49.8 1.85 1»/■>Ö

410 0.23 100
CaF(Eu) 3.18 16.6 1.44 0.3 435 0.94 50
CsJ(Tl) 4.51 54.0 1.80

t/h1IT)Ö

565 1.00 45
BuG e30 12 7.13 71.7 2.15 0.005 480 0.30 8
C dW 04 7.90 61.2 2.3 .0.005 540 5 38

geophysical measurements. Taking into account that bismuth germanate, because of 
the 3Pl -* ‘Sq transition of the Bi3+ ion, is an intrinsic scintillator, no problems arise 
due to activator distribution. Moreover, the crystal is chemically inert, nonhygro- 
scopic, its afterglow is short, consequently it is reasonable to state that bismuth 
germanate is one of the best scintillators for CT application.

2. Products of crystals

The first paper on bismuth germanate crystal growth was published by 
Nitsche [1] in 1965. His crystals were still yellow. After this growth work started at 
several places and in 1971 Philipsborn [2] reported already on colourless crystals. 
In 1975 Nestor and his coworkers [3] had measured the scintillator properties of the 
crystal that led to CT applications. Literature is poor in describing growth techniques 
of practically important materials, so we have made some effort to arrive at a result in a 
short time by realizing our own conception.

The tasks that had to be solved are summarized as follows:
a) First it was necessary to test the basic materials of various purity and origin. 

We have found that in order to get colourless crystals substances of the purity of at least 
5N are required. However, in order to preserve the Pt crucible the use of Bi20 3 and 
G e 0 2 of 6N purity is more advantageous. With 4N purity the crystals have a yellow 
tinge.

b) It became necessary to develop the optimal rate of the solid state reaction in 
order to maintain stoichiometry. This was obtained by a special temperature program.

c) In connection with the Czochralski method a series of furnace constructions 
had to be tested and for every furnace construction the optimal rate of pulling and 
rotation had to be established. This was rather difficult because in the literature one 
finds extreme values ranging from 0 to 100 rpm. It was found that at medium rotation 
rates the crystal tends to form inclusions due to the flow system appearing in the melt. 
Further on it has also been established that inclusions diminish at low rotation rates.

Acta Physica Academiae Scientiarum Hungaricae 53, 1982
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Fig. 1. Bi4Ge30 12 single crystal

(Transition to Kyropoulos growth). They also diminish on passing over to higher 
rotation rates where the convexity of the growing front decreases. The crystals were 
generally grown on seeds of <100) orientation.

d) Most of our experiments have been carried out by means of some temperature 
control. It was necessary to work out an optimal program for a given furnace 
construction in order to grow crystals close to the required uniform diameter. Since we 
did not always succeed we tried our invention developed for the growth of T e 0 2 and 
to be patented presently, which is a simple balance control system. In this way we 
succeeded to pull Bi4Ge30 12 single crystals with a uniform and predetermined dia
meter of 40 mm and a length also of 40 mm. The processed crystal is depicted in Fig. 1.

e) For scintillation purposes the crystals must be processed. It was found that the 
crystals can be processed by simple turning, whereas the optical window for the 
scintillation light output can be prepared by the usual polishing technique applied to 
glasses of smaller hardness. Finally the crystals are capsulated and provided with a 
light reflector in a way used for Nal(Tl). 3

3. Characterization of crystals

a) Visual observation

Observing visually the as-grown crystal boule after cooling some statements can 
be made. There are ridges on the crystal surface starting from the seed, their perfectness 
proves the single-crystal character of the crystal and their symmetry shows the 
crystallographic directions. The ridges tend to extend to facets, so that the crystal takes

Acta Physica Academiae Scientiarum Hungaricae 53, 1982
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a typical habit, especially if the thermal gradient is small due to furnace construction. 
By visual observation the colour and inclusions of the crystal become directly 
apparent. Both are connected to impurities. Pulling with high rate gives rise to a very 
large number of inclusions so that the crystal is non-transparent, with a dark grey 
colour. Slow pulling results in a better purification effect, the crystal is generally 
colourless and transparent, however, because of the large index of refraction there is 
hardly any way to observe the inside of the crystal through its curved surfaces. Thus it is 
useful to polish two flat faces of optical quality on both ends of the crystal 
perpendicular to the rotation axis. In this way the inside of the crystal can be 
investigated. In some cases an ordered inclusion structure forms starting from the 
cylinder jacket around the rotation axis. This may be probably connected to the 
growth front having some unfavourable shape and to the flow structure of the melt. The 
melt frequently contains well observable rotating flow cells. We succeeded to produce 
inclusion-free crystals of small diameter only from materials purified by pre-pulling, 
using low pulling and high rotation rates.

b) Absorption measurement

Absorption has been measured using polished samples cut from crystals in 
dimensions of 10 x 20 x 5 mm, near the selfabsorption edge applying a Perkin-Elmer 
554 type spectrophotometer. In Fig. 2 the wavelength is recorded on the horizontal and 
the absorption coefficient on the vertical axis. The curves show rather well that the

Acta Physica Academiae Scientiarum Hungaricae 53, 1982
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Fig. 3. Luminescence emission spectrum

absorption changes sensitively with impurities and inclusions. Curve “a” shows the 
absorption of an inclusion-free colourless crystal, curve “c” belongs to a crystal of 
yellow colour and containing inclusions, whereas curve “b” belongs to a crystal having 
intermediate properties. Attempts at the identification of the impurity responsible for 
the maximum at 400 nm have been up to now unsuccessful. Research work in this 
direction is still in progress.

c) Luminescence measurement

The luminescence emission spectrum has also been measured on samples 
prepared for absorption measurement using a measuring system developed in our 
Laboratory [4]. The crystals have been excited by X-rays. Fig. 3 shows a typical 
emission spectrum where the emitted intensity is given in relative units. The maximum 
is near to 480 nm. This is close to the value published in the literature (Table I). In the 
case of yellow crystals the maximum is shifted towards longer wavelengths, which can 
be partly explained by the self-absorption of such crystals.

d) Measurements of scintillator characteristics

The resolution of our best crystal of 25 mm diameter and 25 mm length has been 
measured in the Gamma Works using the 0.661 MeV line of 137Cs. The spectrum is 
shown in Fig. 4. The channel number is recorded on the horizontal axis whereas the

Acta Physica Academiae Scientiarum Hungaricae 53, 1982
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channel No.

Fig. 4. The -/-spectrum of 131Cs

vertical axis displays the number of impulses per channel. The resolution, which is 
defined as the halfwidth relative to the maximum position, is in this case 15.4%. The 
value given in the literature is 15% (Table I). The resolution is rather sensitive to 
changes of crystal quality. We have measured values as large as 43% on yellow crystals 
full of inclusions. The light output as related to Nal(Tl) has also been measured, in the 
case of our best crystal it proved to be 7.2% which is in good agreement with the value 
8% given in the literature (Table I). 4

4. Conclusion

As shown by the above discussion bismuth germanate possesses properties 
making this material rather important from the practical point of view. Though 
activator distribution problems do not arise, experiments carried out so far indicate a 
strong inclination to form inclusions as well as a susceptibility to impurities, requiring a 
proper growth technology to be worked out reproducing the dimensions and quality of 
the crystals. Absorption measurements appear to be useful for the characterization of 
crystals because the tail of the self-absorption near the absorption edge shows sensitive 
changes due to impurities and inclusions. A separate investigation of the influence of 
various impurities on the scintillation properties would be of interest. A better 
knowledge of our material resulting from such investigations would help to produce 
more perfect crystals by either improving the purification methods or by applying 
dopants positively influencing the crystal properties.
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MATHEMATICAL STATISTICAL METHOD FOR FITTING 
THE URBACH PARAMETERS OF T e02*

A. M ec sek i, I. F ö l d v á r i and R . Vo szk a

RESEARCH LABORATORY FOR CRYSTAL PHYSICS OF THE HUNGARIAN ACADEMY OF SCIENCES
1502 BUDAPEST, HUNGARY

The intrinsic absorption edge of T e 0 2 was measured between RT and 20 К for the ordinary ray. A 
special statistical model was developed for fitting the experimental data. In this way a correct decision func
tion was used avoiding the ad hoc separation of the Urbach equation. The obtained Urbach parameters 
are £ 0 = 4.254 —4.257 eV; ho>0 = 2.273 — 2.275 x 10“2eV,<rso =  0.632 — 0.635. The effectiveness of the method 
was demonstrated and the reliability of the parameters obtained was discussed.

Introduction

Nowadays the interest and requirements for laseroptic single crystals have 
steadily been increasing. Active optical elements like deflectors, modulators and 
tunable filters can be produced using the acousto-optic properties of the crystals. 
Presently in the visible region the paratellurite (T e02) is the preferred superior 
acousto-optic crystal. Its M2 acousto-optic figure of merit (1.2 x 10-15 s3g 1 for 
transversal acoustic waves) is the largest known value for optically transparent 
materials, and its other properties as chemical stability, mechanical durability, wide 
transmission range also suggest its application in acousto-optic devices.

To diminish the acoustic and optic losses the single crystals have to be prepared 
free from imperfections and impurities. The investigations have shown that both the 
acoustic attenuation and optical absorption of the T e02 crystals grown in our 
laboratory are lower than those published earlier [1]. The purity of the crystals allows 
to study their intrinsic absorption properties. There are two papers in the literature on 
the intrinsic absorption of T e02, however, one is confined only to room temperatures 
[2] and the other’s data indicate a moderate quality of the crystal [3].

The shape of the absorption edge of most insulator crystals is exponential and 
shows a characteristic dependence on temperature which was first observed by Urbach 
on AgBr [4]. Acceptable explanation of the Urbach rule was given by Toyozawa [5] on 
the basis of exciton-phonon interaction theory. The long wavelength side of the exciton 
band is described by

A = A0exp [ —(Т,(Г) ■(£() —£)/kBT] , (1)

* Dedicated to Prof. I. Tarján on his 70th birthday.
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where A [cm] is the absorption coefficient versus photon energy E [eV], E0 is 
practically the same as the maximum of the lowest energy exciton transition at T  = 0 K. 
As the shape of the exciton band near its top does not obey the Urbach rule, A 0 is only 
an extrapolated value. The exciton-phonon interaction is taken into account by <rs(T) 
according to Eq. (2):

°,(T) = at о
2kBT
Hca0

■ tanh H(O0 
2 k„T (2)

where as0 is a material constant, w0 is the average frequency of the optical phonons.
Determining the Urbach parameters from the experimental data by fitting seems 

to be a complicated mathematical problem because
a) the dependence of the function value on some of the parameters is rather

weak;
b) the equation cannot be transformed into a linear one for all parameters;
c) the function values are spread over some orders of magnitude.
For solving this problem a special fitting procedure was applied, the effectiveness 

of which had previously been checked for similar tasks [6].

Experimental

The T e 0 2 single crystals were grown by the Czochralski technique. The 
purification of the raw material and the crystal growth are discussed in detail elsewhere 
[7, 8].

The oriented crystals were cut and the destroyed layer was removed by chemical 
polishing, then the surfaces were high-polished mechanically. For spectroscopic 
investigations samples with their polished planes perpendicular to the optical axis 
<001), were used. To cover the possible absorption range the sample thickness was 
varied from 0.3 to 15 mm.

The spectroscopic investigations were performed on a Perkin-Elmer 554 
spectrophotometer equipped with an Air Products Displex cryostat. Under the 
circumstances used a vapor film originating from the diffusion pump oil was produced 
only during 20 К measurements. Following the kinetics of vaporization the oil-free 
absorption could be extrapolated at this temperature, too. The multiple reflection from 
the surfaces was taken into account by the equation

_  (1 - R ) 2e~Ax 
~ \ - R 2e 2Ax ’ (3)

where I0 and I are the incident and transmitted intensity, respectively, and x [cm] is the 
sample thickness. The reflectivity data (R ) were taken from the results of Takizawa [3]. 
The absorption coefficient values were determined by an iteration method from Eq. (3) 
using a minicomputer program.
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Model for fitting

The sample values measured are used to obtain unknown parameters by fitting. 
Instead of using ad hoc procedures [9] it is much more useful to apply the well 
elaborated general statistical method [10, 11]. So we have to specialize the following 
general notions: the elementary event space ft, the <T-algebra of events S, the parameter 
space 0 , the set of probability measure P : =  {Ps| 9 e 0}, the sample space F, the sample 
Ф, the decision space D and the decision function d. The symbol “ : =  ” means definition 
so the letter introduced like that can be considered as an abbreviation. We are not 
going to use unit transformations. So the SI unit system extended for eV will be fixed 
and, for the sake of simplicity, each quantity will be characterized by means of a real 
number omitting the unit.

Let the function measured be continuous

Tp :X -fY ; ui—►Fp(u), (4)

where u: =(ul , u2, . . . ,  ur) e Rr is the independent variable vector of r-dimension 
p: = (p lf p2, • • -, Pk) e R* is a /с-dimensional parameter vector. The result of a 
measurement is always a finite real series so the accidental effects are given by the 
following definition

f t  : =(X ж Y)N , (5)

where N is *’ * set of natural numbers: {1, 2, 3, . . .}.
The event space S should be a u-algebra over ft. The exact definition traces back 

to the measurable subsets of R<r +1 )n, where n e N is a given number which shows at how 
many values of the argument u the function was measured. Let /  be the following map:

f  :B-»{the power set of ft} ; B e  В

m : =  {cu|cu e ft and (аДх)1, w f )2, . • .,o)[x)r,w[y),

œ(2)l, (0{2)2, .. . , o > 2 . . . , . ..,<и£*,свМ)бВ}, (6)

where В is the set of measurable subsets of R<r+ 1)n, i e N; i h-но,-; со-*’: =(co-x|1, öj|x)2, . . . ,  
cu|x)r) e X; cu[y) e Y. Now S can be defined like this

S: =  /(B ). (7)

/  can be proved to be bijective, and S is really a a-algebra.
We want to have values for к different parameters (keN) and the relative 

variance K>0. К is assumed to be constant. So the parameter space of the statistical 
field is chosen in the following manner:

0 c R ‘ x ( R+ -{O}) and it is a finite closed interval, (8)

where R is the set of real numbers, (R + —{0}) is the set of positive real numbers.
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Since the measurement is influenced by numerous random effects it is 
appropriate to assume normal distributions. More exactly

P9(S): =

P9: S-»[0,1] 

1

, - . « < 2 » г г [ д ( Д в « ) -

-  -  Ê  Г Z  (х",~ц“’)2 I ( / ' - f y * ' 0»
Fp(x(i')

2 i = 1 , ctJ;13 Г3(х10) ■ V2 П П dx̂’d/> ,
= 1 \p  = 1

(9)

where SeS ; 9:={p1,p 2, ■ ■ -,pk, V); ( p -  1,2, . .  .,r; i= 1,2, .. .,n) are given
mean deviations. u<0 : =  (n(1',) uÿ, . ■ ., u}1’) e Rr are those values at which the measure
ments are thought to be performed. It can be proved that Ps(/(R |r+1,"))= 1 is satisfied. 
By means of definition (9)

P: =  {Ps |9 e 0 } .  (10)

As we measure at n different r dimensional points the sample space will be as 
usual \

F : =  R". (11)

The sample is a map of Í! onto F as follows

Ф : f t  -  F ; Ф(ш) : = ((o[y), co(2y>, co(ny>). (12)

From the sample we would like to obtain the parameter values realized in our 
measurements, so the к +  1 dimensional Euclidean space would seem to be appropriate 
as a decision space. However, a point estimate like that could be given only in a 
sophisticated way. That is why we choose an appropriate set of intervals of к +1 
dimension:

D : =  {J<t + 1)|J ,k + l ,cr© and J(k + 1) is an interval}. (13)

Especially the intervals may consist of only one element.
The application of Urbach rule means to determine four parameters (and in 

addition the variance) by fitting. To solve that task usually ad hoc decision functions 
are used [9] but without a precise knowledge of the properties of the applied method. It 
would not be useful to study an ad hoc method as it could not be applied for other cases 
because of its speciality. The original Gaussian decision function (the least squares 
method) or its logarithmic variant cannot be used because both the variance and its
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logarithm vary while measuring the function Fp(u). The relative variance, however, was 
constant. Let us introduce the following notations:

F := (F u F 2, . . . , F n) e F , (14)

V i  t t - к &
F, —F„( u(0) T

Fp(u10) (15)

where u(1),u (2),u (3>, .. ., u<n,(e R r) were defined earlier (Eq. (9)); but can be character
ized also as the mean value of the following random variable:

£(i)(co) : = ю)*’ (i=  1,2, . . n). (16)

Obviously, V\ > 0  for all F e F and pe R *n0 so the function p i-*Kp at any fixed 
F has certainly a minimum over R^n© because of (4) and (8). However, the mini
mum value K2 in can be taken at more than one value of the arguments. Let us denote 
by Jp^in the smallest к dimensional interval which contains the set {p|pe R *n0 and 
Fp =  F 2in}. Then our decision function is given by:

d :F->D; d(F): =  J£min x {Kmin} . (17)

It is worth mentioning that the explicit values of the mean deviations cr^ 
(p= 1,2, . . . ,  r; i ' = l , 2 , . . . , n )  are not required for using that decision function, 
however, they are important for examining its properties (confidence interval, bias etc.)

Method for calculation

If during measurement an elementary event w is realized, the sample value F = 
= Ф(со) will be obtained and the decision d(F) = d(0(w)) will be made for the unknown 
parameters. The main difficulty for that procedure is to find the interval and Fmin. 
In our Laboratory a computer program has been elaborated for that purpose. Its 
rough flowing chart can be seen in Fig. 1, where Rp denotes the register series for p in the 
computer. If we have no idea at all for an initial value pguess the program can find one by 
itself. The familiar gradient method does not need any explanation, only a remark: the 
derivatives need not be programmed, they are calculated from the pi—>F2 function. 
After the gradient part a checking subroutine begins to work. We called its algorithm 
lattice method because it takes a /с-dimensional cubeshape lattice network around pmin 
found by the gradient subroutine, and checks if there is a smaller F 2 value at any lattice 
point. Lattice constant means the distance of two neighbouring lattice points. The limit 
precision is an input datum. If the lattice subroutine has found two lattice points at 
which Vp is the same, it stops even ifit has not reached the precision required and gives 
a message: it is not worth continuing. Occasionally after a few restarts we can make sure 
what ipmii* has to be taken. The program can find a “very flat” minimum as well, and
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Fig. 1. Flow chart of the computer program for fitting the Urbach parameters

the dependence of the pi->F\  function on any parameter component can be “very 
weak” in comparison with the others. That is the module of one component of the 
gradient vector can be smaller even by many orders of magnitude than the other ones.

Results and discussion

The absorption data corrected for reflected light are collected in Table I and are 
also plotted in Fig. 2. The T e 0 2 crystals grown in our laboratory show lower 
absorption in their transparent region than those investigated earlier [2, 3]. The 
absorption data plotted on a logarithmic scale deviate from the straight line only for 
values below 1 cm - 1 of the absorption coefficient indicating the perfectness of the 
crystals. The low level of both light losses and acoustic attenuation was attributed to 
the relatively small amount of crystal defects ( 1 ). The absorption values below 0.1 cm ~1 
seem to be uncertain because of the limited exactness of the reflection data. Takizawa’s 
statement that the reflectivity was independent of the temperature could be accepted as
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Table 1
Absorption data versus photon energy for T e0 2 after correcting for reflected

light
Data used for fitting are labelled by asterisks

£[eV ] Abs. coeff [cm ']
20 К 100 К 200 К 300 К

3.10 0.024
3.54 0.054
3.65 0.109
3.67 0.310*
3.69 0.561*
3.71 1.071*
3.73 1.883*
3.76 0.038 0.203 3.752*
3.78 7.519*
3.80 0.291 14.118*
3.81 20.096*
3.82 27.23 *
3.84 39.26 *
3.85 53.90 *
3.86 66.53 *
3.87 0.223 0.224 1.10 * 84.63 *
3.88 105
3.89 128 *
3.90 0.262 2.902*
3.92 0.344 7.833*
3.94 13.304*
3.95 0.464 21.68 *
3.96 37.44 *
3.97 0.895* 58.40 *
3.99 88.58 *
4.00 0.573 2.692* 137.46 *
4.03 1.268* 8.502*
4.04 14.584*
4.05 4.496* 33.04 *
4.06 8.28 * 57.95 *
4.08 14.577* 91.50 *
4.09 25.0 * 151 *
4.10 45.0 *
4.11 112 *
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Fig. 2. Experimental absorption data and computed Urbach lines for T e02 single crystals

a first approximation [3]. Moreover, the effect of optical activity on the reflectance may 
cause further errors [12]. Nevertheless the incorrectness of the reflection correction 
might be neglected at the higher absorption values which were used in the computer 
fitting of the Urbach equation.

In our case, using the definitions in Eqs (1) and (2)

r =  2; u =  (E, T ) ,

^ =  4; р =  (Л0, ffs0, £ 0, ficu0) ,

Fp(u) = A ,

n — 39.

The independent variables ua), u(2), . .  ,,u <39) and the sample (Ft , F2 , ■ ■ - , F3 9 )  are 
given in Table I. The parameter space © can be naturally chosen according to the 
smallest and largest positive number of the computer.

The computer fitting yielded the following results

AomU, is inside of [5.2 X 105, 5.3 ж 10s] [ c m '1]

f̂fSOmln is inside of [0.6324,0.6354]

•̂ Eomln is inside of [4.254,4.257] [eV]

^ “On,ir is inside of [2.273x10“ 2, 2.275 X 10 - 2] [eV]
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* ^ P m i n  ^ O m i n  ^  ^ S O m i n  ^  ^ E o m i n  ^  * ^ ^ ы О т 1 п

Kmm = 32.446 894%

The intervals could have been decreased by running our program for a longer time, but 
it did not seem to be necessary, as the variances would have been probably much larger. 
Our statistical model allows us to calculate a confidence interval of 95% for the 
parameter vector p but because of computation time limitations we would like to test 
the method by a function having less than four parameters. The “weakest” parameter is 
A0 and the “strongest” is ha>0. The gradient subprogram changed them from the initial 
values 2 x 107, 1.74 x 1 0 2 to 7.26 x 105, 2.35 x 10~2 respectively, and Vp changed from 
4592% (!) to 32.48% so we can see that the lattice subprogram could not be neglected.

The physical reality of the computed data could hardly be checked by comparing 
them to literature data. The Urbach shape analysis was performed by Takizawa [3] 
only for extraordinary rays. For ordinary rays he published reflectivity spectra which 
contain a shoulder near 4.30 eV at RT. That shoulder roughly corresponds to our E0 
parameter. The a>0 phonon frequencies have been measured by IR and Raman 
spectroscopy [13, 14] but the average energy of the phonons combining the exciton 
transitions with the given polarization direction have not been calculated.
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The Raman spectrum of T7 phage is shown to be dominated by the vibrations of the constituent 
DNA (backbone chain and bases). These vibrations are compared with their counterparts in the spectrum of 
isolated T7 DNA. Inspite of the great similarity between the two spectra there are some differences which 
suggest that the bases play an important role in the DNA-protein interaction. The sites of these interactions 

_ appear to involve the CH3 and C = 0  groups of thymine, C = 0  groups of cytosine and N7—C8 group of 
guanine.

Some preliminary observations are given on the UV induced changes in isolated DNA.

Introduction

T7 bacteriophage is one of the small, well-examined nucleoprotein systems 
which contains double-stranded DNA and several proteins in a functional unity.

The phage head is icosahedron-like with a diameter of ~  60 nm and it has a short 
tail [1]. The molecular weight of the total phage is about 51 • 106 daltons [2], the half of 
it is that of the DNA [3]. In the head, the DNA is wound around a protein core and is 
enclosed by a protein capsid. The winding represents a regular higher structure, kept by 
interactions between the DNA and proteins and by internal interactions of DNA [1].

The knowledge of the DNA fine structure in the phage head, related to other 
nucleoproteins (viruses, chromosomes), is important if one wants to develop model 
systems to study the responses to external agents such as radiations or chemicals. The 
effect of the UV irradiation on T7 bacteriophage studied by biological and several 
optical spectroscopic methods are reported [4—7]. Nevertheless, results on the fine 
changes in the molecular vibrations are missing.

It has been shown that Raman spectroscopy is a sensitive tool to study the 
conformation of nucleic acids and proteins ([8, 9] and ref. therein) as well as of virus

* Dedicated to Prof. I. Tarján on his 70th birthday.
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,  ï
[10, 11, 12], and their conformational changes. Raman studies also show that the 
interactions of histidine or protamine with DNA do not lead to structural changes of 
DNA, which remains in a stable В form [13, 14].

In this work we report on the Raman spectrum of T7 phages and of their normal 
and UV-irradiated DNA. Evidence is presented that the spectra contain useful 
information on the DNA structure and on its interactions with the phage proteins.

UV-induced conformational changes in the DNA molecule have been studied 
and some preliminary results are reported.

Experimental

Samples

T7 bacteriophage was grown on chemostated E. coli В host cells, using our 
earlier experiments obtained by this method [15]. The purification and concentration 
of the phages was carried out by a modified method of Strauss and Sinsheimer [16]. 
The final phage-concentration was about 70 mg/ml in 0,1 mol/1 phosphate buffer [М9].

T7 DNA was isolated according to Mandell [17], and it was stored in ethanol. 
Before measurements DNA was separated from the ethanol and dried slightly. It was 
resuspended in some drops of the same buffer as the phages. To have a sufficiently high 
concentration, the buffer quantity was limited and thereby the percentage of the 
remaining ethanol could be significant. The final DNA concentration was about 
15 mg/ml, in a gel-like state.

UV irradiation was performed by a 15 W Tungsram germicidal lamp. Samples in 
quartz capillary tubes (diameter 1 mm) were at 5 cm distance from the lamp for 1 hour. 
The incident dose at the surface was about 3 kJ/m 2 (at 254 nm), but in average it is 
much smaller because of the high absorptivity of the DNA.

Raman spectra

Raman spectra were recorded by a Coderg PH 1 Spectrometer. An argon laser at 
X =  488 nm and P ~  600 mW was used. The spectral slits were 6 cm ” 1. Quartz capillary 
tubes held in vertical position in the middle of a specially constructed brass cell were 
employed for the samples (10 pi). The temperature (~10°C) was controlled by a 
thermoelectric cooling system.

Results and discussion

1. Raman spectra of DNA

The Raman spectrum of T7 phages is shown in Fig. la. It is dominated by the 
Raman scattering of the constituent DNA. This corresponds well to the 50% 
attribution of DNA in the total molecular weight of the T7 phage [2] considering that
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Fig. I. Raman spectra of (a) T7 bacteriophage in 0.1 mol/1 phosphate buffer at pH = 7 (c~70mg/ml); 
(b) isolated T7 bacteriophage DNA in the same buffer (c~  15 mg/ml); (c) UV-irradiated, isolated T7 DNA

(/ = 254 nm; incident dose ~3kJ/m 2)

the Raman effect of the proteins is much weaker than that of the DNA. Thus our 
discussion concerns only the DNA spectrum.

The Raman spectra of isolated T7 DNA, native and UV-irradiated are presented 
in Figs lb  and c. The attributed frequencies and their assignment are included in Table I.

The Raman spectrum of DNA consists of vibrations which come from the two 
main parts of the molecule: the backbone chain and the pyrimidine and purine bases.

1.1. Backbone chain vibrations. The sugar-phosphate backbone of nucleic acids 
possesses only two Raman-active vibrations which are clearly identifiable in terms of 
normal modes [8]: the diester stretching, v(—О—P—О—), and dioxy symmetric 
stretching, v(P02). Their frequencies and intensities are directly related to the A, В or C 
form of the molecule [8, 18, 19].

In the Raman spectrum of T7 phages (Fig. la) the v(—О—P—О—) mode 
appears at 834 cm “ 1 as a weak shoulder of the strong vibration at 790 cm ~1. The latter 
one has been assigned primarily to a cytosine band [20]. Later, it was found [21] that 
the same band changes substantially in intensity when DNA passes from В form to A 
form. It has been suggested that, in fact, this band corresponds to the v(—О— P—О—)
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vibrations of the В-type structure when accompanied by the weak band at 834 cm“ 1. 
Thus the presence of the two vibrations at 834 cm “ 1 and 790 cm “ 1 in the spectrum of 
T7 phages (Fig. la) indicates that its DNA “in situ” is in the В form. This is confirmed by 
the dioxy symmetric stretching vibration of the phosphate group, v (P 02 ), situated at 
1094 cm” 1. This frequency has been indicated to be also characteristic for the В 
conformation of DNA [18]; when the backbone is in form A it lies at 1101 cm“ 1.

In her CD-study on the T7 phage DNA “in situ” Tóth [6] came to the conclusion 
that the conformation of DNA in the phage is intermediate between В and C forms. 
Small-angle X-ray scattering results [22] led to the assumption that DNA is in a B-like 
conformation in the phage head. The Raman spectrum of the C form of DNA studied 
by Goodwin and Brahms [19] has indicated a band at 865—870 cm“ 1 as being 
characteristic of this form. Such a vibration is not visible in the spectrum in Fig. la. 
Indeed, there is a large, not well defined shoulder at about 880 cm“ 1; thus it is may be 
possible that the CD-spectrum is due to a mixture of В and C forms. However, the 
Raman spectrum favours strongly the В conformation of DNA “in situ” as the largely 
preponderant one.

Concerning the conformation of the isolated DNA, the spectrum in Fig lb shows 
the bands at 790 cm “ 1 and 834 cm “ 1 as well as a third one at about 855 cm“l. The last 
two vibrations appear as shoulders on the slope of the strong ethanol band situated at 
885cm “ 1. There are two other strong bands at 994 and 1082cm“ 1 which are not 
characteristic either for DNA or for ethanol and remain at present non assigned.

Herbeck et al [23] have recorded Raman spectra of DNA in 60, 70 and 80% 
ethanol. They concluded that the DNA is in the В conformation at 60 and 70% ethanol 
but it is in the A form at 80% ethanol. Using CD measurements Girod et al [24] have 
suggested that in 60% ethanol DNA is in the C form. Herbeck et al [23] cannot con
firm the differences between the В and C forms. It seems that in our Raman spectrum 
(Fig. lb) the shoulder near 855 cm “ 1 indicates the presence of the C structure. 
Consequently, we may conclude that the sample contains between 60 and 70% ethanol 
as it was presumable on the basis of preparation procedure.

1.2. Vibrations of the bases. The more intense lines of the nucleic acid bases are 
believed to be due to the in-plane vibrations of the rings, involving particularly the 
stretching of C—C, C = C  and C = N  bonds [20]. They are found mainly in the 
frequency range 1800— 1200 cm “ 1 together with the external v (C = 0) and v(C—N) 
vibrations. Their assignment, based on previous studies [8, 19, 25, 26] is given in 
Table I. Thus the vibration at 1670 cm “ 1 corresponds to v(C=0) of thymine and that 
at 1650 cm “ 1 to v (C = 0) of cytosine. The strong band at 1580 cm “ 1 is attributed to the 
purine rings of adenine and guanine, mainly due to the C4= C 5 double bond vibrations 
along with the N H 2 scissoring effect. The very strong peak at 1490 cm“ 1 is assigned 
predominantly to the guanine in-plane vibration, involving the v(N7—C 8), with a small 
contribution from adenine. To the cytosine ring is attributed the strong vibration at 
about 1380 cm“ 1 due to v(N3= C 4) and v(C4—C5) whereas that one at 1343 cm“ 1 is 
characteristic of the adenine ring v(C8= N 7), v(C2= N 3) and v(C8—H) vibrations. The
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next vibration at 1300 cm “ 1 belongs to the adenine and cytosine rings and the peak at 
1260 cm -1  correponds to the adenine v(N7= C 8) and v(C8—N 9) vibrations.

1.3. C—H stretching modes (2800—3000 cm“ 1). In the spectra of isolated and in 
situ” DNA (Figs la and b) only CH2 deoxyribose groups and CH 3 of thymine can be 
expected to show stretching vibrations in this range. Thus the shouler at 2900 cm - 1 is 
most probably an vs(CH2) symmetric stretching vibration [20]. The two other 
vibrations at 2940 and 2980 cm - 1 are associated with the CH3 group and are assigned 
as symmetric, vs(CH3) and symmetric, v0(CH3), methyl vibrations.

2. Interaction of DNA with proteins

Some information on the interaction of DNA with the phage proteins can be 
given comparing the spectrum of T7 phages or of DNA “in situ” (Fig. la) to the 
spectrum of isolated DNA (Fig. lb). The following observations have been made:

— the peaks at 1670 cm -1  (v(C=0) of thymine) and at 1650 cm -1 (v(C==0) of 
cytosine) practically disappear in the phage spectrum;

— the vibration at 1490 cm - 1 (v(N7= C 8) of guanine) is clearly far weaker in the 
phage DNA than in the isolated DNA spectrum;

— the peak at 1460 cm -1  (<5CH3 of thymine) almost disappears in the phage 
spectrum; a new vibration at 1450 cm -1 appears, which is not visible in the isolated 
DNA spectrum and is due probably to the proteins CH2 and CH3 vibrations;

— the vsCH3 (2940cm-1) and vaCH 3 (2980cm-1) vibrations appear with 
inversed intensities in the phage spectrum.

All these phenomena indicate clearly that the thymine, guanine and cytosine 
bases play an important role in the interactions of DNA with the phage proteins, 
involving the C = 0  and CH3 groups of thymine, the C = 0  group of cytosine and the 
N 7= C 8 group of guanine.

3. UV-induced conformational changes in isolated T7 DNA

Because of the great experimental difficulties due to a very high fluorescence 
background of the UV-irradiated samples the quality of the spectrum in Fig. lc is not 
the same as that of the other two spectra in the same Figure (Figs, la and b). 
Nevertheless some alterations are clearly seen and we may report them. Thus the 
strong peak at 2940 cm - 1 (vsCH2) disappears and another very strong one appears at 
2889cm-1. The shoulder at 2900cm-1 (vaCH2) increases in intensity. The two 
vibrations at 1670 cm -1  (v(C =0) of thymine) and 1650 cm -1  (v(C=0) of cytosine) 
disappear also. The peak at 1460 cm -1 (<5CH3 of thymine) and 1343 cm -1 (adenine) 
diminish their intensity. On the contrary the intensity of the 1300 cm-1  (adenine, 
cytosine) vibrations increases.

All these changes concern primarily the thymine. This is not surprising because 
of the known effect dimerization of the thymine bases under UV irradiation. There are
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Table I

Characteristic Raman frequencies of T7 phages and T7 DNA alone: normal and UV-irradiated (incident dose 3 kJ/m2)

Frequencies [cm-1]

T7 phage DNA alone Assignment Probable origin
(DNA “in situ”) normal UV-irradiated

674 sh G ring stretching

730 vw A ring stretching

752 vw \
790 s 790 s 790 C, phosphate О\ diester symmetric

834 sh 834 sh phosphate p

/
stretching

855 sh 850 phosphate
885 vvs 889 ethanol
994 vvs 992

1008 m
1082 vs

protein

\

Phe

1094 1094 phosphate O ''4 dioxy symmetric

1180 w 1178 vw 1178

Л
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1260 m(L) 1260 w 1264 A ring stretching: 
v(N7= C 8) and v(C8 N9)
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1342 m 1343 s 1346 A ring stretching:

1376 m 1386 s 1380 C

v(C8= N 7) v(C2= N 3) and 
v(C8—H) 
ring stretching:

1422 w 1424 w 1437 A, G
'<N3= C J  v(C4—C5) 
ring stretching

1450 m 
1460 vw 1460 1466

protein
T, deoxyribose

<5CH3,áC H 2 bending 
<5CH3, <5CH2

1490 s 1492 s 1495 G, A ring stretching

1580 s 1580 s 1582 G, A
in-plane: v(N7= C 8) of G 
ring stretching

1660 L (H20) 1650 s _ C
v(C4= C 5) +  NH2 sciss. 
v(C =0)

1670 s - T v(C =0)

2890 sh 2900 sh
2850 s 
2889 vs deoxyribose vs(CH2)

2950 sh (vs) 2940 vs T vs(CH3)

2980 vs 2980 sh
2970 vw

T v„(CH3)

A — adenine, C — cytosine, G — guanine, T — thymine, s — strong, w — weak, m — medium, v — very, L — large, sh — shoulder v — stretching vibr., 
V, — symmetric stretching, v„ — asymmetric stretching, 6 — bending
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changes also in guanine, adenine and cytosine vibrations as well as in the deoxyribose 
CH 2 groups.

It seems that the backbone may be in a C form, but this needs confirmation. 
Further studies on UV-irradiated isolated DNA and T7 phages are under way.
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SOME GROUP THEORETICAL REMARKS 
ON THE SYMMETRY OF POLYMORPHIC CRYSTALS*

Z. MORLIN

RESEARCH LABORATORY FOR CRYSTAL PHYSICS OF THE HUNGARIAN ACADEMY OF SCIENCES
1502 BUDAPEST. HUNGARY

Some group-theoretical aspects of polymorphic phase transitions are discussed. The equilibrium 
symmetries contain as a subgroup in a preformed structure that phase which is in equilibrium at a different 
temperature. If the polymorphic structure consists of two phases the transition takes place through a 
subgroup common to both phases. This subgroup is an intersection of the two groups in the group- 
theoretical sense. The phase transition actually consists of the dissymmetrization and symmetrization of the 
subgroup, whereby the subgroup first becomes dissymetrized followed by symmetrization from which finally 
the other equilibrium phase emerges. The dissymmetrization-symmetrization processes are reflected in a 
symmetrical change of physical properties.

The equilibrium phase of polymorphic crystals always contains in some 
preformed way volume elements of the non equilibrium structure [1, 2, 3]. From the 
group-theoretical viewpoint this means the coexistence of two (eventually more) 
groups of various degree of symmetry. As an example consider a P4 tetragonal 
structure embraced by a hexagonal body with P6 symmetry (Fig. 1). The two 
symmetries are described by the cyclical groups

P 4= {\ ,A nl2,A i i2,A 3nl2}, (1)

P6 = {1, A2k/6, A ln/6, A\nl6, A 2k/6, Л!ч/б} • (2)

A common structure of G, and G2 is

Я = {1  ,A .)  (3)

which is the only symmetry of the composite structure. H is an intersection of G, and 
G2, and has a lower symmetry, which is generally the case if two higher symmetries are 
combined to result in a common structure (2,4):

H = Gl r\G2 . (4)

Any transition from the subgroup H to one of the groups Gj or G2 is called 
symmetrization, whereas Eq. (4) represents a dissymmetrization of Gt and G2, 
respectively.

The phase transformation consists essentially of the symmetrization subsequent 
to a transitional dissymmetry. This becomes manifest only in the course of the

* Dedicated to Prof. I. Tarján on his 70th birthday.
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Fig. 1. Composite structure consisting of P4 and P 6 symmetries. The common rotation axis denoted by An
reduces both symmetries to P2

transformation process, since in equilibrium the preformed non-equilibrium state does
not violate the symmetry of the superstructure. The superstructure represents a
mathematical group with the preformed structure as a subgroup. Any crystallographic
group may be built up by the union of its subgroups or by coset formation [5,6].

Fig. 2a depicts a simple example, the equilibrium structure of a CsCl-a type
/  4  2 \  4 2
I — 3 — I crystal denoted by Ga. The point group — 3 — is built up from te skeleton 

\  m m j m m
group {432} which contains only rotational elements:

G  =  { 4 3 2 }  =  { 1 , A k/2, AI/2,  AI/2 ; ß*/2» ß*/2> ß* /2  î

C*/2> C$12’ C*/2 !

0 ^ 2 k/3> ° ^ 2 * / 3  ; l ^ 2 n / 3 ’  1^ 2 it/3 >  3 ^ 2 * /3 >  3^ 2 * /3  1

°F„ iFK, 2F„, 3F„*Fk, 5Fx},

(5)

where A, B and C are 4-fold, D are 3-fold, and F represent 2-fold axes (Fig. 3).
If this group is combined with the inversion group G =  {1,1} =  {I, i} one obtains 

4 2
the point group — 3 — which contains besides the rotational elements an inversion 

m m
centre and mirrors [5 ,6]. All the elements of this point group are distributed among 25 
subgroups. The CsC\-ß (Gß) is the equilibrium structure above 460 °C. It consists 
of the same symmetry elements as CsCl-a (GJ, but belongs to a different space group 

4 2F —3 —. From the viewpoint of phase transformation the diagonal three dimen- 
m m

sional 3-fold axes (see Fig. 2) are of interest, because these axes connect the alternate 
anions and cations. This is the preformed high temperature phase embraced by the Gx
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Fig. 2a. The three non-orthogonal axes of a rhombohedron within the CsCl-a structure; the xj, *5, x° 
rhombohedral axes are simultaneously 3-fold rotation axes of the CsCl-a symmetries 

Fig. 2b. The antisymmetric rhombohedral symmetry within the CsCl-a phase

group. Three 3-fold axes of the G„ group define a non-orthogonal co-ordinate system 
within the orthogonal G, system (1). Since the angles of the three axes are the same a = /2 
=y =  70°3T (for every CsCl-type crystal), and the ions are at equal distances from each 
other in the three directions defined by the non-orthogonal coordinates, i.e. ä = E = c ,  
this system within the group constitutes a rhombohedral symmetry, a substructure of 
G„. The rhombohedral group denoted by H may belong either to the space group R3 or

A

Fig. 3. Rotation axes of the {432} point group 
A: 4-fold axes (altogether three)
D: 3-fold axes (altogether four)
F: 2-fold axes (altogether six)

(For simplicity only one of each type is drawn.)

3*

>
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R32 with the elements

H 3 =  {!> ^2я/3> ^2я/3> i> 2̂я/3*> ^гя/З1} > (6)

Я 3 2  =  { 1 , 0 2 Я /3 ,  D l . / 3 ,  ‘ С , ,  2С Я} , (7)

where the D elements are 3-fold, the X, ‘C, 2C elements are 2-fold axes and i stands for 
inversion [5 ,6].

It is interesting to note that the primitive rhombohedral CsCl transitional 
structure is antisymmetric in the sense that the four corners of the rhombohedron are 
alternately occupied by Cs+ and Cl- , respectively (Fig. 2b). No rhombohedral face 
centred cells exist. The antisymmetry becomes manifest either by inversion in the R3 or 
by the 2-fold rotations in the R32 symmetry. In the first case one type of ions is inverted 
into the second type, in the R32 case one type is rotated around the 2-fold axes into the 
position of the other, (cation <± anion). This corresponds to Shubnikov’s black and 
white symmetries [2]. Including this antisymmetric property the rhombohedral 
symmetries within the G group will be further on denoted by a stroke: R3' and R32', 
respectively.

The actual phase transformation of CsCl-а into CsC\-ß may be described by the 
group transitions

R3' Gp
or (8)

R32' -  Gp.

It is quite clear that the H subgroup is an intersection of the groups Gx and Gß

H~3,H 32 = GxnGp. (9)

Geometrically the transformation consists of an orthogonalization and dilatation 
(contraction) of the rhombohedral cell [1]. At first sight this would mean a sudden 
change Gump) of the steady state system at the phase transformation. Experimental 
evidence, however, shows that the transition is prepared by a continuous change of the 
vibrational spectrum of the structure. This eventually results in a gradual disruption of 
the rhombohedral nucleus which step by step becomes orthogonalized by diffusion 
controlled kinetics [7].

Consequently, with the exception of a few cases in extremely small regions, no 
rapid change of the structure is observed. According to X-ray and electron diffraction 
evidence [8,9], the reflections become blurred and weakened in the temperature range 
of transformation due to transitional dissymmetrization, even the co-existence of both 
phases is observed. Finally, the reflections of the equilibrium symmetry emerges, again 
with strong and sharp reflection spots or lines. Also electrical conductivity measure
ments showed a prolonged change at transformation [10, 11, 12]. In this way the
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geometrical symmetries are reflected by physical symmetry properties. In the 
diffraction experiments one has the process:

Strong reflections-»transitional blurring-»strong reflections.

Similarly also the electrical conductivity properties show a symmetrical change 
as described in earlier papers cited in the references.
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MODEL FOR THE Mg, CENTRE IN NaCl*
A. W a t t e r ic h  and K. R ak sá nyi

RESEARCH LABORATORY FOR CRYSTAL PHYSICS O F THE HUNGARIAN ACADEMY OF SCIENCES
1502 BUDAPEST, HUNGARY

Optical and thermal properties of the Mg, centre generated by illumination in the F band of X- 
irradiated NaCl : Mg crystals have been investigated. A new model of this centre being essentially a dimer 
which has captured two electrons and two anion vacancies is proposed.

1. Introduction

In Mg2 + doped NaCl four different electron excess centres were produced by X- 
irradiation and subsequent F- and thermal bleaching [1]. The structure of the Mg, 
centre is the least known among them. The M g, centres transform into Mg2 centres at 
RT, whereas at higher temperatures the Mg2-»M g3 centre conversion takes place [1]. 
Thus the Mg, centre can be considered as a primary centre and it would be important 
to know more about its structure. That is why we tried to follow in more detail the 
formation kinetics of the Mg, centre together with its thermal conversion kinetics. In 
order to do that the first task was to determine more exactly the optical parameters of 
the overlapping absorption bands and the optimal conditions and characteristics of the 
Mg, centre formation.

2. Experimental procedures

MgCl2 doped NaCl crystals were grown OH-free by a zone-melting method [2] 
and cooled down slowly (“as-grown” samples). Some crystals were annealed at 400 °C 
with subsequent quenching to RT (quenched samples). X-irradiation was carried out at 
RT using a THX-250 deep-therapy apparatus working at 200 к V and 20 mA yielding a 
dose rate of ~2C /kg. min. For the bleaching of the F-band at RT a tungsten-iodine 
lamp equipped with BG-19 and GG-3 filters was used. The optical absorption 
measurements were recorded at RT by a UNICAM SP-700 spectrophotometer. For 
the calculations a CDC-3300 computer was used.

* Dedicated to Prof. I. Tarján on his 70th birthday.
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3. Experimental results

3.1. The optical parameters

During coloration of “as-grown” crystals in the first stage (i.e. for total 
irradiation times iirr < 30 min) the increase of the F and a V-type band at 209 nm could 
be observed with a proportionality between the optical densities of both bands (Fig. 1, 
curve 1).

In the second coloration stage the peak position of the V-band shifted to longer 
wavelengths and the proportionality changed (Fig. 1, curve 2) indicating the 
appearance of a new V-type band at longer wavelengths. Also the M band appeared in 
the optical absorption spectrum.

If the sample was previously annealed at 400 °C for about 10 min and quenched 
to RT a short X-irradiation and F-bleaching resulted in an optical absorption 
spectrum showing the presence of a manifold of V bands, the F band (these bands 
decreased during F-bleaching), and a group of Mg bands between them which 
increased during F-bleaching (Fig. 2, curve 1). An additional anneal at 100 °C for 
10 min yielded curve 2 of Fig. 2. Fig. 2, curve 3 shows the difference spectrum. The 
group of V band obviously consists of at least two bands: one is unstable at 100 °C 
(~229 nm), the other (209 nm) being more stable. In the group of Mg bands the Mg, 
band at 332 nm and the one at 390 nm are unstable at 100 °C, and so is the F' band at 
510 nm. Stable bands (Fig. 2, curve 2) in addition to the V band (209 nm) are the M g2 
(~300nm ) and F (467 nm) bands.

Fig. 1. The optical density of the V band at 209 nm versus that of the F band for the "as-grown” NaCl : Mg
crystal

curve 1: First stage of coloration (total irradiation time < 30  min; O, • ,  A and x standing for different
samples)

curve 2: Second stage of coloration (the first value was measured after 1 hour of X-irradiation; □ )
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Fig. 2. Curve 1: Optical absorption spectrum of quenched NaCl:M g after 10min of X-irradiation and
subsequent 10 min of F-bleaching ( ---------)

curve 2: The same after an additional 10 min anneal at 100 °C ( . . . )  
curve 3: The difference of curve 1 and 2 (-------- )

The original spectrum (Fig. 2, curve 1) was decomposed by an iterative 
FORTRAN program based on the least square method. The best decomposition was 
found by assuming seven Gaussian curves (Fig. 3).

In order to determine the parameters of the Mg3 and Mg4 bands we used the 
optical absorption spectrum published earlier [1] (see Fig. 4). In this case the F, V, Mg2, 
Mg3 and Mg4 bands should be taken into consideration by the decomposition.

All parameters concerning the Mg and V bands obtained from the decom
positions are collected in Table I.

The spectrum shown in Fig. 5, curve 1 is mainly the superposition of Mg3 and 
Mg4 bands. Curve 2 belongs to the same sample but annealed at some higher

Fig. 3. The Gaussian decomposition of Fig. 2, curve 1 assuming seven Gaussian curves. (Experimental curve: 
---------■, the calculated sum of Gaussian cu rve:........)
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Fig. 4. Optical absorption spectrum of NaCl:Mg after 30 min X-irradiation, F-bleaching for 13 min and 
annealing at 120 °C for 10 min. (Experimental curve:--------- , the calculated sum of Gaussian curves:........)

temperature (180 °C) where the Mg3 band becomes unstable. The parameters of the 
difference (curve 3) are in good agreement with those of the Mg3 band obtained from 
the Gaussian decomposition. The calculated parameters of the Mg4 band are also in 
good agreement with those given in [3] where the Mg4 band was prepared 
independently without the presence of any other interfering Mg band by electrolytical 
coloration and subsequent “decoloration”.

Finally it can be stated that the presence of all the above mentioned absorption 
bands is experimentally proved and not only assumed for the sake of a good 
decomposition.

Table I
Parameters of the optical absorption bands obtained from 

Gaussian decomposition

Centre
Optical absorption peak

Position [nm] Halfwidth [eV]

Mg, 332 ±1 0.48 ±0.01

Mg2 299 ±1 0.62 ± 0.01

Mg3 332 ±1 0.45 ±0.01

Mg4 312+ 1 0.75 ±0.01

? 390 ±  1 0.54 ±0.01

V
209 + 0.5 
226 ±0.5

1.00± 0.01 
1.07 ±0.01
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Fig. 5. Curve 1 : Optical absorption spectrum of the same crystal as in Fig. 4, but annealed at 120 °C for 30 min 
curve 2: The same but heated up to 180 °C 

curve 3: The difference of curve 1 and 2

3.2. Optimal conditions and characteristics of the formation of the M gx centre

In order to find out the optimal conditions for a study of the formation kinetics of 
Mg, centres we reinvestigated the “as-grown” crystals.

In “as-grown”, X-irradiated and F-bleached crystals (Fig. 6, curve 1) a V band at 
209 nm (corresponding to the stabler V band shown in Fig. 3) and a band at ~  320 nm,
i.e. essentially the Mg, band were found. The fact that the latter appears to be 
asymmetric, shifted and broader than the Mg, band found previously by decom
position (Table I) indicates the presence of the Mg2 band. The extinction of this Mg2 
band, however, is much lower than in the quenched crystal treated similarly (Fig. 6, 
curve 2). In the “as-grown” crystal neither the F' nor the 390 nm band appeared.

The spectrum of an “as-grown” crystal X-irradiated as far as the second 
coloration stage and F-bleached afterwards (Fig. 7) shows only the V, Z4 like [4], Mg3 
and Mg4 bands but neither the Mg, nor the Mg2 are present since the Mg, band should

Fig. 6. Optical absorption spectrum of
curve 1: “as-grown” crystal after 10min of X-irradiation and 10 min of subsequent F-bleaching 
curve 2: the same sample but annealed at 400 °C before being treated in the same way as above
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Fig. 7. The optical absorption spectrum of an “as-grown” sample 
curve 1: after X-irradiation for 2 hours and total F-bleaching 

curve 2: the same with an additional anneal at 100 °C 
curve 3: the same with an additional anneal at 150 °C 
curve 4: the same with an additional anneal at 180 °C

transform into the Mg2 band and the Mg2 band into the Mg3 band upon annealing at 
100 °C and 150 °C, respectively [1], which is not the case in second stage coloured 
crystals (Fig. 7, curves 1,2 and 2, 3, respectively). The dominating presence of the Mg3 
centre as opposed to the Mg2 centre is supported by ESR (their spectra were identified 
in [ 1]).

Consequently, the formation kinetics of the Mg! band can be best studied using 
“as-grown” crystals X-irradiated in the first coloration stage (iirr < 30 min). In this case 
only the changes of the V (209 nm), M gj, Mg2 and F bands during F-bleaching have to 
be taken into account.

Thus we chose such crystals with firr = 20 min and recorded the optical extinction 
at the peak maxima shown in Table I between short F-bleaching steps. For the 
evaluation of the spectra a FORTRAN decomposition program was used assuming 
Gaussian forms for the V, Mg! and Mg2 bands and the real form (as observed before F- 
bleaching) for the F band. This was necessary due to the asymmetric shape of the F 
band at the centre concentration used.

The interdependence of extinctions in Mg and F bands during F-bleaching is 
shown in Fig. 8 . In the process of the Mgi band formation three stages could be 
distinguished: in the first (beginning) stage the F band decreases rapidly and the Mgi 
band increases very slowly. In the second stage the increase of the Mgx band becomes 
more rapid, in the third (final) stage slower again. The smaller the Mg concentration the 
slower the formation rate in the last stage (Figs 8 and 9a).
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Fig. 8. Optical density of the Mg! and Mg2 bands versus that of the F band during F-bleaching of “as-grown” 
and X-irradiated NaCl:Mg. (Decomposition-corrected values in the band maxima listed in Table I)

Fig. 9. Optical density of the Mg, band versus that of the F band during F-bleaching. The same sample was 
used in “as-grown” a) and quenched b) cases. The Mg concentration was 3 x 10 “ 3 mole/mole
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Comparing the third stages of “as-grown” and quenched crystals it can be seen 
that in the second case the extinction of the Mg, band saturates (Fig. 9). This effect is 
very similar to that observed in an “as-grown” crystal with small'Mg concentration 
(Fig. 8b). In a quenched crystal the saturation of the Mgt extinction is accompanied by 
the increased formation rate of the Mg2 band.

3.3. The thermal conversion of the M gy band

The Mg l->Mg2 thermal conversion was also quantitatively followed.
As it was already established [1] at the end of this conversion a small Mg3 band is 

also present in the spectrum. Since the peak positions of the M gt and Mg3, on the one 
hand, and Mg2 and Mg4 bands, on the other hand, are rather close to each other 
(Table I), it is hard to decide whether the Mg3 and Mg4 bands exist immediately after F- 
bleaching. We know, however, that X-irradiation in the second stage promotes the 
formation of the Mg3 and Mg4 bands (Fig. 7) though in the present case only first stage 
coloration was applied. Moreover, Mgj and Mg3 bands have different optical 
conversion characteristics: as a result of optical bleaching the Mgt centres are 
converted into F centres, in contrast to the case of the Mg3 centres which recombine 
with V centres [1].

к

j ? |-O)
Q2-

a)

0 10 20 30 40 50 60 70 80 t  Lh]

Fig. 10. a) The optical density of the Mg, band versus storing time. (The sample was kept in the dark at RT). 
b) The last measured value in Fig. 10a was subtracted from all the other values (. . .) .  This curve could be 

easily fitted by the sum of two linear functions
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Fig. 11. The models of the Mg centres

Taking into account these properties an upper limit for the extinction of the Mg3 
band immediately after F-bleaching could be given: no more than 15% of the whole 
extinction at 332 nm belongs to the Mg3 band.

During thermal bleaching the whole extinction was measured at 332 nm (£332) 
and drawn versus storing time (Fig. 10a). This consists of the whole extinction of the 
Mg, and Mg3 bands and a certain contribution (a) of that of the Mg2 band:

E332 = E l +aE2 + E3, (1)

where E- s are the extinctions of the corresponding Mg bands at the band maxima.
The conversions are assumed to be of first order. This seems to be quite plausible 

for Mg2->Mg3 (see the models in Fig. 11), but questionable for Mg,->Mg2. Some 
justification for this assumption is provided by the successful fitting procedure to be 
presented.

The facts that no back-conversions could be detected and both the Mg, and Mg2 
decompositions appeared to be full indicate that back-reactions can be neglected at the 
present stage.

The changes of the extinctions were described by the following differential 
equations:

d E, 
dt — — k , £ , , (2)

d£ 2
“dT - aki E l —k2E2 , (3)

d£ 3
di

= ßk2E2, (4)

where the k -s are the rate constants of the corresponding conversion processes, the 
parameters a and ß relating the extinctions of various bands during conversion.
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j
Solving the differential equations (2—4) and substituting the solution into (1) the final 
solution is

£ 332(í)=E'e~k,,+E"e~k« +  E" ' , (5)

where £', E" and E'" are parameters. The value of £"' was determined from the last 
point of Fig. 10a. Subtracting this from all experimental values the curve in Fig. 10b 
was obtained. This could be easily fitted by two exponentials. Consequently, Eq. (5) 
described the process quite well and therefore the assumption concerning the first order 
kinetics of the M gt band conversion is not in contradiction with the experiment.

4. Discussion

Table II contains all characteristics which should be taken into consideration in 
the creation of a new model for the Mg! centre, more suitable than the one proposed 
in [ 1].

The decrease of the formation rate in the last stage cannot be explained only by 
the instability of the Mg! band at RT. This effect together with its dependence on Mg 
concentration indicates the presence of a precentre obviously connected with the 
dopant. These precentres might exist in the crystal prior to F-bleaching and are used up 
during illumination simultaneously with the increase of the formation rate of the Mg2 
band.

Applying a large dose of X-irradiation the Mgj band formation saturates very 
early during F-bleaching either because of the small concentration of the precentres

Table II
Main characteristics of the Mg! centre

The Mg, centre

is not paramagnetic
optical bleaching -*F centre

can be converted by
X-reirradiation ->F centre 
thermal bleaching ->Mg2 centre 
(first order kinetics)

formation is promoted 
by the circumstances

large Mg concentration 
“as-grown” crystal 
first stage X-irradiation

I slow
formation has stages II rapid 

III slow
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compared to the F centre concentration, or because long irradiation destroys the 
precentres themselves.

On the other hand the slow first stage in the formation of the M g, centre 
indicates that a second precentre should also exist which should be formed during 
F-bleaching.

The Mg2+ ions, like other divalent impurities are built in the crystal together 
with charge-compensating cation vacancies forming dipoles. The dipoles aggregate 
into polymers, in the simplest case into dimers the existence of which is proved [5—8].

The experimental facts that:
1. the formation of the Mgt centres saturates in quenched crystals (Fig. 9),
2. the long X-irradiation does not promote the formation of M g, centres 

suggest that the above mentioned first precentre is some kind of aggregated dipoles. In 
fact, annealing decreases the concentration of polymers [9], and X-irradiation destroys 
in several cases the divalent metal aggregates [10]. The results concerning this 
disaggregation effect for the NaCI:Mg system are as follows: X-irradiation

1. disaggregates the MgCl2 precipitate,
2. decreases the concentration of Mg—Mn dimers,
3. probably dissociates the dipoles. (This conclusion may be drawn from the fact 

that in NaCI : Mg crystals kjr-type centres could be measured by ESR similar to that 
found in NaCI :Ca [11]. The formation of kj-type centres is probably connected to the 
appearance of free cation vacancies.)

The simplest assumption for the first precentre is a dimer. Dimers exist in “as- 
grown” crystals but annealing and long X-irradiation destroy them. In these cases Mg, 
centres are formed in smaller concentration.

The most plausible assumption for the second precentre (which should be formed 
during F-bleaching) is an anion vacancy. This view is supported by the observation 
that the Mg2 centre formation also requires this precentre (see Figs. 8 and 9) and indeed 
the anion vacancy is one of the components of the Mg2 centre according to our model 
based on other experiments.

Taking into account the above mentioned precentres and the lack of ESR signal 
the new and more convenient model for the Mg! centre is: one dimer +  two anion 
vacancies-I-two electrons (Fig. 11). Electron excess dimer centres (including or not 
cation vacancies) are well known also in other systems like Ag2 in KC1 [12], (Cd+)2 in 
KC1 [13] and Tl2+ and Ga2+ in KC1 [14].

The above model is supported by the experience concerning the first order 
kinetics of the thermal decomposition of the Mg, centre and in conversion into Mg2 
centre: one Mg, centre dissociates into two Mg2 centres.

The larger stability of the Mg2 centre compared to that of the Mg, centre can be 
explained also very well on the basis of the above model. The jump of a cation vacancy 
needs smaller energy than the moving of a whole vacancy-pair [15]. A vacancy jump 
can dissociate the Mg, centre whereas the same vacancy jump does not lead to
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structural change in the Mg2 centre, only the orientation of the vacancy pair changes. 
The decomposition of the Mg2 centre occurs when the whole vacancy pair moves away.

The new model of the M gx centre explains all the experiments without any 
contradiction.
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A quantum mechanical treatment is given of the acoustooptic parametric conversion processes in 
dielectric crystals when the signal acoustical and idle light waves are transformed into each other in the 
presence of intensive optical pumping. The approximate Heisenberg equations of motion are found and 
solved for the creation and annihilation operators of signal and idle modes with due regard to the interaction 
of these modes with other light and vibratory modes of the crystal (“the thermostat”). It is shown that the 
thermostat influence results in noise and attenuation effects. These persistent noises are also converted from 
one mode into another and vice versa. Threshold conditions and asymptotic levels of noise are discussed.

One of the most interesting fields of quantum optics is the investigation of 
parametric processes of generation, amplification and frequency conversion. In the 
present paper we shall consider the interaction of three boson modes in dielectric 
crystals supposing that their frequencies and wave vectors fulfil the phase matching 
conditions (o1=a>2 + m3 and kx = k2 +  k3. Periodic boundary conditions on the crystal 
surface are assumed, thus the normal coordinates correspond to running waves. Let 
mode 3 be intensively excited by an external source. In this case mode 1 will be 
parametrically converted to mode 2 and vice versa. Such processes play an important 
role in physical phenomena as interaction between light and ultrasound, coupling of 
laser and infrared radiation. In the last case the parametric converter can be used for 
the detection of infrared radiation (up-conversion).

In [1] a quantum mechanical model of parametric conversion was given. In this 
model the interaction of the signal and idle modes with the remaining electromagnetic 
and vibratory modes of the crystal was not taken into account (the set of these modes 
we shall call “thermostat” in the present paper), consequently this model did not deal 
with noise and attenuation. However, if the parametric frequency converter is used for 
information processing the attenuation of the signal and the signal-noise ratio are 
important characteristics of the device. The parametric converter is an example of 
coupled vibrations. Investigation of noise and damping in such systems is of both 
theoretical and practical interest.

* Dedicated to Prof. I. Tarján on his 70th birthday.
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In this paper we shall consider the quantum theory of the parametric frequency 
converter taking into account the interaction of signal and idle modes with the 
thermostat in a microscopic way. Without pumping this interaction causes attenuation 
and noise, excluding the coherent signal, the average number of quanta in a mode is 
determined by the temperature of the crystal according to Planck’s formula. As soon as 
the pumping starts the modes get coupled. As a result, both signals and noises are 
transferred from one mode into another. A quantitative description of noise 
transformation in the process of parametric frequency conversion is the main result of 
this paper. Another consequence of mode coupling is the change in the character of 
attenuation.

The interaction of the signal and idle modes with the modes of the thermostat 
depends on the type of the modes. To be more specific we shall consider acousto-optical 
processes in dielectric crystals when the pumping and idle modes are light waves and 
the signal is a quasi-transverse acoustical wave.

We shall take into account the interaction between these modes proceeding from 
the Hamiltonian H = H0+V1 + V2, written in the representation of secondary 
quantization where H0 describes non-interacting light and vibratory modes, Vx is the 
cubic anharmonicity term and V2 corresponds to the photon-phonon interaction. We 
shall find solutions of the approximate equations of motion for time dependent 
creation and annihilation operators which allow us to study the role of attenuation and 
noise in the considered process and investigate the statistical properties of the 
transformed signals.

1. Equations of motion and their approximate solution

Let us consider the interaction between a quasitransverse acoustical and two 
electromagnetic modes (signal, idle and pumping waves, respectively) described by a 
coupling constant p in V2. The crystal temperature is assumed to be so low that the 
Landau—Rumer criterion is fulfilled for the ultrasonic wave.

For the intensive pumping light we shall use the parametric approximation [1— 
3], i.e. we shall neglect its damping and substitute C-numbers a? and a3 in place of its 
creation and annihilation operators a3 and a 3. Terms in H, which describe the 
interaction of the optical idle (1) and acoustical signal (2) modes with the thermostat 
can be written as

+ a i+ Q . )>

where r = 1,2 and the operators Qu Q2 are given:

2 l ß i  =  Ä 1 /2  Y j x k , i l J ( k i —I ) a ; i [ f r j ( k 2 - l )  +  ^ j ( l  —k i> ]  ’ 0 )
TO

ï - l Q l  —  h '  2 X  ^ - k 2.ik.j(k2 к) [^ ik  +  ^ Л - к ) ]  C ^ j(k 2 -k )^ j(k -k 2)]  • (2 )
k . i . J
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Here af, and bjX are the annihilation operators of the thermostat, photons and phonons, 
respectively, x and U are photoelectric and anharmonic coefficients, 1 and к are wave 
vectors. The small parameters At and A2 are introduced to take into account explicitly 
the weakness of anharmonicity and of the interaction between light and sound.

Let us assume that the pumping starts at t = 0. For t ̂  0 from the Hamiltonian H 
we obtain the Heisenberg equations of motion for the creation operator of a photon of 
the idle mode a f  (t) and that of a phonon of the signal mode a2 (t)

dfl! (t) =  ico1aï{t) + ig*e,a3,aî (t )+iX1Qt(t) ,

(3)

=  i(X>2 a+(t) +  ige -  ia>3V  (i) + ik2 Q2 (t).

Here g= —h lot*p and p = Ь3/2хкзкикг. Eq. (3) can be supplemented with equations of 
motion for Qi(t).

Knowing the solution of Eq. (3) the normally ordered characteristic functions 
X i ( t ,  i/) = Tr {per,a,t (,)e can be obtained [3] where p is the density operator of the
whole system in the Heisenberg representation. These characteristic functions make it 
possible to evaluate the mean value of any operator of [af+ (r)]m[a;(t)]" type and they 
contain information about the statistical properties of the converted signals.

Solving Eq. (3) exactly with respect to g we shall use perturbation theory 
regarding the small parameters Áj and Á2.

Let us set some initial conditions at t = 0. For large t we retain only those terms of 
the perturbative solution of Eq. (3), which correspond to secular terms in the expansion 
of Xi ,2(L Ч)- To be more detailed: we sum up those terms in the characteristic function 
which are of (Á?í)m (Á|r)n type (m,n= 1, 2 , . . . )  and neglect those of Á? (A?t)"~1 (Ajt)m 
type. Taking into account the fact that the macroscopic system of the thermostat is only 
weakly perturbed by the modes under consideration and neglecting the intrinsic 
anharmonicity of the thermostat we obtain from (3):

áa^  = K<°i +à(ol + iri)üi {t) + ig*ei<03‘a2 (t) + iA1ôjf<0)(f), 

daj -^  =  i(co2 + Aco2 + i r 2)a2 (f) +  ige ~ im,a f  (f) +  ik2 6 2  <О)(0  >

r 2 =  y  Z^  i j ,  к
1 U  -  k2 ,jk. i(k2 -  к) 12 { C1 +  Ид +  Й,(к2 -  к)]

ó(a>2 — cüß,— о)цк1 -  к)) +

+  2 [û Jk ní(h2_ k)]á (to I(k2- | l) —сод —co2)} ,

n — b +b .

(4)

(5)
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The expression for Дт2 can be obtained from (5) by substituting P( - J for <5(x) where

P(x) symbolizes the Cauchy principal value. Analogous expressions can be given for Г 2 
and Amt . In Eq. (4) and (5) Г, Am and Q<0)(t) are operators acting in the Fock space of 
states. Each state in this space is characterized by fixed numbers of photons and 
phonons of the thermostat modes. The above operators shall be evaluated neglecting 
the interaction of the thermostat with the signal and idle modes.

The solution of the system of operator equations (4) is found to be of the form

a 2 (») =  «2 (O)C(t) + at(0)S(t) + / ( f ) , (6)

where

C(f) =  exp Л  + Г.
im2 + iAm2 ------——  It cos rt + ^ 2 sin rt ), (7)

in
S(t) =  — exp 

r

f(t) = i f d t '  [C(t-t')A2Ö2+(0,(í,)+ S (t-í ')A iö ,+<0,( í> " i“3' ' ] , (9)о

Г 1 + Г 2 ,im2 + iAm2 ------- -— - It sin r t , ( 8)

( Г , - Г 2)2
4 ]1/2

The expression for the operator a l  (t) can be found with subscripts 1 and 2 
interchanged in (6—9).

By direct calculation one can check that in the sense of the above mentioned 
approximation the obtained solutions obey the commutation relations:

[a,(t),a/(t)] =  <5y , i ,j=  1, 2 . ( 10)

If the attenuation is introduced into the equation of motion of a,+ (t) in a 
phenomenological way, the solutions of such a system of equations do not obey the 
commutation relation (10).

2. Statistical properties of the signals

Let us assume that at t =  0 the density operator of the whole system is p — 
= PiP2pT, where p T is the density operator of the thermostat. It is also supposed that at 
t = 0 the density operators of the idle and signal modes p { and p2 are described in the P- 
representation of the coherent states [3] by weight functions P(10>(/?) and P<20)(a), 
respectively. The characteristic function x2(rç, t) of the signal mode is given:

X2(n, 0 = Я  d2« d 2/) P<20,(a)P^i/JJGfo, t; a, ß), (11)
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where the kernfunction

G(ti,r,a,ß) = trT{pr2<cc\l <ß\ e'°* « e  " 4*a2(,)\ ß > l \<*>2} (12)

is the characteristic function of the signal mode if both the signal and idle modes were in 
pure coherent states |a > 2 and \ß> i at i= 0 . Using (6—8) and retaining only the 
secular terms one can evaluate G(t], t; a, ß)

G(rj, t; a,0) =  e x p { - |i / |2n(t) +

+ f/[a*c(í) + ̂ *s(í)]-?/*[ac*(t) +  /?s*(í)]}, (13)

where s(i), c(t) can be obtained from S(t) and C(t) by the replacement of operators by C- 
numbers:

r i i2->yi 2 = trT(pr / ’j i2); A(al 2—̂trT{pTAa>lt2) ; 

p(t) = 2 ^dt'{y2n2(T)\c(t')\2 + y l ni (T)\s(t')\2} . (14)

Here r*i,2(T) are the occupation numbers of the idle and signal modes in 
thermodynamical equilibrium. Let us suppose that at r = 0 each of the considered 
modes is in a state that corresponds to the superposition of coherent signal with 
equilibrium thermal noise:

P<°>2(a) =
1

nnu2(T) expi  -
n u 2 ( T )

(15)

Substituting (13) and (15) into (11) one finds the characteristic function of the signal 
mode

X2(4, t) = exp { -  Irj\2N(t) +  rjR*{t)- 4 *R(t)} , 

and the corresponding weight function

Рг(м) = J ( ô exp
f l«-R(t)l2l
1  m  у

where

and
R(t) =  z2 c*(t) +  Zj s*(t)

N(t) = n2(T)|c(i)|2 + ni(T)|s(t)|2+Mt)-

(16)

(17)

(18) 

(19)

One can see that Eqs (16,17) describe a superposition of a coherent state having a 
parametrically transformed amplitude R{t) with a Gaussian noise with variance N(i).
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3. Discussion

As it can be seen from Eqs (6—9) there are two different dynamic conditions of the 
parametric converter depending on the relation between |gf| and |yi— y21/2- Let us 
assume that there is a pure coherent signal in mode 1 at t =  0. If \g\>|у! — y2|/2 the 
signal will periodically transform from mode 1 to mode 2 and vice versa with a damping 
amplitude. In this case the damping constant is equal to (yj + y2)/2. If. on the contrary, 
Ы < | у ,  — Уа 1/ 2 , there is also some conversion but the converted signal will attenuate 
without oscillation. In this case at g-+ 0 Eqs (16— 19) transform into a form describing 
non-interacting modes.

To understand the cause of the secondly mentioned dynamic duty of the 
parametric converter let us consider two oscillators with weak and strong dampings, 
respectively. Let us assume that at t = 0 only the oscillator with weak damping is 
excited and a weak parametric coupling begins at that moment. The energy transfer 
from the first oscillator to the second one will be slower than the potential velocity of 
energy loss by the second oscillator. Therefore there will be only a one way energy 
conversion between these oscillators.

For \g\ >  I у ! — у 2 IA using the characteristic function, let us evaluate the average 
number of quanta in mode 2 if at t =  0 there were signals in both modes. From Eq. (17) 
we have:

<a2+(r)a2(t)> = |R(t)|2 + JV(i), (20)

The first term | R(t) |2 in Eq. (20) describes the kinetics of the signal intensity, the second 
term N(t) shows the level of noise in mode 2.

The expressions N(t) in Eq. (19) can be divided into two parts:

The quantity

N t(t) — N(t) — g(t) and g(t).

Ni(t) =  n2(T) exp [ - (yj +  у2)i]^cos rt + У1-У 2 
2 r

sin rt

(21)

I n 1̂
+ « i(I’) ^ i - e x p [ - ( y 1+ y 2)t] sin2 rt (22)

r
originates from the initial levels of noise of the signal and idle modes. It should be 
noticed that in this expression the temperature T  can be different from the crystal 
temperature (e.g. in case of ballistic phonons [4]). In this case if z12 = 0 Eq. (19) 
describes parametric conversion of input signals with Gaussian statistics.

The term

where
g(t) = Na + N,(t), 

W„ = (li7l2+ У1У2Г 1
У1И1+У2П2, ,2

(23)

(24)
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and

N,(t) = - e — (y 1 +У2)< \д\2(п2У2+п!У1)
A v i + y J

+ H\g\2+yi72)
cos 2 rt \ g \2( y i + y i )  ( П2 У2 - П1 У1 )

~ 2 r2 +

+ 2(|g \ 2+ y i y 2) _ r
sin 2rt Г У1 — П2У2)

+  п2У2(У1~У2) í  1 -  ~l 2r ~ (25)

describe Gaussian noise in mode 2 connected with the persistent influence of the 
thermostat on modes 1 and 2 in the interval of time from 0 to t. The quantity N,(t)-> 0 in 
the limit Í-+00 and corresponds to rather complicated transient conditions of noise 
level. The term Na describes the asymptotic level of noise in mode 2 in the limit t-> со.

From Eq. (24) in the limit g->0, as it can be expected, we have Na- m 2{T). On the 
contrary, if \g\>У\У2> then

In the last case (i.e. \g\ >y t y2) the number of quanta of noise in mode 1 has the same 
limit. This limit will be between the equilibrium numbers of quanta in modes 1 and 2; 
nt (T) and n2(T). In case of acoustooptical conversion the asymptotic level of noise in 
the optical idle mode will be higher than that which corresponds to Planck’s formula 
and the asymptotic level of noise in the acoustical signal mode will be correspondingly 
lower than in thermal equilibrium.

1. W. H. Louisell, A. Yariv and A. E. Siegman, Phys. Rev., 124, 1646, 1961.
2. W. H. Louisell, Coupled Mode and Parametric Electronics, John Wiley and Sons, New York, 1960.
3. B. R. Mollow and R. J. Glauber, Phys. Rev., 160, 1076, 1967.
4. A. A. Kaplyanskii, Colloques intern. CNRS, No 255, 137, 1977.

N.a
У1 пЛТ)  + у2п2(Т) 

У1 + У 2
(26)
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ON THE ROLE OF DISLOCATION GROUPS 
IN THE FORMATION 

OF DOMINATING GROWTH HILLS*
L. M alicskó

RESEARCH LABORATORY FOR CRYSTAL PHYSICS OF THE HUNGARIAN ACADEMY OF SCIENCES
1502 BUDAPEST, HUNGARY

The layer structure of the hills on growth faces and of slightly evaporated cleavage faces of KC1 
crystals grown from solutions were studied by the surface decoration replica technique in a transmission 
electron microscope. The layer structure of the growth hills and the evaporation pits found is described and 
the role of the collective activity of dislocations as layer sources in the formation of the dominating growth 
hills is discussed.

Introduction

Optical microscopic investigations often showed the presence of flat layered hills 
on the growth faces of polyhedral crystals grown from solutions or vapour phases (see 
e.g. [1—3]). The central regions of these hills, the so-called growth centres, seemed to be 
the most active sources of growth layers on the crystal faces. From the point of view of 
growth these centres play a positive role. The formation of these hills showing often 
spiral terrace forms was explained b f the dislocation mechanism, i.e. by the so called 
BCF theory of crystal growth [4]. For the interpretation of the great step heights found 
in some cases at the spiral terraces the existence of dislocations having Burgers vectors 
much larger than the lattice parameters had to be assumed in the middle part of the 
spirals [5]. But this assumption involves different energetic problems.

In the dislocation theory of the crystal growth it was also pointed out that groups 
of screw dislocations belonging to some grain boundary of twist character can operate 
during growth as collective sources of atomic layers with an “activity” which differs 
from that of the single screw dislocations [4, 6]. “Activity” means here the number of 
the atomic layers emitted by a source in unit time.

It was shown that beside the positive role of the growth centres these centres may 
also be sources of compositional inhomogeneities and mechanical stresses during 
growth [7,8], which means that from the point of view of crystal quality they can play a 
negative role. So, it is an important practical question: where and how are the growth 
hills formed?

* Dedicated to Prof. I. Tarján on his 70th birthday.
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The aim of the present investigations carried out on KC1 crystals was to give 
further contributions to the knowledge about the role of dislocations in the crystal 
growth, especially in the formation of dominating growth hills.

Experiments

The alkali halides are classical model materials for the investigation of crystal 
defects. For the present experiments KC1 single and bicrystals were grown from 
solutions by the temperature decreasing or evaporation method described earlier 
[7, 9]. To facilitate the growth the solutions were doped with 0.1 mole% PbCl2. Seeds 
of dimensions of about 1 5 x 7 x 3  mm3 were cleaved from nominally pure melt-grown 
crystals and selected in two groups. The first series of seeds contained only single 
dislocations randomly distributed along the starting cleavage faces according to 
previous optical microscopic investigations. The second series of seeds showed in 
addition to single dislocations also straight and curved trace lines of randomly 
misoriented grain boundaries.

The growth of crystals occurred with rates in order of 10 4 pm/s. As finish of the 
growth process the crystals were quickly lifted from the solutions, dried on very fine 
filtering paper and then stored in desiccators. The layer structures of such as-grown 
and dried faces were previously studied in an optical microscope. Surface parts having 
only one growth hill and also inner parts of the crystals were selected and cleaved out as 
samples of dimensions of about 1 0 x 8 x 2  mm3. After appropriate drying and 
evaporation of these samples in high vacuum surface gold decoration carbon replicas 
were made in the usual way for transmission electron microscopic studies [ 10].

Results and discussion

The KC1 crystals grown from solutions were mainly bordered by the {100} habit 
faces as it is shown in Fig. 1. On almost all {100} faces of the crystals grown from both 
series of seeds one could observe growth hills. On the optical micrograph in Fig. 2 one 
can see such a growth hill being formed on a ( 100) face of a crystal without the operation 
of any grain boundary. The number of the hills was generally small: from about 1 up to 
10 per cm2. On the basis of other investigations it was known that the surface density of 
single dislocations on the growth faces could amount to about 106 cm 2. Considering 
the discrepancy between the surface density of growth hills observed and that of single 
dislocations it follows that only a small part of the dislocations emerging onto the 
growing face is responsible for the formation of the dominating hills. This fact suggests 
that the growth centres are layer sources consisting possibly of more dislocations which 
form collectively the hills.

According to earlier theoretical considerations [4, 6] it is to be expected that 
dislocations arranged in lines, e.g. in grain boundaries, can form together step sources
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Fig. I. The form of a solution-grown KC1 crystal bordered mainly by {100} habit faces. The dimensions are
marked by the mm scale

of great activity. So, if the seed contains a grain boundary, its full trace line is 
theoretically favourable for the growth of the crystals. Consequently, the trace lines 
remain more or less visible also on the growing face. This is demonstrated by the optical 
micrograph in Fig. 3. In this way the formation of dominating growth hills could be 
observed to occur mainly at some sections along the trace lines of the grain boundaries. 
Not all parts of a given grain boundary emerging in the crystal face are uniformly active 
from the point of view of forming growth hills. The observable break points or sections 
in the directions of the trace lines seemed to be mostly active, as it can be seen also ki the 
case of Fig. 3.

The evaporation processes are analogous to the growth ones. Therefore the layer 
structure of the evaporated cleavage faces of the KC1 crystals was also investigated by 
ТЕМ using surface gold decoration carbon replicas. In order to be able to compare the 
activities of the evaporation layer sources on the basis of the step structure belonging to 
them, some known characteristic step structures which can be found on the evaporated 
cleavage faces are shown in Fig. 4.

One can see that the activity of the single screw dislocation and that of the single 
egde one as surface step sources (centres) is about the same (see Figs 4a and 4b). The 
step structure around the strongly poisoned dislocations in Fig. 4c verifies their greater 
source activity compared to single dislocations (Figs 4a and 4b).

The fact that only certain parts of a given grain boundary are active to form 
dominating step sources was verified also on the atomic scale. This is demonstrated by 
the atomic evaporation step arrangement which is formed along the closed trace line of 
a grain boundary in Fig. 5. Only the grain boundary sections and break point marked 
by arrows formed evaporation pits (evaporation centres) analogous to those in Fig. 4.
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Fig. 2. A layered flat hill on a (100) growth face of a KC1 single crystal grown from solution. Optical
micrograph

Fig. 3. A dominating growth hill formed at a break section of the trace line of a grain boundary on a (100) face
of a KC1 crystal. Optical micrograph
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Depending on the local dislocation arrangement of the grain boundaries their 
“active” sections can have very different step source activity. In Fig. 6b a break point of 
a grain boundary trace line can be seen. Around this break point an evaporation pit 
was formed with a step structure like that of a single dislocation (cf. Figs. 4a, 4b and 6a). 
That means its activity was about the same as that of the single dislocations. In contrast 
to that Fig. 6c shows a straight line section of a grain boundary along which an 
evaporation pit was formed with approximately quadratic steps of one and more 
atomic heights (compare with Fig 4c) verifying a very great collective activity of this 
boundary section. In rough outlines this step system shows a spiral form like the etch 
spirals having high step heights described and observed earlier (e.g. [11, 12]).

Fig. 4. Transmission electron micrograph of some typical evaporation layer structures decorated with gold 
crystallites on a (100) face of a KC1 crystal: 

a — atomic spiral step caused by a single screw dislocation, 
b — concentric circular atomic step system caused by a single edge dislocation and 

c — systems having nearly quadratic steps of one or more atomic heights around strongly poisoned
dislocations
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5  f . tm

Fig. 5. Transmission electron micrograph of the decorated atomic step structure along tne closed trace line of 
a small grain embedded in its surroundings with a small angle misorientation. Only the grain boundary 

sections marked by the arrows, acted as step sources like those in Fig. 4

On the replicas made from the central parts of the growth hills formed without 
the presence of any grain boundary after a slight evaporation of the original growth 
faces groups of small hills could be observed. Such square shaped small hills are shown 
in Fig. 7a. All such small hills forming together the big growth hill consist generally of a 
few single dislocations as it is shown in Fig. 7b. That means, at a given growth condition 
the single dislocations (screw and edge*) distributed favourably in a small area of the 
growing crystal face can act through groupings as a collective layer source of very high 
activity and so they form a dominating growth hill during growth.

From the results one can conclude that small surface regions containing groups 
of single screw and edge dislocations favourably arranged either in a linear distribution 
predicted by the theories or in a surface distribution as found now can have a collective 
step source activity which is higher than that of the single dislocations. In consequence 
of their very high collective activity they build together dominating growth centres 
forming the big flat growth hills observable in the light microscope or in some cases 
even with the naked eye.

* Note added in proof:
The fact that the edge dislocations can act as sources of monomolecular growth steps (“trans

verse step sources”), was directly proved by E. Bauser and H. Strunk in J. Cryst. Growth, 51, 362, 1981.
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Fig. 6. Transmission electron micrographs of decorated evaporation step arrangements in surroundings of
step sources of different activity:

a — concentric circular atomic steps formed around a single edge dislocation (for comparison), 
b — a break section on a grain boundary trace line acting as a step source having an activity like a single

dislocation, and
c — a step arrangement around a straight section of a grain boundary forming a collective step source of very 
high activity. The quasiquadratic steps of one or more atomic heights form together an interesting spiral

evaporation pit
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Fig. 7. Transmission electron micrographs about the surface structure in the central part of an optical
microscopically visible growth hill: 

a — the group of square shaped small hills in the central part, 
b — the decorated step structure caused by the group of single dislocations forming one of the small groth

hills shown in Fig. 7a
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THE EFFECT OF DOPANTS ON THE GROWTH 
AND PROPERTIES OF TGS CRYSTALS*

L. M a l ic sk ó , L. J e sz e n sz k y , E. H a r t m a n n , L. K o v á c s , Á . P é t e r

and B. V á jn á

RESEARCH LABORATORY FOR CRYSTAL PHYSICS OF THE HUNGARIAN ACADEMY OF SCIENCES,
1502 BUDAPEST, HUNGARY

Triglycine sulphate (TGS) crystals were grown from pure and doped solutions. The results referring 
to the influence of the dopants on the growth, the domain structure, the lattice parameters and the different 
dielectric parameters are reported and discussed.

Introduction

Triglycine sulphate (TGS) is well known as a ferroelectric material [1]. Its 
properties are generally known [2]. Because of its low Curie temperature of about 
49 °C TGS is a convenient ferroelectric model material from which single crystals of 
good quality can be grown. The crystals are also used in the practice as pyroelectric 
displays and infrared detectors. The technical applications demand single crystals of 
high quality. Therefore, the study of the relation between the growth conditions and the 
properties of these crystals are of practical importance, too. The aim of the present 
paper was to give some contributions to the effect of dopants on the growth in 
macroscopic scale and to the ferroelectric behaviour of the TGS crystals.

Experiments

Chemical preparations

The triglycine sulphate was synthetized from hot aqueous solutions containing 
in stoichiometric composition glycine and sulphuric acid of high purity [3]. In order to 
decrease the unwanted metal impurities, first of all that of the Fe ions, the glycine raw 
material was prepurified by recrystallizing two times. The steady composition of the 
starting material was controlled by potentiometric titration [4]. As dopants pure 
C uS04 • 5 H20  and KCr(S04)2 • 12 H 20 ,  respectively, were used whose concentra
tions within the solutions were varied between 2 and 25 mole% in order to grow 
crystals of rather large dopant contents.

* Dedicated to Prof. I. Tarján on his 70th birthday.
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The concentrations of Cu dopants incorporated into the TGS crystals were 
determined by complexometric titration [5]. As reagent 10- 3 M solution of 
SELECTON C (Complexon IV) produced by Reanal were used in specimen solutions 
of constant 0.5 M TGS concentrations and at constant 5.8 pH values. As indicator 
PAN was applied. The concentrations of Cr dopants within the crystals were measured 
spectrophotometrically [6,7] using 0.1 M solutions of SELECTON B2 (EDTA) 
produced by Reanal in specimen solutions of constant 0.5 M TGS concentrations, at 
constant 6.00 pH values. The Cr concentrations were determined from the absorption 
peak heights measured at 548 nm.

For revealing the domain structure on the {010} cleavage faces of the crystals 
instead of the usual water (e.g. [3, 8]) cc. propion acid doped with a small amount of 
B aC 03 was used as etchant.

Crystal growth

The crystals for the investigations were grown from pure and doped aqueous 
solutions by the well-known techniques of the solvent evaporation at constant 
temperature or of a program regulated decreasing of the temperature. The growth 
processes of two steps occurred below the Curie temperature of the crystals, that 
means, the growth history took place in the ferroelectric state. In the first step going out 
from rod-like seeds nearly uniform small crystals of dimensions of about 2 cm were 
grown from pure solutions. They were usually bordered by {001} and {110} habit faces 
and {100}, {111}, {121}, {011} and {010} faces of small sizes. In the second step these 
small crystals were grown on.

Measurements o f the dielectric parameters

From the crystals small specimens were cleaved out the {010} cleavage faces of 
which were covered with silver paste as electrodes. Then at an electric field strength of 
100 V m '1 and a frequency of 1 kHz the relative dielectric permittivity (er) and the 
dielectric loss (tg <5) of the specimens were measured as function of the temperature 
between about 20 and 60 °C with an accuracy better than +0.1 °C.

The ferroelectric hysteresis loops were measured in a modified Sawyer-Tower 
circuit at an electric field strength of 2 ■ 105 Vm “ 1 and a frequency of 50 Hz. In this way 
the spontaneous polarization Ps and the coercitive force Ek belonging to the 
temperature of 20 °C were determined.

Measurements o f the lattice parameters

On powder specimens prepared from pure and copper doped crystals the lattice 
parameters were measured with Debye-Scherrer method. On cleavage pieces of the 
pure and doped crystals precision lattice parameter measurements were carried out 
with the Bond method [9, 10].
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Results and discussion

In growing the crystals using the seeds mentioned before in pure solutions the 
bordering, the so-called growth form of the crystals remains the same as that of the seeds 
(Fig. la). After the growth from solutions doped with copper or chromium and 
potassium, respectively, a change in the size ratios of the faces were observed (Fig. lb). 
In the bordering the {001} and {110} faces remain the habit faces, but the other ones 
become relatively smaller or some of them even disappear. This growth form 
modification caused by the selected effect of the dopants on the growth of the 
crystallographically different faces is bigger in the case of the Cr and К dopants than in 
that of Cu dopants.

Depending on the growth conditions the dopant particles present in the 
solutions are incorporated into the crystals during the growth. By measuring the 
dopant concentrations in the crystals the effective segregation coefficients of Cu and Cr 
dopants were determined. Increasing the growth rate from 0.2 up to 10mm/day 
measured in the <010) direction the effective segregation coefficients have shown a 
rising tendency between 5.0 ■ 10 ~3 and 3.6 ■ 10 2 in the case of Cu dopants and between 
2 • 10 - 2 and 2.3 • 10 “ 1 in the case of Cr ones. The segregation coefficients for both kinds

Fig. 1. The growth forms of TGS crystals grown from a pure solution (a) and from that doped with 10 mole%
Cu (b)
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of dopants are smaller than unity, and their values lie in that order of magnitude which 
was found also by other authors [11].

According to the etching experiments the crystals in the as-grown state consist 
only of a few of the ferroelectric domains. After a thermal treatment above the Curie 
temperature the number of the newly formed domains, especially in the case of the 
doped crystals, increases significantly. The domain form appearing by etching on the 
{010} cleavage faces of the crystals shows certain differences according to the dopant 
species. As Fig. 2 demonstrates on the faces of the pure crystals the domains are 
generally lens-like (Fig. 2a) and on those of the doped crystals they have generally 
elongated forms (Fig. 2b). In the case of Cr dopants whisker forms were also observed 
(Fig. 2c).

The lattice parameters measured on TGS crystals doped with Cu in 
concentrations between 0.05 and 0.6 mole% were: a =(0.942 ±  0.010) nm, b = 
=  (1.262 + 0.010)nm, and c=(0,573± 0,007)nm. They do not differ from those 
measured on the pure crystals and given in the International Tables. That means that 
the possible changes of the parameters are within the given limit of error. The precision

Fig. 2. Some typical forms of ferroelectric domains after a thermal treatment, revealed by etching on the {010} 
cleavage faces of different TGS crystals: a —  in a pure crystal, b — in a Cu doped crystal, and c — in a Cr and

К doped crystal
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Fig. 3. The temperature T  dependence of the relative dielectric permittivity er of a Cu doped TGS crystal: 
1 — in a lg er versus T  representation; 2 — in a l/er versus T  representation

measurements of the parameter b show, however, certain differences: in the undoped 
crystal b = (l,264 8249 + 5 • 10-7) nm, in the crystal doped with 0.1 mole% Cu b = 
=(1.264 828 7 + 5 • 10“ 7) nm and in the crystal doped with 0.2 mole% Cr (together with 
К in unknown concentration) b = (1.2647323 + 5 • 10-7) nm. From this especially the 
Cr and К dopants seem to be effective in decreasing the parameter b of the TGS 
crystals.

The relative dielectric permittivities of the crystals have shown the well-Jcnown 
temperature dependent course. This is demonstrated by the curve 1 in Fig. 3 for the case 
of a TGS crystal doped with Cu in a heating course. At the phase transition 
temperature Tm a very high maximum (£r>mai) appears as compared with the starting

Table I
The dielectric parameters of TGS crystals, measured at heating (h) and cooling (со), respectively. C~, C + are 
the Curie constants in ferroelectric and paraelectric phase, respectively. £r ma< is the maximum relative 

dielectric permittivity at the phase transition temperature Tm. Tc is the Curie temperature

Dopant C~ [103 °C] C + [103 °C] <v.m„  СЮ3] Tm [°C] Tc [°C]

— 0.90 ±0.01 (h, со) 3.03 ±0.04 8.6 ± 0.2 48.9 ±0.1 48.6 ±0.1
(h, со)

Cu 1,06 ± 0.02 (h> 2.87 ±0.02 7.7 ±0.1 48.8 ±0.1 48.4 ±0.1
(0.9.. .1.7) (со) (h, со)

Cr (and K) 0,90 ±0,01 (h) 2.63 ±0.03 8.0 ± 0.1 49.1 ±0.1 48.7 ±0.1
(0.9.. .1.75) (со) (h, со)
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Fig. 4. The temperature T  dependence of the logarithmic dielectric loss lgtg <5 of a Cu doped TGS crystal

value of the dielectric permittivity at room temperature. In the as-grown crystals 
having a prehistory only below the Curie temperature these starting values were found 
to be about 30. Both the ferroelectric and the paraelectric parts of the temperature T 
dependence of the dielectric permittivity in the vicinity of the Curie point Tc may be 
described by the Curie—Weiss law: l/£r= (T — Tc)/C, where the Curie constant C for 
the ferroelectric phase C~ differs from that for the paraelectric phase C+.

The dielectric parameters found are summarized in Table I. The data of Table I 
present the following details. The Curie constants measured in the paraelectric phase 
are reproducible independent of the heating or cooling course of the thermal treatment. 
The Curie constants measured in the ferroelectric phase show generally a larger or 
smaller practically irreproducible hysteresis. Such hystereses were already found on 
TGS by other authors [12].

Both in the undoped and doped TGS crystals the dielectric loss showed a strong 
decrease with an increasing temperature, and a sharp maximum appeared around the 
ferroelectric phase transition temperature (Fig. 4). The values of the spontaneous 
polarizations and the coercitive forces determined from the measurements of the 
hysteresis loops of the crystals are listed in Table II.

Considering that the maximum of the dielectric permittivity and the Curie 
temperature can be influenced by the defects within the crystals [13] the values ofer max, 
Tm and Tc listed in Table I are in good agreement with those mentioned in the literature 
[14,15]. The hysteresis and the differences in Tables I and II or found in the literature 
are believed to lead back to the complex interactions between the lattice defects, e.g. 
impurities, and the domain structure. As it was already mentioned the as-grown 
domain structure can differ considerably from that after thermal treatments. 
Consequently, the reproducibility of the dielectric parameters is the question of the 
reproducibility of the domain structure of the ferroelectric crystals.
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Table II
The values of the spontaneous polarizations Ps and the coercitive 
forces Ek at 20 °C, determined from the hysteresis loops investigated 
on (010) oriented cleavage pieces of pure and doped TGS crystals

Dopant P , [ 10- 2 C m -2] Ek [104 V m '1]

— 2.8 ± 0.2 9.1 ±0.5
Cu 1.7 ±0.1 7.5 ±0.3

Cr (and K) 1.6 ± 0.1 8.3 ±0.4

Summary

By measuring the dielectric parameters the crystals produced in our laboratory 
were controlled. Furthermore, the present investigations have given some new 
contributions to the close connection among the growth conditions, the real structure 
and the physical properties of the TGS crystals.
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LOW TEMPERATURE YIELD STRESS INCREMENT 
DUE TO IMPURITY-VACANCY DIPOLES IN NaCl CRYSTALS*

A . T ó t h , P. K á l m á n , T .  K eszthelyt  a n d  J .  Sá r k ö z i

DEPARTMENT OF EXPERIMENTAL PHYSICS, INSTITUTE OF PHYSICS, TECHNICAL UNIVERSITY 
1521 BUDAPEST, HUNGARY

The yield stress increment of NaCl crystals caused by impurity-vacancy dipoles containing M g2 + , 
Sr2+ and Ba2+ impurity ions is calculated on the assumption that it is essentially controlled by the 
interaction between the dipoles and screw or edge dislocations. For calculation of the elastic strength of the 
dipoles the ionic displacements around them are calculated using the semiclassical Born—Mayer theory of 
ionic solids. There is no fitting parameter applied throughout the calculations.

Introduction

It is generally accepted that divalent cation impurities significantly influence the 
mechanical properties of NaCl type crystals [1,2]. A theoretical calculation of the low 
temperature yield stress increment in NaCl crystals due to rigid Ca2+ ion—cation 
vacancy dipoles was giveh in [3] recently. Following the method described there 
further calculations have been made to obtain the yield stress increment for the dopants 
Mg, Sr and Ba in NaCl crystals. Since the method of calculation has been detailed in
[3], only a brief account of the main points is given here. The lattice distortion around 
the dipole, i.e. the displacements of the chlorine ions nearest to the dipole, are 
determined on the basis of the semiclassical Born—Mayer theory of ionic solids. From 
the displacements obtained in this way the mean strain tensors ascribed to dipoles of 
different impurity ions are calculated. The interaction energy and thus the force acting 
between the dipole and a dislocation are determined with the use of the continuum 
theory. Once a general formula is found for the force acting on the moving dislocation 
from the dipoles of different orientations with respect to and at different distances from 
the slip plane, the yield stress increment is straightforward to determine by Friedel’s 
formula [4]. The calculation is carried out for screw and edge dislocations as well.

Method of computation

In the lattice distortion calculation the crystal is divided into two regions. 
Region I includes the divalent impurity ion, the cation vacancy and their nearest 
neighbour chlorine ions (Fig. 1). Here all the variables (ionic displacements and ionic

I
* Dedicated to Prof. I. Taiján on his 70th birthday.
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2

СГ ion

•  Na* ion

impurity ion

vacancy

3*
Fig. 1. The frame of reference and region I used in lattice distortion calculation. The divalent impurity and all

the ions numbered are in region I

polarizabilities) are calculated simultaneously. Region II contains the rest part of the 
crystal, where only the ionic polarizations are taken into account [5] using rigid 
boundary condition.

The equilibrium displacements and dipole moments (66 variables) of the ions in 
region I are determined by the solution of coupled nonlinear force balance and 
polarization equations. The number of independent variables and equations can be 
reduced to 22 through the symmetry relations of the n.n. dipole. The symmetry 
relations, the system of the remaining nonlinear equations and the two-body potentials 
together with the parameters used are given in paragraph 2 of [3].

Taking the dipole to be point-like, i.e. neglecting the variation of the stress field of 
the dislocation over the defect volume, the dipole—dislocation interaction energy

where Vd is the defect volume (in our case 8Oq; a0 is the cation—anion distance), cr“(xd) is 
the stress of the dislocation at the centre xd of the dipole and the mean strain tensor 
characteristic of the dipole is the following

The suffix n refers to the orientation of the dipole. When calculating the mean strain 
tensor from formula (2) the volume integral can be transformed into a surface integral 
of the displacement field over the defect surface, i.e. the surface covering the defect 
volume presented in Fig. 2. Furthermore, since the displacement field is given by the

( 1)

(2)

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



LOW TEMPERATURE YIELD STRESS INCREMENT 77

Fig. 2. The frames of reference, the defect volume and surface used in the calculation of the mean strain tensor
of the impurity—vacancy dipole

discrete values of the ionic displacements the integral is approximated by a simple sum 
of the products of the displacements and the corresponding surface element vectors. As 
the mean strain tensor of the dipole obtained in this way is given in its principal axes 
system K' (Fig. 2), it has to be transformed into the system of the dislocation, where the 
stress field <r® is known [6]. The transformed mean strain tensor is denoted by e”j. The 
suffix n referring to the orientation of the dipole can take on integer values 1— 12 
according to the twelve possible orientations the dipole can have at a given location of 
the impurity ion. The explicit formulae for the appropriate dipole—dislocation 
interaction energies for edge and screw dislocations can also be found in [3].

The force / "  acting on a moving dislocation can be deduced from the interaction 
energy E1{x, y):

with the dislocation moving along axes x in its slip plane at distance y from the centre of 
the dipole of orientation n. The maxima f nm{y) of the force can be computed from

(3)

(4)
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The yield stress increment caused by fixed, localized dipoles can be given by the 
generalized Friedel relationship [3, 4, 7]

1 Г 11/2
= (2T)ll2b |_ £ ( / :  • (5)

Here c"pi is the planar concentration of dipoles of orientation n in the j'-th plane at 
distance y, from the slip plane, f nm(yß is the maximum of the force the dislocation must 
overcome as it passes a corresponding obstacle, T  is the line tension of the dislocation 
and b is the magnitude of its Burgers vector.

Results and discussion

The ionic displacements around the dipoles of Mg2+, Sr2+ and Ba2+ impurity 
ions are similar to those obtained in [3] for Ca2 + impurity .»The only difference appears 
in the magnitude of the displacements yielding different mean strain tensors for dipoles 
containing different impurity ions. The principal strains are given in Table I.

In the calculation of the yield stress caused by dipoles of given impurity the effects 
of those dipoles have been taken into account, which give a maximum force f"m greater 
than one tenth of the greatest one. The problem of intersected dipoles is dealt with as 
before [3].

Rearranging Eq. (5) the yield stress increment can be expressed through the 
atomic concentration c of the dipoles in the general form:

Ar = ß - c l/2. (6)

The different values obtained for ß in the case of screw and edge dislocation for different 
impurity ions are given in Table II. It can be seen that similarly to the case of the Ca2 + 
impurity [3] the ß values and thus the calculated yield stress values are much higher for 
edge dislocation than for screw dislocation.

In the following we discuss only the screw dislocations, firstly because the yield 
stress calculated for Ca2+ ion—cation vacancy dipoles interacting with screw

Table I
The principal strains of the dipoles with different impurity ions

Principal
strain

Impurity ion
Mg2 + Sr2 + Ba2+ Ca2 +

ßll 0.034 0.031 0.028 0.032

ë22 0.041 0.229 0.192 0.066

fi33 -0.092 -0.118 - 0.101 -0.088
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Table II
The ß  values in formula (6) for edge and screw dislocations and for different impurity ions

Impurity ion
Mg2 + Sr2 + Ba2 + Ca2 +

ß  (MPa)
Screw 1900 6000 4 700 2100
Edge 5100 65 500 50100 8000

dislocations [3] are in agreement with the low temperature yield stress values 
measured in NaCl crystals doped with Ca [8], and secondly because the mechanism 
giving the lower yield stress is expected to control the process.

The calculated results are valid at 0 K, and can only be compared with those of 
low temperature measurements. Such experiments have been made in NaCl :Ca system 
[8], but no data of this kind are available for the other three impurities. However, some 
rough consideration can be made in order to compare our results with experimental 
data obtained at room temperature. We cannot compare of course the yield stress 
values themselves, because in these crystals the yield stress at room temperature is 
thought to be caused mainly by Snoek effect [9, 10] and not by the Fleischer-type [1] 
rigid obstacles used in our calculations. But one can use the tetragonality values (AX) 
characterizing the dipoles as obtained from room temperature yield stress measure
ments [11] on the basis of Frank’s formula for the Snoek effect [12]. We can also 
evaluate the tetragonality values from our calculated yield stress data as if they were 
experimental ones using the expression for Fleischer-type interaction [1]. Since the 
tetragonality is in proportion to our ß value, we can use it for a rough comparison 
provided we compare only the relative quantities

ßr = J - ,
P c  a

(7)

К  =
AX

Л̂ -Са
( 8)

for different impurities. Here ßCa and AXCa means the appropriate quantities for Ca 
impurity. The ßr and Xr values are given in Table III. As can be seen, the dependence of 
tetragonalities of both kinds on the type of the impurity ion has the same character.

Table III
Relative tetragonalities obtained from experimental (2r) and theoretical (/?,) yield stress data

Impurity ion
Mg2 + Sr2 + Ba2 + Ca2 +

К 0.8 2.1 1.5 1.0

ß r 0.9 2.9 2.2 1.0
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THE EFFECT OF SURFACE PROCESSES ON 
THE FLOW STRESS 

OF DOPED NaCl CRYSTALS 
HEAT TREATED IN AIR*

J. Sárközi, A. T óth, К. O r b á n , T. K eszthelyi and P. K álmán

DEPARTMENT OF EXPERIMENTAL PHYSICS, INSTITUTE OF PHYSICS, TECHNICAL UNIVERSITY 
1521 BUDAPEST, HUNGARY

The effect of surface processes due to heat treatment on the flow stress of NaCl crystals doped with 
different divalent impurities is investigated. The results show that in the surface layer of the crystals annealed 
in air some chemical reactions take place leading to substantial changes in surface conditions and thus in the 
flow stress of the crystals. The effect may dwarf the flow stress increment caused by dipole—dislocation 
interaction in the bulk, and may be the reason for some contradictory results in the literature.

Introduction

The flow stress of alkali halide crystals is mainly determined by divalent cation 
impurities [1]. When having individual impurity vacancy dipoles in crystals, the flow 
stress depends on the type of impurity ion forming the dipoles [2]. But in crystals even 
with low impurity concentration the dipoles tend to aggregate, and to investigate the 
role of individual dipoles one has to quench them in by annealing at higher temperature 
and subsequent cooling to room temperature. In spite of the fact that the importance of 
some surface treatments in plastic behaviour is well known (e.g. Joffe effect, Rebinder 
effect [3,4]), there are several investigations [5,6,7], where the annealing of samples is 
carried out in air, and no attention is paid to the surface effects arising in this way. The 
aim of the present paper is to investigate the role the surface processes play in the flow 
stress in doped NaCl crystals heat treated in air.

In order to avoid any misleading effects we used specially grown, OH "-free 
NaCl: M2+ crystals at our disposal, which practically did not contain other impurities 
[8]. It is of primary importance because unwanted impurities, especially OH~, can 
chemically react with the dopant during heat treatment and thus make its effect on flow 
stress inexplicable [9].

Experimental results

In our investigations the flow stress and microhardness of heat treated crystals 
were measured at room temperature. The microhardness measurements were to trace 
the hardening effect of the heat treatment in vacuum and air on crystal surfaces. In

* Dedicated to Prof. I. Tarján on his 70th birthday.
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F ig .  1. The dependence of resolved (low stress increment rc on the impurity concentration c  in NaCl crystals. 
The dopants: 1 — Mg, 2 — Mn, 3 — Ca, 4 — Ba, 5 — Pb, 6 — Sr, 7 — different points correspond to different 
kinds of impurities mentioned above. Samples 1—6 were annealed and quenched in vacuum, samples 7 were

annealed and quenched in air.

addition to this, the change in crystal surface state was also followed by means of 
electron microscope. Gold decorating method was applied, which is based on the fact 
that decorating particles deposited on the surface of a sample map the places enriched 
in impurity. If a thin carbon layer is evaporated onto the gold decorated surface it will 
image the distribution of gold particles. On removing the carbon layer from the surface 
it can be put in electron microscope to make a picture of the impurity distribution. In 
the studied NaCl :Mg, NaCl :Mn, NaCl :Ca, NaCl :Sr, NaCl :Pb, NaCl :Ba crystals the 
impurity concentration ranged from 10 to 150 ppm whereas in the “pure” reference 
crystal it was less than 0,2 ppm. The heat treatment was carried out in an oven of low 
heat capacity. The size of the samples and quenching rate were chosen so that thermal 
stress and plastic deformation could be avoided. Each sample was annealed at 600 °C 
for 2 h and quenched at a rate of 10 °C/min. The flow stress of samples quenched in 
vacuum and air vs impurity concentration is presented in Fig. 1. The curves show that 
the dependence of flow stress on the type and concentration of contamination is 
fundamentally determined by the kind of heat treatment applied. The impurity 
dependent flow stress increment (tc= t — t0 where г and r0 denote the flow stress of 
doped and pure crystals, respectively) of samples annealed in vacuum varies linearly 
with impurity concentration depending on its type (curves 1—6). It is of particular 
interest that impurity ions replacing N a+ ions, with ionic radius smaller than or equal 
to that of the N a + ion (curves 1,2, 3 for Mg2+, M n2+, Ca2+) have a weaker flow stress 
increasing effect than those having larger ionic radius (curves 4, 5, 6 for Sr2+, Pb2+, 
Ba2+). As a result of annealing in air, however, the flow stress no longer depends on the 
type of impurity (curve 7) and at the same time zc becomes proportional to 4/c  instead 
of c.
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F ig . 2. The dependence of microhardness H  on the depth of indentation h in NaCl crystals: 1 — pure NaCl, 
2 — NaCl doped with Pb and annealed in vacuum, 3 — NaCl doped with Pb and annealed in air

The great difference between the effects of annealing in air and vacuum calls 
attention to the question of the surface conditions of crystals. Plastic behaviour of the 
surface was studied by measuring microhardness in dependence on indentation depth. 
This dependence for NaCl : Pb as an example is demonstrated in Fig. 2. Curve 1 belongs 
to pure crystals and serves as a reference curve, which is in agreement with expectation
[10]. Curve 2 that shows the microhardness of doped samples after annealing in 
vacuum against indentation depth is the same as curve 1 if displaced in parallel. 
Consequently, the hardness increment caused by impurity is independent of the 
indentation depth. The indentation depth dependence of microhardness for NaCl :Pb 
annealed in air (curve 3) is essentially different from what is described by curves 1 and 2. 
According to curve 3 hardness drops at /isk40 finl and beyond «  50 /яп it runs parallel 
to curve 2. All this means that there must be an approximately 40 /лп thick, rather hard 
layer on the surface of the samples quenched in air. This layer presumably develops by 
chemical interaction between the atmosphere and impurity diffused to the surface 
during heat treatment. In order to prove this assumption we have taken decorated 
pictures about the surface of pure NaCl and NaCl :M2 + crystals annealed in vacuum 
and air. Here too, similarly to the presentation of hardness vs indentation depth, we 
show pictures of NaCl : Pb2 + crystal as an example, because all the other impurities 
look the same. Information on the surface conditions of extremely pure crystals 
quenched from high temperature in vacuum and air is given in Figs 3a and 3b, 
respectively. The two ways of heat treatment do not have essentially different effects, 
the only difference appears in the arrangement of thermally etched steps. 
Figs 3c and 3d show the surface of Pb doped crystals annealed in vacuum and air, 
respectively. Contamination in doped samples diffuses to the surface during tempering 
in vacuum [11] and the thermal etching maps the enriched areas. As it can be seen in 
Fig. 3c the surface roughens through formation of small square pits. The effect of 
annealing in air is shown in picture 3d which was taken after a mere half hour of
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F ig . 3. Electron micrographs showing the surface structure of heat treated NaCl crystals, a  — pure crystal 
annealed in vacuum, h — pure crystal annealed in air, c — Pb doped crystal annealed in vacuum (next page), 

d —  Pb doped crystal annealed in air (next page). (Magnification: 1 000 X)
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annealing instead of several hours as usual. This picture shows small separate 
crystalline grains which in the course of a longer heat treatment multiply to such an 
extent that they grow into a continuous layer. The survey of its chemical composition 
(probably some sort of lead oxide) would require further investigation — here we 
confine ourselves to proving its presence.

Discussion

As mentioned in the introduction heat treatment for the purpose of experimental 
investigation of flow stress increment due to impurity in alkali halides is often carried 
out in air. According to our experiments this way of heat treatment is rather unsuited 
for clearing up the role the impurity-vacancy dipoles play in increasing the flow stress. 
The layer developing on the surface of samples quenched in air adds to the flow stress so 
much that it dwarfs the increment caused by dipole—dislocation interactions. In 
association with it the direct proportionality of flow stress increment to impurity 
concentration in crystals quenched in vacuum is replaced by its variation with ^Jc. 
This square root-like dependence is usually explained by Fleischer’s theory for rigid, 
tetragonal point defects (dipoles) [12]. In our opinion, for the description of the 
interaction between dislocations and tetragonal point defects the linear dependence 
(tc ~  c) obtained after quenching in vacuum is acceptable. Such a dependence can be 
explained by assuming that the dipoles are not rigid but can rotate and it is through the 
Snoek effect that they hinder the moving dislocations [13]. It is worth special 
mentioning that only good quality crystals annealed in vacuum can show the explicit 
difference between flow stress increments caused by different impurities. This 
dependence is blotted out by annealing in air.
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THE ANHARMONIC LINEAR CHAIN*

T. Siklós
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1525 BUDAPEST, HUNGARY**

A simple model of the crystals, the anharmonic linear chain with nearest neighbour interaction will 
be investigated briefly in the first order of the self-consistent phonon field theory (SCPT). In this case we can 
obtain a simple explicit solution which helps to clarify some aspects of the SCPT and the phenomenon of the 
lattice instability.

1. Introduction

The theory of lattice dynamics founded on the classical works by Debye, Born 
and Kármán in its most simple approximation (in the harmonic approximation) is 
considered to be a well established theory capable to describe many of the physical 
properties of the crystals in terms of independent normal modes—phonons. Fora more 
precise description the anharmonicity of lattice vibrations or the interaction between 
the phonons should be taken into account and usually the ordinary perturbation 
theory, considering the cubic and quartic interaction is quite appropriate for this 
purpose (see e.g. [1], [2], [3], [4]).

The investigations of the past years showed, however, that this approach cannot 
be applied in certain cases: near the phase transition points, e.g. melting point; for the 
quantum crystals with large zero-point energy; for the light impurities with small 
binding energy etc., when the anharmonic effects are not small (see, e.g. [5]).

Thus some modification of the well established Born—Kármán theory of lattice 
dynamics is needed in considering the highly anharmonic crystals: the quantum 
crystals and the crystals at high temperatures, T > (0 ,3—0,5) Tm, where Tmisthe melting 
temperature. In order to obtain a theory which is convenient for these highly 
anharmonic crystals it is necessary to take into account all orders of the anharmonic 
interactions applying a self-consistent method. This very natural idea of introducing 
the self-consistent collective modes was already proposed by Born [6].

In recent years Born’s idea was rediscovered and the self-consistent phonon 
theory (SCPT) of anharmonic crystals was elaborated simultaneously and independ
ently by several authors by a variety of techniques. In one of these approaches the 
SCPT is based on the variational principle, the most elegant treatment of which is given 
by Werthamer [7]. A selective resummation of diagrammatic perturbation theory was

* Dedicated to Prof. I. Tarján on his 70th birthday.
** Address: H-1525 Budapest, POB 49, Hungary.
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used in another group of papers, the most detailed description of this approach being 
presented in Choquard’s book [8]. The SCPT based on the thermodynamic double
time Green’s function method was proposed independently in [9], [10] and was 
summarized in an up-to-date formulation in [11]. It was shown in [7], [12] that all of 
these three variants of the SCPT are equivalent.

Today the SCPT is considered to be a well established theory and it has been 
applied for the investigation of dynamical, thermodynamical and elastic properties of 
various crystals (see. e.g. [5]).

In the present paper the SCPT is applied for the investigation of the properties of 
an anharmonic linear chain in the first order of SCPT. In the next Section a self- 
consistent system of equations is obtained which determine the properties of the 
anharmonic linear chain. In Section 3 the phenomenon of the instability is discussed. In 
Section 4 the properties of the anharmonic linear chain in the case of small tension is 
investigated. Some conclusions are presented in the last Section.

2. The self-consistent system of equations

Let us consider an anharmonic linear chain of length L which consists of N +  1 
identical atoms with mass M. Taking into account only nearest neighbour interaction, 
the Hamiltonian in the adiabatic approximation [1] reads:

Я? = Н + Н 1= £  +  |  t  c p iR '- R ^ J  + H t ,  (2.1)

where p„ and R„ are the momentum and position operators for the n-th atom. The 
interaction potential between the neighbouring atoms is denoted by (p{R„ — R„-i)- In 
the case of a one-dimensional chain the effect of the external forces can be described by 
the external tension P which acts on the ends of the chain:

Ht =  P(Rn -  R0) = P t  W n-  Rn - 1) • (2-2)П = 1

It is convenient to introduce the equilibrium separation / between the 
neighbouring atoms and the relative displacement operatos by the following definition:

« n - ^ „ - 1 =  <Kn- K „ - 1> + un- u n_1 = /-l-uB- u n_ 1, (2.3)

where the statistical average < . . .  > is calculated for the equilibrium state of the system 
described by the Hamiltonian (2.1):

<. . . > =  Sp {e-jr/e . . . }/Sp {e~jre} (0 =  kT). (2.4)
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The equilibrium separation l in the one-dimensional case can be obtained from 
the equation

1 л 2

P = ~  J < d R <p(Rn~ Rn- l)> = - y < ^ > >  <2-5)

which shows that the average force acting on an arbitrary atom in the equilibrium 
position is equal to zero.

It is convenient to introduce explicitly the displacement operators in the 
Hamiltonian (2.1) by the Fourier transformation:

+ LI2

(p(R)= X <p(q)eiqR\ 4>(q)= -j- J dR(p(R)e~i4R. (2.6)
-LI 2

In this representation the Hamiltonian of the linear chain (2.1) takes the form:

+ . (2.7)

For the calculation of the correlation function of nearest neighbours and the 
frequency of the lattice vibration we apply the method of thermodynamic double-time 
GF [13]. We use the following one-phonon GF:

Gm{ t - t ')  = « u n(ty, tv ( t ')»  =  -i0(í-í')<[u„(t); u„.(r')]> (2.8)

in usual notations [14].
To obtain the equation of motion for the GF (2.8) we differentiate it twice with 

respect to time t and employ the equation of motion for the Heisenberg operators u„(t) 
and pn(t). In this manner we get:

M i2£ I Gnn,( t- t ')  = ô(t-t')ônn.+

+ I l  ип. ( П » .  (2.9)

The multiphonon G F on the r.h.s. of Eq. (2.9) describes an uncorrelated 
propagation of phonons in an averaged phonon field. We use the first order or 
renormalized harmonic approximation of the SCPT here, in which the processes 
connected with the damping of phonons are not considered, but the renormalization of

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



92 T. SIKLÓS

the energy of phonons in the phonon self-consistent field is taken into account. In this 
approximation the multiphonon GF can be written in the form:

CO I 

s = 1 5!

£  -7<{'¥«„- “n-i)}s 1>s«iq(M,,-«n_i);un. »  = 
s=is!

= |)>î f<<(l<„ —m„_ i); un- ) ) . (2. 10)

F or the calculation of the correlation function on the r.h.s. of Eq. (2.10) we use the 
same approximation. We introduce the following function:

F(A)= °>; F(0)=1. (2.11)

Differentiating it on A and using similar approximations as in Eq. (2.10) we get:

^  = (q(un -  un _ i ^ “” ~ = (q(u„ -  _ J Z (“"-“»-i)3>Ä

The integration of this equation over A from A = 0 to A = i gives us:
l _ l _

^ е ‘Ф п ~ и „ - l )y  = e  J<(«„-U„-l)2> _ e

(2. 12)

(2.13)

where we take into account that the correlation function of nearest neighbour atoms 
does not depend on n:

u2 =  < (“ „ + 1  -  "J2)  =  <(u„ -  u„ _ t )2 > .

Now we introduce the Fourier transform for the GF (2.8):

(2.14)

1
2 n

(2.15)

and take into account that it depends only on the difference of lattice sites (n — n'):

1

Then Eq. (2.9) takes the form:

(2.16)

w2Gk(co)= 1 + —  X (р(я)е‘я1(щ)2е 2 ^ 2 ( 1 -co s  kl)Gk(a>), (2.17)
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where Eqs. (2.10), (2.13) have been used. The solution of Eq. (2.17) reads

(2.18)

as in the harmonic approximation except for the renormalization of the force constant:

(2.19)2 4/0,0 . 2kl /(0 ,0  2 2 2cot =  — sin2 — =  ——— co\k =  a2ű 4 ,

where co0k is the harmonic frequency of vibration and /  stands for the harmonic force 
constant. The renormalized force constant/(0 ,0 according to Eq. (2.17) can be written
as:

/(0 , 0 = у  X <Р(ч)е,я>(‘Ч)2е 2 *2=Т =  у  <P"(0 » 

where we introduced the self-consistent potential

< <p(K„ -*„_,)>*<*>( 0 =  X =

(2.20)

СО 1
Z  - (2.21)

In obtaining Eq. (2.21) we decomposed the function exp — y  q2u2 J into the series of 

u2 and integrated it over q. The self-consistent potential can also be written in the form

CO

— 00
(2.22)

1

where x =  R /s f\? . It is easy to see that in Eq. (2.22) the renormalization of the potential 
due to the vibrations of the atoms is taken into account by averaging it over the small 
region R ~  \ /u ^  <? I with the Gaussian function exp ( — x2/2) which describes the effect 
of the phonon self-consistent field. Owing to this function only the shape of the 
potential cp(R) at the bottom of the potential well is of importance.

The correlation function of nearest neighbours in Eqs. (2.21), (2.22) can be 
obtained from the spectral theorem [13] [14] for the GF:

2 n
% dco

ec,™_ t { -  2 Im G„Jco + iá)}.
-  00

(2.23)
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From Eq. (2.18) we get:

(O  Ok 1

nf a. Í d(p sin (p coth
a sin (p 

2z
(2.24)

where in the second line of Eq. (2.24) we have replaced the sum over к by an integral 
over (p =  kl/2. The maximum value of the vibrational frequency of the chain in the

harmonic approximation is denoted by co0L= (4f/M )i and x = 6/w0L stands for the 
reduced temperature. In the high temperature (т> 1) and low temperature (т <? 1) limit 
the integral in Eq. (2.24) becomes

+  < .M ,

- ^ - l + ^ Y + O i t - )  M l ) .
L  3  W

(2.25)

(2.26)

In addition to the temperature z the properties of the linear chain are deter
mined also by the length of the chain L = Nl or by the external tension P. According 
to Eqs (2.5), (2.21) these parameters satisfy the following equation:

P « - y < 9 ' ( * . - * . - i ) > « - y $ ' ( * ) .  (2-27)

The internal energy is given in our approximation by the equation

=  coth(oV20)+ i - Й 0 *  у  { $ № + /( М ? } .  (2.28)

Then for the free energy of the anharmonic linear chain in our approximation 
one gets:

^ F i = ^ £ f o { 2  sinh (со*/ 20)} +  у  { т  - т  № }  • (2.29)
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In this way we have a closed system of self-consistent equations (2.19), (2.20), 
(2.21) or (2.22), (2.24), (2.27), (2.28), (2.29) which determine the dynamical, thermody
namical and elastic properties of the anharmonic linear chain in the renormalized 
harmonic approximation. This self-consistent system of equations is determined by the 
self-consistent potential (2.21) or (2.22), which can be obtained if the form of the 
interaction potential in the Hamiltonian (2.1) is known.

3. The instability

Let us take the Morse potential as a model potential

<p(R) = D{[e-“(R- ro)- l ] 2- l } ,  (3.1)

where r0 is the average distance between the neighbouring atoms in the harmonic 
approximation: (p'(r0) = 0 and D is the depth of the potential: (p(r0) = — D. The force 
constant in the harmonic approximation is given by /  =  1/2<p"(r0) = Da2.

Applying the expansion of Eq. (2.21 ) or taking the integral of Eq. (2.22) we get the 
following expression for the self-consistent potential:

ф(х) = D{e~2ar°xe2y- 2e~ar°xeyl2}, (3.2)

where y = a2u2 ={ar0)2(u2/rl) and x= (//r0)—1. In Fig. 1 the self-consistent potential 
<p(x)/£> is presented for some values of y. Since у depends on the temperature and, as we 
will see, in the quantum limit on the energy of zero-point vibrations, the larger values of 
у mean higher temperature or larger energies of the zero-point vibrations. The 
diagrams of the self-consistent potential in Fig. 1 show the thermal expansion of the 
crystals and the decrease of the binding energy of lattice atoms when the temperature or 
the energy of the zero-point vibrations increases. So for larger у values the self-

Fig. 1. The self-consistent potential <p(x)/D
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consistent potential sufficiently differs from the interaction potential that means that 
the behaviour of the crystals differs sufficiently from that calculated in the harmonic 
approximation.

Eq. (2.5) for the Morse potential reads:

where we introduced the reduced tension P* = (4/ar0)P(r0/D). We note that the 
introduced reduced tension differs from that used in works [15], [16], [17]. The 
renormalization factor of the frequency, according to Eqs. (2.19), (2.20), for the Morse 
potential takes the form:

where A=(nD/co0L) is the dimensionless coupling constant and T* =  0/D = тя/А is the 
reduced temperature.

The expressions for the equilibrium separation of neighbouring atoms /, the 
internal energy (2.28) and the free energy (2.29) in the case of Morse potential can be 
written as follows

where a2 is given by Eq. (3.4) and F0 stands for the harmonic free energy: F0 =

P*=4{e -  2ar0x £ 2y _  e (3.3)

а2(У)-= j  {P* + e~y[ 1 + У Т + Р * ? ]}• (3.4)

Taking into account (3.2) we can rewrite Eqs. (2.24), (2.25), (2.26) as equations
for у:

(3.5)
о

T>1 , (3.6)

x< 1, (3.7)

1 3  1
Г = ' + ^ Г У - -L i  „ 1 {i + v/ í T p v } ,

lrn L
(3.8)

(3.9)

(3.10)

в Ç  In (2 sinh (ojJW)}.
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The system of self-consistent equations (3.3), (3.4), (3.5) determines the properties 
of the anharmonic linear chain, when A, t  and P* or / are given, see Eqs. (3.8)—(3.10).

Let us now consider the equation (3.5) in the high temperature limit, Eq. (3.6). 
Taking into account only the first term in the r.h.s. of Eq. (3.6) and using (3.4) the self- 
consistent equation can be written as follows

F(y)=l - 2^ { E *  + e ^ [ l + v/ l  + P V ]} = 0 . (3.11)

The dependence of the solution of Eq. (3.11) on the reduced temperature T* and 
reduced tension P* is given in Fig. 2. At sufficiently low temperature: T* < T * =0.578, 
and pressure: P* <P* = 0.222 there are several real solutions for y(T), the thermody
namically stable ones are shown by the full lines. The lowest line, у, (Г) ̂  1 corresponds 
to a crystalline state with small vibrational motions. In the limit of small anharmonicity 
(or lower temperature), this solution gives the harmonic correlation function. But as 
Г*->Г?(Р) (denoted by the full dots in Fig. 2) y x(T) becomes unstable: T*(P) is the 
instability temperature. As can be seen from Fig. 2 and from the PV diagram 
corresponding to Eq. (3.3) or (3.8) (for ar0 = 6), shown in Fig. 3 at T* = Tf(P)  there is a 
first order phase transition that drives the chain from the state with у =  Ух(Т) to some 
other state with y = y 2(T), shown by the upper full line in Fig. 2. The latter is also a 
“crystalline” state (due to the restrictions imposed by the theory) but the vibrations of 
the atoms are rather large, y2(T)> 1 and are defined by the external pressure: in the 
limit p->0 the solution y2(T)-»oo. At sufficiently high pressure P*>P* or

F ig . 2 . The real solution of the self-consistent equation for т> I
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F ig . 3 . The PV-diagram of the anharmonic linear chain for t > 1

corresponding high temperature T* > T* this type of vibrational instability disap
pears. The two solutions at P* coincide and there is only one stable solution for the 
correlation function y(T) for P* > P*. Physically it means that the external forces 
become more efficient than the interatomic ones and the former determine the lattice 
dynamics: they are strong enough to localize the atomic vibrations.

At low temperatures (r<  ̂1) the solution of the self-consistent equation (3.7) for 
the correlation function y(A, T) leads to the same results [ 17] as in the high temperature 
limit. The only difference iS that at low temperatures the amplitude of atomic vibrations 
is given mostly by the zero-point energy, proportional to A - 1 . As a result, a highly 
anharmonic chain with small coupling constant A < A C =  1.207 can be unstable even at 
T = 0K , the critical value of the tension in this case is P* = 0.037. In Fig. 4 the 
instability temperature xs is presented as a function of reduced tension P* for some 
values of A. The critical curve xc is denoted by the dotted line.

The self-consistent equation (3.5) which is valid in the whole temperature region 
can be solved only numerically. In Fig. 5 the dependence of the instability temperature

F ig . 4 . The dependence of the instability temperature r, on the reduced tension P *  for some values of the 
dimensionless coupling constant Я in the low temperature limit т 1
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F ig . 5 . The dependence of the instability temperature rs on the reduced tension P *  for some values of the
dimensionless coupling constant X

t s on the reduced tension P* is shown for some values of X. The critical curve xc is 
denoted by the dotted line. Using the solutions of Eq. (3.5) and Eqs (3.8)—(3.10), we can 
calculate the “physical” properties of the anharmonic linear chain. But it is more 
interesting to elucidate better the physical meaning of the instability temperature Ts. It 
was shown that at sufficiently high pressure P*>P* the vibrational instability 
disappears. But the critical value of the tension is rather small even at high 
temperatures therefore it seems sufficient to investigate the small tension limit P* 1, 
when the results of the calculations can be presented in analytical form.

4. Properties of the anharmonic linear chain 
in the case of small tension

If P*<! 1 the renormalization factor of the frequency, according to Eqs. (2.19), 
(2.20), (3.4) takes the form

a2(y) =  e ‘
3 P*

1 + — -  e*

and Eqs (3.6), (3.7) using (4.1) can be rewritten as

(t>1)

(4.1)

(4.2)
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A y - e ' t l  +  A y ^ - ^ J .  ( t« i ) ,  (4.3)

where г,=(œ%J24D2) -41 and y = (n202)/(3a>lL) <? 1. The expressions for the equilibrium 
separation of neighbouring atoms (3.8), the internal energy (3.9) and free energy (3.10) in 
the small tension limit can be written as follows (ar0 = 6):

I - r „ { l + 1 , - £ « > } ,

s F‘= XrF° - f { ' r ’ 0’+l) + T 4 '

(4.4)

(4.5)

(4.6)

Let us investigate the high and low temperatures separately.

4.1. High temperature (r^> 1 ) limit

Equation (4.2) has a real solution only if 0 ^ 0 S, where 0S is the instability 
temperature. The solution y, =  y(0s) is obtained as the simultaneous solution of Eq. (4.2) 
and its derivative. The calculation gives:

0«
3 P* 1 co20L

4 24 D2

y(0<0s) « l + e ^ -  - n j -  J 2 ( \~ e / e s) .

(4.7)

(4.8)

The vibrational frequency а>* at 0 <  0S is given by

2 ________
a>l(e < в,) «  ^  {1 -  er, +  У  2(1 -0 /0  J  +  ( 1 -  0/0,)}. (4.9)

It becomes complex if 0 > 0S, which shows the instability of the system. It means that the 
state of the linear chain, which was stable at 0/0s, becomes unstable in the temperature 
region 0 >  0S.

The length of the chain, the internal energy and also the free energy, which can be 
obtained from Eqs. (4.4), (4.5), (4.6), respectively, remain finite at 0->0s. But the 
coefficient of the linear thermal expansion

_ к dL к 3 e
(Xт~ L ~ æ ~ l 2 a D J 2 { \ - в | в s) ,

(4.10)
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and the specific heat at constant pressure

c p
DaP*

4
L

P* -  const
= k h  + 0.3 ]

(4.11)

tend to infinity if 0-+0s. It should be emphasized that the relative displacement of the 
atoms at the instability point is rather small:

-------- - a  0.13 (ar0 = 6). (4.12)

a r °  +  2

In the range of temperatures where co0L<e<^D the solution of Eq. (4.2) has the 
following form:

У У  +« + ± ^ ( i  + »)
D 24 в2 \  D j (4.13)

In this case the renôrmalized frequency cok, the equilibrium separation of the 
neighbouring atoms /, the linear thermal expansion ar , the internal energy (1 /N)E, and 
the specific heat at constant pressure cp are given by the following formulae

W* = «о»
3P* в Г

{1 + T " d L
1 0  1 CO 02,1 4--------1------- —
2D 24 02

3 P*
~ 4 ~

(4.14)

J l P* 1 0 Wo Lro\ 1 ~ 24 + 4D L 24 02

к r0
[l + 2 — — 1 «OL 11

l 4D l o 24 в2 '  Ï 2 ‘

в 11 „ '+ --------- P*
D 12 }■

1 „ D n ( 1 0  1 co20L_ £ = _ _  + 0 3 P*
~ S ~ - I

(4.15)

(4.16)

(4.17)

(4.18)

The coefficient of the linear thermal expansion, Eq. (4.16) and also the average of the 
quadratic displacement, Eq. (4.13) coincide with the result obtained in [18] using the 
regular perturbation theory, but the higher order terms in the expression of the specific
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heat at constant pressure do not coincide with the result obtained in [ 18] because in the 
renormalized harmonic approximation all the odd term, thus e.g. the cubic term in the 
anharmonic interaction, are missing.

4.2. Low temperature (z<^l) limit

Equation (4.3) has a real solution for y > 0  in the range where A>A0 and 0 < 0S. 
These parameters defined previously in the case of high temperatures are now:

0S =  —  /-(A -A o);ne V e
(4.19)

The solution of Eq. (4.3) at 0 ^ 0 , is given by

у(в<в,) = 2^1 + ~ P *  -  |(A -A 0) -

-  (A — A0) ( 1 — 02/02) ^1 -  |(A -A 0)J + -e (A — A0) (1 - 02/02) j ■ (4.20)

The renormalized frequency cok near the instability point can be expressed as

Oil = -  X P* + Ü(A~ Ao) + - ^ V ^ - ;-o )( l-0 2/Ö2J .  (4.21)

The frequency becomes complex if A < A0 or 0> 0 S, which shows the instability of the 
system. It is worth-while to emphasize that the chain becomes unstable even at zero 
temperature T = 0 К  if the zero-point energy is sufficiently high (coOL/2n) > (D/e). Such a 
situation can occur for a chain of light atoms with small binding energy (“quantum 
chain”).

In the vicinity of the instability temperature 0< 0 , the length of the chain, the 
internal energy and also the free energy, which can be obtained from Eqs (4.4), (4.5), 
(4.6), respectively, using solution (4.20), remain finite. But the coefficient of the linear 
thermal expansion

к _0________ 12л2
^ ^ ч/(А-Ао) ( 1 - 0 2/02)

and the specific heat at constant pressure

A-A0 ] 
1 - 0 7 0 2]

, 2n 30
cp =  k ~z------3 (o0L

1 + 2

(4.22)

(4.23)
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tend to infinity if 6-*0s. The relative displacement of the atoms at the instability point in 
the low temperature limit is also rather small

... У Ж )  о 13
ls al(es) ar0 + 3 ~ (aro — 6). (4.24)

For 1 the solution of Eq. (4.3) has the following form:

У 1+è + ïM (4.25)

from which we see that y<  ̂1.
Using this solution the renormalized frequency tok, the equilibrium separation of 

the neighbouring atoms /, the linear thermal expansion ar , the internal energy (1 /N)E, 
and the specific heat at constant pressure cp can be written as

to2
к (4.26)

l = r0 1 54 4 jiD
to0L n2 в21 A--------—  _i-------------------
2nD 3 coqL 1 +

2to0 L
7zD

13
24'P*>, (4.27)

о А я Л  2m0L\  
61 co0L D \  nD )

D , Ш0L Í. 1 "oL n202 Л  - " ol\ |
2 + 71 1 4 n D  3cUql \  * « D J I '

(4.28)

(4.29)

cp =  к
2n e Í
3 "O il

1 + 2 œ O L
nD

(4.30)

The expressions (4.26)—(4.30) characterize the behaviour of a weakly an- 
harmonic linear chain in the low temperature limit. Using the ordinary perturbation 
theory these expressions can be obtained.

5. Conclusions

The SCPT can be used for investigating the properties of strongly anharmonic 
crystals in a wide range of temperature and external pressure. It is obvious also that in 
the limit of weak anharmonicity the SCPT gives the same results as the usual 
perturbation theory. It is interesting to point out that the method of double-time 
thermodynamic Green’s function in the SCPT appears to be more simple and effective 
in the derivation of the main results in comparison with the other methods, cited in
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Section 1. We think that the investigation of a simple model, the anharmonic linear 
chain with nearest neighbour central force interaction in the first order of SCPT, given 
in the Sections 2, 3 and 4 has confirmed our opinion. This simple model was 
investigated also in the second order of SCPT [19]. The results obtained in the second 
order coincidence with those of the renormalized harmonic approximation except for 
numerical coefficients, which are somewhat different. In second order the instability 
temperature becomes smaller and the dimensionless coupling constant becomes higher 
than in the first order of SCPT.

This variant of the SCPT was applied for the investigation of a simple model of 
three-dimensional anharmonic crystals, too (see [11] and references quoted therein). It 
is worth-while to point out also several applications of the SCPT to more complicated 
systems, where the interaction of lattice vibrations with other subsystems plays an 
essential role in the lattice instability, e.g. in the electron—phonon system of metals and 
semiconductors, magnetic systems with spin—phonon interaction, molecular crystals 
with rotational degrees of freedom, ferroelectric crystals, etc.
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THE INVESTIGATION OF THE STRUCTURE OF 
BIOMOLECULES BY MEANS OF SMALL-ANGLE 

SCATTERING*

B . K .  V a in s h t e in , L .  A .  F e ig in  a n d  D .  I .  S v e r g u n

INSTITUTE OF CRYSTALLOGRAPHY, ACADEMY OF SCIENCES OF THE USSR 
MOSCOW, USSR

The general features of the diffraction techniques used for the investigations of biological 
macromolecules are considered. The possibilities of small-angle scattering as a method of structure 
determination are analysed. The new method of direct structure analysis of small-angle scattering data is 
described and an example of its practical application is presented.

The study of the structure of biological macromolecules, i.e. proteins, nucleic 
acids, nucleoproteins, polysaccharides and their associations into more complex 
systems such as viruses, ribosomes, chromosomes, membranes and so on represents a 
rather important problem in molecular biology. The physical methods to treat these 
problems are based on the scattering of X-rays, electrons and neutrons, respectively. 
After discussing the general principles of diffraction techniques, their possibilities and 
limitations, the paper discusses several methods of structure determination by means of 
small-angle scattering (SAS). Further on some data on the structure of a few 
biomolecules will be presented.

Our ultimate task aims at obtaining a pattern of the spatial structure p(r) of the 
object under investigation. By means of optics as, for instance, in a transmission or 
electron microscope, one obtains directly an image of the object. The image formation 
can be presented according to Abbe’s scheme as demonstrated in Fig. 1. However, 
depending on the nature of radiation used for analysing the structure under 
investigation the realization of the full optical pattern is sometimes impossible, though 
its first stage, i.e. the observation of scattered, diffracted radiation may be always 
accomplished. In diffraction experiments one first measures the intensities /(s) or 
moduli of amplitudes F(s) of the scattered radiation, subsequently the diffracted beam 
is collected with the aid of lenses to form an image of the object, or, to be more precise, 
to present an image of its projection prkp(r) along the vector к of the initial wave 
(whenever possible). In the diffraction structure analysis the transition from the 
intensities to the structure of an object p(r) is not realized physically, but it may

* Dedicated to Prof. I. Tarján on his 70th birthday.
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2 3 4 5 6

plane wave ç {г ) aperture F i s )  prK-*ç(r)
exp 2ffi(kf) I ( s )  = IF(s)l2

Fig. 1. Formation of the image in diffraction experiment 
1 — radiation source, 2 — collimation and formation of the initial beam; k — the vector of the initial wave, 
3 — object, 4 — diffraction, 5 — diffraction plane; vector s = k —k", k" is the vector of diffracted wave,

6 — optical system, 7 — image

performed, with some other degree of reliability and accuracy; to do this mathematical
ly is the ultimate goal of this kind of research.

Let us consider this scheme in more detail going from left to right, i.e. from a 
radiation source to the image.

Various sources of radiation, X-rays, electrons and neutrons are used. All of them 
have wavelength values which are suitable for structural investigations: their 
wavelengths ranging from several tenths of nanometers down to several hundredths, 
which result in a resolution of atomic scales. However, due to a different nature of 
interaction with various substances, the “scattering matter” appears to be different for 
each of them: for X-rays the electron density, for electrons the electrostatic potential, 
and for neutrons the nuclear and spin density of the object. It should be noted that 
when we are not interested in the structure of an object at the level of atomic resolution, 
as in the case of SAS, this difference is not essential. However, it may become important 
combining diffraction data of one and the same object obtained from various 
radiations.

Passing to the scattering object itself, the character of its order determines, to a 
large extent, the possibility of deriving the structure from a diffraction experiment. 
With higher order the separation of the object image F(s) in the reciprocal (Fourier) 
space

F(s) = &  [p(r)]

becomes more distinct in principle, the derivation of the structure of an “immobile” 
non-averaged object from diffraction data is more readily obtained. With decreasing 
the ordering, textures of different type are obtained whose ordering character may be 
described by some averaging operator В (Vainshtein [1]). In this case the intensities in 
the reciprocal space are mixed up being averaged according to the same operator and it 
is impossible to extract a pure module of the scattering amplitude |F(s)| =  ̂ 7(s) from
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the given point in the reciprocal space. The intensities are the Fourier transforms of 
self-convolution of an object specifically averaged:

Q(r) = p(r) *  p ( -r ) .

The general scheme is given in Fig. 2. In the case of SAS by biomolecules in solution a 
random orientation exists (B is a spherical averaging) and most difficulties in the 
structure determination are due to this reason.

With the question of the properties of the object the problem of the information 
inherent in a scattering pattern is closely connected. As it is clear from Fig. 2 one may 
pass over from the intensities to the structure p(r) using either the amplitudes F(r) or the 
distance function Q(r). Table I illustrates the possibilities of deriving the structure of an 
object from experimental data. It demonstrates the principal role of X-ray structure 
analysis of crystals in the investigation of matter and, particularly, of biomolecules.

At present, this method yielding a resolution of 0.3—0.15 nm has been used for 
investigating more than 100 globular proteins having molecular weights of 10000 to 
300000. This made it possible to establish the main regularities in the packing of 
polypeptide chains as well as to reveal the mechanism of some enzymatic reactions. The 
structure of transport RNA and the protein coat of two small spherical viruses have 
been also found (Blundell and Johnson [2]).

The structure of larger proteins as well as of high polymeric DNA and RNA at 
high resolution is still unknown. This may be associated with the very large dimensions 
of these molecules and with difficulties (or sometimes the impossibility) in obtaining 
such objects in the form of single crystals. The multicomponent systems such as 
ribosomes, membranes, viruses, chromatines and so on are to be regarded as the most 
complex biological objects in structural investigations.

1 „  4 _
? ( f )  * ------------------ Q (r ) » --------------- £ Q( r )

2 2 2 3 4

3 .  4 .  „
F ( s )  ♦ --------------- - I ( s  1 «-------------------- I t s )

Fig. 2. Connections between real and reciprocal space patterns p(r) — electron density, f'(s) — amplitude 
of scattering, Q(r) — Patterson function, /(s) — intensity of scattering, (3(r) — Patterson function after 
averaging procedure, f(s) — corresponding intensity of scattering, 1—4 — some mathematical treatments: 
1 — self-convolution, 2 — Fourier-transform, 3 — multiplication by complex-conjugated value (square),
4 — averaging—transformation. Full arrows show the possibility of unambiguous transition. Dashed 

arrows show that the transition is not direct or ambiguous
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Table I
The possibilities of the derivation of the structure from diffraction data

Methods and objects
Construction

of 6(r)
Finding

m

Mathematical 
determination 

of phases

Physical 
measurement 

of phases

Physical
image Model building

X-ray diffraction 
Neutron diffraction 
Electron diffraction 

for crystals + + +  “ » + <2> +  <4>

for textures + (+ ) ( + )'1’ - - +  <4>

for random systems + (+ ) ( + ),5> - - +  <4>
Electron-microscopy — — — + + <3) —

+ possible, -  impossible, ( + ) means the possibility in special cases or the possibility of ambiguous 
transition
1 — direct methods based on the relationships between modules of amplitudes; 2 — insertion of heavy atoms, 
dynamical scattering; 3 — holographic methods, calculation from an image; 4 — application of scattering 
invariants, various radiations, changes in contrast, minimizing functionals; 5 — direct method using 

spherical harmonics
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Very valuable information on the structure of biological macromolecules has 
been obtained by means of electron microscopy (Vainshtein [3]). However, these 
studies are restricted by their own limitations. The space resolution'presents the first 
difficulty. Despite the fact that the instrumental resolution of the modern electron 
microscopes is 0.15 nm biological samples must be prepared by staining with heavy- 
atom compounds; this reduces the resolution to 3— 2 nm. The second limitation is the 
transition from an image which is a projection p(rk)-*p(r) to the three-dimensional 
structure.

Thus the methods of X-ray diffraction and electron microscopy cannot be 
applied in all instances, especially in dealing with complex biological objects; with this 
type of samples one has to resort to SAS in solutions. Here the molecules are in their 
natural, native state, though due to spherical averaging a large amount of diffraction 
information is lost. Nevertheless many important characteristic features of an object 
may be found, and as it will be shown below, in some cases one can even directly 
determine the inner structure of a biomolecule.

The X-ray SAS owes its origin to the classical works of Guinier [4]. The name 
itself— SAS— is associated with the observation of diffuse scattering near the primary 
beam.

Although SAS has been applied for more than 40 years to many inhomogeneous 
systems such as coals, glasses, alloys, catalyzers and so on, the revival of the method is 
doubtlessly associated with biological objects.

The possibility of the study of dilute solutions of biomolecules is an impetus for 
the development of theoretical methods to extract structural information from 
scattering curves and for the development of new experimental methods. The success of 
X-ray small-angle studies of biological objects is associated with the development of X- 
ray experimental and calculation methods involving computers as well as the 
possibility of obtaining homogeneous preparations in large amounts.

In the last ten years the experimental SAS methods have, in principle, acquired 
new forms. New possibilities arose as a result of synchrotron radiation, powerful 
neutron beams, position-sensitive detectors. Let it be noted that the detailed 
investigation of the structure of biological objects, i.e. the search for the shape and inner 
structure of the molecules require precise intensity measurements at angles where the 
intensity of scattering by the solution decreases by 3—5 orders of magnitude as 
compared with the scattering at zero angle, and is only slightly different from the 
scattering by a pure solvent. Consequently, one of the main experimental requirements 
is the measurement of a wide range of small scattering angles. The position-sensitive 
detectors adopted from nuclear physics are rather suitable for this task.

Let us now consider the problem of deriving the structure from an experiment. 
The intensity of SAS (to be denoted by I(s), where s = 4tc sin ф/л,/.=wavelength and 2<p 
is the scattering angle) for any predetermined system may be calculated either 
analytically or by numerical methods. The problem of calculating the function I(s) from 
the function p{r) presents no difficulties. In principle, the classical Debye formula
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(Guinier and Fournet [5])

Я
, , . sin s I г—г' I ,

РИ  P(r ) s | r _ r, | - d n  dv2

is the basic equation and may be applied in most of the SAS cases.
However, when analysing an unknown object the investigator is naturally 

interested in the opposite problem, which consists in finding the distribution p(r) from a 
given scattering intensity I(s). This problem has no unambiguous solution due to 
considerable loss of information as a result of the spherical averaging. Up to now there 
have been no direct methods of structure determination based on SAS data, and 
therefore the principal method is still the comparison of experimental intensities (or 
their density distribution functions) with the scattering by model structures.

In the calculations of the scattering intensity many configurations from simple 
geometrical forms and their aggregates to compact and unfolded macromolecules, or 
particles with nonuniform scattering density distribution are considered. In some cases 
strict analytical solution can be obtained, however, in many cases only approximations 
with the aid of a computer are possible. The solution should fit the integral 
characteristics of an object, i.e. its invariants which are determined directly from the 
intensity: these are the radius of gyration Rg, the volume V, the surface S, the maximal 
size 1 ^  and some others. These invariant quantities serve as the basis of a model both 
in the framework of the simplest geometrical bodies and in the homogeneous density 
approximation.

An important step forward was the development of the modelling method 
(Kratky [6]; Feigin [7]). We can now build up a model of a homogeneous body of a 
complicated form, filling its volume with certain elementary bodies, e.g. with cubes, 
balls, etc. By varying the form of the model one obtains different curves I(s), which may 
be compared with the tentative form. It turned out that the theoretical SAS curves are 
rather sensitive to any changes in the model.

Thus the model method is a peculiar version of the trial-and-error method in 
classical structural crystallography. The choice of an initial model is, to some extent, an 
intuitive process, since any, even a very simple model of a molecule, is a function of 
many parameters. Here the superfluous details at the initial stage may only impede any 
subsequent research. The choice of an initial model (satisfying the invariants) is 
completed by outside information extracted from electron microscopy, biochemistry 
and physico-chemical data.

It is difficult to state unambiguously which of the numerous models is the most 
preferable one. The integral discrepancy factor may serve as an objective criterion. As a 
rule, one uses the following R factor

V m06 'A s ) - m 2s*ds
— T2--------------------. ( 1 )

j  / 2(s)s4 ds
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Fig. 3. The model of catalase
Full line — experimental curve, Dashed line — the curve of SAS by the model

where (sl5 s2) is the interval whithin which the comparison is made. The derivation of 
the model from the SAS data may be compared with the search for a tentative model in 
the structure analysis of crystals.

As an example of applying the model method the SAS investigation of catalase is 
presented.

Catalase is an enzyme (mol. weight 250000) which catalyzes the decomposition 
of hydrogen peroxide into water and oxygen. According to X-ray analysis and electron 
microscopy data catalase has the tetrahedral symmetry 222, which has been used as a 
starting structure to construct the model. Fig. 3 shows the best model found for catalase 
as well as its theoretical intensity curve together with the experimental curve. The 
model consists of four identical ellipsoids of revolution (a = 1.7 nm, c =  4.7 nm) spaced 
in the tetrahedral vertices with an edge length of 5.9 nm. The gap between the ellipsoids 
is also filled by scattering density (Vainshtein et al [8]).

More recent examples of the model method by the precise modelling of the form 
of a biomolecule may be represented by the studies of histidinedecarboxylase (Gonchar 
et al [9]) and the bacteriophage T7 (Rolbin et al [10]). The parametrisation of the 
model and the use of the discrepancy integrals will probably render it possible to find, 
in the future, an algorithm for looking for the “best” model by the method of non-local 
search or the least-square technique.

The objects with inhomogeneous density such as various nucleoproteins 
(viruses, ribosomes, etc.) are becoming important for small-angle investigations. With 
these samples the decisive role is played by the possibility of varying the solvent density 
which changes markedly the s dependence of 1 as well as the possibility of combining 
various radiations. The method known as “contrast variation” (Stuhrmann and Kirste
[11]) allows after performing measurements in a series of solvents, the separation of 
three scattering functions

I(s) — I F(s) +  Ips(s)+ 1 s(s),
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where IF(s) is the scattering intensity corresponding to the homogeneous electron 
density, Is(s) is the scattering by inhomogeneities when the medium electron density is 
equal to the mean electron density of a particle, / FS(s) is the interference term, which 
may be both positive and negative. For biological objects the contrast variation is best 
achieved for neutron scattering with the aid of solvents of different concentration of 
heavy water.

Some useful information about the specific features of biomolecules can also be 
obtained with the aid of the recently developed methods of heavy-atom markers 
(Vainshtein et al [12]), anomalous SAS (Stuhrmann [13]), and the methods using real- 
space information (Glatter [14]).

It should be stressed, however, that all these methods, except a very few special 
cases, do not provide directly the structural information about a particle. Only some of 
its general parameters can be specified without modelling. The relationship between 
the theoretical and experimental possibilities in the small angle studies of biological 
objects is rather complicated: partly because up to now the experiment is devoid of 
sufficient accuracy, so that some parameters which may be found theoretically cannot 
be calculated from experimental data; and partly because even the high precision 
experimental scattering curves do not yield sufficient information; consequently, we 
still fail to provide direct information about the structure. So one of the most important 
problems in the field of SAS to solve biomolecular objects is the creation of a direct 
method to find their structure, i.e. to obtain the density distribution p(r).

It is clear, however, that the task is to obtain a three-dimensional function p(r) 
from the one-dimensional function l(s), which has an infinite variety of solutions. This 
means that any direct method should be regarded as an approach which enables to 
narrow down this variety as much as possible by means of imposing some physically 
justified restrictions. We have developed the direct method of structure analysis in SAS 
using the information about the symmetry of a particle, its dimensions and the range of 
scattering density (Svergun et al [15]). The main features of the method as well as an 
example of its application to the concrete structure investigation are given below. To 
choose a convenient class of possible solutions the apparatus of spherical harmonics 
was used. Such mathematical approach was introduced in SAS by Stuhrmann [16]. If 
one represents the density p(r) as a series

P(r) =  Z Z Pim(r)Ylm(0,<p) =  Z P i M ’ (2)
I = 0 m = — I 1 = 0

where r, 0, (p are spherical coordinates, YIm(0, <p) are spherical harmonics, p,m(r) are 
radial functions, and the equation

Piir) =  Z Pim(r) Ylm(9, <p) (3)
m = —I
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defines the partial multipole densities, the intensity of the SAS is given by:

I(s)=2n2 f  £  |AIm(s)|2.
1 = 0 m = -I (4)

The functions plm(r) and A,m(s) are connected by the Hankel transform of order /:

Л/mOO = i's /V n  J  pijr)j,{sr)r2 d r , (5)

Pimir)=(-i)ly ß fn  I  Alm(s)j,(sr)r2 d r . (6)

Here ji(sr) are spherical Bessel functions. Stuhrmann has shown that the function I(s) is 
invariant to independent real space rotations of any partial density p,(r). So the 
manifold distributions p(r) are determined by the same functions ptm(r) corresponding 
to the decomposition (4), and the set pim(r) can be regarded as the variety of possible 
solutions introduced above.

It is clear that one can decompose I(s) into a sum of squares of the amplitudes 
AIm(s), generally speaking, quite arbitrarily. Thus to use this approach it is nessesary to 
obtain the decomposition (4) corresponding to the real structure of a particle. Few 
attempts were made to solve the problem (Marguerie and Stuhrmann [17]; Stuhrmann 
and Fuess [18]), but the general algorithm has not been found yet.

Obviously, the summands cannot be separated from the sum unless some 
assumptions are made. First of all let us suppose that the density p(r) is satisfactorily 
represented by a finite sufficiently small number of harmonics. Furthermore, as it 
results from formulae (5), functions A,m(s) are independent of the value of m upon the 
fixed functions p/m(r). This fact means that the contributions of harmonics with 
different m and the same / are in principle inseparable in the scattering intensity I(s). 
Thus the formulae (4) can be rewritten:

I(s) = 2n2 t  \A,(s)\2 , (7)
1 =  0

where

M,(s)|2 =  t  I Alm(s)|2 . (8)
m — - l

In this way the problem consists of obtaining the decomposition (7), i.e. 
harmonics with different / values. Each term of the sum (7) determines according to 
transform (6) a radial function p,(r). In the case of an axially symmetrical particle 
(pim(r) — 0 if m #0) the sum over m vanishes and one has simply p,(r) = pl0(r). In the 
general case the decomposition (7) holds, but the functions p,(r) have no explicit 
physical meaning, they are superpositions of the functions p,m(r).
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Whatever the meaning of the functions plm(r), there are strictly specified angular 
non-uniformities depending on the number of the harmonic l, inherent to any partial 
density (3), and therefore there are definite regions in the reciprocal space where the 
scattering intensity |A,(s)|2 contributes maximally to /(s)(in accordance with the order 
of the Hankel transform (5)). Consequently, the changes of the relative contribution of 
different harmonics to the total intensity I(s) are connected with their numbers.

Besides, the possible mode of /t,(s) is restricted by the fact that any biomolecule is 
finite in space, i.e. there exists an R  value so that

P(r) = P,m(r)=0. if r > R .  (9)

The peculiarities of the behaviour of the functions A,(s) examined above can be 
regarded as the physical foundation for developing an algorithm to decompose the 
scattering intensity into functions (7).

Actually let us specify the L  +1 functions p f\r), obeying the space restrictions 
and determining the functions y4ik)(s) which in turn determine, according to (7), the 
intensity I(k\s). This I(k)(s), generally does not coincide with the true intensity I(s).

In order to fit the intensity I(s), by keeping the relative contributions of different 
harmonics the same, one may renormalize the amplitudes as follows:

A\k)(s) = A\k\ s ) J - ß ~ .  (10)

The amplitudes Ail,(s) will obey Eq. (7), but the set p\k)(r) specified by /4jk)(s) will 
generally not obey (9). Let us therefore set

Г/1<*> r < R
p|t+ VW =  ̂ ‘,(r)n (r-Ä ) =  jJJ' ’ r ~ R ’ (11)

The amplitudes of the next approximation A\k + X)(s) are determined by the function (11) 
according to (5).

Thus, with each step of the iterative process determined by Eqs (10) and (11) the 
partial amplitudes are redistributed in accordance with the number of the harmonic /, 
the value of R  and the scattering intensity I(s). Since no a priori information about the 
radial functions, except condition (9), is available, the step functions

„ r M - n i r - K i - ß  ,12)

seem to be convenient for the first approximation.
It is possible to show that the procedures (10)—(11) converge to the true intensity 

I{s). To estimate the deviations in reciprocal space between I(s) and I(k\s) the same R
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factor has been used as for the model method. The convergence of the process over the 
R factor is uniform.

The efficiency of this procedure has been verified by means of model examples. 
The transforms (5)—(6) have been computed by the Simpson rule, the termination 
effects in (6) (the intensities have been calculated up to some finite value smax) were 
reduced by the generalized Steklov filter (Rolbin et al [10]).

In the simplest case L = 0 (spherically-symmetric particle) the problem is reduced 
to the determination of the true set of signs of the function ,y7(sj. When the change 
of signs stops, the process is interrupted. 5—6 iterations are usually quite enough to 
obtain the solution, function p(r) is restored practically completely. This is an example 
of a quite unfavourable case of the multistep function p(r) shown in Fig. 4. The restoring 
appears to be good, the R factor is comparable with one of the transforms by true signs,
i.e. with the termination effects.

The most important practical case, however, corresponds to L > 0. In this case 
the convergence of the process to the true intensity I(s) does not guarantee the 
convergence to the true radial functions p,(r). The incorrectness of the problem (one 
should restore the summands from the sum of their squares) may lead to considerable 
distortions of these functions. To reduce them natural physical conditions were used,

s  —  ^  ■

1 0 0 2 Ю r

-

Fig. 4. The restoring of the structure of a spherically-symmetrical particle 
Full line — true density distribution, Dotted line — restored distribution, Values R = 24 nm, sm„  = 5 nm '  *; 

the result of the 7th iteration is shown, R, = 2.5 x 10~4
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Fig. 5. The restoring of the model of an axially-symmetrical structure 
a — true structure, b — restored structure

The distribution in the cross-section containing the axis of axial symmetry (indicated by an arrow) is shown; 
values R =  10 nm, sm„  =  5nm _1. The numbers refer to density levels in 10- 3 nm3. The result of the 9th

iteration is presented, R, = 7.8 x 10~3

namely the existence of limiting values of the scattering density

РттйР(г)йРт„- (13)

In fact, one can introduce the corrections p,(r) to the radial functions ensuring the 
correctness of (13) with a minimal R factor. It is convenient to express the corrections as 
a series of Laguerre polynomials (see Stuhrmann [16]). Assuming the corrections to be 
small enough, one can solve the problem by means of linear programming (Dantzig 
[20]). We have used the modified simplex method (ibid). It should be noted that the 
decreasing of the R factor suggests the relevance of this procedure.

An example of using procedures (10)—(11) with the restrictions (13) is presented 
in Fig. 5. The axially-symmetrical model structure (Fig. 5a) is constructed from three 
first non-zero radial functions of an ellipsoid of revolution with the density p(r)= l,

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



INVESTIGATION OF THE STRUCTURE OF BIOMOLECULES 117

Fig. 6. The scattering curves of bacteriophage T7 
Full line — experimental curve, Dotted line — the SAS curve from the restored structure

half-axes a = 5 nm, c=  10 nm. The structure shown in Fig. 5b is constructed from the 
intensity calculated for the previous one. The agreement seems to be quite satisfactory.

The examples shown above illustrate the efficiency of the procedure using 
parameters R, pmin, pmax and a set of exactly defined harmonics. In practice, these 
parameters are as a rule known with some errors. We have verified the stability of the 
procedure with respect to the deviation of these input parameters in the model 
examples. It has been proved that the method yields suitable solutions with deviations 
up to 10% in R and 20% in pmin and pmax. The errors in the set of harmonics may be 
connected mainly with the fact that any particle is generally represented by an infinite 
series of harmonics, whereas one has only a finite number of terms. It may be noted, 
however, that the spherical harmonics constitute a complete system of functions, and a 
few first terms in the series would describe the whole structure, as a rule, quite 
sufficiently.

It should be stressed that the procedure holds also for particles with arbitrary 
density distribution. In the general case in order to select a class of possible solutions 
one should perform a new separation, the separation of functions ptm(r) from p,(r), with 
the aid of some additional (non SAS) informations. Selecting one (or several) relevant 
solutions one should analyze independent rotations of different partial structures p,(r) 
(the problem is much easier in the axially-symmetrical case since any rotation of the 
partial density other than к violates the given axial symmetry).

As an example of a practical application of the method to certain structural 
investigation some results are presented which were obtained from the SAS curve of the
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10 n m

Fig. 7. The map of electron density of bacteriophage T7. The cross-section containing the axis of axial 
symmetry (indicated by an arrow) is shown. Level 0.4 corresponds to the protein, 0.45— to strongly hydrated 
DNA, 0.52 — slightly hydrated DNA. The numbers refer to density levels in 10-  3 nm3. The result of the 8th

iteration is given, R, = 2.2 x 10“2

bacteriophage T7. This large bacterial virus has been studied also by various physical 
and chemical methods. It possesses an approximately axially-symmetrical constitution 
(isometric polyhedral head and cylindrical tail). Highly refined solutions of the phage 
T7 for our SAS studies were extracted at the Semmelweis Medical University, 
Budapest, under the guidance of Prof. I. Tarján and Prof. G. Rontó. We recently 
measured the X-ray SAS curve of the phage quite precisely in a wide range of angles, a 
number of general parameters of the phage have been determined and its model has 
been suggested (Rolbin et al [19]). We have applied the direct method to interpret the 
part of the curve shown in Fig. 6. The parameters R, pmin and pmax have been selected by 
using general phage parameters determined from this curve. An iterative procedure has 
been applied and the result is presented in Fig. 7.

This figure is a map of the electron density of the phage T7 in cross-section 
containing the axes of axial symmetry, the radial resolution is 1.2 nm. One can see the 
projection of the phage head to be embraced by a six-fred symmetry with the 
corresponding edges equal to 35 nm. The tail appears as a circular cylinder with a 
radius 11 nm and a height of 18 nm. This is a protein core in the central part of the head
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with a diameter of about 24 nm, in good agreement with the data of neutron scattering 
(Agamalian et al [21]). There is a cylindrical region of higher DNA concentration near 
the tail, whereas the phage DNA as a whole is strongly hydrated leading to an almost 
uniform density within the phage. Further on, there are hints in favour of a regular 
arrangement of DNA, which is revealed by the arcs in Fig. 7.

The scattering curve of the restored density distribution (Fig. 6) coincides with 
the experimental one well enough up to the scattering angles responsible for the 
dimensions in a particle compared with the value of radial resolution. All T7 features 
specified are in good accord with the data obtained (as a rule, by indirect methods) from 
other physical and chemical techniques.

The results suggest that this method will be quite useful for the structure analysis 
of biological macromolecules in solution by SAS studies.

It is a honour for the authors to publish this paper in the issue devoted to the 70th birthday of 
Prof. I. Tarján, who made valuable contributions both to solid state physics as well as biophysics. The 
results presented in this paper on bacterial viruses would have been impossible without our collaboration 
with Prof. I. Tarján and his coworkers.
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ON THE KINETICS OF GROWTH OF CONDUCTIVITY 
ELECTRON CONCENTRATION IN DIELECTRIC 
CRYSTAL IRRADIATED BY INTENSIVE LIGHT*

L. M. B e lja ev , V. V. N a b a to v  and Yu. Ya. Yushin

INSTITUTE OF CRYSTALLOGRAPHY, ACADEMY OF SCIENCES OF THE USSR 
MOSCOW, USSR

The kinetics is studied of electron avalanche in insulating crystals under the influence of intense light 
beams. To obtain solutions of kinetic equations, the method of successive approximations is developed. The 
multistage character of optical damage in insulators is discussed.

1. Introduction

It is well known that the electronic structure of dielectric crystals is such that 
there are no electrons in the conduction band, which is detached from a completely 
filled valence band by an energy gap AE. Let us suppose that such a crystal is 
illuminated by a beam of light with frequency w < AE/h, where Ä is Planck’s constant. If 
the problem of interaction between the beam of light and the crystal is treated in linear 
approximation in respect of the intensity of light, then the pure dielectric crystal must 
not absorb light at all. At the same time there is experimental evidence that laser 
radiation can give rise to a damage of a transparent insulator if the intensity of light is 
high enough [1].

One of the possible mechanisms of the optical damage of dielectric crystals is a 
development of conductivity electron avalanche [1—6]. This process can be imagined 
as follows. As a consequence of a multiphoton absorption or thermal fluctuations a few 
electrons appear in the conduction band. Absorbing photons from the incident 
radiation these primary electrons can gain an amount of energy greater than the 
minimum energy 1 which is necessary for impact ionization. The concentration of 
conductivity electrons increases as a consequence of their multiplication and after all 
that results in crystal damage.

In theoretical papers dedicated to the avalanche development the concentration 
of the conductivity electrons n(t) is usually represented as n0eyl and the avalanche 
development rate y is actually calculated with small values of n(t). As a consequence, 
nonlinear in n(t) effects remain in the background.

In the present paper the kinetics of the electron avalanche is studied in the case of 
intensity of incident light close to the damage threshold with due regard to the above

* Dedicated to Prof. I. Tarján on his 70th birthday.
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mentioned nonlinear effects. The frequency of light is supposed to belong to the visual 
range. The following physical effects which are nonlinear in concentration of 
conductivity electrons are taken into account. Firstly, the excitation of vibratory 
modes of the crystal by conductivity electrons and holes should be taken into 
consideration if only this process can cause melting of some portion of the crystal. In its 
turn, this melting is an important intermediate stage of the damage process as a whole.

Secondly, at definite values of n(t) (~ 1 0 15 c m '3) electron—electron collisions 
become essential [7]. Such collisions result in a redistribution of energy between 
electrons and, in consequence, an electron distribution function approximates the 
Boltzmann one.

Finally, the recombination processes should be taken into account. They reduce 
the concentrations of electrons and holes. In absence of recombination processes the 
optical damage of transparent pure crystals has actually no intensity threshold 
provided that the pulse duration of the incident light is unlimited.

The direct radiative electron—hole recombination cannot apparently be an 
effective mechanism of reduction of the charge carrier concentration because the 
cross-section of this transition is too small ( ~  1 0 '19 cm2). The latter can be found from 
the experimental data on light absorption in crystals making use of the relation of 
van Roosbroek and Shockley [8]. But recombination transitions can also occur 
through intermediate states (excitons in the present case). The appropriate elementary 
process is binding of an electron and a hole in an exciton [9— 11]. It has a rather large 
cross-section <xex~  10“ 13 cm2. The exciton loses energy when scattering on phonons 
and at length transforms into a photon [11, 12] that leaves the crystal. This process 
proves to be an effective mechanism of decrease of charge carrier concentration in spite 
of the competition of a reverse process. This is exciton dissociation to an electron and a 
hole due to its interaction with a phonon [9].

In Section 2 we present the approximate method of solution of kinetic equations 
for electron and phonon subsystems of the crystal. That is the method of successive 
approximations. In Section 3 we shall briefly discuss the multistage character of optical 
damage of dielectric crystals.

2. Approximate solution of kinetic equations

Let us consider a dielectric crystal in which conduction and valence bands are the 
standard parabolic bands. We assume also that me <? mh, where me and mh are effective 
masses of a conductivity electron and a hole, respectively. Suppose that the crystal is 
irradiated by the light beam, starting from the time moment t — 0. We shall describe the 
plane light wave propagating in the crystal by the vector potential

A = A0a cos(qr —cut),

where A0 is the amplitude of the potential, a is the unit polarization vector,
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E = SA
I t

. Coupling of this wave with conduction electrons can be characterized by the

dimensionless parameter y = (ha>me) ~ 'е2А%, e is the electron charge. We shall consider 
such intensities of light when 1.

As far as absorption and emission of visible-light photon by a conductivity 
electron have quantum nature we shall use quantum theory, proceeding from the 
Hamiltonian H = H 0 + Hin{. Here H 0 is the Hamiltonian of noninteracting quasi
particles (electrons, holes, phonons and photons), and Hint describes the Coulomb 
interaction between charge carriers, coupling of electrons with photons and phonons, 
and anharmonic phonon—phonon interaction.

Kinetic equations for occupation numbers of electrons, holes, and phonons, 
averaged with crystal density matrix p such as nk(t) =  Tr (p(t)nk), (master equations) can 
be obtained within the framework of nonequilibrium quantum statistical mechanics 
with the aid of Kadanoff—Baym equations and summing up the secular terms in 
perturbation theory series [13,14]. Here Tr denotes the trace operation. The problem 
under consideration is rather specific: there are some small parameters and, besides, 
absorption and emission of a photon by a conductivity electron must be accompanied 
by absorption or emission of a phonon to obey the conservation laws of energy and 
quasi-momentum.

In the course of avalanche development the Fermi gas of conductivity electrons 
remains nondegenerate. In this case the master equation for electron occupation 
probabilities has the form

d- ^ ~  = ( § ph+ s r+ s t + s cx +  s c) f e( p, t). (1)

where f e(p, t) is the conduction electron distribution function and S are transition 
probabilities, p is electron quasi-momentum. Distribution function of holes in the 
valence band f h(p, t) satisfies the analogous equation. The terms S f  have the following 
common structure. Each of them is the sum of products of the normalizing factor, 
modulus of the matrix element squared, deltafunction standing for energy conservation 
law in the elementary process, electron and hole distribution functions in the initial 
states, and factor Nk(t) or N k(t) + 1 in the case of absorption or emission of phonon. It is 
too cumbersome to write down the explicit expressions here and we shall refer the 
readers to the relevant literature. It is essential that in the case of nonpolar crystals the 
interaction of electrons with acoustic and optical phonons (scattering on the acoustic 
and optical deformation potentials) is taken into consideration in Hinl. If the crystal has 
polar optical vibratory modes, we suppose that their interaction with conductivity 
electrons is weak. It is also taken into account in Hint.

The term S phf e describes phonon absorption and emission by conductivity 
electrons [7, 15]. Absorption of photons from the light beam by electron and photon
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emission in the same mode with simultaneous scattering on phonons is presented by 
Srf e [15]. Due to y « l  we restrict ourselves to one photon processes. The term Stf e 
describes the impact ionization of electron and hole both with [3] and without photon 
absorption [16, 17]. The term Sexf e corresponds to the binding of electrons and holes 
in excitons [9] and Scf e takes into consideration electron—electron and electron— 
hole collisions in Born approximation [14].

Strictly speaking, Eq. (1) should be supplemented by the kinetic equation for 
excitons in which the following processes are taken into account: exciton dissociation, 
exciton—phonon scattering and luminescence of excitons (polaritons) [11, 12]. We 
shall consider these processes in a phenomenological way multiplying aex by a 
coefficient A <  1. Accordingly, Eq. (1) contains an effective probability of the 
disappearance of electron and hole as a final result of the binding process.

Kinetic equations for the average numbers of phonons Nkj(t) of the mode j  with 
quasi-momentum к can be written as

d̂  = (La + L e)Nkj(t). (2)

Here Â,NkJ(t) represents the variation of JVkj(t) with time as a result of phonon— 
phonon interaction, and L^Nkj(t) describes the phonon absorption and emission in the 
course of the above electronic transitions [7, 15].

A kinetic equation such as (1) was considered in [3] with some difference: the last 
two terms on the r.h.s. of Eq. (1) were omitted and, accordingly, the above mentioned 
nonlinear effects were not considered. For the approximate solution of the Jdnetic 
equation the method of slowly varying amplitudes was useful in [3]. It had been 
worked out earlier in the paper [18] where the problem of gas breakdown by laser 
radiation was studied. In [3] the function / e(p, t) was presented as exp(yt)/(p). In 
doing so the impact ionization was considered as a slow process in contrast to the quick 
establishment of energy distribution in the electron system.

We intend to solve the system of equations (1), (2) at light intensity values close to 
the threshold of optical damage. These equations are nonlinear: operators S depend on 
Nkj(t), Le contains f e h(p, t) and, besides, the last two terms on the r.h.s. of (1) are the 
bilinear expressions in respect of f e h. Keeping in mind the arguments given in the 
Introduction we shall generalize the method of slowly varying amplitudes and look for 
an approximate solution of (1) in the form n(t)fe(p, n(t)). Here n(t) is the concentration 
of conductivity electrons at the time t and the function f e(p, n(t)) satisfies

(Sph + S ,+ S c)f~(p,n(t))=0. (3)

Then Eq. (1) reduces to

= a(t)n(t)-b(t)n2(t), (4)
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where a(i) and b(t) n(t) are the probabilities of impact ionization and electron—hole 
binding in an exciton averaged with f e(p, n(t)) and the respective function for holes 
Â(P. n(t)).

The system of equations (2)—(4) is still too complicated to be solved exactly. As it 
was shown in [14], the conservation laws should be taken into consideration when 
looking for approximate solutions of kinetic equations, i.e. the approximate solutions 
must satisfy them. When solving (2)—(4) we propose to use the method of successive 
approximations. We obtain the first approximation f {euh(p, t), if we put in (3)—(4) Nkj(t) 
to be equal to their values at t = 0. The latter are determined by Planck’s formula for the 
initial temperature T0 of the crystal. Then we put the solutions of the resulting 
equations into Eq. (2) and find the time dependent average occupation numbers of 
phonons N (k/{t). Now we can write down equations for f (e2)h(p, t) by substituting N $(t) 
in (3), (4) for NkJ(t) and so on. It is obvious how to continue the iteration procedure.

If this procedure is quickly convergent, we shall have a rather precise solution 
after a few steps already. In any case, even N $(t) reveals crystal lattice heat-up 
produced by conduction electrons and holes. And in f i2)h(p, t) the reverse influence of 
this heat-up on the distribution functions of charge carriers is duly taken into 
consideration.

The main obstacle to the solution of Eq. (3) consists in the quantum nature of 
absorption and emission of light by electrons: as a result of these transitions the 
electron energy e(p) changes by a quantity ~hw  which is commensurable with the 
impact ionization threshold I. Making use of the transition probabilities averaged on 
polarization directions of the incident light we shall look for the solution of Eq. (3) 
holding that f e(p, n(t)) depends on | p| only. Then this solution can be expanded in terms

of the complete orthonormal set of functions cpn(x) — Ln(x) exp ( —— ) as follows

f e ( P, "(t)) = Z  Cn(t)<PÁX) , X  = (5)

Here L„(x) are Laguerre polynomials, and к is the Boltzmann constant. The advantage 
of such an expansion consists in the fact that cp0(x)=exp  [ — |p |2/2me/cTe], At 
n(t)>nc~  1015 cm-3 collisions between electrons will result in the redistribution of 
energy and all c„(t), besides c0(t), will become zero. Also the expansion (5) contains a 
free parameter, that is the electronic temperature Te. Its value can be determined in 
such a way that the energy conservation law is fulfilled for the approximate solutions.

Let us find out an approximate distribution function of conductivity electrons by 
putting in (5) all c„(i), besides c0(f), to be equal to zero for all time values. Note that we 
can look for corrections to such an approximation also with the aid of the ex
pansion (5).

In the course of the iteration process we shall determine a value of Te(t) from the 

energy balance condition: the energy n(t) ^ ) lo s t  in unit of volume by conductivity
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electrons per unit time must be equal to the energy SK  obtained by them in light 
absorption and emission processes. Here S in the intensity of incident light and К  is the 
light absorption coefficient. In the case of nonpolar crystals this condition is

—  S(Ka + K 0d). 
n(t) (6)

Here the quantities averaged with the function <p0 appear and

By/2 E \m l'2 
(rc)3/2 tfp (kTe)3'2

Here T(t) and p are the temperature and the density of the crystal, respectively, El is the 
deformation potential constant [7]. Also

ml12 D2 y/fioj0 J Y z  К  ! (Az) 
n3l2h2p sh(z)

s/t[(l-A)z],

where œ0 is the maximum frequency of optical phonon, A = T/Te, z
hw0 , „ . ,
—— and D is the 
2kT

optical deformation potential constant [15]. From now on Kn(x) is the modified Bessel 
function, n = 0 ,1, 2. The contribution to the right hand side of Eq. (6) from the above 
mentioned radiative transitions accompanied by absorption or emission of an 
acoustical phonon is given by

*5SK- - sh ( т ) к ( щ )  •
where С = е2Е2(Зл3/2Ери2)~1 and ue is the sound velocity in the crystal [15]. This is 
absorbed radiation energy attributed to one electron. The same quantity in the case 
when an optical phonon is emitted or absorbed is [15]

SK0d = Л2 ^-1 щ 2 к Т )312 s ^ z + ~ z )z + / c ^ ( z + ) + s / i ( z _ + z )z 2_ A : 2 ( [ z _ | )  

n(t) °W e s/i(z)

where
e2D2ml12 hw ± hœ 0

B = 6n3l2H*pw0 ’ Z± =  2kTe ’

Eq. (6) defines Te as a function of AI and T.
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Let us turn our attention to polar insulating crystals. If the dimensionless polar 
constant dp<̂ 1, then Te can be found from the energy balance condition

Here [15]

n(t)
S(Ka + K0d+ K 0p). (7)

de\ 23/2dp(Äcu0)2v/Iz  s/i[(l — X)z]K0(kz) 
A t)0p nll2h sh(z)

1 i2 dpe2(hw o)312
n(t) 0p 0 Зп^Рш гП '

(kTe)il2[sh(z)~\~1 X

X [s/i(z + — z)z+K 1(z+) + sh(z- + z )|z_ |X 1(|z_ I)] .

The analogous equations determine a temperature of holes (we remind that me<£mh)- 
The first approximation of the iteration method can be obtained if we put T = T 0 

in Eqs. (6), (7). It is obvious that quantities T[1) and Tj,11 determined in such a way are 
time-independent. Now we can evaluate the coefficients a and b in Eq. (4). In doing so 
we shall average the probabilities of impact ionization w0(e) and w^e) (without the 
participation of photons [16, 17] and with the absorption of one photon [3], 
respectively) and the quantity | ve — vfc| <jex with functions/  ^(e) (ve and \ h are velocities 
of electron and hole, respectively)

a = <w0(e) + w1(e)>, b = <|ve- v j< r „ ) / l .

The solution of Eq. (4) is (no =  n(0))

«1 (t) =
n0a exp (at)

a — n0b + n0b exp(at) ( 8)

The asymptotic behaviour of (8) is nl (t)->a/b, when t-»oo. Turning to Eq. (2) we shall 
bear in mind that as a result of the anharmonic interaction the energy received by a 
phonon subsystem from conductivity electrons and holes tends to be quickly 
redistributed between the vibratory modes. Accordingly, N kj(t) will be given by 
Planck’s formula with time-dependent temperature T(t), which in turn satisfies

d m
dr - ? [ ■

dee
d7

сЦ,
dr

where cv is the specific heat of solid, T(0) = T0 and the magnitude dee
dr

(9)

is given by
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the left hand side of Eq. (6) or Eq. (7). Let us substitute n,(t) given by Eq. (8) for n(t) in 
Eq. (9) and integrate. The result is

T(i)= T0+(cvb)~l In n0(e ° '- l)+ l ( 10)

The second approximation for f e(p, i) can be obtained by substitution of Eq. (10) for 
T  in (6), (7). By solving the equations we find the time-dependent quantity Te{t). Also 
the coefficients a and b in (4) will be time-dependent. Due to inequality

— In ( <^a(t) the approximate formula can be obtained which describes the
dt|_ V /_
time-dependence of conductivity electron concentration with due regard to crystal 
lattice heat-up , .

a(t) exp I J а(т) dr ]
n2(t) = n о---------------------- -------- j]---------V- (ID

a(t) — n0 b(t) + n0 h(t) exp I j  а(т) dz J

Note that n(t) can also be given by (11) in such a case when light intensity depends 
on time.

Now we shall give some numerical estimates making use of the parameter values 
which are characteristic of dielectrics with wide forbidden band: me~10~2Tg, 

cm
u „ ~ 7 1 0 5— , Ла>о~0,1еУ, I k 6eV, E j ^ l l e V  (these values refer to sapphire), 

s
eV

D = 5 - 108 — . At T  = 300 К we find from Eq. (6) that /cTe~0.5eV  corresponds to 
cm

V
vacuum electrical field strength in the incident beam of order 105 — . We shall assumecm
that at e> I w0(e) linearly depends on their difference [16] as r(e — /). In this case

<w0(e)>«  —=  (kTeI)1/2exp( - I/kTe). If r~0.5 • 1014 e V 1 s“ 1 then a~ 1 0 10s_1. And 
V *

at А(тех~  10 14 cm2 we obtain n(oo)~1016cm 3.
At the initial stage of avalanche development in alkali halide crystals our 

treatment cannot be used directly because the polar constant <xp > 1. It can be 
considered only as a qualitative one. But at high values of n(t) the electron—phonon 
interaction is screened, i.e. ap =  ocp(n) [19]. Owing to this, we can use our treatment 
starting from such values of n(t) when ap(n(t)) < 1. Also we must assign initial conditions 
n(t0) -  n0 at some moment t0 > 0. However, some modifications are necessary. The first 
approximation for n(t) is given by a formula like (11) where now a(t) and b(t) must be 
determined in the self-consistent way. And T(£) takes approximately the form of

t
Eq. (10) with the substitution of eat by exp (J a(z) dr). Note that the same formula with

to
t0 = 0 describes T(t) in the case of time-varying light intensity.
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3. Multistage character of optical damage process

In experiments on optical damage only some part of the crystal is usually under 
the influence of intensive light. If use is made of the focussed light beams, then it is the 
caustic region. In such a case the results of Section 2 should be referred to such a small 
region only.

Here we want to lay emphasis on the fact that laser damage in insulating 
transparent crystals has multistage character, although it is a fleeting phenomenon. 
The stages differ from each other both by the phase state of matter in the irradiated 
region and the light absorption mechanism and they are dominant physical processes. 
The electron avalanche development discussed in Section 2 can be considered as the 
first stage of the entire optical damage process. In due time the irreversible varia
tions take place in the crystal at high values of n(t). Let be the solution of equation 
T(t) = Tm, where Tm is the melting temperature of the crystal and T(i) is given by (10). 
Then at i >  tj the crystal melts in the above small region. There is, at the same time, a 
considerable concentration of free charge carriers (electrons and holes).

The arrangement of ions in the liquid state has been described by Bernal as 
“random close packing”. Therefore the localization of some amount of valency 
electrons on the outer shells of ions, as it was in the crystalline state, becomes 
energetically unfavourable. It seems reasonable to suppose that in a small part of the 
solid a new, e.g. a liquid metal phase appears, with the free charge carriers 
concentration of the order of 1020— 1021 cm “3. This results in an ever increasing 
absorption of incident light (photon absorption by the electron is accompanied by 
electron—ion scattering). The temperature in the considered region also increases 
quickly.

The next stage of optical damage consists in the formation of electron—ion 
plasma whose temperature is fairly high and the density of free electrons is 
>  1023 cm 3. At this stage the continuous radiation is emitted from the crystal [20,21]. 
Its origin is probably connected with electron bremsstrahlung and recombination 
radiation. The experimental study of spectrum of radiation emitted from alkali halide 
crystals in the course of their laser damage gives the value of plasma temperature up to 
27 000 К [20, 21]. Again the lines of doubly ionized aluminium were identified when 
the damage region in ruby was investigated spectroscopically [21].

The volume filled with plasma increases as a consequence of the energy transfer 
from plasma particles to ions of crystal phase on the interface. The low heat 
conductivity of the insulating crystal results in the onset of considerable temperature 
gradients in the frontier of the crystal, inducing thermal stress [22].

When the thermal stress reaches its critical value, the stress crack arises in the 
cleavage plane of the crystal. The crack is developing, while the electron—ion plasma is 
penetrating into its cavity. The total absorption of light falls. A movement of the crack 
front is accompanied by the same processes as in the case of the brittle failure under
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mechanical influence: the electron emission from the newly formed solid surfaces [23], 
the triboluminescence [24], and the radio-frequency radiation [25].

The damage process ends with the thermochemical processes in the damage 
region: plasma cools down and its matter precipitates on the new solid surfaces. The 
precipitation is accompanied by considerable crystal disordering in close proximity to 
the above surfaces (formation of vacancies, interstitial atoms and so on). This 
supposition can be indirectly corroborated by the coloration that takes place in the 
alkali halide crystals near the zone of fracture [26].

4. Discussion
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When the kinetic equation is solved in the diffusive approximation upon the 
energy variable [2, 4, 5], then function /(e  +  /to) is substituted by / (e) +  tiw f'(e) +

+ /"(e) for all values of e. This is equivalent to the neglect of all the other terms in
2 V

the Taylor expansion. In order to clarify the question for what types of functions /(e) 
this procedure is legitimate, we shall write down the remainder of Taylor series in the

Lagrange form as R2 =  /  "(£ +  ОМы), where 0 < в <  1. Thus the terms neglected in

the diffusive approximation are negligible indeed if the inequality

max I/'"(e) I «  /'(e) +

is valid for all energy values. On the left side here there is a maximum value of | /"'(e) | 
within the energy interval under consideration. If the photon energy hm> 1.5 eV, it is 
comparable to the impact ionization threshold I. Then in interval 0 < e< I  the 
inequality is satisfied only by functions / (e) obeying /"'(e) æ0,i.e. f ( e ) x c 1 + c 2e + c3e2. 
Again the energy balance condition must be kept in mind. For its fulfilment the average 
number of electron transitions per unit time, with an incident photon absorbed, must 
exceed the average number of transitions with induced photon emission. This rules out 
functions / (e) monotonically increasing with the growth of energy.

As soon as n(t) reaches the values when electron—electron collisions become 
essential, function f(e) approximates to the Boltzmann distribution function. Then the

above inequality takes the form ^ 4  — 1 . It is not fulfilled if the intensity

of light is close to its damage threshold value and frw> 1.5 eV.
In this paper heat diffusion from the part of the crystal which is exposed to the 

incident radiation was left out of account. It is of importance at t> x ~  10“ 3 s. If the 
asymptotic value of n(i) does not cause irreversible variations in the crystal at t < x, then 
at t > r  some quasi-stationary magnitude of T is set in. In fact, it does not differ much
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from T0. Photoconductivity and exciton luminescence can be recorded in these 
subthreshold conditions.

/  4un(t)e2\ 1̂2
The plasma frequency œ. = --------- - ) can also be evaluated by means of the

\  me J
expressions obtained here. A discovery of light scattering on plasma oscillations at 
subthreshold intensities could bear out the electron avalanche mechanism of optical 
damage in insulating crystals.

The authors consider it an honour to be able to publish this paper in the special issue of the Journal 
dedicated to the 70th birthday of Professor I. Tarján, who has made important contributions to the physics of 
dielectric and, particularly, ionic crystals. We are happy to mention that our research cooperation with 
Professor I. Tarján has been in progress for more than two decades.
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THE GROWTH AND TEXTURE STUDY 
OF GaSb INGOTS*

M . H á r sy , F . K o l t a i, I. G y ú r ó , T . G ö r ö g  and E. L e n d v a y
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GaSb was synthetized from Ga of 6N and Sb of 5N5 purity. After the synthesis the crystallization 
took place in Bridgman-type growth systems. Terrestrial and space experiments aboard Salyut-6 have been 
performed. In terrestrial experiments depending on the growth parameters (pulling rate, ampoule diameter, 
etc.) macro-, or polycrystalline ingots showing a characteristic texture have been formed. It has been 
observed that in wider ampoules boules of better quality have grown, the diameter of individual crystals 
ranging from 1—3 cm. In the space experiment a high-quality bicrystal has been formed. Examining the 
texture of terrestrial samples, the orientation of crystallites, the number of low and wide angle grain 
boundaries have been determined using electron channelling (EC) patterns.

Acta Physica Academiae Scientiarum Hunyaricae, 53 ( I— 2), pp. 133— 141 (1982)

1. Introduction

In the last few years GaSb has become one of the most attractive semiconducting 
materials. Apart from its optoelectronic application as laser diodes or detectors in the 
near infrared range [1—3], the single crystals of GaSb are excellent substrate materials 
for developing different ternary and quaternary layer structures. The GaSb, for 
instance, has a close lattice match with AlGaSb, AlGaAsSb and InGaAsSb. These 
hetero systems grown epitaxially onto GaSb substrates are used for photodetectors, 
LED and laser devices working in the visible and the near infrared regions of the 
spectrum [4—6].

The most essential requirement for these applications is the production of perfect 
single crystalline GaSb. To prepare usable GaSb crystals is, however, not a simple 
problem. Numerous publications describing different growth processes and aimed at 
improving the quality of GaSb crystals have been published, but the materials obtained 
so far often contain microscopic and macroscopic defects as well [7— 11]. The crystals 
usually show twinning and also microfaceted growth is frequently observed. Boules 
pulled by the widely used Czochralski technique exhibit macroscopic heterogeneity of 
impurities due to the so-called “facet effect” [12].

In this paper we present some results of our program to study the growth 
properties of GaSb and if possible to improve the quality of crystals. Luckily we had a 
chance to perform a GaSb crystallization experiment during the first Soviet— 
Hungarian joint space flight in 1980. Some of the findings will also be discussed.

* Dedicated to Prof. I. Tarján on his 70th birthday.
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2. Experimental part

The synthesis and the subsequent crystallization of GaSb samples have been 
carried out in a Bridgman-type vertical arrangement. The gallium and arsenic in a 
stoichiometric ratio were placed into a conically tipped quartz tube which was later 
sealed under vacuum. Heating the ampoule to a temperature slightly over 730 °C the 
reaction of the components was completed within an hour. After the synthesis the 
ampoule was lowered slowly along the decreasing temperature gradient of the furnace. 
The lowering rate varied between 0.3 and 18mm/hour, and ampoules of different 
diameters (8—30 mm) and shapes were tried. Fig. 1 illustrates some of the ampoule 
shapes. The lengths of the ingots were 40—50 mm.

In the space experiment a polycrystalline ingot of a length of 39 mm and a 
diameter of 8 mm was melted, then pulled out with a rate of 0.188 mm/min to the cooler 
part of the tube furnace where the material gradually crystallized. The experimental 
set-up is demonstrated in Fig. 2.

For the investigation, the upper top of the ingot was removed, then the remaining 
part was cut to halves along its length. The flat surfaces were polished and etched in the 
1:1:2 mixture of HC1 :H20 2 :H20 . The latter made the wide angle grain boundaries 
visible.

The fine structure measurements took place in JEOL JSM-35 type three lense 
Scanning Electron Microscope (SEM) using the Electron Channelling (EC) effect 
(Fig. 3).

v  w
a) b) c)

Fig. I. Different ampoule shapes used for GaSb growths

Fig. 2. GaSb space capsule. 1. Stainless steel tube, 2. screwed in cap, 3. quartz ampoule, 4. graphite spacer,
5. polycrystalline GaSb, 6. asbestos wool
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electron gun

Fig. 4. A typical EC pattern

Acta Physica Academiae Scientiarum Hungaricae 53, 1982

Fig. 3. EC measuring set-up
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An ЕС pattern is formed when the electron beam impinges a small area of the 
sample, while the direction of the beam is altered in appr. 8° surroundings of the optical 
axis. Points of the viewing screen correspond to definite directions of the beam and a 
Kikuchi pattern like image consisting of white lines can be observed (Fig. 4). The 
brightness is proportional to the number of backscattered electrons, and their number 
is a function of the angle of incidence to the crystallographic planes. The cross-section 
of the Rutherford scattering is higher when the angle of incidence is somewhat smaller 
than the Bragg angle, and lower when it exceeds the Bragg angle.

The accelerating voltage and the beam current used were 35 kV and appr. 
10“ 7 A, respectively. The diameter of the beam at the sample surface was 10—30 pm, 
therefore rather small areas could be studied. The crystallographic planes correspond
ing to the pairs of lines and bands were determined by a trial-and-error procedure, then 
the laboratory coordinates of the [001], [010] and [100] directions were computed. 
Using the orientation matrix composed from these data the laboratory indices can be 
converted to normal Miller indices or vice versa. Applying this computation, both the 
texture and the grain boundary properties could be examined.

3. Results and discussion

Figs 5—6 show some representative samples.
The ingots are solid and free of inclusions but the surface of terrestrial ones 

frequently contain semi-spherical depressions due to vacuum residues between the 
quartz wall and the molten material. The space sample shows a peculiar ridged surface 
which suggests that the crystallization was quite free of wall effects and slow fluid 
motions, not detectable under ordinary gravitational conditions, determine the shape 
of the growing interface [13].

The crystallites of the terrestrial ingots were elongated in some cases to lengths a 
hundred times their widths, and positioned more or less parallel to each other, along 
the ampoule length. Other samples consisted of only a few crystallites of dimensions 
near those of the ingots.

Moving the electron beam perpendicularly to the ingot length the changes in EC 
patterns indicated the individual grains, and in this manner the number of grain 
boundaries could be counted. Table I summarizes some growth conditions and 
boundary numbers found in selected samples. The Table shows that in wider ampoules 
the nucléation is lower. The sizes of individual grains grow with decreasing pulling rate 
and this effect is more significant for wider ampoules. It can be supposed that the wall 
effect and some kind of stress, arising when the cooling of the boule is not uniform, play 
an important role in propagating the nucléation. Sample VII shows a good example of 
stress effect (Fig. 7). In a D-type ampoule the diameter of the interface was alternatively 
changed during the growth process, consequently the heat transport conditions varied, 
too. Applying a slow lowering rate, similar to that of Sample III, many crystallites have
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Fig. 5. Different GaSb ingots

Acta Physica Academiae Scientiarum Hungaricae 53. 1982

Fig. 6. Space-grown GaSb ingot
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Table I
Growth parameters and number of boundaries/cm found perpendicularly to 

ingot length [14]

Boundaries [cm]
Sample Diameter

[mm]
Pulling rate 

[mm/h] law
angle

wide
angle total

I-3A 8 0.3 6 4 10

I-3B 8 18 20 10 30

II 28 18 16 8 24

III 28 3.6 7 0 -1 7 - 8

formed, especially in the bulk of the balls, indicating the nucléation prone sections of 
the ingot.

The space sample gives an example to the contrary. In microgravity conditions 
the crystallization took place practically free of wall effect, resulting in a bicrystal with 
only three small twin lamellás penetrating into it (Fig. 8).

As has been already mentioned, the grains are elongated more or less parallel 
with the pulling direction. The chemically developed twin lamellás, in ingots consisting

Fig. 7. Cross-section of Sample VII showing high density of grains in the bulk
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Fig. 8. The cross-section of space sample

Fig. 9. Parallel twin lamellás in GaSb III

Ada Physica Academiae Scienliarum Hungaricae 53, 1982
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Fig. 10. Sample 1-3B. <110), directions of grains in the laboratory coordinate system

of only a few macroscopic crystallites, form clearly visible parallel lines (Fig. 9). 
According to our calculations, these lines indicate the <110) directions of the grains. If 
these <110) directions are placed into the stereographic projection of the laboratory 
coordinate system in which the centre point, i.e. the line rising perpendicularly upward 
from it represents the main axis of the ingot, they are grouped within a small circle near 
the centre. This means that the ingot has a definite texture in this direction.

In Sample VI, which contains numerous wide angle boundaries, the <110) 
directions of the grains are positioned along a circle, indicating that the individual 
crystallites are rotated randomly around their <110) axes. Those crystal sections in 
which only low angle boundaries can be found, show the same texture in <110) 
direction, but, in this case, their other crystallographic directions are also relatively 
close to each other, meaning that the crystallites are turned around the <110) axis by 
small angles (Fig. 10) only.

The deviation of textures from the ingot main axis is varied in different samples. 
In narrow ingots it was found about 5—7 degrees while the wider boules showed some 
20 degrees deviation. More detailed texture analyses will be published later [15].
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FAST COMPONENTS OF THE ELECTRIC RESPONSE 
SIGNAL OF BACTERIORHODOPSIN PROTEIN*

L. K e s z t h e l y i, P. O rm os and G. V áró

INSTITUTE OF BIOPHYSICS, BIOLOGICAL RESEARCH CENTER, SZEGED, HUNGARY

Fast electric signals corresponding to bR->K,K ->L and L-*M transitions in the bacteriorhodopsin 
photocycle were measured in cases of oriented purple membranes in solution and dried samples. In the latter 
case the effect of external electric field was to increase (positive field) or decrease (negative field) the transition 
lifetimes. Based on the existing data in visible, UV, Raman spectroscopy and electric signal a model of the 
bacteriorhodopsin proton pump was constructed.

1. Introduction

Bacteriorhodopsin (bR) is an integral membrane protein in the plasma mebrane 
of Halobacterium halobium. Its function is to absorb light and to convey this light 
energy into membrane potential and a pH gradient by pumping protons from inside 
the cell to its exterior [I]. These membrane gradients are then consumed by various 
bacterial energy requiring systems such as the ATP-ase enzymes located in the plasma 
membrane which synthesise ATP molecules. The so-called chemiosmotic process [2] 
involves essentially the same phenomena in mitochondria and chloroplasts where food 
energy and light energy are transformed by proton pumps into membrane potentials 
and pH gradients. Because proton pumps are so critical in bioenergetic processes, an 
understanding of their molecular mechanism is very important. The simplest systems 
to study are the light driven bR molecules.

The bR protein has a retinal chromophore bound to a lysine side chain (either at 
lysine 216 or 41) which absorbs at 570 nm and undergoes a photocycle: new absorption 
bands appear with different lifetimes (Fig. 1). During the cycle, protons are released at 
the external surface and other protons are picked up on the internal side of the plasma 
membrane in which bR is embedded. The bR molecules are localized in approximately 
500 nm diameter discs in the so called purple membranes (pm). These pm-s can be 
separated from the bacteria.

The kinetic characteristics of proton movement have been studied by many 
authors on not well defined systems [3, 4]. A new method has been developed in our 
laboratory for the study of proton movement [5,6,7]. We have demonstrated [5] that 
pm-s in suspension can be oriented by low electric fields (10— 15 V/cm), and that after a 
laser flash, protons move parallel to the field and induce measurable electrical signals in 
an external circuit (protein electric response signal — PERS). From the analysis of the

* Dedicated to Prof. I. Tarján on his 70th birthday.
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Fig. /.The photocycleofbR. The first very fast transition to the К-state is light driven, the remaining ones are
the consequences of thermal agitation

time course of the PERS, it has been unambiguously stated that these proton currents 
have the same components as the photocycle [6, 7].

Subsequently dried oriented pm samples have been produced [8] which enable 
us to perform other meaningful experiments. In this paper, we report the results of 
studies on the very fast components of the electric signal in both oriented suspension 
and dried samples. In the latter case an external electric field was also applied to mimic 
the in vivo situation: the proteins in the cell work in the very high electric field of the 
membrane potential (~  105 V/cm). The effect of membrane potential on the lifetimes of 
the bR photocycle in bacteria has already been characterized by Dancsházy et al [9].

2. Materials and methods

The pm-s used in the measurements were separated by the usual procedure from 
Halobacterium halobium strain NRL M , [10]. The apparatus utilized to measure 
the signals in solution was the same as in [5] with one important exception. The 
Keithley 604 differential amplifier was changed to a home made much faster differential 
amplifier. Fig. 2 shows response of this unit to a 1 ps square pulse switched in series with 
the pm solution. It can be seen that the time resolution of the amplifier is 0.2—0.3 ps if 
the signal is taken from a 10 Ш  resistance.

The preparation of dried, oriented samples was described in [8]. Minor 
modifications of the technique were necessary to enable us to conduct fast timings: the 
transparent, conducting S n02 layer had a resistance of ~  50 Q, and an A1 layer was 
evaporated onto the dried pm layers. An external voltage of ~  140 V was applied to the 
S n 0 2 and A1 electrodes when needed. Because ~2000 pm layers were in the sample,
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Fig. 2. Amplifier response to 1 ps square voltage switched in series with the pm solution (insert). Time
resolution 0.1 ps

~  70 mV potential was on a pm. The electric signals were registered at a resistance of 
~  1 kii switched parallel to the layer. Opton dye laser was used for excitation at a 
wavelength of 590 nm, a duration of 1 ps, and and energy ~ 10 mJ.

3. Results

a. pm-s oriented in suspension

The improved resolution of the electric circuit has made it possible to resolve the 
first negative component of the protein electric response signal (PERS) reported in [6] 
into the two components seen if Figs 3a, b. The temperature of the solution was 
maintained at 5 °C to obtain a clear discrimination between the first fast negative 
component and a second negative component having the lifetime of the K~*L 
transition. The latter has been checked by observing the К -decay in light absorption 
measurement. Fig. 4 shows the fast component in an extended time scale. The signal 
increases during the 1 ps laser pulse and falls with the time constant of the electronics 
(~0.2—0.3 ps) after the light pulse is terminated.

The positive component in Figs. 3a, b corresponds to the L->M  transition in 
accord with the previous assignment [6].

b. pm-s in dried oriented samples

The fast components of the PERS for dried oriented sample are very similar to 
the components in suspension. Fig. 5 shows the signal when no external field is applied 
to the sample. A large negative signal and a small positive signal appear, the latter 
containing two components. The time constants of these components differ from the 
corresponding time constants of bR-s in suspension. The same time constants appear in 
light absorption measurements, too.

In Fig. 5b a negative signal with very small amplitude and long lifetime is seen. Its 
area is nearly equal to the area of the positive signal in Fig. 5a. The signal does not have

10 Acta Physica Academiae Scientiarum Hungaricae 53, 1982
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Fig. 3. The fast components of the PERS with different amplifications a, b. Orienting field £ = 1 5  V/cm, 
absorbance of the pm suspension A =0.8, temperature T = 5 °C. Recording from one flash

Fig. 4. The fast components of the PERS with extended time scale. The same record as in Fig. 3
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Fig. 5. The fast a) and slow b) components of the PERS in dried oriented sample. Signal taken from 1 kß
resistance switched parallel to the sample

an analogue in the photocycle. This PERS can be understood as a backflow of protons 
from M state.

More details of the fast component can be observed in Figs 6a, b. In this series of 
measurements, data were produced in an externally applied electric field in the positive 
direction ( +  ) (i.e. in the appropriate in vivo direction of proton flow) and in opposite 
direction (—). For comparison, we also measured the zero field situation. The electric 
field influences the PERS components: the first negative component has a larger 
amplitude in positive ( +  ) and a smaller one in negative applied field ( — ) than the zero 
field signal (0). The peak positions and the decay times were also different. The decay 
time differences appear also in the positive components: they are longer in a ( +  ) field 
and shorter in a (—) field than in the field free case. The data are summarized in Table I.

10* Acta Physica Academiae Scientiarum Hungaricae 53, 1982
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Fig. 6. The fast components of the PERS in external electric field, a, b, different amplifications and time scales. 
The voltage on ~  2000 dried oriented layers was ±  140 V. Signals taken from 1 kO resistance.

( +  ),( — ) and (0) signs refer to the field directions (see text) and to zero field

Table I
Amplitudes and time constants of the fast PERS components depending on electric field (( + ),( — )> (0) means 
field directions against and parallel to proton movement and zero field). A t amplitude, t! decay time of the 
negative component, / t3, A3, r'3, t3 the same for the positive components, ,4-s in relative units, т-s in ps. Area 

of the positive PERS components is /Г3т'3 +  ,43т3 in relative units.

Field A, T, *3 A'i T3 Area

+ 90 0.62 2,2 5 1.35 39 64

0 78 0.54 4.5 4 1.3 31 60

- 62 0.45 6 3.1 1.9 26 68
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4. Discussion

a. The protein electric response signal (PERS)

The PERS components were previously established [6] as the current which is 
induced in the external circuit by protons moving during the bR photocycle. More 
specifically, it is assumed that the proton at the protonated Schiff base of the lysine and 
retinal bond jumps to the external medium in two steps (L-+M, M ->0 transitions) and 
that the missing proton from the Schiff base is then replaced from the internal side 
(0->bR transition). The negative PERS component has been assigned the to K-*L  
transition as a reversed jump of the proton. This component has now been resolved 
into two components offering the possibility of a finer understanding of the first steps in 
the proton pumping mechanism of bR. For this reason a short recapitulation and 
extension of the theoretical basis for PERS originally given in [6] is needed. (A rather 
detailed theory of PERS is in preparation [11]).

The proton movement in bR causes induced current in the external circuit. If a 
charge Q moves with a velocity v between electrodes over a distance D then

is the value of the displacement current.
We assume that the velocity v is very large (since v has really no meaning for 

protons jumping from one position to another) and calculate the induced charge by 
integrating Eq. (1) for time:

where d is the displacement of the charge. The measuring circuit is an RC circuit, and if 
a single Qind arrives, then a time course of voltage

could be measured. In a laser flash many bR-s are excited, therefore many protons 
move (N ). The number of moving protons per time unit (p(N)) in the case of an 
exponential decay is

where к is the rate constant. To get the wave form for N  particles, Eqs. (3) and (4) must 
be folded:

(2)

• — e Rc (3)

p(N) = Nke~kt, (4)

0
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Two limiting cases are important:

(6a)

(6b)

In the above derivation it was tacitly assumed that the pm-s are in a medium of 
high resistance. This is the case in dried, oriented samples where the external R and C 
determine the circuit time constant. An RC ~ 10 “7 s can be estimated. In the case of the 
suspension R is the resistance and C is the capacitance of the electrolyte between the 
two sides of a pm. It can be estimated that R C ~ 10“9 s. A realistic treatment must 
consider the data for pm-s, the R and C values of the solution and the measuring 
resistance [11]. For the present case, it is enough that the realistic treatment has the 
same time dependence as given in Eqs. (6a, b) and only the R and C values are 
somewhat modified. It is a good approximation that the RC of the external circuit (RC 
of the electronics, being ~0.2—0.3 ps) is determining the measurements in suspension.

The lifetime of the bR-»K transition is 16 ps (Fig. 1). The first negative PERS 
component should correspond to this transition because the second negative 
component in Fig. 3 has a lifetime of about 7 ps which corresponds to the K->L 
transition at 5 °C. Naturally we do not know without appropriate measurements that 
this charge movement also happens within 16 ps. Nevertheless, we may accept that this 
movement is much faster than the time constant RC, therefore, for the very fast 
component Eq. (6b), and for the following ones, Eq. (6a) may be applied.

The length of the laser flash is ~  1 ps in our case and this is reflected in the ~  1 ps 
continuous growth of the fast negative signal in Fig. 4. The folding of the moving charge 
per time unit for bR-+K transition p{nK) and Eq. (3) is needed.

We assume, according to [12], that an S state appears after the photon- 
absorption which decays by the rate constant ks to the К  state.

Here nbR, ns, nK are the normalized numbers of states, a is the cross section to produce 
the state S, ф is the photon flux. Solving Eq. (7)

Therefore

Пья — ~ а Фпья >

ns = + офпЬц -  ksns, 

Йц. =  k s nS ■

(8)

A da Physica Academiae Scientiarum Hungaricae 53, 1982



FAST COMPONENTS OF THE ELECTRIC RESPONSE SIGNAL 151

From the folding 

NQd ks
V&) = DC аф — ks [ l —ksRC

RC (e kst— e 5c) —
RC *

;(е~вф,—е~*с)
l-a (p R C (9)

If ks> ~Kcand a<̂  ~ Ж е ’then

VN(t) =
NQd <7<f>R , _ »
—-------- ------ (e аф,- е  5 c ) .

D \-a<t>RCy ’
( 10)

Eq. (10) is valid for 1 ns, after which the signal falls by the time constant RC. Fw(r) has a

flat maximum at ~ 2 rmin, where rmin is the smallest of time constants and RC. For
аф

R C ^  0.2 —0.3 ps, and аф ~  1, Eq. (10) describes Fig. 4 satisfactorily.
Eq. (10) and Fig. 4 could also be used to estimate d, the displacement of the charge 

in the bR -*/C transition. It is assumed that a single charge moves and excites the 
negative signal. The PERS of the L-+M transition was also measured (Fig. 3) and the 
displacement for this transition is known to be dt _M=0.5nm  from [6]. Using

this value as a normalization for ^  (in the calculations Eq. (10) was applied with

RC = 0.3 ps, аф = 1 ps) dbR _K = 0.16 nm. It is emphasized that this value is an estimated 
value only.

The assignment of the positive components of PERS in the dried, oriented 
samples is simple: they correspond to the L-*M  transition. The existence of two 
lifetimes (Table I) seems to reflect a branching of К decay to two different L states. Both 
t'3, and т'з are smaller in dried samples than the т of the L-+M  transition in suspension. 
The external field accelerates ( - )  and decelerates (+ ) the transition.

Eq. (6a) can be used for the evaluation of the signal because k'3 =  and
T3

/с'з = — are smaller than ——. The amplitude is proportional to the rate constant but 
t 3 RC

the area of the signal must be constant if the number of excited bR-s N  and the 
displacements d do not change. Table I contains the area of the positive signals for the 
different external fields as calculated from amplitudes and time constants.

The results show that the external fields change only the transition times and not 
the area proportional to Nd. We assume that d is given by the structure of the molecule 
which is not influenced by the electric field therefore the number of excited states N  or 
with other words the cross section for bR-»X transition <x is not influenced by the 
external fields (the constancy is within ±  8%). This would mean a constant amplitude of 
the negative signal according to Eq. (10) because even RC of the circuitry is
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Table II
Distances determined from PERS 

(data in nm)

Transition d  [nm]

1. br-»X
2. K -*L
3. L -A Í
4. M-» 0
5. 0 -b R

-0 .16  
-0 .05 
+  0.5 

3.0 
1.5

independent of the external field. The values of A x in Table I, however, contradict the 
above requirements.

A closer examination of the curves in Fig. 6a and Fig. 4, however, resolves the 
problem. It is clear that the transition from negative to positive peak needs time. This is 
the time constant of the K-*L  transition. In Fig. 3 and 4tx_l =  7 ps is much longer 
than the 1 ps laser flash, therefore it does not disturb the negative peak. In dry samples 
the time constants are much shorter, is ~0.5 ps, which can be seen in Table I. The 
recharging already occurs during the flash therefore Eq. (10) should be modified by 
adding an exponential with opposite sign. The electric field influences r K_L also in 
qualitatively the same way as t '3 and t '3' (Table I). The amplitude of an exponential is

proportional to к =  -  (Eq. 6a) therefore a larger amplitude should be subtracted for
T

field (—) than for field ( + ). The data A x and z x in Table I agree qualitatively with this 
explanation. r x in Table I is the resultant of tk_l , RC  and оф. To determine 
requires a better time resolution by the electronics and a shorter laser pulse. For the 
present, we may state that the electric field changes the time constants of the transitions 
K->L, L-*M  in a similar way and does not change the cross section a. The time 
constant of bR-»K may also be changed, but this is beyond the limit of our time 
resolution.

The data extracted from the measurement of PERS [6, 7 and present work] 
indicate charge movement which occurs in 5 steps in the protein. The distances were 
determined by assuming that the PERS-s are the consequences of proton movement 
and not the movement of some charged amino acid side chains. In Table II we 
recapitulate the data for these distances including the presently determined distance for 
the bR -*K transition.

One can see that the distances represent two distinct groups: (1) small ones 
(<0.5 nm, transitions 1., 2., and 3.,) and (2) large ones (4., 5.,). It is generally accepted 
that the protons originate from the protonated Schiff base which is at a distance of

b. A model o f bR proton pump
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1.4—1.5 nm from the internal surface of the membrane. Therefore the movements in 
group (1) must occur deep in the protein. We call these movements internal movements. 
In transitions 4. and 5., the protons are released to and enter from the environments, 
they may be called external movements. In dried samples, the internal time constants 
become shorter and the external constants longer. These facts support our grouping of 
the transitions.

We can speculate about the nature of the proton donating and accepting sites. Tо 
do this we must consider other data in addition to the optical data of the photocycle in 
visible and PERS-data:

— Laser Raman spectroscopy indicates that the Schiff base is deprotonated 
during L-»M decay, and it is reprotonated when bR ground state is reestablished [1].

— UV absorption changes show that both a tyrosine and a tryptophan side 
chain participate in the proton translocation function of bR [13, 14, 15]. More 
specifically, a tryptophan is disturbed by a proton approaching it [15]. The rise time of 
this event coincides with the K->L transition [14], the decay time with the M -*0 
transition or the M(->0)->bR transition, but we cannot decide which from the existing 
data [14, 15]. We assume it happens after the M decay. A tyrosine becomes 
deprotonated with rise time of the L-*M  transition [14] and reprotonated with the 
same timing as the tryptophan.

The events in the five transitions may be described by the following model (Fig. 7):
(1) In the bR ground state the retinal is bound by the protonated Schiff base lysine 

216 (or 41). The N + is compensated for by the negative charge of a close residue (A[) 
which could belong to an aspartic or glutamic acid. The distance between H + and A[  is 
~0.2 nm. Near the Schiff base is a TRP and also a TYR residue. For the following 
discussion we assume the existence of another residue, A2 , which is protonated in bR 
ground state A2H. The situation is depicted in Fig. 7 (1).

The ground state retinal is in an all-trans configuration, and this is transformed 
into the 13-cis configuration by photon absorption. The trans-cis isomerization 
involves an inward movement (Fig. 7 (1) (2)) of the H +N group with the salt bridge 
between H +N and A [ being broken and the new position is stabilized [16, 17]. This 
means that the energy barrier for cis-trans transition is high. From the geometry it can 
be calculated that the inward displacement of the H + dlgeom|| is 0.16 nm, and the lateral 
one is dlgeoml 0.2 nm. The fast negative portion of the PERS corresponds to the inward 
motion of the proton. The estimated value of charge displacement ~0.16 nm is in 
good agreement with dlgeomj|. A large lateral movement is expected in accord with Fig. 
7 (1). We have H +N and A[ in a distance of ~0.5 nm. The energy transformed into 
electrical energy and stored is ^0.2 aJ (~60% of the energy of absorbed photon).

(2) In the K-*L  transition the proton from A2H moves a small distance d2 
inward and disturbs the TRP residue (Fig. 7 (2)). After this transition, in the L state 
there are four uncompensated charges in the molecule, A[ , A2 , TR PH + and H + N.

(3) We have to assume that the transition has two proton movements:
both the Schiff base and a TYR are deprotonated simultaneously. We postulate that
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outside

TYR 9 »A"2H*

Fig. 7. Geometrical model of the bacteriorhodopsin proton pump. a. The location of the retinal in the bR 
molecule, b. The magnified (5 times) neighbourhood of the Schiff base (1), (2), (3), (4) and (5) represent the bR 

ground state, K, L, M and О-states. Arrows show the assumed transitions from the given states
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the Schiff base proton moves to the A2 while the TYR proton moves to the A[ form
ing A2H, A ^  and TYR . The algebraic sum of the two distances <i3 = d3Schiff + 
+  d3XYR = 0.5 nm. We think that the d3(Schiff) is the dominant shift and it is directed 
outward (i.e. it is positive) and that d3(XYR) is smaller and negative. The M state is 
characterized then by a TRPH+ and a TYR“. Note that the original dipole N H + and 
A f in A state (1) is shifted outwards.

(4) The M decay is the most important step during proton pumping and also the 
most complicated in the present model. Three proton movements must happen during 
this rearrangement.

The dipole field of TRPH + and TYR “ expels the proton from the A2H barrier to 
the external surface. This displacement is d4 ~  3 nm. The assumed small proton 
movements of TRPH +-*TRP + A 2H and AjH-»TYR + A[ are negligible in com
parison with d4.

The small internal proton movements can probably be accounted for as jumps 
between neighbouring positions. The 3 nm external movement, however, requires 
further clarification. The long lifetime of the M  state r M~10m s indicates the low 
probability with which the proton will leave the A2 barrier. Once the proton has 
overcome the A2H — A2 barrier its pathway is a straightforward move to the surface 
using the so-called proton wire which has been substantiated as a network of hydrogen 
bonded side chains [18, 19, 20, 21]. The proton current is conducted similar to the 
current which occurs in ice. An upper time limit estimate for this conduction is ~  1 ps, 
which is negligible when compared with r M.

We now suggest another mechanism for proton conductance which does not 
require the specific structure of hydrogen bounded chains. It is well known that 
fluctuations in protein structure can make any part of a protein accessible to water 
molecules [22, 23]. This is a rather fast process (in some cases it is in the ms range) as 
indicated from measurement of H — D exchange of peptide hydrogens in proteins [24]. 
The H can be exchanged only when a D20  molecule is in very close proximity.

We assume that the A2H can only be deprotonated when an H 20  appears and 
binds the proton forming a hydroxonium ion (H3 O), which is then expelled by the 
electrostatic forces of the existing dipole. zM then reflects both the time necessary for an 
H20  to appear and the height of the barrier for protons to leave A2 . After proton 
exchange the time for the H3 О to move to the surface is short [25]. This type of proton 
conducting mechanism can explain the tremendous increase (100— 1000 times) of the 
M  lifetime in the dried samples and the missing proton extrusion (Fig. 5). This 
explanation is in line with the current concept of protein fluctuations [26].

In the 0  state, one proton is outside at the external surface of the bR molecule 
and one charged group A[ remains inside.

(5) The 0->bR transition is characterized by a cis-trans isomerization of the 
retinal. The N group moves back to its original position and is protonated from inside 
the membrane. This protonation is also by external interaction and occurs by the same 
mechanism outlined in (4). The height of the barrier to this step is determined by the
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barrier of the cis-trans isomerization and the availability of a proton conducted as
h 3+o .

The model outlined above explains all the known facts of the bR photocycle 
available from visual, UV, Laser Raman spectroscopy and the measured PERS-s. The 
effects of the electric fields on the lifetimes measured by Dancsházy et al [9] and in this 
work (Figs 5,6) are easily understood: the barriers for proton jumps are increased ( + ) 
or decreased (—).

The back photeraction, i.e. the termination of proton pumping and the 
reappearance of bR ground state from M state under the effect of blue light which is 
connected with spectral [27] and PERS changes [7] is accommodated by the model: In 
M state, the retinal absorbs a photon and undergoes a rapid cis-trans isomerization. 
Note that the Schiff base is neutral in M state. This induces the release of a proton from 
A [H + to TYR- causing a small fast positive electric signal. This has actually been 
observed in [7]. The next step is the reprotonation of the Schiff base from A2H 
leaving A2 to be reprotonated from T R PH +. If these steps are separated two 
additional components can exist in visual light spectroscopy as observed in [14].

The retinal in M state may have a spontaneous cis-trans transition with a very 
long lifetime of ~  100 ms. If the M  state is unable to decay in the dry sample because of 
the absence of H 20  then the back reaction which is initiated by spontaneous cis-trans 
transition shortcuts the proton pump. This explains the slow negative signal observed 
in Fig. 5b.

An inherent difficulty in this model is the assumption of multiple events in some 
of the transitions (2 in (3), 3 in (4) and 2 in (5)). This could, however, actually be 
advantageous in explaining the existence of two time constants measured for the 
L-decay here, and also reported by many authors, e.g. [14]. These brachings are 
reported to exist under unusual circumstances such as dryness, low temperature, non 
physiological pH, modified bR, ...).

There are a growing number of papers which indicate that two protons are 
probably pumped per photocycle (for a review see [29]). Our model has enough 
flexibility to accommodate this requirement by making small modificatiorts: one 
proton may transfer via the Schiff base and A J , while the other proton is transported 
via the TYR- side chain and A[.

This model is largely dependent on structural informations. It requires the 
existence of a TYR, TRP and two carboxyl groups (A j", A2 from aspartic our glutamic 
acid) at the appropriate distances from the Schiff base.

One should find the characteristic absorption changes for A[ + H +, A2 + H  + 
with the forecasted time constants in the short wavelength UV region. The lateral 
motions of these charges could confirm the structural assignments. The easiest distance 
to measure seems to be á ,g<;oml which must exist in a given relationship to dlgeom|| which 
has already been measured.

The time of appearance of the pumped proton in the solution is crucial. It should 
happen in the M  decay.
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Variations in photocycle due to specific modifications of bR side chains could 
also help in critical checks of the model.

We may consider the velocity of proton movements in the external transitions 
(M -*0 ,0-»bR) as a possibility to decide between the different proton wire models (i.e. 
hydrogen bonded chains or H20  channel produced by protein fluctuation). In Eq. (2) 
the velocity was assumed to be very large for all transitions. Final velocity, however, 
can be included in Eq. (3) and finally in Eq. (5) [11] offering a means for experimental 
control.

Discussions related to the proposed model with Prof. W. Stoeckenius are highly acknowledged.
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Micro-element determination was carried out in the blood serum and in the hair samples of the first 
Soviet—Hungarian space team, by using the techniques of X-ray fluorescence analysis. The concentration of 
Cl, K, Ca, Br, Cu and Zn was determined before and after the space flight.

Introduction

Blood circulation transports nutritive materials to the tissues and organs of the 
human body. This transport for nutritive materials and for the end products of 
metabolism has evolved under terrestrial conditions (in the presence of the force of 
gravity). Thus, its undisturbed operation is guaranteed under earthly conditions.

Under the conditions of weightlessness the circulation resistance of the 
circulatory system of cosmonauts changes because of the absence of gravity, and this 
results in a change in the blood circulation. There is a stagnation in the lower 
extremities, at the same time an enchanced circulation in head and trunk. This affects 
the household of water and mineral materials of the organism, i.e. the metabolism of 
the human organism [1—3]. Investigations into the modification of metabolism as well 
as its knowledge in order to prevent and to avoid its harmful effects are very important 
from the point of view of space research.

Really effective studies on the metabolic processes would need the continuous 
registration of the changes but so far there is no suitable instrument; however, the 
human organism offers some possibility.

Human hair is a special end product of metabolism. The constituents of hair are 
determined during its development by metabolism. However, after the development (a

* Dedicated to Prof. I. Tarján on his 70th birthday.
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few days) [4], the internal composition does not change. The speed of the growth of 
human hair is 0.3—0.5 mm/day. In this way the human hair stores the changes of 
metabolism taking place in the immediate environment of the hair follicle in 
chronological order. The measurement of macro- and micro-element concentration in 
hair, supposing that it was not affected by some external contamination, is suitable for 
investigating certain changes in human metabolism. The advantage of this method is 
that sample collection is painless, the samples do not decompose, thus storage does not 
require special precautions. The results obtained in this way can be compared with a 
similar analysis of blood serum.

The micro-element determination carried out on the blood serum and on hair 
samples of the two cosmonauts of the first Soviet—Hungarian space team are given in 
the present paper.

Sample preparation, measurement

Four blood serum samples were taken from both cosmonauts. Samples were 
taken on 21 April, 14 May, 4 June and 9 June 1980. The space mission lasted from 26 
May to 3 June. The samples (approx. 0.5 ml each) were received in plastic test tubes 
sealed with paraffin. They were stored in a refrigerator (at — 20 °C) before they were 
delivered to us. Other special treatment is not known. The samples were dried (0.1 ml) 
into spots of about 1 cm diameter. Two parallel preparations were made of every 
sample thereby enabling parallel measurements.

Measurements of the hair and beard samples were carried out in the natural, 
original form of the samples, i.e. without washing them before measurement.

The samples were analysed by X-ray fluorescence method. The schematic 
arrangement of the measuring set-up can be seen in Fig. 1. The energy resolution 
(FWHM) of the instrument is 190 eV. The Cl, К and Ca concentration of the samples

Fig. 1. Set-up of the instrumentation used for the measurements

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



INVESTIGATION OF CHANGE OF MINERAL METABOLISM OF COSMONAUTS 161

was measured with Fe-55 (750 MBq) source the Cu, Zn and Br concentration was 
measured with 1-125 (370 MBq) exciting source. The evaluation of X-ray spectra was 
made by a TPAi computer.

Results

The 1-125 source induced X-ray spectra of the serum samples of the two 
cosmonauts before and after the flight can be seen in Fig. 2. The dates (duration) of the 
flight are also given in the Figure. The Cu, Zn and Br values were determined from the 
measurement with 1-125 (the Fe line in the spectrum comes from the instrument).

,i
V. I. KUBASOV

0 100 200 300 400 500 600 700
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Fig. 3. Summary of results for blood serum samples

The concentrations of mineral elements measured in the serum samples of the 
two cosmonauts are given as a function of time (see Fig. 3). The dates (duration) are also 
indicated in this Figure; the normal values of certain elements are shown on the vertical 
axis [5].

Discussion

The К  and Ca values found in the serum before and after space flight correspond 
to the normal values and remain unchanged even if taking into account the error limits 
(Fig. 3). However, the measured Cl content does not reach the normal value, it is about
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65—80% of the normal value and its level did not change before and after the space 
flight.

The measured Zn and Cu levels are many times higher than the normal value [5] 
in the serum of both cosmonauts. This is presumably due to the fact that the detection 
limit with 0.1 ml serum is just above the upper limit of the normal value and small Zn 
and Cu contaminations are present in parts of the measuring equipment. (In Fig. 2 the 
Zn line can be seen only in“Kubasov’s last spectrum”.) The Zn and Cu values under the 
detection limit cannot be evaluated. The Zn value for Cosmonaut Kubasov is 28.3 ±1.3 
times the normal upper limit in the sample taken on the fifth day after landing; this 
value is unchanged for Cosmonaut Farkas.

Br levels, with the exception of the sample taken on the fifth day after landing, can 
be compared with the serum level of other healthy individuals. In the last sample (see 
Figs 2 and 3) the Br level increases to a value which is ~  30 times higher than the former 
values for both cosmonauts.

In Fig. 4 the X-ray spectrum of Farkas’s beard sample taken before the space 
flight can be seen. It is obvious from the Figure that the Zn concentration can be 
measured with considerably higher sensitivity while Br cart be measured with the same 
sensitivity if we use hair samples for analyses instead of blood serum samples.
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T l
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Fig. 4. Spectrum of beard samples of B. Farkas before his space flight (22—26 May 1980)
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Had the beard samples been collected separately day by day before, during and 
after the space flight, it would have been possible to analyse the changes in Zn and Br 
content for every day and probably to clear up the origin of or reason for the changes. 
On the basis of the above, we suggest that the investigation of changes of mineral 
element metabolism in cosmonauts by analysing beard samples is worthy of greater 
consideration.

References

1. J. P. Henry, O. H. Gauer and J. I. Reves, Circ. Res., 4, 85, 1956.
2. O. H. Gauer, J. P. Henry and H. O. Sieker, Prog. Cardiovasc. Dis., 4, 1, 1961.
3. O. H. Gauer, P. Eckert, D. Kaiser and H. J. Lincenbach, 2nd Int. Symp. on Basic Environmental Problems 

in Space. Paris, 1965, Springer, New York, 1967. p. 212.
4. H. C. Hopps, Sei. Tot. Environ., 7, 71, 19771.
5. L. Goreczky and J. Sós, Klinikai kémiai laboratóriumi zsebkönyv (Laboratory pocket manual of clinical 

chemistry, in Hungarian), Medicina, Budapest, 1974.

Ada Physica Academiae Scientiarum Hungaricae 53, 1982



APPLICATION OF NUCLEAR METHODS 
IN PALEOSCIENCES*

Cs. M. Buczkó

ISOTOPE LABORATORY
KOSSUTH LAJOS UNIVERSITY, 4010 DEBRECEN, HUNGARY

J. CSIKAI

INSTITUTE OF EXPERIMENTAL PHYSICS 
KOSSUTH LAJOS UNIVERSITY, 4010 DEBRECEN, HUNGARY

and

J. N emeskéry

INSTITUTE OF ZOOLOGY AND ANTHROPOLOGY 
KOSSUTH LAJOS UNIVERSITY, 4010 DEBRECEN, HUNGARY

Concentrations of N, F, Na, Mg, Al, Si, P, K, Ca, Mn, Fe, Zn, Sr and Ba were determined in fossil 
bones using neutron activation analysis and X-ray fluorescence methods. Analysis of the data led to the 
conclusion that a correlation exists between the concentration of nitrogen and the temperature at the burial 
time of bones. This correlation enabled the temperature for different eras to be estimated. Correlation was 
also found between the Al, Si and Fe infïltered into the organic part of bones.

Introduction

Certain authors (Middleton [1], Kiszely [2], Vonach [3], Szöőr [4], Eisenbarth 
and Hille [5]), have stated that a definite correlation exists between the chemical 
composition and the age of fossil bones. Mainly the nitrogen content or organic 
fractions, and fluorine and uranium concentrations were used for dating. According to 
these investigations the nitrogen content decreases with time because of the 
degradation of the organic materials. This observation was supported by laboratory 
experiments (Abelson [6]) measuring the decay rates of amino acids at temperatures 
higher than those at which fossilization occurs in nature. It is supposed that the 
increase of the uranium and fluorine contents of fossil bones is linked with the 
transformation of hydroxyapatite into other types of apatites.

Other authors (Protsch [7], Cook and Heizer [8]) have observed a large spread 
in the concentration of chemical elements even for bones of the same age. This fact 
made the dating based on the chemical composition of bones doubtful. The spread in 
the concentration was attributed to the effect of the soil in which the bones were 
embedded (Oakley [9]), therefore, only samples discovered in the same geological 
horizons have been used for relative dating.

The aim of this work is to study the chemical composition of fossil bones by 
systematic measurements on a large number of samples. In our experiments the

* Dedicated to Prof. I. Tarján on his 70th birthday.
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Table I
Nuclear methods used for the determination of elements

Element Method Reaction

N FNAA 14N(n, 2n)13N
F FNAA 19F(n, 2n)18F
Na TNAA 23Na(n, y)24Na
Mg TNAA 26Mg(n, v)27Mg
Al TNAA 27Al(n, y)28Al
Si FNAA 29Si(n, p)29Al
P XRFA -
K TNAA 41K(n, y)42K
Ca XRFA -
Mn TNAA 55Mn(n, y)56Mn
Fe FNAA 56Fe(n, p)56Mn
Fe XRFA -
Zn XRFA -

Sr XRFA -
Ba XRFA —

nondestructive neutron activation analysis and X-ray fluorescence methods were 
utilized to determine the elements listed in Table I, which also summarizes the 
corresponding methods.

According to an earlier measurement of Buczkó [10] the concentration of 
elements in the different parts of fossil skeleton deviates significantly; therefore, only 
human vertebrae were selected for these investigations. Bones from the past 9000 years 
discovered in Hungary, Yugoslavia and Bulgaria were studied. The age of these bones 
was determined either by 14C or by morphological methods.

Nitrogen content as a paleothermometer

Using the available methods significant differences were obtained for the decay 
rate of organic components of bones in time. On the basis of experimental data 
measured by Yonach [3] for the bone samples from the past 100 million years, Buczkó 
and Vas [11] deduced the following analytical relation for the decreasing of nitrogen 
content (N) as a function of age (t)

lg Y (t)= -0.135 lg í +  lgJV0 , (1)

where t is given in years and N 0 denotes the nitrogen content in weight per cent at t = 1 
year. It is considered that N 0 is the initial value of the decreasing nitrogen content. In
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Fig. 1. Nitrogen content of bone as a function of age (•: single measurements, □ : a set of samples)

addition to Eq. (1) there are a few expressions for the function of N(t) based on samples 
from short time intervals. Measurements on a large number of dated samples from the 
past 9000 years made it possible to check the validity of Eq. (1). Data obtained in our 
experiment show large fluctuations around the gross trend determined by Eq. (1). As 
can be seen in Fig. 1 the nitrogen contents deviate by an order of magnitude at 2600 and 
3100 years resulting in a large error (106 years) in the determination of age. Buczkó and 
Vas [11] found that the nitrogen content changes with time with a periodicity of about 
2000 years. This fluctuation cannot be attributed to edaphic effects because the bones 
from an 8000 years old graveyard used for 2000 years in Vlasac (Yugoslavia) show 
the same behaviour (Buczkó et al [12]).

Starting from the fact that the decomposition of protein depends strongly on 
temperature, it was supposed that the nitrogen content of fossil bones is governed by 
two independent parameters: age and climate. This supposition is supported- by the 
curves of climatic change for the past 10000 years (see Fig. 2). Although the shapes of 
curves given by different authors (Sugden and John [13], Flohn [14], Ambrózy et al 
[15]) somewhat deviate from each other, the trends of fluctuations are similar. As can 
be seen in Fig. 2, a definite correlation exists between the nitrogen content of bones and 
the climate. The minima in nitrogen content coincide fairly well with the climatic 
maximum. There is a discrepancy in the curves of climate at 1300 ys B. P. The nitrogen 
content observed for this age supports the existence of a cold period.

For the separation of the two effects (age and climate) on the nitrogen content, 
the N 0 values were determined by Eq. (1) in the knowledge of N  and t. To describe the 
correlation between the initial nitrogen content and the climate by an analytical 
expression the temperature was replaced by the sea-level difference. On the basis of the 
data for sea-level (Fairbridge [15]; Járai-Komlódi [17]) and temperature (Ambrózy
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Fig. 2. Correlation between nitrogen content and temperature ( x : single measurements, □ : a set of samples). 
Curves b, c and d were given by Flohn [14], Sugden and John [13] and Ambrózy et al [15], respectively

»J* ю
■EX

Fig. 3. Initial nitrogen content of bones ( x : single measurements, □ : a set of samples) and sea-level
differences (—) in different eras

\
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о и
sea level ДН [m ]

Fig. 4. Nitrogen content of bones at burial time as a function of sea-level differences, x : single measurements, 
• :  average value for a short time interval belonging to the squares represented in Figs 1, 2, and 3

[15]), a value of ЛН/ЛТ =:2.6m/°C was estimated, if a linear correlation is accepted 
(Brooks [18]) between AH and AT. The negative value of AH indicates a lower 
temperature than the present one. The sea-level differences AH normalizing to the 
present one and the N 0 data are indicated in Fig. 3 as a function of age. An extremely 
high value for sea-level (9m) was given by Brooks [18] at 2600 yr В. P. As can be seen in 
Fig. 3, the correlation between N0 and AH is more expressive than that indicated in 
Fig. 2. This observation means that the decay of nitrogen content in time cannot be 
neglected and Eq. (1) deduced from the data given by Vonach [3] seems to be a good 
approximation.

If one plots the initial nitrogen content as a function of AH, the data show a 
monotonie trend which can be well approximated by the following relation (dashed 
curve in Fig. 4):

iV0 = 4.14 exp ( — 0.26 AH) , (2)

where N 0 is in w% and AH is in meters. This correlation means that the nitrogen 
content of bones is mainly influenced by the climate obtaining a few years after the 
burial time. The nitrogen content formed in these years decays continuously in time 
independently of the climatic change during the thousands of following years. The 
correlation expressed by Eq. (2) proves the negligible edaphic effect on the actual 
nitrogen content of bones, too.

A further item of evidence for the governing effect of the temperature on the 
nitrogen content of bones was gained by measuring a large number of samples from 
Vlasac. The nitrogen content of these samples together with their F, Ca and P 
concentrations are summarized in Table II.
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Table II
Concentration of elements in bones from Vlasac (Yugoslavia)

Site
location

Concentration [w%]
N F Ca P Fe A1 Si Mn

2 1.03 0.12 27.2 13.5 0.95 1.90 5.47 0.016
6 1.39 0.08 43.4 8.6 0.49 0.86 2.06
7 1.09 0.11 23.4 7.5 1.32 2.75 7.09 0.024

16 0.74 0.16 24.8 6.9 1.74 3.26 9.71 0.017

18/A 1.55 0.12 27.8 10.9 1.15 1.86 5.20
23 2.03 0.08 43.0 18.2 0.13 0.20 0.66
27 2.36 0.02 34.0 15.1 0.38 0.90 3.02
28 1.43 0.13 20.6 9.4 1.41 2.85 6.87
29 1.84 0.10 42.2 20.3 0.32 0.55 1.60
31 1.80 0.08 32.5 14.6 0.64 1.16 3.81
32 2.17 0.12 30.8 12.4 0.54 0.72 -

oo 1.29 0.10 36.5 16.7 0.44 1.07 3.16
46 1.69 0.12 27.8 11.6 0.86 1.67 4.06
50 1.51 0.05 34.8 12.9 0.53 1.21 3.57
50/B 1.106 0.11 45.2 17.0 0.24 0.40 1.03
54 1.14 0.09 34.2 15.5 0.64 1.27 3.35
55 1.72 0.06 36.6 13.0 0.54 1.11 2.88
60 1.55 0.06 36.8 13.6 0.58 1.15 4.07
63 2.08 0.09 41.8 18.4 0.26 0.30 0.85
66 1.09 0.13 14.0 6.8 2.17 4.02 10.50 0.024
67 1.92 0.10 35.8 15.2 0.44 0.92 2.04

69 1.69 0.15 22.3 11.3 1.07 2.06 5.21

70 2.13 0.12 21.5 8.6 1.09 2.13 6.26
71 1.18 0.22 33.4 18.2 0.76 1.79 4.93
72 1.58 0.10 38.0 19.1 0.30 0.70 1.98
78/A 1.63 0.09 31.5 15.3 0.56 0.68 1.91

82 1.63 0.09 25.8 12.8 0.82 1.88 -
84 1.56 0.16 — — 0.27 0.60 1.27

The data in Table II show large spreads for each element, e.g. in the case of 
nitrogen a factor of three was obtained, proving a definite change in the temperature for 
this period. From Eq. (1) a change of 1.2% caused by age can be expected only 
for N.

Figure 5 shows the nitrogen and organic contents of snake vertebrae of different 
ages discovered in a cave. The shapes of curves are similar proving the correlation 
between the nitrogen and organic contents. For the determination of organic content
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Fig. 5. Nitrogen and organic material contents of bones from different ages

the thermoanalytical method was used, the age was estimated stratigraphically. The 
gross trends in the curves are similar to those obtained for human vertebrae. The ratio 
of the organic part to the nitrogen content was found to be 6.5 in good agreement with 
the value for protein.

Judging by the results mentioned above the nitrogen content of fossil bones can 
be used as a paleothermometer. On the basis of the measured nitrogen content for

Table III
Sea-level differences determined by different methods

Site
location

Age of bone 
[yr]

Number
of

samples

Measured
nitrogen
content
[w%]

Initial
nitrogen
content
[w%]

Estimated
sea-level

difference
[m]

Sea-level given by

„  . , . ,  Járai- 
Fa'rr^ ‘dge Komlódy 

[16] [17]

Kavarna
Chirakman 550+100 2 2.84 6.57 -1.77 - 2 -2 .5

Kabile II
(Jambol) 680+150 7 2.87 6.92 -1.96 - 2 -2 .5

Pernik 700 ±  50 2 2.15 5.15 -0.83 - 2 -2 .5

Kabile I
(Jambol) 1580 ±100 6 2.69 7.24 - 2.12 - 1 -2 .5

Stara Gora 
Arbitus

1650 ±200 3 2.58 6.98 - 2.00 - I -2 .5

(Razgrad) 1780 ±100 2 2.50 6.84 -1.98 - 1 -2 .5

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



172 CS. M. BUCZKÓ et al

dated bones from various archaeological sites of Bulgaria the temperature was 
estimated (Buczkó et al [19]) using Eqs (1) and (2). The results summarized in Table III, 
prove the applicability of the nitrogen content of fossil bones in paleoclimatology. The 
data determined by different methods (Fairbridge [16], Járai-Komlódy [17]) indicate a 
lower temperature than the present one for several time intervals of the past 2000 years.

There are a few facts supporting that the Piltdown remains is a hoax. One of these 
is the relatively high N content. It should be noted, however, that the high 
concentration of N can be explained if a low temperature was present at the time of 
burial.

Correlation of elements

The applied radioanalytical methods give a possibility to determine simulta
neously a number of elements in fossil bones. The results indicated in Table IV show 
that there is no correlation between the age and the concentration for F, P, Ca, Fe, Al, 
Si, Na, K, Mn, Mg, Sr, Zn and Ba.

Plotting the concentrations obtained for Al, Si, Fe and Ca as a function of age, we 
found fluctuations for these elements with the same period as for nitrogen. The 
behaviour of the concentrations shown in Fig. 6 cannot be attributed to the soil 
environment because large spreads are present for samples from the same sites (see 
Table II). An opposite trend is shown for Si, Al and Fe to that for N and Ca. As can be 
seen in Figs 7 and 8 a definite correlation exists between the Al, Si and Fe contents in 
fossil bones. The atomic ratios of these elements are: Si/Al =  2.44; Al/Fe =  3.56, 
independently of the age and the site of the remains. This suggests that these elements 
are present in a well defined chemical compound. There are a number of clay minerals

Fig. 6. Concentration of Ca, Si, Al and Fe in bones as a function of age
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Table IV
Concentration of elements in fossil bones

Archaeological
period

Age
[yr]

Concentration
Site location [w%] ppm

N F Ca P Fe A1 Si Na К Mn Mg Sr Zn Ba

Budapest Present Age 40 4.22 0.07 32.5 12.6 0.12 0.04 — 0.28 <0.05 _ _ 100 232 196
Rakamaz 10th century 100 1.13 0.10 35.6 15.6 0.29 0.60 4.62 0.18 0.08 — — 280 42 140
Unknown Roman period 1630 3.23 0.22 42.0 19.0 0.10 0.20 0.40 0.21 0.13 — — 190 47 70
Pilis Unknown 2180 1.18 0.09 36.0 10.6 0.15 0.22 — — — — — 80 260 50
Mátraszele Iron Age 2580 0.20 0.01 36.5 18.2 0.49 0.42 — — — — — 110 187 120
Egyek Late Bronze Age 3430 1.40 0.04 41.0 20.6 0.10 0.10 0.54 0.09 <0.05 — — 310 86 140
Bodrogkeresztúr
Polgár-Basa-

Copper Age 
Late Neolithic-

4230 1.19 0.11 50.0 18.3 0.12 0.18 0.70 0.15 0.44 — — 140 750 70

tanya II. 
Polgár-Basa-

Aeneolithic 
Late Neolithic-

4730 0.78 0.13 12.2 5.1 3.28 5.27 8.70 0.09 2.41 0.03 ~ 4  —5 200 92 460

tanya III. Copper-Age 4980 1.81 0.21 34.1 15.1 0.31 0.40 2.38 0.22 <0.05 — — 1600 77 260
Lengyel Neolithic 5310 1.17 0.05 — — 0.12 0.18 — 0.13 0.52 — — 110 106 160
Szob Neolithic 5320 0.92 0.05 — — 0.07 0.06 — — — — — — — —

Unknown Neolithic 5730 1.04 0.16 49.0 16.1 0.22 0.36 1.70 0.16 0.28 — — 170 40 530
Bánhida Early Neolithic 6130 0.98 0.07 35.8 15.5 2.26 0.40 — — — — — 70 73 —

Zsáka Early Neolithic 6580 1.02 0.59 11.2 2.5 3.25 5.58 12.93 0.23 2.06 0.02 ~ 4 — 5 0 71 490
Vlasac 16 Mesolithic 7230 0.74 0.16 24.8 6.9 1.74 3.26 9.71 — — — — 110 86 330
Aszód Late Neolithic 7480 0.84 0.10 44.0 16.5 0.37 0.60 — 0.38 1.03 — — 380 50 50
Vlasac 27 Mesolithic 7630 2.36 0.02 34.0 15.1 0.38 0.90 3.02 0.13 <0.05 — — 170 98 190
Vlasac 32 Mesolithic 8230 2.17 0.12 30.8 12.4 0.54 0.72 — 0.17 <0.05 — — 160 223 140
Vlasac 31 Mesolithic 8830 1.80 0.08 32.5 14.6 0.64 1.16 3.81 0.12 0.52 — — 220 113 240
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Fig. 7. Correlation between the Si and A1 contents infiltered in the organic part of fossil bones

Fig. 8. Correlation between the A1 and Fe contents infiltered in the organic part of fossil bones
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e n e r g y  [ keV  ]

Fig. 9. X-ray spectra of fossil bone (a) and its organic parts (b)
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Fig. 11. Correlation between the Ca and P contents of fossil bones

containing Si, A1 and Fe. The atomic ratios of these elements for Mg-parahalloysite 
(Nemecz [20]) are in good agreement with those obtained for fossil bones. However, 
the same values are found for a mixture of vermiculite and montmorillonite with a ratio 
of 1/3 to 2/3, respectively. Judging from the conclusion of Bowen [21], these minerals 
are present in soils bound strongly to organic matter. The X-ray spectra of bone and its 
organic fraction proves the presence of Fe in the organic part, too (see 
Fig. 9).

It was found that the amount of clay minerals in bones is inversely proportional 
to the Ca content, which can be explained by the mineralization process. Figure 10 
demonstrates the inverse correlation between the A1 and Ca contents. The atomic ratio 
is Ca/Al = 4, which means that each infiltrated A1 is followed by the loss of four Ca 
atoms. As can be seen in Fig. 11, the P and Ca contents of fossil bones vary over a wide 
range. The solid line represents the ratio of these in hydroxyapatite. Our measurements 
show a slight increase in the Ca content which can be attributed to the infiltration of Ca 
into the bones from soil. The concentration of clay minerals is extremely high in those 
remains which were buried around 6500 yr В. P. — the estimated time of the flood.

The concentrations of 14 elements in fossil bones compared with recent ones are 
summarized in Table V.

On the basis of the data the following conclusions can be drawn: a) the content of 
Mg, Al, Si, Mn, Fe, Sr and Ba is higher in fossil bones than in recent ones; b) a definite 
decreasing trend was observed for the concentration of N and Na, whereas the content 
of other elements, such as F, K, Ca, P and Zn, fluctuates randomly.

Further investigations are needed to clarify the details of the fossilization 
mechanism. Special attention should be paid to those biochemical processes which 
govern the temperature sensitivity of bones.
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Table V
Concentration of elements in recent and in fossil bones

Element Recent bone 
[ppm]

Fossil bone 
[ppm]

N 45000 4000—42000
F 1500 100—5900
Na 14000 900—3 800
Mg 1700 40000—50000
Al <8 400—56000
Si 105 4000—130000
P 118000 25000—206000
К 1500 500—24000
Ca 257000 1 120000—500000
Mn 0.2 160—260
Fe 200 800—34000
Zn 120 40—260
Sr 64 700—1600
Ba 6.9 50-530
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INVESTIGATIONS INTO THE MECHANISM 
OF ACTION OF IONIZING RADIATION*

L. Bo z ó k y

NATIONAL ONCOLOGICAL INSTITUTE 
BUDAPEST, HUNGARY

Model tests were performed to gain further information on the mechanism for inducing malignancies 
by ionizing radiation. Precise variation of the physical parameters of grid irradiations made a separate study 
of particular test conditions feasible. Barley seeds were sown in dry and in wet soils and they were exposed to 
grid and to open-field radiations of varying dose; the different effects were measured at different times. 
Macroscopic migration is supposed. Such migration might be appropriate to explain the differences found 
between the biological effects of open-field and grid irradiations in man.

Knowledge of the mechanism for inducing malignancies by ionizing radiation is, 
for the time being, rather scanty. The number of phenomena that cannot be explained 
even today, after over eighty years of routine applications of ionizing radiations in 
therapy, is surprisingly high. On the other hand, it was precisely investigations into 
such manifestations that appeared to be the most suitable to lead to the discovery of 
further general tendencies of the mechanism of radiations effects.

One such manifestation observed by several researchers is that of grid 
irradiation. We do not wish to assess the by no means unequivocal results of 
therapeutic grid irradiations, but only intend to lay emphasis upon the empirical 
finding generally admitted, according to which the sensitivity of the skin to radiation 
substantially decreases with grid irradiation. The extent of the decrease in sensitivity is 
a function of numerous factors, furthermore the conditions for obtaining the results 
were not the same.

Some authors observed the appearance of the standard erythema of the skin in 
the case of grid irradiation after the application of doses three, four, or five times higher 
than in the course of irradiation without a grid, that is to say, at 600 cGy skin tolerance 
dose generally adopted.

The essentials of the phenomenon can be summarized thus: a skin surface of say, 
1 cm2, will show the same extent of skin erithema only by a significantly larger dose 
when it is surrounded by other, non irradiated skin portions, than when the same skin 
surface of 1 cm2 makes part of a larger, uniformly irradiated skin surface, that is to say, 
encircled all around by irradiated skin.

* Dedicated to Prof. I. Tarján on his 70th birthday.
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This fact is usually explained by stating that in case of a grid irradiation the 
portion of the irradiated skin can regenerate from the neighbouring, non irradiated 
skin surfaces.

The process cannot be studied directly on living humans, and there is no 
information available in the literature on animal experiments. It seems that, for the 
moment the difficulties of test procedures prevent the carrying out of such experiments.

In order to attempt to make a step towards the discovery of the mechanism of 
radiation effects, we have tried to perform conclusive model experiments by applying 
exact biophysical methods:

A model was constructed in which the biological matter itself and its environment 
could be varied independently. Thus the effects of ionizing radiation could be studied 
under variable conditions, and the correctness or incorrectness of certain theoretical 
assumptions ascertained.

The biological matter in the model consisted of various seeds, mainly barley, the 
intercellular matter of sand, with a bed of pebble under it, through which the sand layer 
of 5 cm thickness could be saturated promptly and uniformly with water. Barley was 
obtained from the Tápiószentkereszt Research Institute as a material of 100 per cent 
viability. On every occasion, 900 seeds were sown in sand, previously dried into cubes 
of 1 cm2 of a square grid of 30 by 30 cm, with the germinating end of the seeds pointing 
upwards. The test box was placed into another box. (Fig. 1). As water was let flow into 
the second box, the liquid level rising in the pebble bed wetted the sand simultaneously 
and uniformly, without displacing the seeds, in a perfectly reproducible way.

“ Co

Fig. 1. The 50 per cent grid-filter made of lead, with openings of 25 mm diameter
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A feature of great importance described above is that in every phase of the 
experiment the model accurately simulates the natural conditions.

The model was irradiated by a double-tank system Rotacert cobalt unit 
developed in our Institute. The charge of the unit was 60Co of 130 TBq activity. After 
the irradiation treatment the models were transferred to our (constant temperature) 
laboratory where observations and measurements were performed and photos taken.

The task

Our aim was to check whether during irradiation a macroscopic migration takes 
place in the biological system and if so, what is its mechanism. We wished to study the 
problem by a model test with grid irradiation.

Test methods

The Rotacert cobalt unit [1], [2] was, first of all, completed by a projection grid 
[3] that could be rigidly fixed to the irradiation head at a distance of 50 cm from the 
source, and could project the gamma field of the grid assembly upon a larger surface. 
The grid filter and model are illustrated in Fig. 1. The openings, directed towards the 20 
by 20 mm cobalt source, are 25 mm in diameter. Half of the total area is screened. The 
thickness of the lead plate is 45 mm, the screened parts letting 10 per cent of the 60Co 
radiation through. Thus, grid irradiation gave strongly irradiated areas (100 percent at 
the grid points) and slightly irradiated ones (10 per cent through the screened areas) 
(Fig. 2).

Open-field irradiations were performed in flower pots, grid irradiations in the 
wooden boxes described above. The irradiations were directed vertically downwards, 
perpendicularly to the sown areas. In order to limit the risk of errors, irradiations in dry 
and in wet soil were performed for comparison at the same time and by a single 
exposure.

The barley seeds previously germinated, sprouted on the fourth day. 
Observations and measurements were continued for a fortnight.

Aspects of evaluation

We considered the following:
— The number of seeds sprouted in a given area, e.g. in a grid opening area.
— The summed heights of the plants sprouting in a given surface area.
— The colour of the sprouting plants.
An issue of importance was the comparison of the radiation effects brought 

about in dry and in wet soil. In view of this the wet germinated seeds had to be sown
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Fig. 2. Plants that sprouted on the tenth day after grid irradiation. The seeds failed to sprout at the grid 
points, where the white paper circles lie smoothly upon the soil

partly in dry, partly in wet soil. Thus, the conditions of development were variable even 
without irradiation, as the dry soil gradually absorbed the moisture of the seeds. The 
latter by and by became desiccated, thereby causing the growth rate to slacken, as 
compared with the rates of growth of the seeds in wet sand.

Assuming the time taken by the sowing of 900 barley seeds under the conditions 
outlined above to be 2 to 3 hours, and the irradiation taking a half to two hours, we had 
to reckon with a significant percentage drying. Therefore we additionally examined the 
influence of the drying process as a function of time, also looking for practicable ways 
to reduce the time.

A significant shortening of time was possible by sowing barley seeds soaked in 
water (germinated), instead of dry seeds. The fact that quickly cleaving cells in quick 
cleavage are as a rule more sensitive to radiation than cell populations multiplying by 
bipartition at normal rates is well known. The delivery of doses several times smaller 
took significantly shorter irradiation times. For our purposes the optimum soaking 
time for barley was found to be 20 hours so this was the time we used.
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The barley seeds soaked in water for 20 hours were sown in groups of 20 in dry 
sand, and the groups were watered after 1/4,1/2,1,2,3 and 6 hours. Jhe  effects of drying 
were ascertained by measuring the heights of the plants on the sixth day. Our 
measurements showed that the slackening of the growth rates of the plants, watered 
within the first 2 hours still keeps below 5 per cent. This means that the added times of 
sowing and irradiation had to be brought down to below 2 hours. Even though this 
raised rather thorny problems, yet the discussion of such details will not be entered into 
here.

Test results

The results can be summed up as follows:
The 900 barley seeds were sown in dry sand corresponding to a square network 

of 1 cm mesh. The sown area of 30 by 30 cm was split into two equal parts by a vertical 
aluminium plate. In the first part of the box the sand was wetted. Immediately after that 
the box was placed under the Rotacert cobalt unit and the two parts were irradiated at 
the same time with 6,500 cGy gamma dose measured a^ the grid points.

Dosimetry was performed with an instrument of our own construction 
containing a small-sized ionization chamber [4]. After exposure the second part of the

Fig. 3. Plants that sprouted after irradiation with a dose of 8000 cGy dose, on the eight day. At the time of 
irradiation the soil in the upper half of the box was wet, that in the lower part dry
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Table I
Data on barley sown in dry and in wet soil. The data were taken on the seventh day after a grid irradiation at

five grid points for each soil.

Experimental
conditions

Number of plants 
sprouting at five 

grid points

Summed 
heights of 

plants

Dose at 
grid point

Ratio of 
heights

Irradiation in wet soil 42 605 mm
5500 cGy Т?Г“

Irradiation in dry soil 27 172 mm

Irradiation in wet soil 17 92 mm
8000 cGy £-зл

30
Irradiation in dry soil 14 30 mm

box was also wetted and the boxes transferred to the laboratory for further 
observations and for the performance of measurements.

The plants that came up on the fifth day at the grid points were counted every 
third day and their summed heights obtained. In the screened regions all barley seeds 
were sprouted (doses of 700 cGy), and the plants were grown similarly to the controls 
(Fig. 3). The test was then repeated with doses of 8000 and 20000cGy (Fig. 3).

The results obtained are given in Table I. According to the findings in case of 
irradiation in wet soil both the numbers of the plants sprouting at the grid point and 
their summed heights were found to come three times greater than those of the plants 
sprouting from seeds irradiated in dry soil.

Thus, between the effects of radiation in dry and in wet soils quite significant 
differences were found with grid irradiation. It is manifest that the cause of this must be 
the presence of water. The phenomenon can be explained by a sort of “poisonous 
matter”, unknown for the time being, produced in the barley seeds by the irradiation. 
This matter cannot migrate in dry soil, whereas it can easily do so in water, by diffusion. 
Thus the poisonous matter produced in the barley grains exposed to large doses can 
diffuse from the grid points towards the screened areas receiving ten times lower doses 
only and so also the originally produced concentration of the poisonous matter may be 
surmised to be of ten times lower concentrations there. This causes the damaging of the 
seeds at the grid point to be less severe than that suffered by the seeds subjected to 
radiation in dry soil where migration is impossible. The tests have indicated a factor of 
three.

It is evident, on the other hand, that the damaging of the seeds under the screened 
areas, on account of the migration will be more severe than that of the seeds irradiated 
by the same doses but in dry soil.

It shoud be expected that, in the case of exposures to larger doses of grid 
irradiation performed in wet soil, the picture of the grid pattern simply vanishes from
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Fig. 4. Plants on the tenth day after irradiation with a dose of 80 000 cGy in a dry soil (left-hand side box) and
in wet soil (right-hand side box)

the sown area and homogeneous damaging appears, because the grid points suffer 
lower, the screened areas suffer more severe damage on account of migration than 
those that would be motivated only by the dose of irradiation in these regions without 
migration, as in the case of dry soil. This is also substantiated by the photos of Fig. 4.

This inference was fully verified by further experiments. After exposure to 
irradiation of 40 000 cGy dose the grid pattern is still clearly visible in both dry and wet 
sands, like in Fig. 3, with a dose of 100000 cGy, however, though in dry sand the holes 
corresponding to the grid formation still do appear; with wet sand the picture of the 
grid formation completely vanishes, severe uniform damage by radiation is found, and 
the few dwarfish plants sprouting here and there, will not grow higher than 2—3 mm, 
unhealthy looking greyish, distorted formations appear, and even the soil displays 
conspicuous discolouration.

For final conclusions we examined the effects of open-field irradiations without a 
grid, under various conditions.

In order to secure identical test conditions barley was sown in flower pots in 
which the soil was separated into three parts by aluminium plates, and the pots were 
simultaneously irradiated with doses of lOOOOcGy of gamma rays.

In the pots (Fig. 5) each upper third part contains the plants sprouting of 20 dry 
barley seeds sown in dry sand; the left-hand side sections of the pots those sprouting 
from 20 seeds sown in dry sand after a previous germinating for 4.5 h and for 20 h,
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Fig. 5. Plants on the seventh day after irradiation with a dose of 10000 cGy. The seeds were preliminarily 
germinated for 4.5 h (left-hand side spot) and for 20 h (right-hand side spot), respectively. In the two top 
sectors dry seeds were irradiated in dry sand, and in the two left-hand side sectors preliminarily germinated 

seeds in dry sand, in the two right-hand side sectors germinated seeds in wet sand were irradiated

respectively. The right-hand side sections of the pots contain the plants sprouting from 
20 seeds sown in wet sand, after germination for 4.5 h and 20 h, respectively, on the 
seventh day. It is clearly seen that:

a) between the dry seeds and those preliminarily germinated, differences of 20— 
50 times are found. The dry seeds sown in dry sand all sprouted, the plants are of a nice 
green colour. Also they later displayed the same rates of growth as the controls.

b) The plants from germinated seeds sown in dry and in wet sand respectively, 
and irradiated (the two bottom sectors in Fig. 5) are practically the same, in contrast 
with the differences up to 300 per cent found after grid irradiation. The seeds 
germinated for 4.5 hours (right-hand side pot) are perhaps less damaged than those 
subjected to 20-hour germination — and so obtaining somewhat greater sensitivity 
(left-hand side pot) where the seeds irradiated in wet sand died off completely. The 
differences are rather small.

This observation gives substantial support to our hypothesis, namely that, in the 
case of larger irradiated areas, the damaging of the application of germinated seeds 
with identical doses is the same, irrespectively of the application of irradiation in a dry 
or a wet soil, simply for the reason that the surmised “poisonous matter” produced in 
the barley seeds keeps stationary in both cases. In dry sand the dryness of the soil itself,

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



MECHANISM OF ACTION OF IONIZING RADIATION 187

in a wet soil the “poisonous matter” present all around in uniform concentration, will 
prevent diffusion.

Similar tests were performed and the same results obtained with alfalfa and 
lettuce seeds.

Conclusions

1. The model tests of some phenomena of radiobiology seem to give a properly 
reproducible, exact basis for the development of a hypothesis suitable for bringing us 
nearer by a step to the knowledge of the mechanism of action of radiation. From our 
well-proved model tests showing that lesions produced at grid points are much less 
severe when radiation is applied in wet sand than those exposed in dry sand, the 
assumption can be made that with radiation in the presence of water a migration takes 
place, e.g. through diffusion, that cannot occur in dry sand. This migration directed 
from the grid opening toward the screened areas, takes away a part of the “poisonous 
matter” surmised to be produced by the re-unification of the molecule particles 
breaking down as a consequence of the ionizing radiation. Because of this, the 
remainder of the “poisonous matter” causes damage corresponding to smaller doses 
than that which would be produced in dry sand, where the displacement of the 
poisonous matter toward the surroundings and so the drop of concentration involved 
in this cannot follow.

2. As can be seen, the results of the model tests performed without a grid fully 
agree with this hypothesis. The reason why, for an open field irradiation with wet sand, 
no differences are found compared with those obtained in dry sand is that the 
poisonous matter does not move from the inner points towards the surroundings, not 
even in the case of wet sand, because in consequence of irradiation with the same dose, 
the poisonous matter is already present in uniform concentration all around.

3. We may state that the fact experienced with grid irradiations, namely that 
doses 3 to 4 times higher are required to produce the same skin reaction as in an open- 
field irradiation is essentially in agreement with the results of our model tests. Thus, it is 
not excluded from the very first that our hypotheses surmising a macroscopic 
migration of a poisonous matter, which was proved by our model tests, could be 
attempted to be applied also to the mechanism of radiation effects produced in humans 
and in other animals, to try to prove the existence of the said poisonous matter at a 
place and time that seems propitious for the performance of such work.
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CONTRIBUTION OF COSMIC RAYS TO RADIATION 
EXPOSURE OF THE POPULATION*

L. B. S z t a n y ik  and I. N ik l

“ FRÉDÉRIC JOLIOT-CURIE" NATIONAL RESEARCH INSTITUTE FOR 
RADIOBIOLOGY AND RADIOHYGIENE, BUDAPEST, HUNGARY

To evaluate the exposure of the Hungarian population to cosmic rays, the absorbed dose rate in air of 
cosmic radiation was directly measured by high pressure ionization chamber at ground level on the surface of 
different bodies of water and at various altitudes on board an aircraft. From the dose rates measured in this 
way, the outdoor dose equivalent rate from the ionizing components of cosmic radiation to people living at 
sea level would be 300—325 pSv per year. Taking into account the altitude distribution of the population, the 
average weighted dose equivalent is about 320, pSv per year. At Kékestető, the highest peak of the Mátra 
Mountains, (the highest altitude in Hungary), the annual dose equivalent is about 50 per cent higher than on 
the Great Hungarian Plain.

Introduction

Radiation in the environment from natural sources is the major contributor to 
radiation exposure of man. It is frequently used, therefore, as a standard of comparison 
for exposures to man-made sources of ionizing radiation, in particular, for those due to 
nuclear power generation. It is for this reason that interest in the knowledge and 
evaluation of exposure of the population to natural background radiation has 
increased during the last quarter of the century. Several reports have been published on 
nation-wide surveys in various countries [1—5] and on global averages of natural 
radiation exposure of mankind. The most comprehensive have been the 1972 and 1977 
reports of the United Nations Scientific Committee on the Effects of Atomic Radiation 
UNSCEAR [6—7].

In the mid-70s, after the decision to develop nuclear power in Hungary had been 
taken, our Institute embarked on a research programme to examine and evaluate the 
studies performed by the various institutions and scientists in our country [8], and to 
initiate additional investigations regarding sources of ionizing radiation in the 
environment that may contribute to the overall exposure of the population. This paper, 
the first in a series of publications envisaged under this programme, is concerned with 
assessing the dose to the population from cosmic rays. Preliminary results have already 
been published at various national and international meetings [9— 10].

* Dedicated to Prof. I. Tarján on his 70th birthday.
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1. Cosmic radiation

The term cosmic radiation refers both to the high energy particles that enter the 
earth’s atmosphere from outer space (primary cosmic rays), and to the particles and 
electromagnetic radiation generated by the interactions of primary particles with 
target atoms in the atmosphere (secondary cosmic rays). By virtue of these interactions, 
the atmosphere serves as a shield against cosmic radiation. The primary particles are 
almost completely absorbed in the upper atmosphere, so that the cosmic radiation 
detected at ground level consists mainly of the highly penetrating muon and associated 
decay and collision electron components of secondary radiation. There are also some 
smaller components such as neutrons and gamma photons. The composition and 
intensity of the cosmic radiation field within the atmosphere vary markedly with alti
tude, and there is a less important variation with geomagnetic latitude and solar cycle.

The ionization rate per unit volume in free air is a measure of the flux density of 
the total charged-particle component of the cosmic ray field and is usually expressed as 
the number of ion pairs formed per second in each cubic centimetre of air at normal 
temperature and pressure (NTP). The values of the sea level cosmic ray ionization rate 
reported after 1960 show a relatively good agreement and scatter between 1.9 and
2.6 cm - 3 s ~ *. Assuming that each ion pair requires 33.7 eV to be produced in air, the 
absorbed dose rate for an ionization rate of 1 cm-3 s " 1 is 1.50 • 10~8 Gy • h " 1. Using 
the values of the ionization rate at sea level, the absorbed dose rate in air is between 2.85 
and 3.90- 10~8G y  h " 1. For the average, a value of 3.2- 10"8Gy -h“ 1 has been 
accepted by UNSCEAR [7].

About 75 per cent of the dose is from muon collision electrons, 15 per cent from 
muon decay electrons and 10 per cent from other electron, proton and neutron 
processes. Flux density data of cosmic ray neutrons at ground level are in serious 
disagreement [2]. A value of 8 • 10“ 3 cm "2 s " 1 has been adopted for the purpose of 
estimating dose rates at sea level and latitudes above 40°. Using a conversion factor 
from neutron flux density to absorbed dose rate of 5 • 10” 8 G y  h “ 1 cm2 s, the 
absorbed dose rate would be 4 • 10"10 Gy ■ h ~ 1 [7]. Apparently, the neutron absorbed 
dose rate in air is negligible in comparison with that from charged particles.

The extensive and traditional cosmic ray studies performed in Hungary have 
been mainly directed to characterizing particular components and little attention has 
been paid to determining their ionizing properties and none to their dose rates 
produced either in air or in human tissues [11— 13]. It is intended that this gap be filled 
by our measurements.

2. Equipment and methods

Ionization chamber and thermoluminescence dosimeters have been used to 
measure the absorbed dose rate in air of the ionizing components of cosmic rays. Since 
the expectable neutron dose rate is about two orders of magnitude lower than that of
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the charged particles and since we had no neutron detector of appropriate sensitivity, 
no neutron component measurements were made.

2.1. High pressure ionization chamber

Field measurements, especially those that take longer than a few hours, are best 
performed with systems which operate on selfcontaining battery packs, maintain their 
characteristics over long periods, and are relatively insensitive to climatic conditions. 
With these features in mind, the Area Monitor Model RSS-111 (Reuter-Stokes 
Instruments, Inc. Cleveland, Ohio, USA) was chosen as the basic instrument for our 
dose rate measurements.

The standard detector of the instrument is a spherical, 25.4 cm diameter, high 
pressure ionization chamber (HPIC). The gas filling is ultra high purity argon at a 
pressure of 25 atmospheres. The 2.4 g • c m '2 thick chamber shell is made of stainless 
steel. The spherical shape of the chamber provides an essentially omnidirectional 
response to the incident radiation, and the spherical collecting electrode ensures a more 
uniform electric field configuration than the usual rod electrodes.

A 300 V battery connected between the guard ring and the outer shell is routinely 
used for all measurements. Saturation studies have shown that the ionization chamber 
exhibits essentially complete collection of ionization currents in fields up to 
1 • 10“ 5G y - h ' 1 with the 300 V polarizing potential.

The ionization chamber is connected electrically and mechanically to an 
electrometer designed to give a temperature-compensated signal. This system with 
digital display, strip chart recorder and magnetic tape recorder is capable of resolving 
changes of less than 1 • 10-9 Gy • h ' 1 in the field, using a computer technique [14].

2.2. Thermoluminescence dosimeters

Thermoluminescence dosimeters (TLD’s) are widely used for environmental 
radiation monitoring, personnel dosimetry of professional radiation workers and 
special dosimetry studies. Processing techniques and procedures have been developed 
that make measurements of radiation exposures at environmental levels 
(1 — 10 • 10“ 5 Gy per week) accomplishable with an accuracy better than 5 per cent 
[15].

Various possible phosphors were checked regarding sensitivity, stability and 
fading, energy and directional response, manageability, etc. On the basis of the 
suitability for our environmental monitoring, LiF:Mg/Ti phosphor designated 
TLD-700 (Harshaw Chemical Co., USA) and C aS 04 :Dy/Tm phosphor (made in 
Hungary) [16] were selected and used in powder form throughout the programme. The 
phosphors were put into waterproof and light-tight capsules made of teflon and 
copper. Dosimeter readout was by a commercial reader (Harshaw 2000 AB).

For calibration of the dosimeters, different known exposures from 60Co and 
137Cs sources were given, measured with a secondary standard dosimeter.
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Field measurements with HPIC at a particular location provide quick 
information on exposure rate and its variations within minutes; measurements with 
TLD’s give total exposure data integrated over an extended period. The advantages of 
environmental monitoring with TLD’s are their relatively low price and applicability 
in large numbers over an extensive area.

3. Results of measurements

3.1. Measurements at ground level

At ground level, man is subjected simultaneously to all types of natural radiation. 
The contribution of the individual components of radiation to overall exposure can 
only be established if these components are measured separately. This is why a major 
part of our measurements of the cosmic ray absorbed dose rate have been carried out 
on the surface of bodies of water whose depth is sufficient to absorb radiation emitted 
by the radionuclides present in the earth’s crust. A water layer of 2 m reduces the 
intensity of this radiation by about three orders of magnitude, while a layer of 4 m by 
more than six orders of magnitude [17].

Measurements were performed on the surface of Lake Balaton with HPIC at two 
points and with TLD’s at one point (Fig. 1). Additional measurements were made on 
Lake Szelidi and on the River Danube with HPIC at one point on each. The most

Fig. 1. Sketch of the northern basin of Lake Balaton showing water depths and the points of measurement
with HPIC ( +  ) and TLD’s ( x )
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Table I
Absorbed dose rates in air measured at different locations-

Location of 
measurements

Approximate 
distance from 
shore [km]

Average 
depth of 

water [m]

Overall 
duration of 

measurements
M

Absorbed dose 
rate measured 

[nGy • h _ ‘]

Lake Balaton (Tihany) 0.4 9.5— 10.5 35.2 36.7 +  3.7
Lake Balaton (Siófok) 4 4.6 27.5 37.7 +  3.6
Lake Balaton (Füred) 0.25 2.5 1008 36.0 +  2.9
Lake Szelidi 0.2 5 24 40.4 +  3.6
River Danube (Tétény) 0.2 6 1 35.6 +  3.4

Note: All measurements were carried out with HPIC except the one at Balatonfiired that was 
performed with TLD’s. The measured values are corrected to sea level.

important characteristics of these points, the total duration of measurements at each 
point and the absorbed dose rates, can be seen in Table I.

Measurements have been carried out both in summer and winter, and under 
various conditions (Fig. 2). It might be interesting, therefore, to see the results of 
individual series of measurements separately (Table II). It appears from these data that 
there might be a moderate seasonal variation in cosmic ray absorbed dose rate. The 
values obtained in winter time (28.8 ±4.5 nGy • h" ‘) are somewhat lower than those in 
summer (37.6 + 3.6 nGy • h _1). We should be cautious, however, concerning this 
conclusion, since the total time of measurements in winter (3.67 h) is about 16 times 
shorter than that in summer (59 h).

The overall average of cosmic ray absorbed dose rate in air measured with HPIC 
on water surface and extrapolated to sea level is found to be 37.1 ±  3.6 nGy ■ h “ This 
is about 15 per cent higher than the value assumed by UNSCEAR [7] as the world 
average, but it is still within the range measured and published by several authors 
[18—20]. Nonetheless, a potential interference of radiation from naturally occurring 
radionuclides should also be analysed and excluded.

Activity concentration of 40K in Balaton water varied between 0.24 and
0.59 Bq ■ l -1 during the last few years [21]. This may result in an increment of 
absorbed dose rate in air of 0.010—0.025 nGy • h _1, that is negligible.

The contribution to the absorbed dose rate in air of all the radionuclides 
produced by cosmic rays (cosmogenic radionuclides) is of the order of 0.20 nGy • h " 1; 
this is also insignificant compared with the direct contribution of cosmic rays [7].

More significant changes with time of the absorbed dose rate in air might be 
associated with variations in the atmosphere concentrations of 222Rn decay products. 
As a result of variations in stability conditions of the lower atmosphere, the night-time 
concentrations of 222Rn decay products in air near the ground are usually a few times 
higher than those existing during the day. It is believed that the absorbed dose rate

13 Acta Physica Academiae Scientiarum Hungaricae 53, 1982



194 L. В. SZTANYIK and I. NIKL

Fig. 2. Measurements of cosmic ray absorbed dose rate with HPIC on the surface of Lake Balaton

Table II
Dose rates measured with HPIC on the surface of Lake Balaton

Date of 
measurement

Placing of 
instrument

Location of measurements
Tihany Siófok

Duration,
[h]

Dose rate 
[nGy • h~ ‘]

Duration,
[h]

Dose rate 
[nGy • h " 1]

23.01 ice 2 27.4 ±5.4 - -

15— 17.08 pier 6 36.6 + 3.4 - -
15— 17.08 boat 1 37.7 ±3.9 11 37.2 ±3.9
10— 11.09 boat 25 37.7 ±3.6 16 38.2 ±3.4

20.12 boat 0.5 28.9 ±2.0 0.5 39.4 ±2.8
20.12 ship 0.67 32.3 ±5.1 - -

average 36.7 ±3.7 37.7 ±3.6

overall average 37.1 ±3.6

Note: All measured values are corrected to sea level.
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in air from atmospheric 222Rn decay products might usually be approximately 
1—2nGy h 1 [7]. Our long term measurements with HPIC at Tihany and Siófok 
(Lake Balaton) have indeed shown a diurnal variation of the dose rate in air ranging 
from about 36 to 4 3 n G y h ~ 1. Maximum values have been observed in the early 
morning and minimum values in the early afternoon. In order to clarify the role of this 
factor, parallel radon concentration and dose rate measurements have been initiated.

It should also be mentioned that the absorbed dose rate obtained with TLD’s is 
corrected according to O’Brien. This author has established that TLD’s, if calibrated 
with gamma-ray sources such as 60Co, 137Cs and radium in air, register 0.83 of the 
muon produced ionization. The ratio between the total cosmic ray ionization and the 
ionization inferred from the TLD calibration is 0.865 + 0.017 [22]. Therefore the dose 
rate of 31.1 ±2.5 nGy • h _1 measured with TLD’s at Balatonfüred has been corrected 
with this factor (Table I).

3.2. Measurements at various altitudes

Alteration of the cosmic ray absorbed dose rate with altitude above sea level (i.e. 
with atmosphere depth) has been measured on board a JAK-40 type aircraft of the 
Hungarian Airlines MALÉV (Fig. 3). For these measurements, flights were made above 
Lake Balaton, in the air-space of the first Hungarian nuclear power station under

Fig. 3. HPIC in position of field measurement in front of the aircraft used for measuring cosmic dose rates in
air at various altitudes
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Table III
Variation of cosmic dose rate with altitude in the lower atmosphere*

Height above 
sea level [m]

Number of 
data

registered

Dose rate in 
air, measured 
[nGy ■ h _I]

Dose rate obtained 
from regression 

curve .
[nGy • h ' 1]

0 37.1 ±  3.6** 34.2
900 200 52.5 ±  4.3 50.3

1 110 750 56.5 ±  2.9 55.0
1910 200 72.4 ±  4.5 77.3
2940 900 114.1 ±  5.8 119.9
4100 250 200.5 ±  3.2 196.6
4600 750 251.4+11.5 243.3
4 750 200 257.7+11.2 259.4

Notes:
* These measurements were performed with HPIC on board an aircraft on 9th and 15th April, and 

26th July 1979.
** Overall average of dose rates measured on the surface of Lake Balaton in 1978 and 1979. This 

value was omitted when fitting the data.
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construction at Paks, and along the main civil air travel service, (ATS) routes of our 
country (Fig. 4). The measurements were performed with HPIC at altitudes between 
900 and 4750 m (Table III). No additional radiation from the structural elements of the 
aircraft could be detected on board at the point the HPIC was fixed. The absorbed dose 
rate values measured have been fitted and a regression curve obtained (Fig. 5). The 
correlation coefficient of this curve is 0.99. It is worth noting that the absorbed dose 
value obtained from the regression curve for sea level is 34.3 n G y h " 1, that is, 
somewhat below the measured average.

4. Average dose equivalent rate to the population from cosmic rays

The stopping power of muons and associated fast electrons in the body is barely 
different from that in air. Therefore, the air absorbed dose rate can be taken without 
modification to infer the absorbed dose rate of cosmic radiation to a person in the 
outdoor environment. The mean quality factor of muons, and electrons is also close to 
unity, so that the same figures may be used for calculating the cosmic ray charged 
particle dose equivalent rate. Protons constitute less than one per cent of the charged 
particles in the lower atmosphere [2].

Assuming that the outdoor absorbed dose rate at sea level varies between 
34.3 nGy • h _1 (as a lower bound value that follows from the regression curve of dose 
rates measured at various altitudes) and 37.1 n G y h '1 (as an upper bound value 
which is the overall average of HPIC measurements on the surface of Lake Balaton), 
the annual absorbed dose equivalent in human tissues from ionizing components of 
cosmic rays at sea level is 300—325 pSv.

The average annual dose equivalent to the population from cosmic radiation can 
be estimated by combining the data on the absorbed dose rate in air (or rather the dose 
equivalent rates) at various altitudes with the altitudinal distribution of the population. 
Unfortunately, the latter is not readily available in our country. Therefore, the rough 
fractional distribution of the national territory has been used as first approximation 
(Table IV). The annual dose equivalent from cosmic radiation averaged over the whole 
population is found to be 320 pSv. Citizens living in the highest part of the country 
(Kékestető, Mt. Mátra) receive about 50 per cent higher doses from cosmic rays 
annually than those who live on the Great Hungarian Plain.

In reality, the average annual dose equivalent is somewhat higher than given 
above, due to the contribution of cosmic ray neutrons. Taking the quality factor of 
these neutrons to be 5 or 6 as given in the literature [2,7], the annual dose equivalent is 
to be increased by 18—21 pSv (that is 5—7 per cent). On the other hand, there is another 
factor which results in a decrease of the actual exposure. Individuals spending a large 
part of their time in buildings are exposed to lower cosmic radiation levels than the 
outdoor exposure level, because of the effect of structural shielding. A 10 per cent or 
higher structural attenuation factor should be applied depending on the thickness of
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Table IV
Cosmic ray dose rates at various altitudes and approximate fractions of the national territory affected

Height above 
sea level [m]

Average cosmic ray dose 
rate in air or tissue

Approximate 
fraction of the 

national 
territory [%][nGy ■ h ” ’] [ p G y y - 1]

0—200 35.8 313 79
200—400 39.0 341 18
400—600 42.2 371 2
600—800 46.2 405 0.5
800—1000 50.3 441 0.3

overhead shielding. This effect is due to be considered for a future publication dealing 
with exposure of the population to natural radiation sources inside and outside 
buildings.
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THE DOSE GRADIENT VECTOR CONCEPT 
AND ITS USEFULNESS IN PLANNING 

DOSE DISTRIBUTIONS FOR RADIATION 
TELETHERAPY*

G. V a r ja s

CLINLCAL INSTITUTE OF THE NATIONAL ONCOLOGICAL INSTITUTE 
BUDAPEST. HUNGARY

and

O . H aim  a n

INSTITUTE FOR ATOMIC PHYSICS OF THE ROLAND EÖTVÖS UNIVERSITY,
BUDAPEST. HUNGARY

The method of characterizing scalar fields by their gradient vectors rather than by the scalar values 
themselves is used by the authors to define conditions that must be fulfilled by radiation fields used in the 
radio-teletherapy of malignant tumours. The usefulness of some general relations formulated in terms of dose 
gradient vectors is stressed and beams of currently used irradiation units described in these terms.

Using a few very simple and easily visualized rules, the general lay-out of an irradiation field for the 
treatment of lung tumours is sketched. Subsequent computer aided planning yielded a dose distribution 
which met the basic requirements of therapy.

Introduction

The treatment of patients suffering from malignant tumours is one of the most 
urgent concerns of public health, and work aiming at the solution of its problems is 
given high priority. At present complex tumour treatment is usually applied, in which 
radiotherapy plays a major role. The improvement of devices and methods for 
optimally applying ionizing radiations for this purpose is, therefore, of great 
importance and timeliness.

The treatment of tumours situated in various parts of the human body requires 
different irradiation fields which are planned bearing in mind the main aim of 
delivering a dose as high as needed to destroy the tumour and its immediate 
surroundings (the target volume), at the same time keeping adverse radiation effects in 
adjacent healthy tissues at a minimum level.

Radiation therapeutical dose distributions should, accordingly, be characterized 
by 1. a high and homogeneous dose intensity within the target area, and 2. a fast 
decrease of dose intensity outside the target area, the decrease being especially abrupt

* Dedicated to Prof. I. Tarján on his 70th birthday.
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in directions pointing to organs with high radiation sensitivity (spinal cord, kidneys, 
eyes, lung, etc.) and in directions where large body volumes ate present.

In trying to comply with the above demands, the radiotherapeutist-physicist has 
quite a choice of radiation sources (and their configurations) at his disposal, most of 
which can be treated using quite simple mathematics in the initial step of determining 
the general lay-out.

1. Dose and dose gradient vector distributions of point sources

The absorbed radiation dose in a homogeneous medium surrounding a point 
source (Fig. 1), as a function of distance r, is given by the formula (valid only for 
radiation equilibrium)

where c is a constant whose value depends upon both the kind of radiation and the 
medium and /r is a similar constant called the attenuation coefficient.

Dose distributions are scalar-vector functions, the gradient vector of which is 
easily found, e.g. for the field given by (1):

[grad D(r)]t =  c e—̂ r , (2)

where
k=  1 ,2,3; r =  r(x1,x 2,x 3)

and (3)
r = s jx \  + x \  + x \ .

10

F ig . 1. Distribution of doses (in arbitrary units) around a point radiation source. Medium: water, 
p = 0.03cm-1. Isodose curves are drawn in 10 unit intervals between 10 and 100. Radial straight lines 

represent directions of fastest dose decrease
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Carrying out the differentiation, we get 

[grad D(r)]

which may be summarized by writing

ô ice  Mr\  dr I  c f i e  

\  r2 )  dxk
-  2 ce wr\  2xk 

r3 )̂ b

grad D( г)= c 2 ~ I p + - ) - .
2 \ r
r Jr

(4)

(5)

This gradient vector is seen to point toward the source. It has, however, become 
common usage [14,15,16,17] to define the dose gradient vector in radiation therapy as 
the opposite vector, pointing in the direction of fastest decrease.

Let us divide the module of the dose gradient vector by the dose value

I grad £>(r)| 2
------n------=  >* +  - ■  (6)

This quotient becomes, for

2 2
и > -  i.e. for distances r — (7)

r P

I grad D(r)| _
----- ^ ~  ß,  (8)

which means that the module of the newly defined dose gradient vector and the dose 
itself show the same spatial distribution of distances

r>70cm for H = 0.03 cm 1 ; (9a)

r > 40 cm for ц = 0.05 cm “ 1 . (9b)

(7) is usually satisfied in teletherapy work. Teletherapy might even have been 
defined as satisfying the inequalities (7) and consequently (8), too.

Equation (6) can be shown to be an important relation helping to determine, 
among others, the degree of dose distribution deformation caused by oblique incidence 
[11] and by inhomogeneities in medium composition or density (e.g. lung, muscle, 
bone) [27].

Let us next investigate the simplest dose distribution brought about by 
simultaneously (or consecutively) using two point sources (Fig. 2).

The dose at any point in this field is obtained by simply adding two dose values 
(scalars) corresponding to the two point sources, each radiating for itself. The resulting
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30 cm

Fig. 2. Distribution of doses (in arbitrary units) around two point sources (source separation 30 cm). 
Medium: water, g = 0.03 cm2g _ '. Curves originating in the source points are obtained by proceeding in the

direction of fastest dose decrease

dose gradient vector, however, must be determined by adding three pairs of 
components. The result of this vectorial addition is

where D = Dt + Dn.
Fig. 2 shows that isodose curves and dose gradient vector chains or “lines” 

strongly resemble field maps with their equipotential curves around point charges and 
their “lines of force”. The analogy, of course, is not a perfect one, since radiation fields 
are not source-free in between radiation point sources.

It is, however, not only possible, but often very helpful to conceive radiation 
fields used is radiotherapy in terms of their vector gradient distributions rather than 
their dose distributions. The obvious reason for this is that many of the requirements of 
radiotherapy are formulated — as we did in the Introduction — in terms of spatial dose 
variations rather than in terms of dose values.

Most requirements of radiotherapy cannot in general be fulfilled by using one or 
several point sources with fields as simple as to be characterized by Eq. (1). However, 
the evaluation [30] of clinical experience and usage shows that if the main features of 
typical dose distributions in beams of currently used radiation sources are clearly 
recognized (see later in this Section) and beams (or sources) appropriately combined

( 10)

2. Dose and dose gradient vector distributions in 
single fields of currently used radiation sources
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Fig. 3. Teletherapy apparatus 3a. Cobalt unit, ROTACERT type, mfg. by MEDICOR, Budapest, 
3b. Betatron, B5M25 type, made in USSR
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Fig. 4. Dose distributions in 6 x 8 cm beams of various teletherapv apparatus. Isodose curves have been 
plotted in a plane containing the central beam, parallel to the 6 cm side. Dose gradient vectors are 
represented by arrows whose length is proportional to their module. 4a. 200 kV X-ray (FSD =  50 cm, HVL 

= 1 mm Cu). 4b. Cobalt (SSD =  60cm). 4c. 29 MV X-ray (FSD = 100 cm)

Fig. 5. Isodose curves (dashed lines) and isogradient curves (solid lines) in the radiation field of a cobalt beam

(e.g., see Section III), it is often not too difficult to figure out a nearly optimal lay-out for 
many specific purposes. We shall endeavour to show that this work is largely helped by 
using the dose gradient vector concept.

Let us recall some features of almost all beams used in teletherapy:
1. The limitation of beams by diaphragms in order to reduce needless irradiation 

of large body volumes. This collimation brings about typical dose distribution profiles 
in planes perpendicular to the central beams.

2. The presence of air between the source and the surface of the irradiated human 
body. With certain radiations, and near medium boundaries, scattering and dose build-
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D%

Fig. 6. Dose distributions (per cent depth-dose curves) along the central beams of the radiations listed in 
Fig. 4 and of 22 MV electron radiation (FSD = 90cm, field size 12 x 12 cm)

AD dose p.c.
Ax cm

Fig. 7. Plots of ADI Ax  values (see Table I) vs depth for the same beams as in Fig. 6

up effects often lead to transients in the dose vs depth plots taken along the central 
beam; “attenuation” curves may show maxima before the transition into ranges of 
monotonie decrease.

3. The application of wedges protruding into the beams. Wedging results in the 
tilting of isodose surfaces (or curves in two-dimensional plots) and is frequently used to 
compensate for the obliqueness of incident beams and/or the curvedness of body 
surfaces.

Let us next study typical dose distributions in beams of three radiation sources 
frequently applied in therapeutical work at the Oncological Institute: a 200 kV X-ray 
apparatus, a cobalt unit (Fig. 3a), and a betatron (Fig. 3b).

Dose distributions in body tissue irradiated with these sources are shown in Fig.
4. Fig. 5 shows, in addition to isodose curves obtained with our cobalt unit beam, a set 
of isogradient curves in the same field.

Plots of dose distributions along the central beams (depth-dose curves) are 
presented in Fig. 6, whereas Fig. 7 shows gradient values plotted against depth for the 
same kinds of teletherapy beams. Fig. 8 shows the dependence of gradient vs depth
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AD dose p.c, 
Дх ’ cm

Fig. 8. Plots of AD!Ax values (see Table II) vs depth for various cobalt field sizes (SSD = 60cm)

Fig. 9. Dose distributions obtained within a tissue equivalent phantom in a depth of 10 cm under irradiation 
with a 6 X 6 cm cobalt ray field. Relative dose values were measured along a line perpendicular to the central

ray and parallel to one of the 6 cm sides

curves on field size for Co radiation. Fig. 9 gives an example of a dose profile in a depth 
of 10 cm plotted perpendicularly to the central beam, proceeding outwards.

Betatron data and the cobalt profile shown in Fig. 9 were obtained by Reischl 
[23], and all other data relating to cobalt radiation by Bozóky [7]. Isodose curves for 
200 kV X-ray beams were taken from the Tsien atlas [26] and evaluated graphically to 
yield dose gradient values. Also used were data published in [8].
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For 200 kV X-rays, cobalt y-radiation and betatron 29 mV X-rays depth dose 
curves can be approximated [18, 19, 29] by the formula

D = Do t7/ ; ; )  [C„ exp (—fix)—C,,, exp (—/rsx )] , (11)

where D0 is a normalization factor, /  is the source—surface distance (SSD), x0 the 
depth below the surface where maximum dose intensity is measured, ц and ns are 
empirical coefficients related to primary and scattered radiations, C„ and CßS likewise.

Typical values of these constants for the three kinds of radiation listed below 
(field size 6 x 8  cm; beam incidence perpendicular to tissue equivalent phantom surface) 
[29] are:

200 кV X-ray beam (HVL = 1 mm Cu, FSD =  50 cm, /  = 50 cm, x 0 = 0 cm):

D0 = 3.68 cGy, ц = 0.14cm -1, /zs = 0.53 cm- 1 ,

C„ =  36.4, C„s = 9.19.

Cobalt y-radiation beam (SSD = 60 cm, /  = 60 cm, xo = 0.5cm):

D0= lOcGy, n = 0.047 cm -1, /rs = 5.0cm_1,

C„= 10.5, CßS =  2.2.

29 MV X-ray beam (FSD=100cm, /  = 100cm, x0 = 4.7cm):

D0 = lOcGy, /r = 0.018cm _ 1, = 0.517cm ^1,

C„= 11.7, C,s = 8.5.

Electron beam radiation gives rise to another type of depth dose curve [1,20,21] 
which, for 10 exp (цх)< 110, may be approximated by the formula

D= 110—10 exp(/rx). (12)

Specifically, for 22 mV electron beams /r = 0.25 cm-1.
For cobalt radiation, dose distribution profiles along a line perpendicular to the 

central beam and parallel to any side of the rectangle field cross section are 
approximately given by

D = e x p (-(z lM )B), (13)

where у  is the distance from the central beam, A  and В  are empirically determined 
constants whose numerical values for our ROTACERT cobalt unit, 6 x 6 cm field size, 
and 10 cm depth are A = 0.0012 cm 1/B and В  = 4.06.

An important phenomenon in teletherapy is the deformation of isodose curves 
resulting from oblique incidence of beams in air-tissue boundaries. Isodose curves are
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Fig. 10. Dose distribution obtained within a tissue equivalent phantom. Note the obliqueness of incident 
beam i with respect to the plane separating free air and tissue. Dose gradient vectors G are shown 

as superpositions of primary dose gradients P and of gradients О due to oblique incidence

Fig. 11. Obliqueness ft' of dose gradient vectors with respect to central beams, as derived from the obliqueness 
ft of incidence with respect to the normal n of surface s: tg ft' = F tg ft, the specific F value for cobalt being 2/3
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Fig. 12. Dose distribution in a wedged cobalt beam. Dose gradient vectors are shown as superpositions of 
primary dose distribution gradients P and of gradients due to wedging W

shifted in the direction of the beam (or in opposite direction), where the surface of the 
body is below (or above) the plane drawn perpendicularly to the central beam through 
the point of incidence (Fig. 10).

Dose gradient vectors in the deformed distribution are no longer pointing in the 
direction of the beam but tilted by an angle ß' (Fig. 10 and Fig. 11). This angle may be 
calculated using the formula

tgß'  = Ft gß ,  (14)

where ß is the angle between the normal of the body surface (or its tangent plane) and 
the beam incident on it. F is called the shift factor. Its value for cobalt radiation is about

2/3 [ 11 ]. It may be shown that Eq. ( 14) holds only in ranges where does not

change appreciably in the direction of the beam.
If it so happens that obliqueness of incidence, curvedness of body surface or other 

factors result in dose distributions with gradients pointing in the wrong (wrong in the 
therapeutical sense) direction it is possible to tilt them back by wedging (Fig. 12). If, 
specifically, the dose gradient vector G in Fig. 11 is to point in the beam direction again, 
a wedge of angle ß' (see Eq. (14)) is needed.
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3. The use of the dose gradient vector concept in 
the planning of irradiation fields

Fig. 2 exemplifies that highest dose values are obtained and best dose 
homogeneity is accomplished in the region between the two point sources where dose 
gradient vectors are, by and large, opposite and nearly cancel.

The general idea is accordingly, to apply several beams crossing in the target area 
in order to obtain high dose values there and to have the dose gradient vectors of the 
single beams cancel either by pairs or after overall summation. This may be 
accomplished by an appropriate choice of radiation sources, beam directions, beam 
weight factors, and by suitable wedging of the beams.

In the following, we give an example for irradiation field planning based on 
considerations relating to the dose gradient vectors in this field.

Fig. 13 illustrates the beams and the field used for irradiating a lung tumour. In 
view of the high radiation sensitivity of healthy half lung and the spinal cord it is not 
permissible to apply irradiation through these organs. Although the target volume is 
rather centrally located, its irradiation cannot be performed in the traditional way of 
using symmetrical beams crossing each other; one beam which would pass through the 
healthy half lung has to be omitted. This means that one of the four dose gradient 
vectors which usually cancel by pairs is no more present, and dose homogeneity no 
more warranted.

In order to re-establish homogeneity, one or two beams have to be modified in a 
way which brings about a dose gradient vector which, roughly speaking, cancels the 
uneven gradient vector. This is accomplished by using wedges. Let us calculate angles 
and orientations of wedges needed for cancelling.

Fig. 13. Irradiation of a lung tumour with three 6 x 10 cm cobalt fields. R stands for our ROTACERT cobalt 
unit (see Fig. 3a); SSD = 60cm. One 30° and one 20° wedge applied
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At the entry point of beam I, the angle of incidence is about 30°. The resulting 
obliqueness deformation of the dose distribution might, if necessary, be compensated 
with an edge filter of angle ß' where

tg ß' =  j  tg 30° and ß 'x 2 0 ° .

The crossing poiht of central beams I, II and III lies about 12 cm below the 
entry point of central beam I. Evaluating Fig. 8*, we get, for the dose gradient vector at 
X = 12 cm

I G, I = 3.5 cGy/cm .

The angle of incidence for beam II is about 20°. By a calculation similar to the 
foregoing, we obtain a wedge angle of about 15° which would be needed to compensate 
the obliqueness effect.

The crossing point of the three central beams lies about 14.5 cm below the entry 
point of central beam II, but 6 cm of lung tissue (0.3 g/cm3) is between. According to 
literature [9,25,27] the shift factor for this kind of radiation is about 0.4. Isodose curves 
must therefore be shifted by about 0.4 • 6 cm ä  2.5 cm after the 6 cm of lung tissue. This 
is equivalent to saying that the beam has to pass through 14.5 minus 2.5 cm = 12 cm of 
unit density body tissue, bringing about, at the crossing point, a dose gradient vector of 
absolute value

|G n| = 3.5 cGy/cm

which is opposite to the gradient vector of the wedged beam I. This means that the dose 
gradient vectors of beams I and II happen to cancel, there being no need for 
compensation by adjustment of weight factors.

Beam III is nearly perpendicular to the body surface at its entry point, thus it is 
not necessary to compensate for obliqueness by wedging.

The crossing point of the beams lies about 12 cm below the entry point of 
beam III. 5 cm of this being lung tissue, we have to subtract 0.4 • 5 cm =  2 cm. 
Evaluating Fig. 8, we get for the dose gradient vector of beam III at the crossing point

|G„,| =  4 cGy/cm .

As G,n points in a direction perpendicular to beams I and II, its compensation 
requires filtering of one or both of these beams with wedges which bring about a 
resulting dose gradient vector opposite to it.

The evaluation of the parallelogram in Fig. 12 shows that if this compensation 
were to be accomplished with one wedge, its angle a would be given by

tga  = IWI - —  i.e. a «  50°.
G,| 3.5

* Since the values shown in Table II and plotted in Fig. 8 are dose percent values, the hypothetical 
value I G|I = 3.5 cGy/cm refers to a beam of a source which delivers 100 cGy at the peak dose point.
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T a b l e  I

Depth dose and dose gradient at some kind of teletherapy irradiation

X-ray H VL= 1 mm Cu 60Co 29 MV X-ray 22 MeV electron beam

■Depth Depth
dose

Dose
gradient

Depth
dose

Dose
gradient

Depth
dose

Dose
gradient

Depth
dose

Dose
gradient

cm p.c.
dose p.c.

p.c.
dose p.c.

p.c.
dose p.c.

p.c.
dose p.c.

cm cm cm cm

0
0.5
1
2
3
4
5
6
7
8 
9

10
11
12
13
14
15
16
17
18
19
20

100.0
97.2
93.1
83.2 
73.4
63.2
54.0
46.0
39.3
33.1 
27.9 
23.7
20.2
17.2
14.4
12.3 
10.2
8.7
7.4 
6.2 
5.3
4.5

-5 .6
- 8.2
-9 .9
-9 .8

- 10.2
-9 .2
- 8.0
-6 .7
- 6.2
-5 .2
-4 .2
-3 .5
-3 .0
- 2.8
- 2.1
- 2.1
-1 .5
-1 .3
- 1.2
-0 .9
- 0.8

95
100.0

97.2
91.3
85.4
79.6
74.1
68.6
63.6
58.6
54.0
49.6
45.8
42.2
38.8
35.8
33.0
30.4
28.0
25.9
23.9
22.0

+ 10 
-5 .6  
-5 .9  
-5 .9  
-5 .8  
-5 .5  
-5 .5  
-5 .0  
-5 .0  
-4 .6  
-4 .4  
-3 .8  
-3 .6  
-3 .4  
-3 .0  
- 2.8 
- 2.6 
-2 .4  
- 2.1 
- 2.0 
-1 .9

35
50
67 
86
95 
99
99.5 
98
96 
93 
90 
87 
84
81.5 
78
75.5 
73
70.5
68

65.5
63.5
61.5

+ 30 
+ 34 
+ 19 
+ 9 
+ 4 
+ 0.5 
-1 .5  
- 2  
- 3  
- 3  
- 3  
- 3  
-2 .5  
-2 .5  

-2 .5  
-2 .5  
-2 .5  
-2 .5  
-2 .5  
- 2  
- 2

98
99 
99 
97 
93 
88 
81 
69 
55 
36 
12

+ 2 
0

- 2
- 4
- 5
- 7

- 1 2
- 1 4
-1 9
-2 4

Now we have all data needed to determine what wedging must be used in beams I 
and II in order to ensure a total cancellation of dose gradient vectors at the crossing 
point of the three central beams.

Dose gradient vectors resulting from the obliqueness of beams I and II are 
opposite and nearly equal. The wedge angles needed for their compensation (each by 
itself) must therefore be subtracted and there remains an angle of 20° —15° = 5°.

The dose gradient vector due to beam III requires, for its compensation, a 50° 
wedge, as determined above.

In view of the fact that the resultant dose gradient vector of beams I and II is 
parallel to Gni, we get a final value of 50° +- 5° =  55° for the total wedging angle.
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T a b l e  I I

Absolute values of AD/Ax

Field size [cm] 
Depth [cm] 0 4x4 5 x 5 6 x 6 7 x 7 8 x 8 lOx 10 12x 12 15 X 15 20x 20

0.5
1
2

10 7.0 6.4 6.0 6.5 5.2 4.6 4.4 4.0 3.8
11 6.8 6.5 6.2 5.9 5.7 5.6 5.4 5.8 5.1
8.1 6.5 6.3 6.0 5.9 5.7 5.5 5.4 5.2 5.0
7.2 6.2 6.0 5.9 5.8 5.7 5.4 5.2 5.1 4.9

4
6.5 6.0 5.8 5.7 5.5 5.5 5.3 5.2 5.0 4.8
5.9 5.6 5.6 5.5 5.5 5.3 5.2 5.0 4.9 4.6
5.3 5.3 5.2 5.2 5.0 5.1 5.1 5.0 4.7 4.5

8
4.8 5.0 5.1 4.9 5.0 4.9 4.8 4.8 4.5 4.3
4.3 4.7 4.5 4.6 4.6 4.6 4.5 4.3 4.3 4.0
4.0 4.3 4.4 4.3 4.4 4.3 4.2 4.1 4.1 3.9

10
3.6 3.9 3.9 3.9 3.8 3.9 3.9 3.9 3.9 3.6

11
3.2 3.5 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.4

12
2.9 3.2 3.2 3.3 3.4 3.3 3.3 3.3 3.2 3.1

13
2.7 3.0 3.1 3.1 3.0 3.1 3.1 3.0 3.0 3.0

14
2.4 2.7 2.6 2.8 2.8 2.8 2.8 2.8 2.8 2.8

15
2.2 2. 2.6 2.6 2.6 2.6 2.6 2.6 2.6 2.6

16
2.0 2.2 2.2 2.3 2.4 2.4 2.4 2.4 2.4 2.4

17
1.8 2.0 2.0 2.1 2.1 2.2 2.2 2.2 2.2 2.2

18
1.7 1.9 2.1 2.0 2.0 2.0 2.0 2.0 2.1 2.1

19
1.5 1.8 1.8 1.9 1.9 1.9 2.0 2.0 2.0 2.0

20
1.4 1.6 1.6 1.6 1.7 1.7 1.7 1.7 1.7 1.9

22
1.1 1.3 1.3 1.4 1.4 1.4 1.4 1.5 1.5 1.6

24
0.9 1.1 1.1 1.1 1.2 1.2 1.3 1.3 1.3 1.4

26
0.8 0.9 1.0 1.0 1.0 1.0 1.1 1.1 1.2 1.2

28
0.6 0.8 0.8 0.8 0.8 0.8 0.9 1.0 1.0 1.0

30

In Fig. 13 the compensation is shown to be accomplished by using two wedges of 
angles 30° and 20°, respectively. This choice is motivated by the following fact: The Van 
de Geijn program [5,10] fed into the Honeywell/Bull 60/66 computer of the National 
Computerized Irradiation Planning System [6] provides for only three wedge angles of 
20°, 30° and 45°, respectively, which are used at the Oncological Institute.

Starting from basic irradiation field data as worked out above and data relating 
to body contour, to contours and densities of inhomogeneities within the body as well 
as so-called fix data relating to our irradiation facilities, the computer determined the 
dose distribution shown in Fig. 13.
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It may be seen that this dose distribution fulfils the requirements outlined in the 
Introduction: dose values in the target volume are high, homogeneous, and fall off 
quickly in the directions of highly radiation sensitive organs and of large body volumes.
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PROTON SCATTERING ON 24Mg*
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A straightforward method is proposed for the observation of giant resonances based on the phase 
shift analysis of the inelastic transition between a 0 + ground state and a weakly excited 0 + state. The 
method is tested by analysing the differential cross section of inelastic proton scattering leading to the 
0+ (£„  =  6.43 MeV) excited state of 24Mg.

1. Introduction

One of the most effective tools for the excitation of giant resonances is inelastic 
hadron scattering. The various possibilities for the observation of giant resonances by 
means of inelastic scattering can be summarized as follows. In the course of the inelastic 
collision the target nucleus is excited to some high lying states and then the giant 
resonances show up in the energy spectrum of the inelastically scattered particles as 
pronounced maxima above a continuous background [1, 2, 3, 4]. In this case the 
resonating states are excited as the final states of the target nucleus. Another possibility 
is the excitation of the giant resonances as intermediate states of the compound system. 
In this case the excitation probability of a given low lying state is measured as a 
function of the bombarding energy and the maxima of this excitation function are 
identified with the giant resonances of the compound (target plus projectile) system. In 
order to increase the sensitivity of this method it is advisable to select such an inelastic 
transition where the direct excitation is hindered because of some specific reason. In

* Dedicated to Prof. I. Tarján on his 70th birthday.
Present address:
1 Central Research Institute for Physics, H-1525 Budapest, Hungary.
2 Deceased
3 Now at MIT, Cambridge, Mass. USA
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such a case the contribution of a two-step mechanism involving the high lying states as 
intermediate states, is relatively enhanced.

The direct excitation of the low lying non-normal parity states is hindered, 
because it may take place only by a spin-flip mechanism. Consequently, the excitation 
function of the non-normal parity states provides a rather sensitive tool for the study of 
the giant resonances [5, 6, 7, 8].

In this paper our aim is to explore another possibility for the study of giant 
resonances. Namely we note that in addition to the non-normal parity, a number of 
other reasons may lead to the suppression of the direct transition and the relative 
enhancement of the two-step mechanism. For example if the wave function of the 
excited state contains with appreciable amplitude many-particle many-hole excitations 
compared to the ground state then the one-step direct transition is obviously 
suppressed. If the inelastic cross section of a given low lying state is considerably lower 
than that of the neighbouring states having the same spin and parity, then it is justified 
to assume that the transition takes place predominantly by a multi-step mechanism 
involving highly excited states of the compound system; The measurement of the 
excitation function of such a weakly excited state provides the possibility to study the 
resonating high lying states. Of the weakly excited low lying states the 0 + states are the 
most appropriate for such a study since in the 0+ -*0+ transition the partial waves can 
be associated uniquely to the multipolarity of the giant resonances. In order to test the 
above suggestion we analyse the inelastic proton scattering on 24Mg leading to the 0 + 
excited state, situated at £ex =  6.43 MeV.

2. Experimental results and phase shift analysis

The inelastic scattering of protons on 24Mg has been measured at the 
isochronous cyclotron JÜLICH at proton energies:

£  = 22.50, 23.25, 24.00, 24.75, 25.00, 25.25, 25.50, 25.75, 27.00 and 28.50 MeV.

The angular dependence of the scattering cross sections has been observed between 20° 
and 160° in 5° intervals for the 7 lowest lying states. The description of the experimental 
details and the tabulated cross section values can be found in [7] and in [8], 
respectively.

Searching for giant resonances of the compound system the excitation function 
of the weak inelastic transition to the 0 + (£ei = 6.43 MeV) excited state has been studied 
by means of phase shift analysis, using the standard formula:

pp  _

dß 8/c2 X  Z 2( L J L '  J ' , l / 2 l ) .
IJJ'LL'

Re (SJL* SJL) P,(cos &),
C
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where the wave number of the relative motion is denoted by k, the argument of the 
Legendre polynomial P, contains the scattering angle 0 , measured in the centre of 
mass system of reference. The coefficient Z can be expressed in terms of Racah and 
Clebsch-Gordan coefficients. The S-matrix elements SJL are parametrized in the usual 
way:

Si = Чье2“- .

It was checked that the partial waves higher than Lmax =  6 give negligible contribution 
in the energy interval studied here. The spin splitting of the partial waves is neglected. 
The measured values of the inelastic cross section together with the results obtained 
from the phase shift analysis are shown in Fig. 1.

The absolute squares of the S-matrix elements rjl are exhibited in Fig. 2 as 
functions of the bombarding proton energy £.

In order to analyse the energy dependence of the transition amplitude it is useful 
to split up the S-matrix elements into two parts:

S i(£) = (S i(£ )-< S i»  + <Sl>,

where <S{) stands for the average S-matrix elements taken over the whole energy 
range studied here. The average S-matrix can be associated with the one-step (direct) 
processes and it is expected that the difference S£(£) —<S£> corresponds to the 
multistep processes which may lead to resonating intermediate states.

3. Discussion

According to our basic assumption the inelastic transition 0 + (£ex = Ö.OO MeV) 
->0+(£cx =  6.43 MeV) takes place predominantly via the excitation of high lying states, 
consequently it is sensitive for giant resonances. This assumption is based upon the 
experimental fact that the cross section is considerably lower than that of the 
neighbouring states. If the excited 0+ state, however, is a member of a collective 
vibrational multiplet, then the possibility of a weak multi-step channel coupling 
excitation involving only low lying states, is not ruled out. In order to test this 
possibility a series of calculations using the method of Coupled Channels has been 
performed. It was assumed that the 2+ (£ex =  4.24 MeV) state is a one-phonon 
vibrational state and the 0+ excited state is one of the members of the two-phonon 
multiplet [9]. Within reasonable limits of the potential parameters we were unable to 
obtain acceptable cross sections. The typical values of the inelastic cross section for the 
0+->0+ transition are one order of magnitude higher than the experimental values. 
This result shows that the excited 0+ state cannot be interpreted as a member of a 
vibrational multiplet.
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E -  25.50 E -  25.75

E -  27.00

theta

E -  28.50

Fig. 1. Differential cross section of inelastic proton scattering on 24Mg, leading to the excited state 
0 +(Е„ =  6.43 MeV) measured at proton energies between 22.50 and 28.50 MeV. The error bars correspond 

to the statistical error of the counting rate. The solid lines are obtained by phase shift analysis

The splitting of the S-matrix elements into an average and a fluctuating part has 
been carried out, as it was indicated in the previous Section, and the fluctuating part 
was parametrized in the following way:

S i(£ )-< S {) = Gt ( £ y ^ (E).

The quantities GL(E) and (pL(E) can be compared with the results of the analysis carried 
out for the 0+->3 + transition in [7]. From this comparison one can see a qualitative
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Fig. 2. The transition probability gl for angular momentum L =  0 ,1,2 and 3 obtained by phase shift analysis

similarity between the 0 +-*-3+ and 0 +->0+ transition as far as the excitation 
probability of giant resonances with low multipolarity are concerned. However, from 
the analysis of the 0 + ->0+ transition no definite conclusions can be drawn due to the 
poor statistics of the experimental data. In our experiments the conditions were 
optimised for the measurement of the inealstic cross section of the non-normal parity 
state 3+, consequently the counting rates for the 0 +->0+ transition were too low.

In order to be able to draw quantitative conclusions on the strength distributions 
of the giant resonances experimental data of improved quality are needed. More 
specifically:

1) longer measurements are desirable because of the low cross section values;
2) in order to facilitate the phase shift analysis, measurements at angles sensitive 

to this particular angular distribution are required;
3) to check the maxima of the strength distributions, measurements at some 

additional proton energies are necessary.

The authors are indebted to Prof. C. Mayer-Böricke for valuable discussions.
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DETERGENT EFFECTS
ON AN ALBUMIN-CHLOROPHYLL COMPLEX 

MODEL OF PHOTOSYNTHETIC 
PROTEIN-PIGMENT COMPLEXES*

L. SZALAY, E. TOMBÁCZ, Z. VÁRKONYI
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and
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The absorption, fluorescence, fluorescence polarization and circular dichroism spectra of an artificial 
complex human serum albumin-chlorophyll-a were measured at 20 °C in buffer solution (pH 7.2) and the 
effect of detergents (digitonin, sodium lauryl sulfate, above critical micelle concentration) was studied. A 
strong chlorophyll-chlorophyll interaction found in the complex is removed by detergent treatment. The 
ionic detergent sodium lauryl sulphate induces pheophytinization and conformational changes in the 
protein part of the complex leading to changes in the absolute configuration of the transition moments of the 
pigment. Profound changes in the fluorescence polarization spectra are caused by both detergents. The 
effects of detergents suggest that the possibility of similar phenomena in treating plant material should be 
rigorously considered.

Introduction

Molecules involved in the primary processes of photosynthesis, absorption of 
light, migration of excitation energy to the reaction centre, and charge separation at the 
centre can be grouped as follows: lipids (forming the membranes), pigments 
(chlorophyll-a and accessory pigments, constituents of the light harvesting system, 
reaction centre and the chain of the electron excitation energy) апи proteins 
(metalloproteins and complexes with chlorophylls, constituents of the oxidation- 
reduction electron transfer chain).

According to recent knowledge pigment-pigment and pigment-protein 
interactions play the major roles in photosynthetic processes. The growing interest in 
pigment-protein complexes is well documented in two recent reviews [1] and in the 
Proceedings of the recent International Photosynthesis Congress with over one 
hundred relevant papers [2].

* Dedicated to Prof. I. Tarján on his 70th birthday.
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An interesting point in all studies of these complexes isolated from different algae 
and higher plants is the universality in apparent molar weights and spectroscopical 
properties [3]. These complexes have different molar weights above 20 kD, absorption 
maxima around 436 and 673 nm (chlorophyll-a bands), and at about 280 nm (protein 
band). Different complexes isolated from the same plant (maize) have very similar 
absorption spectra though the apparent molar weights differ widely (from 20 to 
250 kD). It is worth mentioning that no significant amounts of free chlorophylls were 
found in this plant [4], which shows that practically all the chlorophyll exists as 
chlorophyll-protein complexes demonstrating the importance of these complexes in 
photosynthetizing systems.

Owing to the universality of chlorophyll-protein complexes artificial model 
complexes with well-defined composition can be prepared. These complexes are very 
similar to those existing in vivo, and can therefore be used for studying environmental 
effects and for determining roles existing under in vivo conditions. The modeling of 
pigment-protein complexes is not new; milk proteins [5], casein [6], bovine [7] and 
human serum albumin have been used to study the interactions between pigment and 
protein molecules, bonding states, photochemical activities and the aggregation of 
pigments in the complexes. A recently prepared chlorophyll-bovine serum albumin 
complex has been investigated spectroscopically [8] and its luminescence has been 
studied [9]. An improved method [10] resulted in a human serum albumin complex 
with an apparent molar weight of about 230 kD, containing 3 albumin molecules each 
carrying about 3 chlorophyll-a molecules. This stoichiometry is remarkably similar to 
that of a recently isolated complex [1, 4] with a molecular weight of 250 kD and 
composed of two or more subunits, each probably containing three chlorophyll-a 
molecules. It is remarkable that all of these artificial complexes show spectroscopic 
properties very similar to one another as well as to those isolated from plant material,
i.e. to the in vivo complexes. There are models in which the chlorophyll-chlorophyll 
interactions have been eliminated by providing complexes of one molecule protein 
(apomyoglobin) with one molecule chlorophyll [11]. In another model these interac
tions do exist, but can be regulated [12]. These models are very useful to find the 
consequences of the association of protein and chlorophyll molecules. If, however, we 
are interested in the interaction of the complex molecule as a whole with its 
environment, then models containing more subunits and several chlorophyll molecules 
which are reminiscent of in vivo complexes seem more reliable.

In order to study the protein-pigment complexes present in plant material, the 
complexes first need to be isolated. An important step in the isolation process is the 
solubilization of the complex using detergent (digitonin, triton, sodium dodecyl 
sulphate, etc.). This is followed by fractionation (gel filtration, electrophoresis). With 
this procedure complexes of different apparent molar weights may be separated. 
However, the presence of detergent molecules may bring about new interactions and in 
addition to the above-mentioned' molecular interactions detergent-pigment, 
detergent-protein and detergent-lipid interactions may appear and produce artifacts

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



DETERGENT EFFECTS ON AN ALBUMIN -  CHLOROPHYLL COMPLEX 227

in studies performed on the isolated medium. The importance of this possibility has 
already been recognized by several authors and very recently Argyroudi-Akoyunoglou
[13] found that the binding of chlorophyll to protein in the complexes is specific and 
not an artifact due to sodium lauryl sulphate treatment. However, depending on the 
detergent concentration, certain changes occur in the absorption and fluorescence 
spectra of the light-harvesting pigment-protein complex isolated from pea chloroplasts
[14] . Among the complexes isolated in some laboratories, there is an unstable one, 
named CPa (a complex of chlorophyll-a), which is considered to be the reaction centre 
of the second photochemical system (PS-2) of photosynthesis. This statement has been 
confirmed recently by several authors [13]. However, this complex is labile to 
detergent treatment therefore it cannot be safely isolated [15]. All these reports on 
chlorophyll-a-protein complexes, and on the effect of detergent treatments point out 
the importance of obtaining more information about chlorophyll-a-protein complexes 
and about the effects of different environments, particularly those created by detergent 
molecules. We have already experimented on the effects of detergents on chlorophylls 
and on other dyestuffs [16] and on proteins [17]. We decided to investigate an 
artificial human serum albumin-chlorophyll-a complex recently prepared in our 
laboratory and already used successfully in spectroscopic studies [10]. The following 
main problems were studied: a) the condition of the pigment in the complex; b) the effect 
of detergent treatment on a pigment-protein complex; c) the relevance of these effects 
on in vivo complexes extracted by a similar treatment.

Materials and methods

A chlorophyll-a-human serum albumin (Chl-HSA) complex prepared in our 
laboratory was used. The details of the preparation are published elsewhere [10]. The 
main steps are the following. Lecithin dissolved in chloroform and Chi dissolved in 
diethyl ether are mixed and evaporated to dryness. The dry material is dissolved in 
Britton-Robinson buffer and is sonicated to produce liposomes containing Chi. HSA 
is added to the suspension and after shaking and waiting for the complexation of Chi 
and HSA a Sephadex column is used for separating the complex. The fractions may 
have different absorption coefficient ratios fc(280 nm)//c(680 nm) depending on the 
number of Chi molecules per molecule of HSA. If fractions with ratios from 0.95 to 
1.10 are collected, the apparent molar weight of the complex is about 230 kD and the 
number of Chi molecules per molecule HSA is 3 to 1 depending on the concentration of 
the solutions. (If the ratio is lower or higher than 1:1, more or less Chl-s, respectively, 
are attached to one HSA molecule.)

For detergent treatment sodium lauryl sulphate (SLS, an ionic detergent, 
product of Fluka AG, Buchs SG, Switzerland) and digitonin (D, a non-ionic detergent, 
product of Reanal, Hungary) were used. These detergents are both very often applied in 
the separation of pigment-protein complexes. Above a critical detergent concentration
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micelles are formed (in the case of SLS this concentration is about 2.5 • 10 “ 3 M, in non
ionic detergents it is lower). In order to follow the procedures used in solubilizing in 
vivo complexes their concentrations were well above the critical concentration; in all 
cases 6.6 • 10“ 3 M detergent solutions were used.

The absorption spectra were measured with a Specord UV-VIS (Zeiss) or 
(especially in the Chi absorption region) with an SF-18 recording spectrophotometer 
(USSR). The fluorescence spectra and fluorescence polarization spectra were recorded 
with a Perkin-Elmer (Type MPF-44A) spectrofluorimeter. Correcting for instrument 
error the degree of polarization was calculated from the formula

Il- P 1 
!\\ +P1

where /ц is the intensity of fluorescence measured with both the observing and the 
exciting polarizers vertically oriented, and 1L is the intensity measured with the exciting 
polarizer vertically oriented and the observing polarizer horizontally oriented. The 
correction factor is the ratio of fluorescence intensities obtained with the exciting 
polarizer horizontally oriented and with the observing polarizer both vertically and 
horizontally oriented. The ratio p =  / verticai/̂ horizontai takes the systematic error of the 
instrument into account.

The circular dichroism (CD) spectra were recorded with a JASCO 40 C 
spectropolarimeter.

All measurements were carried out at room temperature. All manipulations with 
chlorophyll-containing materials were carried out in dim light; the preparations were 
kept under air in the dark and in a refrigerator at 4 °C. In these circumstances the 
optical properties remained reasonably constant for 3—4 days.

Results
Absorption spectra

The absorption spectra were recorded from 220 nm to the red end at about 
700 nm. The spectra are shown in Fig. 1 from 350 nm only, because the absorption peak 
at 274 nm (belonging to HSA absorption) published in [10] did not change except for a 
slight shift towards longer waves and the change in the absorption intensity was less 
than 5 per cent. The detergent treatment in the absorption region of Chi (Fig. 1) causes 
considerable change when the ionic detergent SLS is used. The peak of the absorption 
of the complex at 440 nm disappears and a new peak at 418 nm appears together with 
the maxima at 512 and 550 nm, which should be attributed to an extensive 
pheophytinization of chlorophylls. In the red band a shift of the maximum from 674 to 
677 nm is observed. The non-ionic detergent D does not induce such spectral changes, 
but causes a decrease of the extinction, £(A). (By using proper sample thicknesses the
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A ( n m )  ------- ►

Fig. I. Absorption spectra of the complex human serum albumin-chlorophyll-a in Britton-Robinson buffer 
(pH 7.2; solid line), complex +  6.6 • 10" 3 M sodium sulphate (dotted line), complex + 6.6 • 10“ 3 M digitonin

(broken line)

actual measured values of extinction never exceeded 0.8. In Fig. 1 all £(A)-values refer to 
1 cm layer-thickness.)

Since the incubation time with detergent has been found to be an important 
factor of the detergent effect, the absorption spectra after 1 and 24-hour incubation 
were recorded (Fig. 2). (Note the different scales for SLS- and D-treated solutions.) The 
effect of detergents on the absorption spectrum of the complex is apparent after 1-hour 
incubation.

Fluorescence spectra

The spectral distribution of the intensity of protein fluorescence excited at 
280 nm and that of the chlorophyll-a fluorescence excited at 435 nm are shown in 
Fig. 3. Relative intensities Fre, =  F/Fmax are plotted; Fmax = 1 is taken arbitrarily for both 
the HSA and the Chi part of the spectrum. The intensity scale, Frel, is different for the 
fluorescence of HSA-Chl complex solutions and for the solutions treated with D and
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Fig. 2. Relative absorption spectra of the complex human serum albumin-chlorophyll-a treated with 
6.6 ■ 10~3 M sodium lauryl sulphate for 1 hour (dotted line) and for 1 day (dash-dotted line), and treated with 

6.6 - 10“ 3 M digitonin for 1 hour (solid line) and for 1 day (broken line)

Fig. 3. Relative fluorescence spectra of the complex human serum albumin-chlorophyll-a and the spectra of 
detergent-treated samples (notation as in Fig. 1)
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SLS detergents. The protein fluorescence peak of SLS-treated solution is shifted far to 
the ultraviolet part (to 307 nm). The peak of chlorophyll fluorescence is shifted from 
690 to 682 nm after detergent treatment. The absolute intensities of the fluorescence are 
greatly increased in the Chi band after detergent treatment: relative to the untreated 
sample the maximum height of the peaks at 682 nm is about 50 times higher. With 
excitation at 280 nm (HSA absorption peak) the fluorescence of chlorophyll-a appears 
and the spectral distribution is similar to that shown in Fig. 3.

Circular dichroism spectra

These spectra exhibit very pronounced changes after detergent treatment (Fig. 4). 
The CD-spectrum of the HSA-Chl complex in the red band of absorption £(2) (shown 
in Fig. 1) has a typical shape attributed to the presence of Chi dimers. The positive and 
negative peaks of almost equal heights and the intersection at 694 nm on the 
wavelength axis are characteristic of the CD spectrum of the complex.

After D treatment a single negative band appears with maximum at 677 nm. 
After SLS treatment a single positive band is obtained with peak at 683 nm.

Fluorescence polarization spectra

Relative fluorescence polarization spectra are shown in Fig. 5, where pmax 
denotes the maximum value of p in the appropriate spectral range. For comparison the 
absorption spectrum E(2) is shown (right scale). This presentation gives information on

683

Fig. 4. Circular dichroism spectra of the complex human serum albumin-chlorophyll-a and the spectra of 
detergent-treated samples (notation as in Fig. 1)
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4 0 0  4 5 0  6 0 0  7 0 0

X ( n m )  -------- ►

Fig.5. Relative fluorescence polarization spectra of the complex human serum albumin-chlorophyll-a and 
the spectra of detergent-treated samples (notation as in Fig. 1)

the spectral distribution of p. The distribution was reproducible: from 3 samples 
prepared independently the peaks were at 415,436,615,640 and 677 nm within + 3 nm 
accuracy. However, the absolute values of p varied for some peaks by over 100 percent.

Discussion

From the experimental results conclusions can be drawn: a) on the composition 
(and partly on the structure) of the complex prepared for modeling plant pigment- 
protein complexes, especially for that of CPa, which cannot be easily isolated from 
plants; b) on the effect of detergents on the structure of our artificial pigment-protein 
complex; c) on the points which should be considered in the evaluations of 
spectroscopic data of plant pigment-protein complexes obtained with detergent 
treatment.

In [9] the evaluation of absorption and fluorescence spectroscopic data leads to 
the conclusion that HSA does not induce essential changes in the spectral and energetic 
parameters of the pigment part of the complex. This statement is valid only if 
spectroscopy means strictly fluorescence spectroscopy, and the red shift of the 
absorption (10—15 nm) and the increase of the band width (by about 5 nm and the 
appearance of long-wave fluorescence) are neglected. In this sense our absorption and 
fluorescence spectra of the HSA-Chl complex are similar to those of Chl-solutions, too. 
Low-temperature spectra, however, are more sensitive to the changes of pigment entity 
after complexation and they suggest the presence of Chi associates in the complexes. In
[12] casein-Chl complexes with a peak of associated Chi molecules appeared at 
672 nm if the number of Chi molecules per complex molecule к  5—6. Though the

Acta Physica Academiae Scienliarum Hungaricae 53, 1982



DETERGENT EFFECTS ON AN ALBUMIN -  CHLOROPHYLL COMPLEX 233

absorption and fluorescence spectra, especially at ambient temperatures, do not show 
definite pigment-pigment interactions in all cases, the CD spectra reveal the presence 
of associates without any doubt. As Fig. 4 indicates, the CD spectrum of HSA-Chl has 
an exciton signal with extrema at 677 (—) and 715 nm ( + ) in the main red absorption 
band of Chi, which means that dimeric Chi molecules are present in our HSA-Chl 
complex. The prerequisite of pigment association is given, since from earlier evidence 
[10] we know that about 9 Chi molecules are bound to each HSA unit (of 3 HSA 
molecules). Since, however, the pigment is non-covalently linked to protein, only an 
average number of chlorophyll molecules per protein molecule can be given [21].

In D-treated complex solutions the absorption spectra do not change much in 
accordance with the above statement about the low sensitivity of these spectra (Fig. 1). 
In the CD spectrum a negative band appears with a maximum at 658 nm indicating the 
presence of monomeric Chi. (A similar negative band is seen in diethyl ether solution, 
where only monomeric forms can be present.) D is a non-ionic detergent having a slight 
effect, but still strong enough to break the Chi associates, most probably by 
incorporating Chi molecules into D micelles.

In SLS-treated complex solutions the absorption spectrum (Fig. 1) exhibits very 
pronounced changes: the shift of the blue band (from 440 to 418 nm) and the 
appearance of new peaks between 500 and 600 nm indicate a pheophytinization of Chi. 
A profound change in the CD spectrum (Fig. 4) is the reversal of the single band with 
maximum at 662 nm from a negative (obtained with D-treatment) to a positive band. 
One should not forget, however, that this CD-band belongs to pheophytinized Chi.

This behaviour has been found very recently in bacteriochlorophyllides [11]. 
The association of protein and chlorophyll in defined (1:1) structures was studied using 
apomyoglobin (as protein) and different chlorophyllides (as chlorophyll analogs). In 
this system the heme group of the protein is replaced by a single pigment molecule. If 
bacteriochlorophyllide was used for replacement, several transitions in the CD 
spectrum became entirely reversed. The reversal can be explained by the change of the 
absolute configuration of the transition moments. In our case, the SLS treatment 
should induce a conformational change of the HSA matrix. This change transfers a 
monomer linked to a given site into another orientation. In micellar solutions the 
concentration of monomeric detergent molecules is a saturation concentration 
therefore the number of monomeric detergent molecules is always sufficiently high to 
interact with proteins.

According to [18] monomeric forms can only interact with proteins and they 
often induce conformational changes or even disruption of the protein macrostructure. 
The conformational change of HSA is corroborated by the great shift of the 
fluorescence maximum from 327 to 307 nm, which can be explained by conformational 
changes leading to tyrosine fluorescence (hindering the excitation transfer from 
tyrosines to tryptophan) or to changes of the environment of tryptophan.

Detergents are able to solubilize Chi and can easily form micellar Chi solutions. 
The effect seems to take place comparatively quickly. After one hour of incubation the
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effect on the absorption spectrum appears (Fig. 2); not much further change can be seen 
after one day of incubation. This might be different when chloroplast fragments of 
larger size are treated [14].

The general features of the relative fluorescence polarization spectrum of the 
complex (Fig. 5) are similar to those obtained earlier for Chl-s or Chi analogues. The 
polarization spectrum of Chl-a in castor oil showed a strong overlap of two bands 
around 400 nm and a further overlap around 650 nm [23]. The potassium 
chiorophyllide fluorescence polarization spectrum in glycol had maxima at 408 and 
415 nm and an increase beyond 430 nm [24]. The Chl-a fluorescence polarization 
spectrum in ethanol at 77 К shows three smaller peaks from about 400 to 480 nm, a 
sharp peak at about 630 nm and an increase toward longer waves [20].

In connection with our spectra two statements can be made: a) the reproduci
bility of the absolute values of the degree of fluorescence polarization was very bad; b) 
the D treatment induced profound changes in the spectral distribution of the degree of 
polarization. The first statement can be easily understood. Since Chi molecules are 
non-covalently linked to different amino acid residues, in spite of their similar 
spectroscopic properties and energetically similar build-up, the fluorescence polarizat
ion may be different in different samples. The degree of polarization reflects the 
mobility of the pigment molecule in its microenvironment, which is highly sensitive to 
minor changes.

The second statement cannot be easily explained. The peaks at around 430 and 
640 nm disappear in D-treated samples. Two possible explanations can be suggested:
a) The electronic transitions with perpendicular transition moments Qx and Qy [24] 
interact differently with detergent molecules. The transitions of the moments Qy and Qx 
lie around 674 (Qy(0,0)), 625 nm (ßy(0 ,1)) and around 615 nm (£>x(0,0)); the transitions 
of the moments Bx and By are at about 440 (ßx(0,0)) and 240 nm (Bv(0,0)). The 
detergent molecules affect the transitions Bx(0,0) and б у(0, 1) only. This picture is 
not clear however. It is generally known that Qy is perturbed more strongly by 
environmental effects [24], but one cannot accept that Qy(0,0) and By(0,0) are not 
concerned, b) Two equilibrating ionic forms of the complex [19] interact with the 
HSA-Chl complex differently. At pH 7.2 there exist two forms, a cationic form with a 
more pronounced absorption peak at about 420 nm and a neutral form with higher 
maximum at around 440 nm. Since the peak of the fluorescence polarization spectrum 
at longer wavelength in this region (at 432 nm) disappears after D treatment, the 
neutral form of the complex seems to be influenced by D molecules. In the red band of 
Chi absorption, however, this explanation cannot be satisfactorily applied either, 
because in this region the bands of the neutral and cationic forms strongly overlap, just 
as the fluorescence originating from the excitation of these forms [19].

The conclusions can be briefly summarized as follows, a) The artificial HSA-Chl 
complex incorporates Chi dimers and can therefore be a candidate for modeling CPa.
b) The detergent treatment of this complex removes the dimers. The ionic detergent 
SLS induces pheophytinization and conformational changes of the complex; further, it
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causes changes in the absolute configuration of the transition moments. Non-ionic 
detergents, such as D, may change the spectral distribution of fluorescence polarization 
both by removing some characteristic bands and by shifting the maxima, c) Under in 
vivo conditions, using the same types of detergents in similar concentration, one should 
consider the possibility of detergent-complex interactions which were found with this 
artificial complex. SLS treatment needs careful consideration, and the data of 
polarization should be very carefully analysed. The effect of detergent on the protein 
part of the complex deserves special attention, because it is believed that detergent 
micelle formation diminishes the concentration of monomers and prevents protein 
dénaturation.
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MOLECULAR SPECTROSCOPY AS A TOOL 
IN STUDYING BIOPHYSICAL PROBLEMS*

S. D amjanovich and J. Szöllősi

DEPARTMENT OF BIOPHYSICS, UNIVERSITY MEDICAL SCHOOL OF DEBRECEN 
DEBRECEN. HUNGARY

A joint application of flow cytometry, a fast optical analysis of animal cells, and the Forster-type 
resonance energy transfer technique provided a suitable tool for the study of proximity relationships on the 
cell surface.

Fluorescence cell sorting and analysis made it possible to study the distribution pattern of cell 
membrane components such as the H  — 2 K k antigen. The relative distribution of the concanavalin A  receptor 
and the H  — 2 K k antigen has also been studied.

The steady development of modern physical theories and experimental methods 
for the last 30 years has influenced biology to such an extent that nowadays we may 
speak of a revolutionary development of this science. Molecular spectroscopy has 
provided a particularly powerful means to study biophysical problems.

Three of the recently developed luminescence spectroscopic methods seem to be 
extremely versatile. These methods are in the chronological order of their introduction 
to biophysics: fluorescence activated cell sorting and analysis [1, 2, 3], fluorescence 
redistribution after photobleaching (FRAP) [4, 5] and time-dependent delayed 
fluorescence and phosphorescence spectroscopy [6, 7] at room temperature.

All these experimental techiques have contributed to the rapid development of 
cellular and molecular biophysics more than any other experimental technique so far, 
except for X-ray crystallography. These luminescence techniques also have the great 
advantage of enabling us to investigate living material, including living cells. If 
compared with some of the resonance spectroscopic methods, like NMR, ESR or 
Mössbauer spectroscopy, the latter have much lower sensitivity and demand more 
expensive hardware.

After the rapid and really spectacular success of biochemistry in studying 
biological material, its molecular compositions and chemical reactions, more and more 
information has been obtained indicating the importance of molecular dynamics in 
the living material. The rotational and translational mobility of macromolecules 
reflects the combined effects of size, shape, internal flexibility, environmental fluidity 
and stereochemical constraints, static and dynamic interaction, proximity relation
ships, etc. Luminescence techniques have opened up a new world, a time window

* Dedicated to Prof. I. Tarján on his 70th birthday.
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F ig .  I. Details of the optical interrogation and sorting of the flow cytometer, FACS III (Becton-Dickinson)

ranging from 10" 9 — 10 s, making the study of such motions and interactions possible. 
However, the statistical nature of the biological interaction, i.e. the slight individual 
differences if we study only a limited number of biological objects like cells, may 
misinform us regarding minor, although sometimes essential details.

In this communication we intend to deal briefly with fluorescence-activated cell 
sorting and analysis, with some references to the work carried out in our Laboratory. 
Fluorescence-activated cell sorting and analysis was the first method to give 
spectroscopic information about individual cells at a speed of 1— 104 cell/s. Fig. 1 
shows the basic principle of the instrument. A cell suspension is driven through a 
capillary system. Suitable adjustment of the air pressure in the sample and sheath 
containers allow a sample of fluorescently tagged cells to be injected into the centre of 
the flowing stream of compatible sheath liquids, establishing a laminar coaxial flow 
within the nozzle-transducer assembly, until the thin fluid stream has a diameter 
comparable to the diameter of a single cell. A laser beam orthogonal to the cell stream is 
centred so that the scattered light and the fluorescence signals can be collected and 
centred on photosensitive detector systems, like photomultipliers or photodiodes. As 
Fig. 2 shows, the signals can be individually collected either by a microprocessor, or in a 
computer. This system allows data collection and analysis at high speed with great 
precision. The scattered light is proportional to the particle or cell size and shape and 
also viability [8,9,10]. The fluorescence signal (or signals) can give information on any 
of the cell constituents labeled specifically by fluorescence dyes. In the case of multiple
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F ig .  2. Schematic block diagram of the signal processing of the flow cytometer, FACS III (Becton-Dickinson)

detection and double excitation, anisotropy data or resonance energy transfer 
processes can be traced equally well [11].

The immediate application of the high speed analysis of the cells, giving 
information on the cell size distribution, DNA and/or protein content, number and 
distribution of specifically labeled ligand binding sites, etc., is plausible in cell biology, 
hematology, immunology, gynecology, oncology, etc.

Naturally, analysis in itself, although very important, is still not the ültimate 
possibility of this system. A properly applied piezoelectric transducer is capable of 
presenting uniform droplet formation. If the analysis of the optical signals occurs at the 
unbroken jet of the fluid stream where the droplets are not yet formed, and the 
electronic analysis of the signals is fast enough compared to the flow, then applying a 
pulse of proper shape to the saline in the flowchamber at the time the wanted (analyzed) 
cell is about to be pinched off into a droplet, the cells giving certain signals can be 
separated. Generally three droplets are charged, making the separation of the cells 
much safer.

Figs 3 and 4 demonstrate some of our data on the DNA content of normal and 
Gross virus leukemic lymphocytes. The proportion of cells having large DNA content 
is higher in the case of leukemic lymphocytes than in the case of normal ones, i.e., the 
leukemic lymphocytes divide faster than normal cells. Other significant differences 
between normal and leukemic cells were found when samples stained with fluorescein 
diacetate (FDA) were analyzed in the flow cytometer (Figs. 5 and 6). FDA is hydrolysed 
inside the cells by esterase enzymes and the liberated fluorescein accumulates in the 
cells. The analysis of scattered light and fluorescence intensity distribution histograms 
of cells revealed that the fluorescein content of large leukemic cells is three times higher
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F ig .  3. Fluorescence intensity distribution histogram of normal mouse lymphocytes. The cells were fixed with 
alcohol and stained with Hoechst 33 342 dye which is specific for DNA. The cell cycle distribution of cells is

shown in the figure

0 40 80 120 (channel number)
fluorescence intensity

F ig .  4. Fluorescence intensity distribution histogram of leukemic mouse lymphocytes. The cells were fixed 
with alcohol and stained with Hoechst 33 342 dye which is specific for DNA. The cell cycle distribution of

cells is shown in the figure
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a)

Fig . 5. Frequency distribution histograms of scattered light and fluorescence intensities of normal C3H/He- 
mg X AKR/F, hybrid mouse lymphocytes. For the analysis the lymphocytes were prepared from mesenteric 
lymph node. The distribution histograms were recorded in the 6th min of the FDA hydrolysis. Data 
collection was triggered with the scattered light (A) or with the fluorescence intensity (B). The first and second 
peaks of light scattering distribution histogram ( A )  belong to the red blood cells and normal lymphocytes,

respectively

than that of the small, normal ones. The observed differences both in size and 
fluorescein content of normal and leukemic lymphocytes enable one to distinguish 
unequivocally between these cells [12, 13, 14].

Fig. 7 gives a more advanced version of a fluorescence flow cytometer compared 
to the system shown in Figs. 1 and 2. In this system the dual laser excitation provides a 
new possibility for the study of cell surface receptors and their proximity relationships. 
The binding sites for the ligands, Con A and anti-Я — 2Kk, on the cell surface of T-41 
lymphoma cells were simultaneously labeled with fluorescein izothiocyanate (FITC) 
and tetramethyl rhodamine izothiocyanate (TRITC) conjugated ligands. The two dyes 
fulfil the Förster requirement for fluorescence energy transfer as the emission spectra of 
the donor dye (FITC) and the absorption spectra of the acceptor dye (TRITC) 
substantially overlap (Fig. 8).

The transfer efficiency of a Förster type fluorescence resonance energy transfer 
depends on the negative sixth power of the donor-acceptor distance (R) and parameter
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F ig .  6. Frequency distribution histograms of scattered light and fluorescence intensities of leukemic C3H/He- 
mg X AKR/F, hybrid mouse lymphocytes. For the analysis the lymphocytes were prepared from mesenteric 
lymph node. The distribution histograms were recorded in the 6th min of the FDA hydrolysis. Data 
collection was triggered with scattered light (A ) , fluorescence intensity (В ), or the hatched region of 
fluorescence intensity (C, D ) shown in the Figure. The first, second and third peaks of the light scattering 
distribution histogram ( A )  belong to the red blood cells, normal lymphocytes and the leukemic lymphocytes,

respectively

F i g .  7. Schematic diagram of a flow cytometer with dual laser excitation
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Fig .  8 . Fluorescence excitation and emission spectra of FITC and TRITC conjugated ligands

R0. R0 is the distance between the donor and the acceptor where the probability of the 
emission of the excitation energy by the donor and acceptor is

ET R6o
R60 + R6 ’ ( 1 )

Rq = 8.8 • 10~25 ■ QD - к 2 ■ n~* ■ j e a ( A ) F d ( A ) A ~ *  dA cm6,

where e a ( A )  is the molar extinction coefficient of the acceptor, FD(A) is the 
normalized fluorescence spectrum of the donor, A  is the wavelength in cm, QD is the 
quantum yield of the donor, к 2 is an orientation factor determined by the spatial 
relationships of the donor and acceptor, i.e. by the angle between their respective 
absorption and emission oscillators, and n is the refractive index of the medium. ET  can 
efficiently be determined between donor and acceptor separated within 2—8 nm.

The transfer efficiency (ET) is related to the emission of the acceptor excited 
through the donor by the following expression:

ET = EA1,-<xEDdd- ßEAAA . ( 2 )
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proximity of H-2 antigen and Con A binding proteins 

FL-H -2K k and RH-ConA
H-2 capped H-2 dispersed H-2 capped
Con A capped Con-A dispersed Con A dispersed

0 200 400 Eo 0 200 400 pO 0 200 400 CDD c0 bD
fluorescence intensity

a) b) c)

Fig. 9. Fluorescence resonance energy transfer measurements on single cell basis. The dots on photographs 
represent cells and the coordinates of dots correspond to parameters of cells shown on the X(E%) and Y(ET) 
axis. The cells were stained with FITC conjugated Con A and TRITC conjugated anti-H — 2Kk

immunoglobulin simultaneously

EA and ED represent the fluorescence intensity of the acceptor and donor, respectively. 
The superscripts and subscripts stand for donor and acceptor emission and excitation, 
respectively. A represents the emission or excitation of the acceptor, while D denotes 
the donor excitation and emission peaks. The emission of the donor is excited at the 
excitation site of the donors, detecting the emission at the donor emission site (the 
donor excitation is provided by the 488 nm argon-ion laser line, the emission is 
detected through a 515 nm narrow bandpass interference filter in front of the 
photomultiplier). ED% will be proportional also to the “unwanted” emissioa of the 
donor at the acceptor emission site (>590nm). EA*, the emission of the acceptor 
excited at 555 and detected above 590 nm is proportional to the direct excitability of 
the acceptor at the excitation wavelength of the donor. The Я and ß correcting factors, 
multiplied by the ED% and EA* and subtracted for the EA% value result in a value 
directly proportional to the transfer efficiency. Fig. 9 shows a plot of our experiments 
where the proximity relationships of cell surface receptors like Con A and H — 2Kk are 
represented by the slope of the fitted curve. Con A is a protein of a molecular weight of 
120000, which binds specifically to a certain kind of oligosaccharide on the cell surface. 
H — 2Kk is an antigen determining the self (i.e. characterizing) of a mouse cell. This 
method recently developed by Drs T. M. and Donna Jovin has served as a tool to detect 
an uneven distribution between cell surface ligand binding sites at nm level [15, 16].

The number of Con A receptors renders it possible to have the fluorescein labeled 
proteins (FITC-Con A) at a distance from the rhodamine labeled other cell surface 
binding ligand, the anti-H — 2Kk antibody, so that it also fulfils the distance 
requirement of resonance energy transfer.

As Fig. 10 shows, certain cell surface elements may have a distribution having the 
specifically labeled ligand binding sites collected at one pole of the cell like a “cap”. This
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Fig. 10. Cell surface pattern of fluorescence of the same cell at green excitation (left — cap formation) and blue 
excitation (right — uniformly distributed fluorescence). The cells were labeled with FITC conjugated Con A 

and TRITC conjugated anti-H — 2Kk immunoglobulins

capped-dispersed capped -  capped

Fig. 11. Schematic drawings of the distribution of binding sites in dispersed and cap forming state on the cell
surface

Acta Physica Academiae Scientiarum Hungaricae 53, /982



246 S. DAMJANOVICH and J SZÖLLÖSI

phenomenon, called capping, with quite a number of interesting cell-biological 
implications, is perfectly suitable to alter the relative distribution of the cell surface 
elements in case they are “capped” separately. Fig. 11 demonstrates a simplified scheme 
of the capping and also the disperse distribution of the ligands, and, consequently, the 
ligand binding sites.

Though the phenomenon outlined above has already been known for ten years, 
the exact biophysical investigation of the possible distribution patterns of cell surface 
receptors and other ligand binding sites is still missing [17]. The use of fluorescence 
energy transfer as a slide rule at molecular level, and the application of the cell sorter 
and analyzer giving individual information at single cell level, without losing the 
advantage of the cell populations, bring us really closer to a better understanding of 
cellular biophysics.
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COMPARISON OF THE ORBITALS OF NEON, 
ARGON AND KRYPTON CALCULATED 
BY THE HARTREE-FOCK AND THE Xa 

METHODS WITH SEVERAL VALUES OF a *
R. G á spá r  and Á . N a g y

INSTITUTE OF THEORETICAL PHYSICS, KOSSUTH LAJOS UNIVERSITY,
4010 DEBRECEN, HUNGARY

The orbitals of Neon, Argon and Krypton were calculated by the Xa method with parameters a 
theoretically determined by one of the authors [1—3].

It is pointed out by calculating expectation values of some powers of the radius that the orbitals of 
this method agree well with those of the Hartree-Fock method. For comparison values for the orbitals 
calculated with a =  1 and 2/3 are also presented and some experimental values are included.

Introduction

In 1951 Slater [4] was the first to suggest an approximate exchange potential 
proportional to the one-third power of the local electronic density. In 1954 Gáspár [5] 
and later in 1965 Kohn and Sham [6] proposed another exchange potential which was 
the two-thirds of Slater’s. Since that time calculations with several numerical 
coefficients in the exchange potential have been carried out and this new theory using 
local exchange potential has been denoted by the term “Xa method”.

For the nearly three decades of the Xa method tremendous progress has been 
made in this theory but the problem of the parameter a still seems to be an unsettled 
one. In his previous papers [1—3] Gáspár introduced a new, theoretical way of 
calculation of the exchange parameters a. In this paper a comparison of orbitals of Ne, 
Ar and Kr calculated with several values of a is presented. It is shown that the orbitals 
of Gáspár’s new method are the nearest in approximating the Hartree-Fock orbitals.

* Dedicated to Prof. I. Tarján on his 70th birthday.
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The total energy 

<£Xa> = 

+

The theory

of an electron system is given by

1
E»i M*(l)/i ui(l) dt>! + P(l) P(2)^12 àvi di)2

[p T(l) t /XT(l) + p A(l) l /Xi(l)] do, (1)

where / ,  is the one-electron operator acting on the first electron, i.e. the sum of the 
kinetic energy and its potential energy in the field of the nuclei. g l2 is the two-electron 
operator, the Coulomb interaction energy of the first and second electrons. The charge 
densities of the electrons with spin up and down have the form

P\ = Z n t fK i  (2)
it

and

Pi = Y nju*uj ’ (3)Я
where ut are the spin orbitals. The total charge density is

P  = P i + P  i -  (4)

The last term in the total energy expression provides the exchange energy.
Using the variational principle the Xa one-electron equations are

[ / l  + J p(2)t/i2 dt>2 + кх«т (1 )] М;т( 1 ) = fiixct “it ( 1 ) (5)

and similar equations for spin orbitals with spin down. The exchange potential is given 
by

l/XT(l) + PT(l) apT(l) J'
( 6)

In the Xa method the exchange potential in the total energy expression is proportional 
to the 1/3 power of the charge density

Ux«t ( l ) = - 9 a 4 ^ (1>

1/3
(7)

(The energy is in Rydbergs.) The exchange potential in the one-electron equations is

( 8 )
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a = l  gives the exchange potential proposed by Slater [4] and a = 2/3 provides the 
exchange potential suggested by Gáspár [5] and Kohn-Sham [6].

The Xa method of Slater contains a free parameter a. This permits to adjust the 
Xa method to the Hartree—Fock theory. The parameter a can be chosen so that the 
total Xa energy should be equal to the Hartree—Fock total energy. These parameters 
aHF were calculated by Schwarz [9] and a method nearly as good as the Hartree—Fock 
method itself was obtained. There are, however, some problems with the parameter in 
the Xa method. Because the value of a is determined by adjusting, the Xa method is 
often considered as a semiempirical one. The parameter aHF depends on the atomic 
number Z, it is not quite straightforward how to choose the value of a when the method is 
used in molecules.

To overcome these shortcomings of the Xa method some refinements have been 
made. Here the Xa/? method by Herman, Van Dyke and Ortenburger [7, 8] is discussed 
only. It is argued by these authors that the dependence of the parameter a on the atomic 
number Z is due to the inhomogeneity in the density distribution and a gradient term is 
introduced. The main advantage of the Xa/? method is that the parameters a and ß are 
not Z dependent allowing a natural application to molecules and solids. But it has the 
disadvantage of having two adjustable parameters and a much more difficult way of 
computation.

One of the authors [1—3] has suggested a new way of theoretical introduction of the 
parameter in the Xa method. The exchange potential of an electron gas is given by

where

and

is the reduced momentum of the electron considered and

(9)

( 10)

( П )

£ f , = k/T = (6л2р)2/3 ( 12)

is the Fermi energy. By an averaging process in the к space the averaged exchange 
potential is obtained

Pxt
/  F(n)fl2
*n________

П2
j  n2dri 
n

(13)
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This is an Xa exchange potential with the parameter

a =  + -  (̂>72- 1 ) 21п
1 + t,
1 - n

( 14)

If we average over all occupied states, i.e. q{=0 and t]2 = — = 1, the parameter
kF

introduced by Slater (a =  l) is obtained. On averaging over a thin shell near kF, i.e.
^ _g ^

и. =  —̂—  and n2 =  7— = 1 with e-»0, a = 2/3 is obtained. Between these two 
kF kF

exchange potentials another exchange potential may be constructed by the 
introduction of an averaging process near the Fermi surface for a layer containing vT 
electrons in the unit volume, i.e. t/i = ( 1  — vT/p r)1/3 and t]2 = l. v ^ u f i i i  is the density of 
the reference electron. The exchange potential is given by

where

and

^ХаТ — ^X ashell î —  60C,shelM 4n Pl

1/3

ou„i! =  — \ 1 -  ^  n3 -  ^ ri + \ [ri2 — 1] In 1+tl
1 -4

» 1 = 1
P Î

1/3

(15)

(16) 

(17)

These exchange potentials are different for different shells. It is possible to carry 
out another averaging process for the electron system with a weight factor rij

shell

j

(18)

where rij is the number of electrons in the shell j. Now is the same for each electron 
with the same spin but it depends on the position (1). It is possible to get a constant 
parameter aG so that the mean squared deviation of lx«o Î and K ,;  be a minimum. The 
parameter aG can be determined in a self-consistent way, i.e. starting from a trial atomic 
(or molecular) potential the spin orbitals are obtained by solving the Xa equations. 
From the spin orbitals the new exchange parameter aG is obtained and then the new 
potential is calculated. This process has to be carried out until self-consistency is 
achieved.
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Results and discussion

The expectation values of powers of the radius <->, <r> and <r2>, in atomic
r

units, are calculated by the Hartree—Fock and the Xa method with parameters a = 1, 
a =  2/3, aHF and aG and they are presented in Tables I—III, which show that there is a 
good agreement between these orbitals. It is the results gained with the parameter a G 

that are closest to the Hartree—Fock values [10]. The expectation values with a HF are 
nearly as close to the Hartree—Fock values as those calculated with a G. Results with a s 

= 1 and aGKS = 2/3 are farther from the Hartree—Fock ones, though the expectation 
value obtained with aGKS are sometimes rather close to the Hartree—Fock ones. 

These expectation values show the behaviour of the orbitals at different values of

the radius. The values <- > are sensitive to the behaviour of the orbitals near the nucleus, 
r

The expectation values <r> and <r2> show how good the orbitals are in the middle and 
outer regions of the atom.

The expectation value <r2> of the atom is proportional to the experimentally 
measurable diamagnetic susceptibility. These values calculated by different methods 
and gained from experiment can be found in Table IV. A comparison shows a good 
agreement between the results obtained by Hartree—Fock and X a  calculations with aG 
and aHF and the experiment. Unfortunately, the uncertainties in experimental values do 
not make it possible to decide which orbitals are the best.

Table I
Expectation values of powers of the radius for some orbitals in Ne 

(in atomic units)

<l/r> <r> <r2>
Is
HF 9.61809 0.15763 0.03347
Xa a =  1 9.674 32 0.15684 0.03315

a =  2/3 9.558 68 0.15898 0.03409
a HF 9.581 28 0.158 65 0.03390
<*G 9.588 70 0.158 42 0.033 84

2s
HF 1.632 56 0.892 11 0.96708
Xa a =  1 1.67414 0.87438 0.928 68

a = 2/3 1.624 51 0.90600 1.00467
a HF 1.633 58 0.89997 0.98988
“g 1.63677 0.89791 0.98486

2 P
HF 1.435 35 0.96527 1.22846
Xa a =  1 1.51419 0.91278 1.097 49

a = 2/3 1.43103 0.98998 1.326 81
a HF 1.447 22 0.97366 1.27564
<*G 1.45279 0.968 24 1.25900
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Table II
Expectation values of powers of radius for some orbitals in Ar 

(in atomic units)

<1 /r> <r> <r2>

Is
HF 17.553 31 0.086 10 0.00996
Xa a =  1 17.61185 0.085 82 0.00989

a =  2/3 17.50058 0.08643 0.01003
<*HF 17.51925 0.08633 0.01001

17.51709 0.086 34 0.01001

2s
HF 3.555 33 0.41228 0.201 22
Xa a =  1 3.57470 0.41078 0.20001

a =  2/3 3.51107 0.41814 0.20747
*HF 3.521 58 0.41690 0.20620
*G 3.52038 0.417 04 0.20634

2 P
HF 3.44999 0.375 33 0.17434
Xa a =  1 3.50787 0.36977 0.169 57

a =  2/3 3.437 86 0.37841 0.17802
<*hf 3.44944 0.37695 0.17657
“ g 3.448 15 0.377 12 0.176 74

3 s
HF 0.961 98 1.42217 2.35041
Xa a =  1 1.013 57 1.37021 2.17914

a = 2/3 0.984 33 1.41794 2.34782
0.98895 1.41009 2.319 55

“ g 0.98845 1.41096 2.32268

3 P
HF 0.81407 1.66296 3.31085
Xa a =  1 0.87521 1.563 80 2.91847

a = 2/3 0.824 67 1.68210 3.435 21
0.833 15 1.66068 3.337 15

<*G 0.83222 1.66304 3.34793

In conclusion, we can state that the new way in the calculation of the exchange 
parameter a in the Xa method provides good orbitals. Although the orbitals obtained 
with the parameter aHF are nearly as good as those calculated with aG, this new method 
has two very important advantages. First, this method contains no adjustable 
parameters and so it can be regarded as an ab initio method. Second, this method can be 
applied to any system of molecules or solids without further theoretical difficulties.
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Table III
Expectation values of powers of radius for some orbitals in Kr 

(in atomic units)

<l/r> <f> <r2>
Is
HF 35.498 28 0.04244 0.00241
Xa a = 1 35.558 67 0.042 36 0.00240

a = 2/3 35.448 83 0.04251 0.00242
»IIF 35.461 54 0.042 49 0.00242
“G 35.457 28 0.042 50 0.00242

2s
HF 7.918 84 0.187 26 0.041 28
Xa a =  1 7.933 53 0.18683 0.04107

a = 2/3 7.877 25 0.188 10 0.041 63
aHF 7.883 86 0.18795 0.041 56
aG 7.881 58 0.18799 0.041 59

2 P
HF 7.868 44 0.161 88 0.03200
Xa a = 1 7.92718 0.16068 0.031 51

a = 2/3 7.866 26 0.16202 0.03206
*HF 7.87344 0.16186 0.03199
“g 7.87093 0.16191 0.03201

3 s
HF 2.637 56 0.537 80 0.33173
Xa a =  1 2.65590 0.535 56 0.32927

a = 2/3 2.62019 0.54290 0.338 73
*HF 2.624 30 0.542 04 0.33761
<*G 2.62295 0.54233 0.33798

3 P
HF 2.522 78 0.54263 0.343 54
Xa a =  1 2.555 17 0.53701 0.33686

a =  2/3 2.51425 0.54644 0.349 36
aHF 2.51899 0.54532 0.347 87
<*G 2.51744 0.545 69 0.348 36

3 d
HF 2.27694 0.55088 0.31748
Xa a =  1 2.33140 0.53832 0.35508

a = 2/3 2.27453 0.55486 0.379 33
aHF 2.28122 0.55286 0.37634
«G 2.27905 0.553 51 0.377 31

4 s
HF 0.804 19 1.629 38 3.04032
Xa a =  1 0.858 89 1.55135 2.75159

a = 2/3 0.83303 1.60368 2.95521
aHF 0.83598 1.59751 2.93078
*G 0.83502 1.59954 2.93883

4 P
HF 0.669 22 1.95161 4.45508
Xa a =  1 0.72058 1.83561 3.926 51

a =  2/3 0.677 37 1.97073 4.59563
aHF 0.682 56 1.95317 4.50442
«G 0.68084 1.95898 4.534 54
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Table IV
Expectation values <r2> calculated with the total radial density of the 
atom for Ne, Ar and Kr. (Expectation values are in atomic units.) The 
experimental results are obtained from diamagnetic susceptibility

[И]

Ne Ar Kr

HF 9.372 26.034 39.530
Xa a = 1 8.509 23.306 35.569

a = 2/3 10.038 26.810 40.331
»HF 9.701 26.154 39.694
“g 9.591 26.226 39.904

Exp [11] 8.4—9.8 14.2—24.9 34.8—36.9
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MATHEMATICAL MODELLING OF SEGREGATION 
PROCESSES IN MICROBIAL POPULATIONS 

CONTAINING A SINGLE PLASMID SPECIES*

G . MÜLLER, D. N o a c k , R. S c h o r c h t

CENTRAL INSTITUTE FOR MICROBIOLOGY AND EXPERIMENTAL THERAPEUTICS, JENA, GDR

and

S. G á s p á r , L. H e r é n y i

INSTITUTE OF BIOPHYSICS, SEMMELWEIS MEDICAL UNIVERSITY,
BUDAPEST, HUNGARY

This paper presents two mathematical models for plasmid segregation processes of bacteria 
containing a single plasmid species with various copies. A Markov chain model allows to study the general 
properties of these processes for stable inheritance of the plasmid and for plasmid loss during continuous 
culture. The other, more specialized model is based upon the following assumptions: (1) random replication 
of the plasmid copies concerning the replicated copy number, (2) equal number partitioning of the copies 
after replication into the daughter cell.

Introduction

The stability of inheritance of a multi-copy-plasmid in a chemostat culture 
depends on the type of plasmid, its host cell and the culture conditions (Adams et al [1], 
Godwin and Slater [2], Roth et al [3], Jones et al [4], Noack et al [5]). There are two 
possible alternatives: either stable inheritance of the plasmid for a long time of 
cultivation or the loss of the plasmid. The kinetics of plasmid loss in a chemostat and 
the conditions for their stable maintenance were studied in several mathematical 
models (Baumberg [6], Stewart and Levin [7], Levin et al [8], Levin and Stewart [9], 
Levin and Rice [10]). These models describe the dynamic behaviour of the whole 
population without consideration of the various mechanisms of the segregation 
process. Other authors discussed the problems of plasmid segregation in relation to 
these mechanisms (Novick et al [11], [12], [13], Uhlin and Nordstrom [14], Cullum 
and Broda [15], Molin and Nordstrom [16], Nordstrom et al [17] I, II, Hashimoto- 
Gotoh and Timmis [18]).

In addition to the experimental studies stochastic models allow a quantitative 
comparison between theoretical and experimental data and their interpretation.

Such models were based on various assumptions for the basic mechanisms of 
segregation in the process of inheritance of the plasmid copies to the daughter cells at

* Dedicated to Prof. I. Tarján on his 70th birthday.
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cell division. Mathematical models of the mechanisms of replication (rep), replication 
control (cop) and partitioning (par) of plasmid copies at cell division were discussed 
quantitatively only in connection with problems of plasmid incompatibility (Ishii et al
[19], Novick and Hoppensteadt [20], Cullum and Broda [15], Nordstrom et al [17] I, 
II). All discussed mathematical models for plasmid incompatibility have in common 
the dissection of segregation process of two different plasmid types into two processes: 
replication of the plasmid copies and their partitioning into the daughter cells, as well 
as they are common in the assumption of a constant whole copy number of both 
plasmid types in all generations and in each cell after replication. The assumption of a 
N->2N->N cycle in the course of replication and partitioning allows to calculate the 
alteration of relative frequencies of mixed plasmid states and the averaged segregation 
probability. Conclusions can be drawn on the mode of replication and partitioning of 
the plasmid.

In this paper we present two stochastic models describing the loss of a single 
multi-copy-plasmid during continuous culture. In both models we assume a random 
replication of the plasmid copies and a random partitioning, for instance a binomial 
partitioning, or an equal number partitioning, of the replicated plasmid copies. The 
mathematical description of the plasmid segregation in agreement with genetic results 
is a difficult task, because the average number of plasmid copies per cell of the whole 
population decreases in time in contrast to the mentioned models of plasmid 
incompatibility. We have solved this problem in two ways. In the first model the basic 
properties of the segregation process of a single multi-copy-plasmid are discussed. By 
means of special matrices R and Q for the replication and partition the second 
mathematical model describes in detail the segregation rate of the plasmid and the 
proportion of plasmid-free and plasmid-containing cells in the whole population.

A general segregation model

In the first model we study the basic properties of the segregation process 
described as a Markov chain. Let г be the number of generations (t = 0, 1,2, 3, . . .)and 
£t a random variable which describes the copy number per cell in the generation t. 
has possible values /c =  0 ,1,2, . . . ,  N. We call

p(£z = k)= px(k)

the probability that = k. The vector (p0(k)) к = 0,1,2, . . .  N  is the initial distribution 
vector of the plasmid copy numbers in the population. A Markov chain with discrete 
time is defined by the conditional probability:

n ^ z+1 = k\^0= j0, ^ = j u . .  . , ^ x= jt) = i i ^ +i = k \ i t =jt)=nJk.

njk is the transfer probability of the j-th state to the k-th state after one generation. We 
assume that njk is independent of the number of generations. Therefore, the Markov
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chain is homogeneous and we have the transfer matrix (njk) j , k  = 0 , \ , . . . , N .  This is a 
stochastic matrix with the properties:

Z  71 jk =  1 - j  = 0 , l , . . . , N
k = 0

and
Kjk 2: 0 , j, k = 0 , 1, . . N  .

Writing рт(к), t  = 0, 1,2, . . .  as a line vector Pt and (njk) as the square matrix П, 
we have, for example,

p z= p t- r n . ( 1 )

This recursive formula allows to calculate the distribution vector of plasmids in the 
generation т

Pt = P0 n \  (2)

П" is the n-fold matrix product. In our model we consider the segregation process from 
one generation to the next, described by the stochastic matrix П, as a result of two 
processes, replication and partition of the plasmid copies. We represent the processes 
with two matrices R and Q which have the form:

and

1 0  

0 R u
o o r 22

0

*11»

0 ................................. 0 r nn

1

*10

Q  =

0
0
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Then the transfer matrix П may be written

1 0 ........................................ 0

л 10 n l l  • ............................................n \ N

n 2 0  n 2 l  n 2 2 ...................................................n 2N

П = R Q  = . . . (3)

n N  0 • ■  n NN

a) Non-segregation case

The case of stable inheritance of the plasmid during continuous culture is 
described by the stochastic matrix П with the condition for the first column

_ f l ,  i =  0
71,0 " [ 0 ,  i= 1,2, ...,1V

(no plasmid containing cells change over into the plasmid free state).
Eq. (2) shows that in this case the first element of the initial distribution vector P0 

does not change during the process of cultivation. From the matrix П we can obtain the 
submatrix IT without the first column and first line of П. The properties of П' usually 
satisfy the conditions of the ergodic theorem for Markov chains and therefore there 
exists in each case a stationary limit distribution P'x independent of the initial 
probability distribution P'0:

lim F0TTn=P'x .

b) Segregation case

The case of continuously decreasing proportion of plasmid containing cells in the 
population is characterized by the special form of matrix П:

7100— 1

and ni0 > 0 at least for one of i .

The study of the asymptotic behaviour of these homogeneous Markov chains is 
in direct connection with the existence of eigenvalues of the matrix IT. With the known 
notation we get the matrix equation:

; .р ;= р ;л ' (4)
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with X as an eigenvalue of I T  and P' a corresponding eigenvector. If / =  1, the 
corresponding eigenvector P'* in the equation Р'* = Р'*П' is the stationary limit 
distribution of case a) independent of P'0.

From the standard Perron—Frobenius theory for positive matrices (Canning 
[21]) and from the detailed classification of the various possibilities of Markov chains 
and their asymptotic behaviour (Bartlett [22], Feller [23]) we can conlude for the 
segregation case that eigenvalues X < 1 of the reduced matrix equation (4) will appear.

From this result and Eq. (1) it can be concluded that the plasmid copy 
distribution functions of the plasmid containing cell population are not changed in the 
course of long term cultivation. For instance the mean value of copies per cell of the 
plasmid containing cell population is constant in the process of segregation.

Specialized segregation model

In the first model the processes of replication and partitioning are not specified, 
in the second one, however, explicit calculations will be carried out. We assume a 
random replication process in the following sense (not in the sense of genetic replication 
models) and describe this process with the replication factor x, OiSxfgl.

mean value of
generation copy number copy number 

before replication after replication
T Zt  Z z  +  X Z t

Assumption: after the process of replication the copy number per cell undergoes 
a binomial distribution. Let Pks be the transfer probabilities that к copies result in s 
copies after replication. Then

^  = (s*fc)*,_*W [ 1-* ( fc)]2*~5 (5)

with k=  1,2, . . N  and s = k, .. .,2k. The dependence x = x(k) on the copy number 
makes a more general formulation possible.

The initial distribution vector P0 can be chosen arbitrarily. We could show that 
the asymptotic behaviour of the model parameters are independent of P0. The 
partitioning of the replicated copies is assumed to be equally distributed and is 
illustrated in the following scheme:
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copy number after 
partitioning in the 
two daughter cells 

n
2

n
2

n+l
2

n — 1 
2

The equal number assortment model is in agreement with the experimental 
results of Hashimoto—Gotoh and Sekiguchi [24] for a low copy number plasmid (pSC 
101, with 10— 14 copies per cell). Novick et al [12] also interpreted experimental results 
with a high copy number plasmid (about 32 per cell) as supporting equal number 
partitioning. In contrast to these cases a lack of partitioning (par“) leads to a random 
distribution of the plasmid molecules between the daughter cells at all divisions 
(binomial distribution of plasmid copy number in the process of assortment, 
Nordstrom et al [17] Part I).

With these assumptions we can calculate the series of distribution vectors of the 
copy numbers in each generation

{PrU  1,2....
Further it is possible to calculate the segregation rate <5t for each generation as 

the transfer probability of cells to the plasmid free state:

copy number 
after replication

even

uneven

6, =
2—(1-*(1  )) Z ' b ,

i = 0

BT. ( 6)

The terms Bh i= 0,1, . . . , t are multiple sums, dependent on the initial 
distribution P0, the replication factors x(n), n= 1,2, . . .  and the transfer probabilities 
pks. The experimental measurable proportion of plasmid free and plasmid containing 
cells can be determined as follows:

P(zr -0 )  =  ^ ^  £  B„  (7)

P(zt > 0 )=  1 -P (z t =  0), ( z , P ) .
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The segregation process can be described with the replication factor 0 ^ x <  1. 
The limiting value of segregation rate has been calculated. If the number of generations

1 — x( l)
t - к » ,  then the segregation rate ô z - » — - — . The function St depends on z, the

replication factor x and the maximum copy number N. Our calculations have shown
. .  . . .  . . l - x ( l )that ox rapidly converges to the limit — ----- .

Discussion

A favourable assumption previously made in the mathematical descriptions of 
segregation processes concerning plasmid incompatibility was the constant whole 
number of plasmid copies per cell after replication. These models described the change 
in relative frequencies of mixed plasmid states and studied in detail the kinetics of the 
segregation process. With the aid of the first mathematical model proposed in this 
paper we analysed the more general properties of the structure of models for the 
segregation of a single plasmid type if in the segregation case the whole copy number 
decreases. The two important results are that in the non-segregation case the 
segregation models must have the property that the plasmid copy number has a limit 
distribution which is independent of the initial distribution and that the proportion of 
plasmid free cells is constant during cultivation. These results are in agreement with 
experimental results and are not trivial.

On the other hand, theoretical results of the real segregation process show that 
the proportion of plasmid containing cells decreases within the population during 
cultivation, but the plasmid distribution functions of this part of population remain 
unchanged.

We considered these general conditions of segregation models in the detailed 
calculations of the specialized segregation model in the second part of the paper. We 
have chosen special mechanisms for replication and partitioning, but the dependence of 
the replication factor x  on the appropriate copy number in the cell gives much more 
possibilities for use. If one assumes a decreasing function x(k) as the copy number 
increases it is possible to describe the loss of the plasmid during continuous culture as 
well as to replace the failing assumption of a constant copy number used in models for 
incompatibility.
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COMPUTER MODELS FOR SOME ASPECTS 
OF EVOLUTION*

F . D eá k  and G. M a r x

DEPARTMENT OF ATOMIC PHYSICS, ROLAND EÖTVÖS UNIVERSITY 
1088 BUDAPEST, HUNGARY

« L’ esprit va dans son travail, de son désordre 
à son ordre. Il importe qu’il se conserve 
jusqu’à la fin des ressources de désordre, et 
que l’ordre qu’il a commencé de se donner ne 
se lie pas si complètement, ne lui soit pas un si 
rigide maître, qu'il ne puisse le changer et user 
de sa liberté initiale. »

(Paul Valéry)

In this model a certain sequence of characters is supposed to have a “survival advantage” compared 
to any random sequence. The multiplication happens with errors of a fixed probability. By making use of this 
model, the evolutionary role of sequence length, life expectancy and mutation rate has been studied.

Evolution

Lifeless objects wear out, they decay, their manifold heads towards complete 
disorder. A population of living beings does not wear out, it is even able to improve 
itself. If one looks for the origin of this qualitative difference, it turns out that the 
essential threshold of life is the ability of self reproduction. In a noisy environment not 
all offsprings of a living being are identical, so there is always a spectrum of genetic 
information present in the population. In the actual environment the allele (the variant) 
with the highest survival value and the highest fecundity multiplies the fastest. Other 
alleles are decimated or eliminated by natural selection, but they are always 
reproduced by the mutations of the fittest allele. If the environment changes, another 
allele of the spectrum will fit the new environment in the best way, and this allele then 
takes over. In this way the population will adjust itelf to new conditions. In this 
information-theoretical sense “life is the undertaking of an information carrier, to 
produce as much copies as possible”. This is an updated version of the saying that “the 
hen is an undertaking of an egg to make more eggs”. From this point of view three 
layers of natural phenomena can be distinguished:

* Dedicated to Prof. I. Tarján, pioneer of exact approach to biology, on his 70th birthday.
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I. The behaviour of material objects with few degrees of freedom can be described 
by deterministic equations of motion (equations of Newton, Maxwell, Schrödinger, 
D irac ...). These are symmetric with respect to time reversal, the motions described by 
their solutions are reversible. (E.g a mass point, a mathematical pendulum, a rigid 
body, a lone electron.)

II. The behaviour of an aggregate of matter with very many degrees of freedom is 
irreversible due to statistics. It is characterized by increasing disorder, by wearing out, 
by dissipating any concentrated energy from a single degree of freedom to many 
degrees of freedom of the aggregate. (Second Law of thermodynamics.) Examples: the 
universe or any piece of real matter.

III. A population of self reproducing structures is able to improve itself in a noisy 
environment, to increase the survival chances and multiplication rate of the member 
structures spontaneously. Natural selection eliminates the deficient copies, so the 
population of self reproducing structures does not wear out. In fact just the opposite is 
true: by making use of random mutations, the population is able to adjust itself to a 
changing environment. Its fate is irreversible as well, but now in a positive sense. 
(Darwinian evolution.) In accordance with the Second Law, the necessary condition for 
spreading and developing is a steady flow of free enthalpy to the self reproducing 
structures, so that the increase of entropy in the environment overcompensates the 
increase of organisation and information within the population.

In this information-theoretical sense the main task of life science is to understand 
the spontaneous origin, spreading and increase of the genetic information. No wonder 
this challenge has attracted the attention not only of biologists, but of chemists, 
physicists, mathematicians and computer scientists as well [1].

The first computer model

Since the discovery of the genetic code, the mechanism for the evolution of 
genetic information has been sought by a number of authors [2]. To understand the 
evolution of genetic information, Manfred Eigen and Peter Schuster have introduced a 
very simple, but very illustrative model [3]. Let us start with a random sequence of 
characters. (E.g. BAK GEVLNT GUPIF LESTKKM.) The given environment has 
been supposed to have the highest preference for a “sensible sequence” of these many 
characters (e.g. TAKE ADVANTAGE OF MISTAKE). If the characters of an actual 
sequence agree with the ideal sequence in several places, this actual sequence will have a 
higher multiplication rate than any other random sequence with a lesser degree of 
coincidence. In this way the “sensible sequence” will be selected from the manifold of 
random sequences within a few generations. Evidently, if the copying were 100 percent 
faithful, a population not containing the ideal sentence from the beginning would not 
have a possibility of evolution towards the “most sensible sentence”. But the interplay 
of a slight error rate per character with natural selection makes such a spontaneous
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increase of sensible information possible. A very high mutation .rate, however, is 
harmful: it may wipe out any achievements of the evolution, before its fixation in the 
population with the help of natural selection. Eigen has worked with sentences of 
definite length, with a fixed preference for a unique “ideal sentence”.He used the 
computer model to find the maximum size of inheritable information at a given 
mutation rate and to explore the advantages of a cyclic information structure (like 
TAKE ADVANTAGE OF MISTAKE).

By generalizing Eigen’s model, the present paper explores the influence of 
different internal parameters on the speed of evolution [4]. Such parameters are the 
length of words, their mutation rate, their life expectancy, the capability of changing the 
information length, etc. In this paper also we shall restrict ourselves to a fixed “target 
word”. The case of “changing environment”, that of “divergent evolution” with 
different target words, the possibility of a “symbiosis of information” will be explored in 
a subsequent paper.

Let us use an alphabet with 16 characters (e.g. the Hawaiian alphabet). A word 
may contain L characters. It will be compared to a previously fixed target word (e.g. 
LIFE). If only R letters are right ones at right places (e.g. in the case of LOTE one has 
L = 4, but only R = 2), the word is less “fit”, so it will produce 2R + 1 offsprings per 
generation. The “sensible word” (R = L) has the most offsprings: 2L+1. The parent 
perishes after one generation, after having produced the offspring.

In general the offspring are copies of the parent word, but there is a chance for a 
“typing error” (mutation) at each copy. With a mutation probability /i any character of 
the parent word may be replaced by another, randomly chosen character of the 
alphabet. (E.g. an offspring of LIFE may be LOTE, another may be LIFE. The value of 
R may remain, may decrease or may increase.)

The number of words in the population will grow very fast from generation to 
generation, at the end like a fast diverging geometrical sequence. In order to control the 
number of digits, we express the composition of the population in percentages.

Influence of the mutation rate

Let us consider a population of words with the fixed length L. The number of the 
words, containing R right characters at right places is given by y(R). These numbers 
make the L +1 dimensional population vector y. The population vector will change 
from generation to generation due to selective multiplication and due to mutations. Its 
value is y„ in the n-th generation. For the next generation, any К-word will be replaced 
by its 2R +1 offspring (this is described by the spreading matrix S). Some of the offspring 
are mutants, because any character of the parent word has a chance // of being 
miscopied (this is described by the mutation matrix M). So the population vector of the 
next generation can be obtained by a linear transformation from the former generation:

y„ + i = MSy„. (1)
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The multiplication is described by the (L+ 1) x  (L + 1) sized diagonal spreading 
matrix

■ 1 0 0 . . .  0

0 2 0 . . .  0

0 0 2 2 . . .  0 ( 2 )

0 0 0 2 l +  1

A single mutation may replace either a right character with a wrong one 
(R->R — 1), with the probability

l.R =  R '
R 16-1
L 16-1

(Mutation rate times the chance of affecting a right character times the chance of 
choosing a wrong character from the alphabet.) Or the mutation may transform a 
wrong character into another wrong one (R->R), with a probability

P r , r  —  И  '
L - R  16-2 

L 1 6 - Г

Or the mutation may transform any wrong character into the corresponding right one 
(R ->R + 1), with a probability

L - R  1
P R  + 1 . R  —  R ‘ £  " У б —T f '

Substituting a right character with the right one (at a given place it is the same!) is not 
mutation, it is faithful copying. So the total mutation probability of one character is

P r - \ , R  +  P R , R  +  P R + l .R  =  R  ■

A single-character mutation can be described by the following matrix:

14 L 15 1
0, 0,15 L ’ 15 L ’

1 L 14 L — 1 15 2
0,15 L ’ 15 L ’ 15 L ’

0,
1 L —1 1 4 L -2 15 3

15 L ’ 15 L ’ 15 L ’

o, 0,
1 L - 2 1 4 L -3

15 L ’ 15 L

. . . , • • • > • • • j • • • )
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The expected number of mutations is <N> = /rL in a word of L characters, they may be 
described by a Poisson distribution. So the overall mutation matrix is constructed in 
the following way:

oo (,,j yv
M = Z ^ ^ r P " .  (4)

n  = o TV!

Let us now start with a 10 character word, all characters wrong (R =  0). The 
evolution of the population towards the “target word” is shown in Fig. 1 for different 
mutation probabilities (/i). The curve of the population distribution is drawn for each 
fifth generation. (The serial number of the generation is indicated on the corresponding 
curve.) Table I shows the final population distribution. This limit is essentially the 
eigenvector of the product matrix M • S, belonging to the highest eigenvalue.

For a fixed “target word” (in a fixed “environment”) the “best fitting population” 
would consist of only perfect words (R =  10), in this population the multiplication rate 
would be the highest: 2n =2048. This could be realized only with an exact 
reproduction, /r = 0, but this would make any evolution, any adjustment to a new 
environment impossible. A similar multiplication rate (~  2000) can be realized by any 
value /r < 1%, so there is no practical advantage to suppress the mutations below that in 
this specific model.

If, however, the environment cannot be expected to last longer than 20 
generations, if the target word will be changed at the 20th generation, there is no time 
enough to build up the limiting population by natural selection. Fig. 2 shows that 
within 20 generations the mutation probability ц = \%  builds up the highest 
multiplication rate. If the available time is so limited, a more faithful reproduction were

Table 1

R

1 2 3 4 5 6 7 8 9 10

0. 100
0.000 3 1 99
0.001 2 98
0.003 6 94
0.01 - - - - - - - 2 7 92
0.03 - - - - - - 2 10 34 54
0.1 - - - - 2 8 19 30 29 12
0.15 - - 1 2 8 17 26 26 15 4
0.2 - - 2 416 24 25 17 7 1
0.3 1 4 11 20 25 21 12 5 1 —
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Fig. 2

even disadvantageous. In a fast changing world, in the case when the target word will 
change after 10 generations, the highest multiplication rate can be achieved by a larger 
copying error: /t =  10%. So the moral of this chapter is the following: under strictly 
controlled environmental conditions a small mutation rate is preferred, because this 
results in a narrow population spectrum. (This is the idea behind the hybrid chicken.) In 
a fast changing environment, however, a higher multiplication rate has a definite 
selective advantage. (This is a lesson learned well by the flu virus.)

Influence of the multiplication advantage

In this calculation the multiplication advantage per correct characters was taken 
to be 2. If one uses a higher multiplication advantage (Eigen used 2.718 and 10 per bit), 
it will make the final spectrum narrower. So a higher multiplication rate may 
compensate a larger mutation probability ц.

Influence of the longevity

In our model it has been assumed up to now that the parent word disappears 
immediately after having produced the first generation of her offspring. Let us change 
this condition: the life time of an individual word be 3 generations, i.e. any individuum 
bears three times. This certainly increases the overall population number, but the 
increase becomes negligible if the multiplication rate > 1. During the fast change of the 
population (R growing from 0 towards L) the surviving parents act as conservative 
elements, slowing down the increase of the average multiplication rate. (Table II gives 
the increase of the average multiplication rate in the first generations, if L =  10, 
/1 =  0.000 3, the life time of a word is 1 or 3 generations. Moral: the longevity of words

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



270 F. DEÁK and G MARX

number of generations

Fig. 3

Table II

Number of Lifetime
generations 1 3

0 2 2
1 2 2
2 2 2
3 2 2
4 2 2
4 2.02 2
6 2.02 2.02
7 2.04 2.04
8 2.10 2.08
9 2.18 2.14

10 2.40 2.32
11 2.74 2.56
12 3.75 3.24
13 4.76 4.34

identical

has a special value mainly for a population of small multiplication rate. (Fig. 3 shows 
the delayed decrease of the number of completely wrong words, R = 0 for a special case.)

In the following chapters we shall go back to the “one word — one generation” 
assumption.

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



C O M P U T E R  MODELS F O R  SOME A S P E C T S  O F  E V O L U T I O N 271

Influence of the length of the genetic information

Eigen has claimed [3] that in the case of /rL < 1 the correct words will dominate 
the final population. This does not seem to be valid in our computer model. The reason 
for this is simple. Let y, describe an ideal population, consisting exclusively of the
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correct words with R = L. Now a new generation cannot be better than My,. If the error 
per character is ц, then the probability for a copy to be incorrect is ä  hL. E.g. for ц 
=  1/15 and L=  10 one gets /rL = 2/3, i.e. a good half of any generation will contain 
incorrect characters! It is true on the other hand that the new generation will be 
produced mainly by the perfect fraction, because the perfect words have at least twice as 
high multiplication rate as the imperfect ones.

Fig. 4 depicts the evolution of words with different lengths in time. The mutation 
rate per character is the same for all: ц = 3%. The speed of evolution increases with 
growing L. But for longer words, even if they are correct, there is a small chance to 
produce correct copies. Fig. 5 shows that the width of the final population increases by 
growing L. This certainly limits the size of the inheritable genetic information. It is only 
the “selection pressure”, not inheritance, which prevents a complete randomization of 
the text. As Eigen has emphasized: for a fixed value of ц natural selection will optimalize 
the size of the genetic information. This phenomenon will be studied in the next 
Chapter.

Growth of the information content

Peter Schuster [5] presented a simple model to show how the mutation 
probability per character limits the size of the genetic information. Here he assumes for 
simplicity that only correct words multiply, any incorrect character is lethal. This 
assumption is useful to get a relation between ц and Lmax. But to understand the 
increase of the genetic information to its optimum length one has to relax this strict 
condition. That is what we do in our second computer model.

Let us consider a population of “words” with different lengths. (E.g. we shall put 
L = 2, 3,4, 5. Lone characters are not considered to be sensible words, but only building 
blocks available in unlimited quantity. The maximum value of L is limited by the long 
build-up time and by computer capacity. Let us see, if the evolution dynamics makes 
any further restriction.) For each length there is a “target word”, the longer target 
words are obtained from the shorter ones by adding a new character to the end. (E.g. a 
series of target words may be AB, ABC, ABCD, ABCDE, or in a more English way: TO,
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TOO, TOOL, TOOLS. An arbitrary word made of L characters may contain R 
characters identical with those of the target word with the same length. (There are R 
identical characters on the correct place). The number of such words will be denoted by 
y(L, R) in the population. Evidently O ^ R ^ L ,  as before. The number y(L,N) will 
change in time.

A longer chain of characters needs more time to be copied, so the time gap 
between two generations is supposed to be proportional to the number L of characters 
in the word. — A word carrying a more sophisticated information may have a longer 
life time. (“More enzymes offer a more elaborate defence system against wearing out.”) 
In our second computer model the average life time is assumed to be

If one has a population of “correct” words of different lengths (R =  L) and no error 
copies are allowed, the time dependence of y(L, L) will be described by the differential 
equation

The optimum value of L, offering the fastest multiplication, can be obtained from the 
algebraic equation

So for any г one can estimate the optimum length of words (see Fig. 6).
If the word contains also “wrong” characters, its multiplication rate is 

suppressed by a factor of 1/2 per wrong character. So an (L, R) word has the 
multiplication value

T(L, R) = 3Rr .

i.e. from
L2 3 Llg3 = t . (5)

1 2RS(L,R) =  - - L------.
L Z 2«

(6)

These are the elements of the diagonal spreading matrix S.

c/S

0.5--

2 3 4 5 L

Fig. 6
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Not all offspring are true copies. The mutation matrix (4) can be approximated 
for a small value of ц by the expression

M = 1 + /лЬР. (7)

Now the population contains words of different lengths, so both S and M are composite 
matrices containing diagonal submatrices indicated by (6) and (7).

Let us allow that a random character may stick to the end of any word with a 
probability у per unit time, (y for “growth”). There is a 1/16 chance that the new added 
character is a “right” one (increasing L to L + 1 and increasing R to R + 1). There is a 
15/16 chance that the new added character is a “wrong” one (increasing L to L + 1 but 
leaving R unchanged). This effect can be described by a nondiagonal matrix G.

- 1 0 P 0 0 0 0 0
0 - 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0

15
Ï6 0 0 - 1 0 0 0 0
1

Тб
15
Тб 0 0 - 1 0 0 0

0 1
Тб

15
Тб 0 0 - 1 0 0

0 0 1
Тб 0 0 0 - 1

0 0 1
Тб 0 0 0 - 1

It will be assumed in the new model that a word at the site of a wrong character is 
more vulnerable than elsewhere. There is a probability ß for a break of the word at the 
wrong character. The wrong character can stick to the first or to the second fragment 
with equal probability. If both fragments consist of at least two characters, we have got 
two shorter words instead of the original long one. The L — R — l other wrong 
characters of the original word distribute in average uniformly between the two 
fragments, so the first fragment (containing the first L, characters of the original word) 
will consist of

R
L - R -  1 

L — 1 ( L , - l )
L - R - 1 

L — 1
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right characters. The right characters of the original word will become wrong certainly 
in the second fragment, but some of the wrong characters of the original word may turn 
out to be right, with a probability 1/16 per character. All these changes can be taken 
into account algebraically with the help of a nondiagonal matrix B.

The decay of the words can be described with a mean life time

T(L, R) = 3*r,

i.e. with the expression t- 1D, where

1 0 0 0 = 0 0 0
0 3_1 0 0 0 0 0
0 0 3 -2 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 3“ 1 0 0
0 0 0 0 0 3 -2 0
0 0 0 0 0 0 3 - 3 . . .

Finally, the differential equation describing the fate of the population reads 

y =  [(l+^L P)S  + yG +  / lB -T - ‘D]y.

This takes into account several aspects influencing the information content of the 
words. To see a specific example, the numerical parameters were chosen in the 
following specific way:

/r = 0.10, y = 0.02, ß = 0 № ,  т =  0.4.

The computation started with a single nonsense word of two characters (L =  2, R = 0, 
like FZ). The emergence of longer and sensible words is shown in Fig. 7. This Figure 
gives a motion picture, how the two character word improved (e.g. from FZ to TO), 
then one experiences a very slow transition to three characters and improving of the 
meaning of the three characters (e.g. making TOO). In the final steady population 
about 3/4 of the population is made of a sensible four-character word (e.g. TOOL), 
coexisting with a few sensible three-character expressions (like TOO) and with a few 
sensible five-character expressions (like TOOLS). Copies with one character error are 
also present. The evolution stops at this stage. There would be no advantage to try to 
build up lengthy words (like TOOLSMITH), because they need too much time for 
formation and too high a chance to pick up misprints.
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t = 0

U2 1 = 3 L = i L = 5
0 1 2 0 1 2 3 0 1 2 3 Á 0 1 2 3 4 5

t = i 0

II О о
1 1 ______

II OJ 8

_____ u L

. 1

t = 600

t = 10

t =60

t» 200

Fig. 7

Evidently the above set of characters has been used only as illustration. The 
computer program works with other parameter values as well, it can be used as a tool 
to model more complex situations concerning the evolution of genetic information.

The authors are very much indebted to Prof. Vilmos Csányi and to Prof. Peter Schuster for inspiring 
and critical discussions.
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MYSTERIES OF NOISE*

L. PÁL
HUNGARIAN ACADEMY OF SCIENCES, BUDAPEST, HUNGARY

The importance of random fluctuations is shown in obtaining significant information about the 
dynamics of large systems. Several examples are discussed including the branching processes.

Introduction

It is difficult to find any natural phenomena whose numerical parameters show 
absolutely no random fluctuations. These random fluctuations contain valuable 
information about the dynamic behaviour of the phenomena and in many instances 
their study may lead to the discovery of qualitatively new relations.

In scientific practice and in engineering, such fluctuations are known as ‘noise’. 
The everyday concept of noise refers to unpleasant and undesirable sounds that tend to 
interfere with speech thereby making it difficult to perceive what is being said as well as 
making people nervous. The acoustic notion of noise has been generalized by physicists 
and engineers to relate to thermal, electromagnetic and other noise. Noise reduces the 
useful information or may even make it impossible for information to be received. To 
characterize the noise level in engineering practice, a ratio is used to relate noise (the 
interfering effect) to the signal (the useful information). This particular meaning of noise 
(the signal-to-noise ratio) can be generalized for all phenomena showing random 
fluctuations.

The investigation of noise, i.e. noise analysis, has lately come to have a decisive 
role in nearly every field. It is known that the basic issue in telecommunications is how 
to convey information in the presence of noise in the most effective way. The strong 
reduction of the ‘noise-to-signal’ ratio is often too expensive. The facts show that in 
many instances noise analysis is cheaper; moreover, in certain cases it offers a unique 
method of gaining information diluted in the ‘sea of noise’. This procedure has proven 
to be almost indispensable in receiving information arriving from the transmitters of 
space satellites and artificial celestial bodies.

In telecommunications, as has just been indicated, the purpose of noise analysis 
is to filter out the useful information. In many cases, however, noise analysis is used as a

* This modest contribution, drawing attention to several factors playing an important role in the 
world of random events, was motivated by an old conversation with my friend Prof. I. Tarján and is 
dedicated to his 70th birthday.
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means of gaining information on the fine details of the noise-producing phenomena 
themselves. For instance, from the fluctuations of the brain currents or, to be more 
exact, from analysis of the fluctuations, conclusions can be drawn on some kinds of 
brain function defects. The fluctuations in the brain currents of an epileptic surprisingly 
resemble the power fluctuations of a boiling water reactor in an unstable state. As a 
matter of fact, fluctuations indicate with a great sensitivity the instabilities of the 
investigated process, therefore their analysis results in useful information and may even 
be of importance so far as safety is concerned.

In the foregoing — in accordance with convention — the disturbing random 
fluctuations were called noise. If, however, our task is not to get rid of the ‘noise’ but 
simply to reveal the nature of the ‘noise’, possibly it is more correct to use the word 
“fluctuations” — as a synonym of noise. In such cases it is clear that the greater the 
‘noise’ or the greater the fluctuations, the easier the task to be solved. It may happen, 
however, that a system does not exhibit great fluctuations and delicate experimental 
techniques are needed to discover the nature of the fluctuations.

Perhaps it is also worth mentioning that certain changes in condensed systems 
are related to strong fluctuations of the physical parameters (density, magnetization, 
electric polarization, etc.). These fluctuations indicate that there is a transition point at 
which the substance is in a strongly unstable (critical) state. Analysis of fluctuations 
enables the reasons for instabilities to be revealed which may thereby help to establish a 
more accurate foundation of the theory of phase transition.

Some general remarks

Fluctuations are natural concomitants of random phenomena. The randomness 
of a given phenomenon asserts itself in the fact that the outcome of one and the same 
phenomenon may vary though it may have been subjected to seemingly the same 
conditions. The reason for this is that every phenomenon depends on an infinite 
number of other phenomena and so the fixing of a finite number of conditions (and in 
practice only the latter can always be realized) does not usually make the behaviour of 
the phenomena rigorously unambiguous.

As for the fixing of the conditions, this is needed simply so that we can select the 
phenomenon to be investigated from among the infinity of phenomena. The fixing of 
the conditions should be carried out in a way that the effects of the essentially 
important factors influencing the investigated phenomenon are separable from the 
effects of the inessential factors. The actual behaviour of the phenomenon is 
substantially influenced by the relationship between the essential and inessential 
factors developing after the fixing of the conditions. The greater the effect of the 
inessential factors the greater the randomness that can be observed.

To select the measure of chance we have to turn to what we see in practice. When 
repeating something several times under the same conditions we can observe that
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certain selected events sometimes occur, sometimes not. To characterize the 
probability of the event in question, a numerical value called frequency can be used, i.e. 
the ratio of the number of occurrences to the number of repetitions.

By increasing the number of repetitions and determining the frequency of the 
given event after each repetition, we find that the value of the frequency will become 
stable around a certain value with fluctuations of decreasing amplitude. The 
stabilization of the frequency of the events on increasing the number of repetitions is a 
fundamental law of random events. The value around which the frequency of the 
investigated event becomes stable characterizes the event itself and shows how 
probable the occurrence of the event will be. That is precisely why we choose this 
numerical value as* the measure of the probability of a phenomenon.

To illustrate stabilization, there is an interesting computerized ‘experiment'. The 
computer simulates the process of coin tossing by considering the individual tossings as 
independent from each other and by giving each tossing the value of +1 or — 1 
depending on whether the result of tossing is ‘heads’ or ‘tails’. Let r]k be the numerical 
value for the /с-th tossing and let us designate the following sum by

ßn
>h+rh+ ■ ■ ■ +4„ 

n

It is instinctively expected that the value of /un will fluctuate around zero since the 
frequency of ‘heads’ will hardly differ from that of ‘tails’.

If n is large then ^„~<>7> = 0. For instance, if n = 50,000 then —

<  /^ o .o o o  <  or when n =  200,000 then -  щ  < jU20o.ooo < • We can say that

the value of becomes stable around zero and this refers to the probability of both the 

‘heads’ and the ‘tails’ tossing being the same value, namely it is ^ . This behaviour

illustrates the so-called law of large numbers.
It is also important to mention that the determination of the probability of 

elementary events is not a mathematical task. Only the actual investigation of the 
phenomenon can result in the determination of the probability of elementary events. 
The probability of a complex event composed of elementary events, however, can be 
calculated by the methods of probability theory.

Behaviour of macro-systems

After this temporary digression aiming at the understanding of the essence and 
objective nature of chance and the inherent manifestation of the relation of cause and 
effect, let us now turn to the fluctuations of the characteristic physical parameters of the 
‘macro-world’.
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The formation of a material system is called macroscopic if its dimensions are 
multiples of atomic sizes, i.e. if it is built up of a large number of atoms and molecules. 
The set of macroscopic systems constitutes the ‘macro-world’. This designation and 
particularly its content cannot, of course, be free from the influence of anthropocentric 
concept-building, since man cannot separate himself from the frame of reference 
relating to his own sizes and time cycles when willy-nilly creating the ‘macroscopic’ 
attributive adjective “in his own likeness and image”. I should like to emphasize this 
now because later on we will deal with the complexity of macroscopic systems and with 
the problem that the multiplicity of the properties not even interpretable at atomic level 
is due to the limitless interplay of some 1025 interacting atoms in these systems. By this I 
should not like to support the belief that macroscopic systems are more complex and 
more inexhaustible in the variety of their properties than the atoms from which they are 
constructed or than the subatomic particles which are still far smaller in size and persist 
for a shorter or longer time. No, this is not true; any formation of material can be 
extremely complicated — we only need think of the newest results in particle physics — 
and this means that in the dialectics of simple and complex what is simple can become 
complex and what is complex can become simple depending on the circumstances. The 
collision of two protons of extremely high energy is at least as perplexingly complex a 
process as crystallization or the coding of genetic information, but at the same time the 
collision of two protons of low energy (“low” in terms of the binding energy per 
nucleon) scarcely differs from the collision of two electrically charged balls. Complexity 
is always the result of the most different interdependences stemming from interactions 
and — as we shall see — this is the fundamental source of the probability laws resulting 
in the various manifestations of the phenomena.

In what follows, we return to the behaviour of macroscopic systems and the 
fluctuations of the processes arising in these systems. The laws governing the behaviour 
of the atoms building up macroscopic systems can reliably be derived from quantum 
theory. The characteristics of electromagnetic forces representing the interaction 
between atoms is well known. Fundamentally, it is these forces that determine the 
properties in the everyday meaning (such as phase state of matter, crystal structure, 
mechanical, electrical, magnetic behaviour, chemical bond, etc.). Gravitational 
interaction is important in systems of cosmic size, whereas subatomic interactions 
control the behaviour of nuclei and particles. From this one might think, in princple, 
that any property of macroscopic systems can be derived from law's determining the 
world of atoms. This is not so, however. First of all it is not so, not because it is 
practically impossible to handle the equations describing the state of some 1025 
interacting atoms and to solve them — even by a possible future computer of fantastic 
capacity and speed —, but because such a complex of interacting atoms brings forth the 
appearance of such new — moreover, qualitatively new — properties which cannot 
even be interpreted for individual atoms nor for systems consisting of a few atoms.

Let me show you a simple example illustrating what I mean. Imagine a closed 
vessel of volume V0 with a single molecule moving about inside. This molecule
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occasionally collides with the wall of the vessel and transfers a certain momentum to 
the wall of the vessel depending on the conditions. If there are several molecules in the 
vessel the momentum transmitted to the wall of the vessel per unit time will increase, 
but one can hardly speak of pressure since the momentum transmitted to unit surface in 
unit time fluctuates considerably as a function of time. If, however, the number of 
molecules per cubic cm reaches the value of say, 1018, then the fluctuations strongly 
decrease, the momentum transmitted to unit surface per unit time becomes stable 
around a well-defined constant value and, by this stage, the macroscopic behaviour of 
the gas enclosed in the vessel will already be characterized by a new quantity — the 
pressure — which, otherwise, has no meaning in the case of a few molecules.

In a similar way, one can speak of the density of gas only if the number of gas 
molecules per unit volume fluctuates to a small extent only around a well-defined value. 
Let V0 again be the volume of a vessel with walls causing the gas molecules to rebound 
elastically and let A V be its subvolume (A V -4 V0). With only a single molecule moving 
in the vessel, although we would very rarely have a ‘state’ when the gas molecule just 
happens to be in volume element A V, it would still be impossible to assign a ‘number 
density of molecules’ to the volume element in a way that this parameter could be 
considered more or less constant. What is more, even in the case of many hundreds of 
molecules, one could have long periods of time with not a single molecule in volume A V.

If, however, there is a very large number of molecules (  e.g. 1022 ni.°*ecu'e j jn the vessei
\  c m “ J

then the number of molecules in volume A V deviates only slightly, from time to time, 
from the numerical value that can uniquely be determined under the given conditions: 
that is, from the expected value of the number of molecules in volume A V.

One might think it would suffice to give the coordinates and velocity 
components of the molecules in volume K0 at a given instant t0 and then, in the 
knowledge of the forces between the molecules and that of the interaction with the wall 
of the vessel, one would be able to calculate the number of molecules in the selected 
subvolume A V for any arbitrary instant t ^  t0. Nevertheless, it would make no sense to 
follow this line since in the case of many molecules the expected value of the number of 
molecules in volume A V is hardly influenced by the coordinates and velocity values of 
the molecules at a previous instant. Namely, it is not the individual initial values that 
determine the macroscopic properties but the distribution of the initial values that play 
the essential role. This means to say that the macroscopic quantities are randomly 
connected with the characteristic quantities of microprocesses.

The density, pressure and temperature of the gases represent a qualitatively new 
resultant of the superposition of a great many microprocesses. On the basis of what has 
been said, it seems to be natural that the macroscopic properties can be derived by 
means of the same probability laws applied to microprocesses. It is needless to say that 
not only do the statistical laws macroscopic systems make easier the handling and 
solution of 1025 equations but they enable one to reveal that a significant increase in the 
number of interacting atoms and molecules results in the appearance of qualitatively
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new, macroscopic features that behave as random variables and, in general, exhibit 
small or large but nonetheless definite fluctuations. It is also obvious that the 
fluctuations of macroscopic quantities should contain valuable information on the 
micro-behaviour of the system. In a simpler way, we can say that the smaller or larger, 
but continuous fluctuations of the physical quantities are the natural consequences of 
‘atomism’ in the sense that the macroscopic properties are built up as a result of 
interactions at atomic level.

It is worth mentioning that it was first Clausius and Maxwell and especially 
Boltzmann who understood this to its fullest extent. They also realized that different 
physical quantities (density, pressure, temperature, magnetization, etc.), which are 
actually expected values of random variables, can play a decisive role in the description 
of physical processes only if the relative standard deviations of the random variables in 
question are very small. Any changes in the strongly fluctuating quantities should be 
handled with great care since the regular changes can be masked by spontaneous 
fluctuations. However, exploration of the nature of spontaneous fluctuations is 
important not only because it enables us to follow the behaviour of regular changes but 
also because it enables us to draw conclusions on the dynamic properties of the 
phenomenon investigated.

Discussion

Turning back to what was said regarding the density of gases, to obtain a clearer 
concept let us denote by £(r) the number of molecules in volume AV  at time t. With 
certain assumptions we can calculate the probability of <̂ (t) being equal to a given 
whole number, let us say to ‘n\ Let this probability be

Prob {£(i) = n} = p„(f).

The number of molecules in volume AV continually varies, fluctuates, since this 
subvolume is not isolated from its surroundings. Let the volume V  = V 0 —  A V  enclosing 
the subvolume AV  be sufficiently large so that the processes in AV  are not able to 
modify the state of V In this case the frequency that a molecule can get from V to AV  
can be considered to be constant: let us denote this frequency by X. Obviously, the more 
molecules there are in A  V the more frequently one of them escapes from A V to К If 
there are n molecules in volume AV  at a given moment then the frequency with which a 
molecule escapes to V is expected to be given as some function cp(n) of n. In the simplest 
case this is (р(п) — пц. In the stationary state the expected value of the number of 
molecules in AV  can be expressed by the frequencies X and p. We find that

«X, = lim E{£(t)} =  - ,
t~* oo Ц

and the density is
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Let us suppose that at an arbitrary instant — let this be the zero point of our time 
scale — we suddenly and drastically alter the number of molecules in volume A V. The

obtained number of molecules n0 differs significantly from the — value corresponding to
Ц

the stationary value. After a certain time, the deviation substantially decreases and

volume AV will again contain an average number of molecules — . The expected value

of the number of molecules — according to our calculations — depends on time in the 
following way:

«(0 =  ^ 0^ ” " '  +  —(1 — е ~ ц‘) .
V-

It can be seen that whatever definition is created at time t = 0, the number of particles

will always approach the stationary value — with a ‘velocity’ determined by parameter
ß

fi. Parameter ц stands for the velocity of ‘forgetting’ the initial state (the past), its 
reciprocal is the so-called relaxation time whose magnitude depends on the intensity of 
interaction between the molecules.

A quite remarkable property of the dynamic behaviour of our system has come 
to light, namely, that its time-dependent processes are unidirectional, they always tend 
towards the most probable stationary state. To be more precise, however, we ought to 
say that it is the expected value of the number of particles that shows such 
unidirectional, irreversible changes, whilst the number of particles itself fluctuates and, 
among its deviations, fluctuations acting contrary to the approach of the stationary 
state also occur. This behaviour cannot follow from the laws of classical mechanics and 
electrodynamics, it completely departs from them and this was — especially* at the 
beginning of the century — a question which occupied many renowned physicists and 
mathematicians.

We can quite generally state that in closed systems containing many particles, the 
processes being enacted are always in favour of the most probable state.

The most probable state is at the same time the one exhibiting the greatest 
disorder. A closed system in the most probable state is regarded as a system in a state of 
equilibrium whose characteristic macroscopic parameters (density, pressure, temper
ature, magnetization, etc.) exhibit only small fluctuations and their expected values do 
not depend on time. The state of equilibrium is independent of the initial state of a 
closed system. In other words, a system in equilibrium completely forgets its ‘past’. A 
direct consequence of this is that, for any macroparameter, in equilibrium the expected 
value of the product of two values at two different moments is dependent only on the 
absolute value of the time difference of the two moments. If Ç(t) denotes the number of 
molecules in volume AV at time t and £(t + r) at time (í + т), then in equilibrium the 
function

£{í(t) №  ■+ t)} -  E {m }  m t + t)}= k ( t)
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can only depend on т. The dynamic behaviour of the random variable £(f) is 
characterized by the correlation function К (т).

What is especially worth considering is that by means of the correlation function 
one can gain information on the dynamic parameters of the system even from small 
fluctuations in equilibrium. Therefore in many cases there is no need to disturb the 
equilibrium by external intervention if we want to determine the nature of the dynamic 
processes leading to equilibrium. The spontaneous fluctuations — if they are indeed 
observable — reveal everything. According to the model of the density fluctuations 
treated earlier, for the correlation function the formula

K(z) = - е - ц1 
В

is obtained from which it is seen that for t = 0

K(t =  0) = -  =  D2{£(0)}, 
n

and that the extinction of a particular density fluctuation takes place at the same rate as 
that of the transition to equilibrium from a non-equilibrium state.

When dealing with equilibrium, I would not like to miss the opportunity of 
mentioning how important the observation of spontaneous fluctuations is when 
investigating chemical reactions. Consider the simplest reaction in which molecule A 
changes to molecule В and, conversely, molecule В reverts to molecule A, that is,

* 1 2

A<±B.
к 2i

In equilibrium, the same average number of molecules A are converted to molecules В 
in unit time as molecules В are converted to molecules A. This is expressed by the mass 
action law, according to which

<«4> _  ^21 _  „/  \  — . — »
<nB> ^12

where
<пАУ =  E{Ça} and <nB> = E{ÇB} .

In reality, the actual numbers of molecules A and B, even in equilibrium, continually 
deviate from the values <nA) and <nB>; however, this deviation is negligible if the 
number of molecules is large.

Let us suppose that molecules A are capable of carrying electric charge, whereas 
molecules В are not. It his case in the system comprising molecules A and В the electric 
charge is transported by molecules A and the more molecules A there are in the system 
at a given voltage, the higher the current flowing through the system. It is also clear that 
small fluctuations in the number of molecules A around the equilibrium value give rise
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to current fluctuations, thus, by measuring these current fluctuations the kinetic 
coefficients k l2, k2i of the reaction equation can — at least in principle — be 
determined. Actually we have to calculate the correlation function

<nA(t +  r)nA(t)> -  <"a(> +  T)X«a(0> = K(t).
With simple considerations it can be shown that

K(r) =  K(0)e~(k,2+k2‘>r,
where

K(0) =  <(SnA)2> =  D2{{A}.

It is the current fluctuations that we can measure but it is obvious that the correlation 
function K/(t) of the current density

i =  n Aq v A

differs only by a constant factor from the correlation function К (т) of the number of 
molecules A, since

Ki(r) = q2v2<(ônA)2>e-(t'2+k2->'.
In this way the sum k 12 + k2l can be determined from the function X,(i). If we combine 
this with the value of the equilibrium constant K0 = fc21//c12, we can calculate the 
factors k i2 and k21 separately, too.

In practice, however, frequently it is not the correlation function that is 
determined but the function Ф(со) describing the spectral density of the fluctuations. 
Nevertheless, Ф(со) is in a unique relation with K(r), since

Ф(а>) = f  K(z)e io>x d t .
-  00

Thus, in our case

Ф(w) = q2v2A((ônA)2y 2(fc 12 +  ̂ 2l) 
(kl2 + k21)2 + co2

from which k l2 + k21 can also be determined.
There is often the need to determine the kinetic parameters of chemical reactions 

in the equilibrium state especially if the non-equilibrium state cannot be maintained 
because of the sensitivity of the molecules. This situation is frequently encountered 
in biomolecular processes.

The importance of investigating fluctuations around the equilibrium state can be 
illustrated by many examples. Above, we have shown how the kinetic coefficients 
controlling non-equilibrium processes can be determined from the fluctuations. Now 
we quote a well-known example in which the fluctuations give away the discrete 
character of quantities at the atomic level. I

I
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In consequence of electric charge carriers transporting discrete quantities of 
charge only, fluctuations are expected to occur in current density. From these 
fluctuations, the magnitude of the elementary charge can be estimated. For instance, 
vacuum diode can be used for practical measurements: the electrons are emitted at 
random from the cathode and are caused to travel towards the anode by the electric 
field between the anode and cathode. It can be shown by a simple calculation — 
neglecting the effect of the field charge and the initial velocity of the electrons — that the 
ratio of the variance of current density to the expected value of the current can be given 
by the expression

< m / < i >  = 49/3t ,

where т is the time of flight of the electrons and q is the electric charge, т can be 
determined by a separate measurement, thus the value of q can be estimated from 
the fluctuations in current. Of course this estimation is somewhat inaccurate but the 
essence here is not in the accuracy but in the fact that from the smaller or larger 
fluctuations of a macroscopic quantity one can conclude on the atomic characteristics.

Finally, I should like to make brief reference to the nature of the fluctuations 
exhibited by a particular process — known in the literature as the branching process. 
Its essence is that in a given system any unit either becomes extinct or produces new 
units at random moments. The number of new units produced in such an event can be a 
random variable. Let Wk be the probability of the multiplication event when just к new 
units are produced. Moreover, let Qb and Qd be the frequency of birth and death events, 
respectively. With relatively simple considerations, it is possible to determine the 
function p„(f) that gives the probability of having exactly n units at time t> 0  in the 
system, given that at t = 0 there was only one present. We are now first concerned with 
the expected value of the number of units at some time t> 0 . We obtain that this 
expected value is of the form

where Q  =  Q b +  Q d  and

<„> = e - 1(1- v,c',

In this expression Vi is the expected value of the number of new units originating from 
one multiplication event, that is, V.

V. = I  kW k .
k= 1

It can be seen that if v < 1 then the number of units eponentially decreases and if v > 1 
then it exponentially increases. Consequently, the critical value is v = 1 for which the 
expected value of the number of units remains constant. Of course, the actual number
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of units is not constant: it fluctuates around the expected value. The nature of these 
fluctuations is quite specific. The variance of the number of units is

<(<5n)2> = (  1 + ~ £ (1 v,Qt[ 1 - e-<1 - v,e'] ,

where v2 is a quantity characterizing the standard deviation of the new units 
originating during one multiplication event, that is,

v2 = t  k (k - l)W k .
k = l

The peculiarity in this is that in the critical state — when the expected value of the 
number of particles is constant — the variance gradually becomes greater, since in the 
case V = 1

фп)2У = ^ Q t .
v i

This shows that the critical state itself is unstable since larger and larger 
fluctuations arise around the expected value. The large fluctuations can give rise to 
violation of the condition v =  1 ; for instance the influence of the fluctuations may 
modify the initial characteristics of the multiplicative system and thereby cause either a 
sudden increase or a decrease leading to an extinction in the number of units.

Final remark

In conclusion, it is mentioned that it was not intended to offer new results nor to 
provide a detailed account of the fluctuation problem. The aim here has been to help 
the reader to view the disturbing or non-disturbing, easily observable or masked 
fluctuations of various phenomena and processes with slightly different eyes in the 
future. Regard them as coded messages from which we can conclude on the deep-seated 
laws of nature.
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GAS CARRIER AND DEGASSED MAGMATIC ROCKS 
AND THE PRIMORDIAL ATMOSPHERE*

A. SZALAY

INSTITUTE OF NUCLEAR RESEARCH OF THE HUNGARIAN ACADEMY OF SCIENCES 
DEBRECEN, HUNGARY

The gas contents of granites and other continental plutonic rock samples were investigated and 
compared with a number of mantle rock samples and particularly with samples of the ophiolite sequence of 
the Troodos massif (Cyprus), The total volatile loss at 1000 °C was investigated. The gas composition was 
analysed by means of a quadrupole mass spectrometer after releasing the gases by crushing the samples in 
high vacuum at room temperature. In further experiments, release of C 02 and volatile loss were 
determined as a function of temperature by means of derivatography. The high (about 9—15%) H2 О and gas 
content of many mantle samples is compared to the always lower ( 1—2%) volatile content of crustal samples 
which seem to have been at least partially degassed in the course of geological evolution of the Earth’s crust. 
It is assumed that the primordial atmosphere originated in the degassing of the crust. Gas carrier magmatic 
rocks in the deeper layers of the Earth, in the mantle still contain the components of the primordial 
atmosphere. Some of them are accessible and were analysed in this work.

Introduction

The classification of igneous rocks in the title of this paper according to the gas 
content seems to be unusual compared with the conventional geological classification, 
according to which the silicate content, chemical composition, mineral structure, etc. 
are mainly considered in the highly complex magmatic differentiation. The science of 
igneous petrogenesis developed from the pioneering studies of Norman L. Bowen [1] 
considers these problems, many of which are still not properly understood.

The investigations reported here are concerned with the probable composition 
of the primordial atmosphere, a very interesting problem related to the origin of life. 
The rocks are regarded and investigated here but mainly as sources of the gases.

The title covers a hidden simple model theory which guided these experimental 
investigations. It is assumed that in the initial geological history of the Earth and the 
solar system, the aggregation of the Earth and terrestrial planets occurred from cold 
micrometeorites, chondrules, solid cosmic dust particles, etc. which contained 
adsorbed and confined gases brought from the cold cosmic space. At first, all material 
of the cold proto-Earth carried occluded gases and there was no hydrosphere or 
significant primordial atmosphere. After the aggregation , however, material on the

* Dedicated to Prof. I. Tarján on his 70th birthday.
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surface of the proto-Earth became degassed and the liberated gases retained by 
gravitation built up the primordial atmosphere.

Of course it must be emphasized that for two centuries very many theories have 
been proposed for the origin of the solar system. Any model theory, necessary for 
guidance in planning experimental measurements, is not entirely new since it contains 
at least parts of the earlier theories.

A SZALAY

Selection of rock samples

Igneous rock samples from different parts of the world were selected according to 
a global point of view, neglecting highly differentiated, fractionated samples of a 
composition very different from the average composition of the crust. The material of 
the continental crust, about 95% of whichis made up of granites, is best represented by 
granite samples. Some very old granites were included as well, assuming that they 
suffered perhaps less differentiation and so are probably less degassed. Some other 
igneous continental rocks were investigated as well. Basalts originate from and are 
derived by partial melting of the upper mantle. Only a limited number of ophiolites 
have been obtained. The Troodos (Cyprus) ophiolite sequence was very particularly 
investigated, because it represents probably the least disturbed and best investigated 
mantle material, together with the overlying sequence of crustal rocks.

In the course of geological evolution the Earth’s crust suffered very many 
distortions, (subductions, orogenesis, metamorphosis, etc.). Its thickness under the 
continents is varied (tens of kilometres), however, the crust under the ocean bottom, 
amounting to about 70% of the total surface of the Earth, is about 6—7 km thick and 
more uniform.

The investigation of ophiolites shows that they are ancient parts, slabs of the 
oceanic crust and upper mantle uplifted to the surface by tectonic movements thus 
they are easily accessible for observations and sampling for laboratory investigations. 
The ophiolite sequence of the Troodos massif of Cyprus is one of the least deformed 
ophiolites and also the one most extensively studied and understood [2]. The lowest 
layer of oceanic crustal rock, gabbro is well exposed there and so are the uppermost 
layers of the mantle, the serpentinized ultramafic rocks of dunite and harzburgite. The 
Mohorovicic discontinuity [6] is the separating boundary layer between the deepest 
crustal layer of gabbro (or gabbroids) and the uppermost layer of the mantle dunite, or 
harzburgite, if the sequence is ideally undisturbed.

The investigations briefly reported here about the gas content of these rocks 
demonstrate that there is a discontinuity in it too, the gas content of crustal rocks being 
about one order of magnitude lower than that of the mantle rocks on the underlying 
side of the Moho. Besides the Troodos sequence, a kimberlite and a number of 
continental granites and some other igneous rocks (e.g. some ultramafic rocks from 
Hungary) were studied. A more detailed report will be published later [10].
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Experimental results

The total volatile content was determined simply by powdering the sample in an 
agate mill to a grain size of less than 200 p and after drying at 100 °C, heating for 2 
hours at 1000 °C. (The derivatographic investigation demonstrates that 1000 °C is 
enough for the rapid release of the volatiles from a powdered sample). The weight loss is 
expressed in per cent and includes practically all the water and real gas volatiles 
content.

Fig. 1 demonstrates the distribution of the rock samples regarding total volatile 
loss. Each square represents a sample.

The investigated number of granites and other plutonic rocks from several 
continents, including some of the oldest granites of the Earth, have a low volatile 
content of 1.0 weight % mean value, with min. 0.3% and max. about <3%. The few 
gabbros including the Troodos sample fall into this interval. However serpentinized 
peridotite rocks from Troodos have a high volatile content (between 8.6—15%) and so 
has a fresh (unweathered) serpentinized kimberlite from de Beers mine, Kimberley, a 
high volatile content of 13.2%. Ultramafic rocks from Hungary contain about similarly 
high volatiles. The volatile contents of a number of basalts range between these two 
extreme groups. Basalts situated now in the crust derived and rose actually from the 
upper mantle. We can conclude from Fig. 1 that the volatile content of the serpentinized 
peridotite rocks from the mantle investigated here is high and that of all investigated 
igneous rocks of the crust including the gabbro immediately above the Moho is low. 
Basalts are somewhat less degassed than granites.

F iy . / . Comparison of the total volatile loss in weight per cent between crustal rocks and ultramafic mantle 
rocks. Each square represents a sample. Signs: I Dunite (Troodos mts), 2 Harzburgite (Troodos mts),

3 Kimberlite fresh (Kimberley), 4 Serpentinized ultramafic (Lotus Colona, Calif. USA), [] Serpentin
ized ultramafics (Hungary), jj] Granite, gneiss, amphibolite gneiss, granodiorite, £] Andesites, basalt,
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The abrupt change of the gas content from the upper mantle (dunite, harzburgite) 
to the crustal gabbro is very significant. A strong degassing occurs when hot mantle 
substance migrates across the Moho into the crust and differentiates by magmatic 
events.

The composition of the gas content was investigated by means of a quadrupole 
mass spectrometer (QMS), in a different type of experiment. The high sensitivity of the 
QMS enabled us to measure just a small sample of the gases released from the rocks 
without heating, by crushing them in a high vacuum mortar between hard tungsten- 
carbide steel dies. When crushing a 0.6 g sample of rock of about 0.6 mm grain size to 
small grains, enough volatiles are liberated to determine the gas content in the original 
composition as it was in thermochemical equilibrium in the rock without any chemical 
reaction between the gases by heating. The obtained composition justified the cold 
crushing, because much of H2 and CH4 strongly reducing gases have been liberated, 
together with H 20 ,  N 2 and C 0 2. They would have been partly reacted at 1000 °C. The 
molecular composition between M = 1—50 was investigated. The whole analysis was 
carried out in an ultra high vacuum apparatus, at 10 6 mbar. The background of 
the equipment was about 1—3 • 10” 8 mbar.

The measurements were carried out under dynamic conditions. After liberating 
the gases by crushing, a needle valve of the mortar was opened and regulated so that a 
pressure of 1 • 10" 6 Torr was established in the QMS under continuous evacuation by 
means of a turbomolecular pump. Full description of the apparatus and measuring 
technique will be published elsewhere [3].

Fig. 2 shows the mass spectrum of the gases of dunite from Troodos.
The following can be said concerning the composition of gas content liberated 

by cold crushing: the QMS mass spectra demonstrate that the amount of water is 
overwhelming; free oxygen is never present; H2, CH4, C 0 2, N 2 are rather abundant;

F iy .  2. QMS spectrum of gases in dunite (Troodos mts, Cyprus), released by cold crushing. Ordinate: 
Electrometer readings, with two (1:8) sensitivities; Abscissa: Molecular weight

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



GAS CARRIER AND DEGASSED MAGMATIC ROCKS 295

argon and some traces of organic components can be observed within the investigated 
range of molecular weight M = 1—50. Evaluation after the necessary calibration of the 
QMS and corrections for molecular fragments by ionization result in the following 
approximate gas composition as the mean value ±  standard deviation of 16 dunite 
samples, in volume units, related to N2= 100: CO2 = 80 + 10; CH4 =  50±4; H2> 100. 
(N.B.: the scattering between the samples is considerable because probably at least a 
part of the gases is contained in microbubbles within the mineral grains and so they are 
not evenly distributed.)

The gas is a reducing one and perhaps might be considered to approximate 
qualitatively the ancient reducing primordial atmosphere. Similar investigations were 
carried out by the author on granites, etc. earlier [7, 8]. The determination of the 
hydrogen content was more inaccurate in these measurements because the overhelm
ing amount of H20  molecules gave a great number of fragmented ions, in addition to 
(H20 ) + :H +,(OH) + , 0  + , H2 . The hydrogen inclusion in the rocks is liberated by the 
crushing in the form of H2 molecules which are ionized in the QMS to H2 and the 
fragment ion H + . The disturbing background of hydrogen fragments originating from 
water molecules was eliminated in another series of measurements. Water vapour was 
frozen out by liquid nitrogen trap so it appeared only in a small extent in the spectrum. 
Of course C 0 2 was frozen out as well. The correction due to the water ion fragments 
became much smaller and less disturbing. This was very favourable for the 
determination of hydrogen content and for the determination of methane content as 
well. We obtained in these measurements the following values for H2 and CH4 in the 
dunite sample related to N2 = 100:

CH4 = 4 7 ± 5 ,
H2 ~ 100 — 500,

There is still a source of uncertainty in the value of hydrogen content because of 
the higher diffusing speed of H2 molecules in a high vacuum. When the needle valve of 
the crushing mortar is opened the H2 is diffusing much quicker into the QMS than 
the other gases. In the first seconds its abundance seems to be about 500 related to 
N2 = 100. It is, however, very quickly extracted from the system by the turbomolecular 
pump and then after about 90 seconds its abundance is only about equal to N2. A more 
accurate determination of H2 would be possible only in a closed vacuum system in 
diffusion equilibrium. The QMS used in this experiment was not suitable for long 
measurements with a closed system since, because of background outgassing problems, 
the ultrahigh vacuum cleanliness was limited.

In addition the Troodos and other mantle samples were investigated by 
derivatography, developed by F. Paulik et al [4, 5]. About 300 mg powdered samples 
were heated gradually by 10 °C/min up to 1000 °C in a slow stream of N2 (free of C 0 2 
and 0 2). The change of weight and release of heat (change of enthalpy) were 
continuously and automatically recorded. The automatic quantitative analysis of 
liberated C 0 2 as a function of temperature offered further significant information.
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F ig . 3. Derivatographic investigation of dunite (Troodos mts, Cyprus). Ordinate: Loss of total volatiles in 
weight %, loss o fC 02 in weight %, and change of enthalpy; Abscissa: temperature, rate of increase 10 "C/min

This method gives information about the manner of fixation of H20 , C 0 2 and mineral 
transformations in the rocks, further about the total volatile loss as a function of 
temperature.

In Fig. 3 the results of derivatographic investigation of a Troodos dunite are 
demonstrated. It can be seen that the C 0 2 was not chemically fixed as a carbonate. It is 
gradually released by increasing the temperature, no definite decomposition 
temperature is observable. The C 0 2 content amounts to 0.94% of weight. However, at 
least a part of the water is fixed into the mineral structure (serpentines). Liberation of 
H20  occurs at about 340 C with disappearance of heat. This water belongs to 
Mg(OH)2 which is transformed into MgO by liberating one molecule of water which 
amounts to about 2.2% weight. Another release of H20  of about 7.2% of weight occurs 
at a temperature of about 660 °C again with significant heat disappearance. However, if 
we follow the change of enthalpy curve, we see a sudden liberation of heat at 780 °C. 
This is the well known transformation of the crystal structure of chrysotile into olivine. 
A similar transformation was observed on chrysotile asbestos (Troodos), mined on a 
large scale in the Troodos massif, and on the other peridotites as well. Kimberlite 
liberates C 0 2 from 500—600 °C on, so this seems to be chemically fixed as carbonate, 
probably carbonatite.

About 95% of the continental Earth crust consists of granites. The significant 
number of granite and other plutonic rock samples investigated here are obtained from 
several continents, from different parts of the Earth’s crust and have different ages. 
Their volatile content is always small varying between tight limits of 0.3% and 3%, the 
mean value of 1.0% approximates the average total volatile content of the continental
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magmatic crust. Few gabbro samples have been investigated but they fall into this 
range. Only a single ophiolite sequence was investigated but the Troodos massif is the 
least disturbed among the known not numerous ophiolite occurrences. Concerning the 
mantle rocks, the number of samples of dunite and harzburgite, further chrysotile 
asbestos from Troodos and fresh kimberlite from Kimberley (South Africa) and some 
serpentinized ultramafic rocks from Hungary is small but it is generally assumed that 
the composition of the upper mantle is more uniform, better averaged than that of the 
very differentiated crustal rocks. Dunite and harzburgite represent the oceanic mantle 
from a depth of about 6 km to about some ten km. From the well known phase 
changes of diamond-graphite and quartz it is known that kimberlite must originate at a 
depth of between 100—300 km [9]. The geographical distance between Cyprus and 
Kimberley is about 7000 km. The few investigated mantle samples originate from 
depths between 6 and > 100 km, and a distance of 7000 km and have a similar total 
volatile content of the same magnitude.

Although there are some rocks from the upper mantle which are degassed and 
some xenolithes (inclusions of some small peaces of mantle rocks into magma) carried 
quickly to the surface by molten magma are degassed, it seems that the undisturbed 
mantle can be regarded as a gas carrier. Explorations of the sub-oceanic mature crust 
and mantle by the originally planned bore-hole (Mohole) project or a much easier 
exploratory bore-hole into the uplifted Troodos complex will justify this supposition. It 
can be assumed that the present crust was in the earlier period of the evolution of the 
Earth a gas carrier like the mantle still is today. Its degassing produced the present 
hydrosphere and atmosphere.

The composition of the primordial atmosphere was comparable to the gas 
content of the gas carrier mantle samples. It did not contain any free 0 2 at all and it was 
strongly reducing because of its abundant H2 and CH4 content. The H 2 content might 
have gradually escaped into space because gravitation could not retain it. This 
composition of the primordial atmosphere was suitable for the evolution of organic 
molecules and finally life by means of the free energy of the ultraviolet radiation of the 
sun.
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PREFACE

Representatives of low temperature physicists of Central Europe met for the 
second time between 8th and 10th October 1981 to discuss the research aims and 
achievements of their Institutes. The conference, that we named CRYOSEM ’81 
(Second International Seminar on Low Temperature Physics and Technology) was 
hosted by Visegrád, a small Hungarian holiday resort, rich in historical monuments. 
The purpose of this second meeting, too, was to provide participants an opportunity 
for informal and free discussions, concerning any “cryogenic” problem, that is any 
problem connected with low temperatures, whether theoretical, experimental or 
technical.

It is the spirit of these discussions that is reflected by the papers published in this 
issue, giving an illustrative survey of the low temperature physical research of 
neighbouring Central European countries.

Prof. I. Kirschner
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V3Ga SUPERCONDUCTORS WITH A HIGH CRITICAL 
CURRENT DENSITY

K. F isc h e r , S. R o h r , J. M ö n c h , W. H o l z h ä u se r  and C h . F r e n z e l

CENTRAL INSTITUTE OF SOLID-STATE PHYSICS AND MATERIALS RESEARCH 
ACADEMY OF SCIENCES OF THE GDR 

8027 DRESDEN, GDR

The effect of In, Zn and Mn additions to the bronze matrix on formation rate, critical current density, 
and critical temperature of V3Ga layers in bronze-processed V3Ga wires has been investigated. The V3Ga 
layers were produced by heat treatment at 600.. .650°C within a period of 20. . ,200h. For a given heat 
treatment condition the critical current density (je) of the V3Ga phase and the critical current (Ic) of In- 
containing conductors with a suitable composition of bronze (e.g. 16 at % Ga, 1.2 at % In) are considerably 
higher (by the factor g  ! .7) than those of conductors with a usually applied, binary Cu — Ga alloy containing 
19 at % Ga. The critical temperature of In-containing samples is relatively high and approaches values up to 
15.4 К (for which the specimens showed half its normal-state resistance). Too high Ga and In contents of the 
matrix are unfavourable for obtaining high critical parameters. An addition of Mn (0.6 at %) to the bronze 
leads to considerably thicker V3Ga layers, however, /, and Te down to 13 К are decreased and thus, depending 
on heat treatment conditions and Ga content of bronze, unchanged or reduced lc values were obtained.

Substitution of Zn for 2 at % Ga in the matrix causes a reduction of V3Ga layer thickness and an 
increase of j c.

Introduction

Up to now mainly„Nb3Sn and V3Ga have been used to construct superconduct
ing magnets for fields above 10 Tesla. The current carrying capacity of multifilamen- 
tary Nb3Sn has now been raised to such a level that recently magnets for up to 15 T 
could be presented [1].

With V3Ga very high critical current densities in fields above 10 T were obtained 
[2]. Moreover theoretical considerations show a possibility to enhance the Hc2-value. 
So V3Ga seems to be an especially suitable material for high field magnets.

In recent years some experience has been gathered at our Institute with the 
production of V3Ga multifilament wire by bronze process, and its application in 
magnets. The basic material is a wire of 0.18 mm diameter containing 109 filaments, 
(see Fig. 1).

As described by Furuto et al [3] six of the wires are stranded around a central 
tungsten wire serving as a mechanical stabilizer. After annealing the strand at 600 °C 
for 100 h it is soldered with pure indium, (see Fig. 2). This type of conductor was used in 
a NbTi/V3Ga magnet system which produces 11 T in 30 mm free bore [4].

The V3Ga coil of a larger system for 12.4 T in 80 mm free bore was wound from a 
double stranded cable containing 6 of the above mentioned strands and a central 
copper wire.
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Fig. I. Cross section of single multifilamentary wire ( x 630).

Fig. 2. Cross section of strand ( x 250).
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Higher magnetic fields can be economically produced only by raising the overall 
critical current density in the winding. We tried to increase the current carrying 
capacity of V3Ga by adding third elements to the bronze, a method successfully applied 
by several authors. In most known cases the Sn and Ga content, respectively, which is 
frequently used for binary bronze, must be reduced in order to maintain room 
temperature workability. This means that the layer thicknesses of superconducting 
phase are equal or lower in the conductors with additions than in conductors with a 
binary Cu-7 at % Sn and Cu-19 at % Ga bronze, respectively. An increase of critical 
current (Ic) and the overall critical current density, respectively, therefore, is exclusively 
due to the increase of the critical current density (jc) of superconducting phase. In the 
case of V3Ga conductors especially in strong fields j c is increased by a partial 
substitution of A1 or Mg for Ga in the bronze [5, 6]. An increase of j c in N b3Sn 
conductors is obtained by A1 additions (by adding A1 simultaneously to the Nb core 
material) and Ga additions to the Cu —Sn bronze [7, 8]. However, the Nb3Sn-layer 
growth is considerably decreased by Ga additions.

The paper shows the influence of low In, Zn or Mn additions to the Cu —Ga 
bronze on superconducting properties and V3Ga-layer growth of bronze processed 
V3Ga conductors. The results are compared with those of A1 additions which are the 
most efficient according to Yoshida et al [5].

Experimental procedures

For the production of single core wires by the bronze route a V rod having a 
diameter of 10 mm was inserted into the cavity of a cylinder consisting of the 
corresponding bronze material. This cylinder was vacuum-soldered and extruded at 
about 650 °C.

Employing intermediate anneals (625 °C) this composite rod was reduced by 
wire drawing to 0.2 mm wires. The final diameters of the V cores of conductors among 
each other differed by about 20% and ranged between 0.045 and 0.055 mm. For the 
formation of the V3Ga phase the wires have been annealed for some periods at 600 °C 
and 650 °C. With the exception of In the additional elements were alloyed to the 
Cu —Ga bronze directly in the vacuum-induction furnace during melting. Indium was 
electrolytically precipitated on to the Cu —Ga/V wires of final dimensions, i.e. 
immediately before the subsequent heat treatment leading to V3Ga formation. This 
method allows the production of wires with bronze sheaths, showing high Ga and In 
contents, and therefore they are not easily workable. A solution of 57 g/1 In, 100 g/1 
NaCl and 1 g/1 gelatine in diluted hydrochlorid acid (pH «2) was used as electrolyte. 
Current densities up to 2 .1 0 2 А/cm2 in the quiescent electrolyte are possible to 
separate suitable layers (bath temperature: 25 °C). The In concentrations of bronze 
mentioned below were calculated from the amount of bronze, determined from the 
sheath thickness of conductors, and the precipitated amount of In.
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The critical temperature was determined resistively at a relative accuracy of 
±0.1 K. The temperature at which the specimen showed half its normal-state 
resistance was taken as Tc. The measurement of critical current in the field of 5 T was 
carried out in a NbTi magnet. For the Ic measurements in fields > 8 T a Bitter magnet 
of ILMT Wroclaw was used. The current where a voltage of 5 цУ occurred over a 
length of 1 cm was defined as lc.

The area of V3Ga phase, necessary for the calculation of critical current density 
of V3Ga, was determined from micrographs of the cross section of conductors by 
means of the image analyzer “Quantimet 720”.

The concentration distribution of In along the cross section of conductors was 
investigated by means of the SEMQ of ARL.

Results and discussion

Fig. 3 shows that the critical current of a conductor, the bronze sheath of which 
contains 16 at % Ga and 1.2 at % In, is considerably higher than the value of a 
conductor produced from a binary Cu — Ga bronze with the usual content of about 19 
at %. The In-containing conductor supersedes also that with A1 addition. It should be 
noted that Ic of the In-containing conductor also after long periods of reaction even 
increases with reaction time, while it remains nearly constant in the case of a conductor 
with binary bronze. The same effect was observed earlier by Yoshida et al [5] also for 
Al-containing conductors and confirmed by the present investigations.

Fig. 4 illustrates the effect of ternary additons to the bronze on critical current 
density of V3Ga phase in some conductors, the Ic values of which are presented in Fig.
3. Indium and zinc additions to the bronze can cause a considerable increase of j c of the 
V3Ga phase, while j c is decreased by Mn additions. The decreasing effect of Mn on j c has

V CuGo 16 In 1.2

■ CuGa14.3AI 4.6
З "' О Си G a 14.3 Al 4.6 

'  (650 “О

X CuGa 18.7

о CuGa 15.3 Zn 2
и - ш Л CuGa 18.5 MnO.6

‘ -2 K ^ T

-----1-----1—1—1—1—1—1----------1____l—
4 5 6 7 8 10'

reaction time
2
[hi

3 4 5 6 7 0 103

Fig. 3. Critical current vs reaction time of conductors with different compositions of the bronze (reaction 
temperature 600 °C, for one conductor (□): 650 °C; the concentrations of bronzes are at %).
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Fig. 4. Critical current density of the V ,Ga phase vs reaction time for conductors with different compositions 
of the bronze (reaction temperature: 600 °C).

Fig. 5. Critical temperature vs reaction time of conductors with different compositions of the bronze (reaction
temperature: 600 C).

also been observed in the case of a conductor with a Cu —20 at % G a—0.6 at % Mn 
bronze. This may be due first of all to the strongly decreased temperatures of Mn- 
containing conductors (Fig. 5). Probably the Mn diffuses into the V3Ga layer and 
substitutes for a part of the vanadium of the V3Ga lattice leading to the mentioned Tc 
decrease [9].

According to the investigations by Savitzkij et al [ 10] a similar effect on Tc can be 
expected also for In, A1 and Zn, if a large amount of these diffuses from the bronze into 
the V3Ga and substitutes there for a certain amount of Ga. In contrast to this, Fig. 5 
shows that the conductors with the mentioned additions have relatively high Tc values. 
Investigations by means of X-ray microanalysis showed that only about 0.3 at % In are 
dissolved in the V3Ga layers. Similar low A1 contents were found by Yoshida et al in the 
V3Ga Al-containing conductors [5].
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Fig. 6. V3Ga layer thickness vs reaction time of conductors with different compositions of the bronze 
(reaction temperature: 600 °C and 650 °C).

The relatively high Tc values of the Al- or In-containing conductors in 
comparison with the value of the conductor without third elements are reasonable, if 
one assumes that the composition of V3Ga phase in the conductor with the binary 
bronze is off-stoichiometric. Third elements diffusing in small amounts from the bronze 
into the V3Ga layer approach the V:(Ga + X) ratio of the V3Ga phase to the 
stoichiometric composition, thus increasing TC(X = In, Al, Zn). Another possibility to 
approach the stoichiometric composition is that the addition elements (In, Al) increase 
the chemical activity of Ga in the bronze, thus increasing the Ga content of the V3Ga 
phase.

Table I contains the values of critical current, critical current density and critical 
temperature for some In-containing conductors with different Ga or/and In contents of 
bronze. These values lead to the conclusion that the positive influence of In on the 
mentioned variables decreases for higher Ga and/or In contents of bronze.

The influence of ternary elements of the bronze on the V3Ga layer growth rate is 
demonstrated in Fig. 6. In and especially Mn additions accelerate the V3Ga layer

Table I
Critical parameters of In-containing conductors with different compositions of the bronze

heat-treated at 600 °C

Alloy element 
cont. of bronze 

[at %]

Reaction time
[h]

1, (5T) 
[A]

ic (5 T) 
[105 A/cm2]

Tc
[K]

Ga 16.1 In 0.6 100 7.1 6.6 15.1
200 6.0 4.3 15.0

Ga 16 In 1.2 100 9.0 10.0 15.3
200 10.5 7.2 15.4

Ga 18.6 In 0.6 100 6.5 5.9 14.7
200 6.7 2.5 14.3

Ga 18.5 In 1.2 100 5.8 3.5 14.6
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Fig. 7. Critical current vs magnetic flux density of multifilament conductors with and without In added to the 
bronze (Ga content of bronzes: 16.2 at %, heat treatment conditions: 600 °C/200 h).

Fig. 8. Critical current vs magnetic flux density of a stranded cable as shown in Fig. 2, without and with In 
deposition on to the surface before annealing. Annealing temperature: 600 °C, time: 140 h (parameter is the

thickness of deposited In layer).

growth. This may be due to an increased activity of Ga in the bronze by these additions. 
As a comparison between CuGa 16.2 conductors and CuGa 15.3 Zn2 conductors 
shows, the partial substitution of Zn for Ga in the bronze leads to a retardation of layer 
growth.

The positive effect of adding In to the bronze has also been confirmed with 
multifilamentary wire and stranded cable as is seen in Figs 7 and 8.
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Conclusions

Additions of In to the bronze are an effective means to increase the critical 
current of V3Ga conductors (produced by the bronze route). To obtain high critical 
superconducting parameters of In-containing conductors Ga contents lower than 19 
at % in the bronze are favourable. As a result, the V3Ga layers of In-containing 
conductors with high Ic are not much thicker than those of conductors with a binary 19 
at % Ga bronze, although In additions accelerate the V3Ga layer growth. Thus the 
higher Ic values of In-containing conductors in comparison with a conductor having a 
binary 19 at % Ga bronze are mainly due to increased j c values of the V3Ga phase.

A Zn addition to the bronze considerably increases the critical current density of 
V3Ga phase of bronze-processed conductors. As a result, despite their thinner V3Ga 
layers the critical current of specimens with a total Ga -I- Zn content of 17.3 at % in the 
bronze, which is not an upper concentration level for good workability, is about the 
same as for specimens with a binary 19 at % Ga bronze. This suggests that Zn- 
containing conductors with a Ga or Zn content higher than that investigated here have 
Ic values superior to best conductors with a binary bronze.

Mn additions to the bronze are not suitable to improve the Ic of bronze- 
processed conductors. Mn increases the V3Ga amount of the conductor for a given 
heat treatment, but the critical temperature and thus the critical current density of 
V3Ga phase is considerably decreased.
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DETERMINATION OF MICROSCOPIC PARAMETERS 
BY MACROSCOPIC MEASUREMENTS 

IN SUPERCONDUCTORS
I. KlRSC'HNER and K . SAJÓ

DEPARTMENT FOR LOW TEMPERATURE PHYSICS. ROLAND EÖTVÖS UNIVERSITY 
BUDAPEST. HUNGARY

Macroscopic magnetic measurements were performed on superconducting alloys. From the results 
of these experiments microscopic parameters namely the energy gap and the vortex creation energy could be 
calculated. Their dependence on the additive material content (or on the GL-parameter) was determined. It 
was shown that the BCS and the GLAG theory are applicable for small-к superconductors in wide 
temperature interval.

Introduction

In the phenomenon of superconductivity the magnetic properties of the 
specimen, which are equivalent to the electrical properties, play a fundamental role.

The investigation of the magnetic characteristics of superconductors is very 
suitable for gaining knowledge on some microscopic and macroscopic parameters. 
These are highly essential in the investigation of superconductivity.

Experiments were performed to study small-к superconducting alloys. Beside 
our experimental data, some measured results of other authors were also applied to 
construct the main characteristic curves.

Experiments

The following functions and quantities were determined experimentally:
1. the dependence of the critical temperature Tc on the alloying material content C;
2. the dependence of the residual resistance pn on the additive material concentration;
3. magnetic moment — magnetic field (M — H) characteristics at different temperatures 

T-,
4. temperature dependence of the critical magnetic fields Hcl, Hc and Hcl\
5. concentration dependence of critical fields extrapolated to zero Hc[(0), Hc(0) and

h c2(0 );
6. dependence of the GL parameter к on the temperature;
7. dependence of GL parameter extrapolated to zero k ( 0 )  on the additive material 

content.
All these curves are demonstrated in [1,2] for the alloys of In —Bi, In — Tl, 

In -P b , Sn — Bi and Sn — Sb. Of these the typical Tc — C, к(0) — C, Hci(0)—C and
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F ig . 1. Dependence of the critical temperaure on the alloying material content.

F ig . 2 . Dependence of the GL parameter on the additive material concentration.

F ig . 3 . Dependence of the critical magnetic fields on the alloying material content.

у — C characteristics are shown in Figs 1,2,3 and 4 for the alloys of In — Tl, on the basis 
of the direct critical temperature and magnetization measurements of Love et al [3], 
where y is the electronic specific heat coefficient. In the Figures the arrow with symbol 
Cc indicates the phase transition [4, 2] at which type I superconductivity goes over into 
type II due to the increasing additive material content.

The magnetic moment — magnetic field measurements performed at different 
temperatures and concentrations give a possibility to determine the к —C function.
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Fig. 4. Dependence of the electronic specific heat coefficient on the additive material concentration.

There are three ways of determining the GL parameter of the samples. Of these, 
the Gor’kov — Goodman relation [5,6]

к = к0 + 7.5 X 103y1/2p„ (1)

uses the value of the residual resistance, where tc0 is the GL parameter of the starting 
material. The corresponding relations of the G LAG theory [7, 8, 5]

/Я H c2 (dWc2/dT)r
^ - н Г ' i d S Щ Г -  (2)

<3>
c 2 c

are based on the shape of the curves H ci—T  and M  — H.  In these formulas k 0(Tc) =  
= 0.11 for In, ko(T(.) = 0.12 for Sn, у  = 1.66 mJ/mole grad2 for In 
and y=1.74 mJ/mole grad2 for Sn. The other essential parameters are TC = 3.40K, 
H c(0) = 278 Oe for In, and Tc=  3.72 K, Hc(0) = 303 Oe for Sn. The three methods give 
values slightly differing from each other.

Of the formulas given in the literature the Gor’kov equation

K(t) =  (1.25- 0.30t2 + 0.05t2)/c(Tc), (4)

where t = T/Tn describes the temperature dependence of the GL parameter the 
most precisely. According to this relation, at T =  0K , for In, ko(0) = 0.14 and for Sn, 
ко(0) =  0.15.

Similarly, Gor’kov was able to describe the temperature dependence of Hc2 in 
agreement with experiments in the form

Hc2(t) = # c(0) (1.77 — 2.20í2 + 0.50í4—0.07í6)k:(7^), (5)

while for the H c — t a quadratic function was supposed near Tc.
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Parameter for the condensation

As it is known, the superconducting (condensed) phase can be characterized by 
an energy gap in the spectrum, which is very typical of the superconductivity.

This is a microscopic quantity, but can be determined on the basis of our 
experimental work by an appropriate method.

The concentration dependence of the electronic specific heat coefficient can be 
calculated from the curves Tc — C and Hc(0) — C by the help of the formula

y = 0.17 Hc( 0)2
T 2c

( 6)

which is obtained in the BCS theory [9] in the form of a similarity law.
This was used for the evaluation of the measured data to calculate the electronic 

specific heat coefficient showing a picture on the electrical and magnetic properties of 
alloys.

Since the expression (6) used for determining y is based on the same 
approximation as the relation

2A(0)
“ктГ

= 3.52 (7)

in the BCS theory, it is this that will be compared first with the experimental results to 
determine the energy gap. The possibility to do it is given by Toxen’s empirical formula 
[10]

Tc
Hc( 0)

d HAT) 
d T l r

d(0)
k z  ■ ( 8)

where d(0) is the energy gap and к is the Boltzmann constant.
In this calculation we did not use the theoretical function for Hc(t)

Hc(t) = Hc(0) ( 1 — Г2) (9)

but the real dependence of Hc on t, which deviates from it to a certain extent. The 
genuine shape of Hc(t) originates from our experiments [1] and from the results of 
Kinsel et al [11] and Noto et al [12].

As an example, the temperature dependence of Hci is demonstrated in Fig. 5 for 
In —2.5 at % Bi alloy.

2d(0)
The data obtained for In — Bi and In — Pb alloys show that the ratio is

kTc
independent of the additive material content in this concentration interval and has the 
value 3.7, which is very near to the magnitude of 3.6 obtained for pure In. It must be 
noted that these experimental values (see Fig. 6) also lie in the vicinity of the magnitude 
3.5 of the BCS theory.
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Fig. 5. Dependence of the critical magnetic fields on the temperature.

Fig. 6. Dependence of the ratio of the energy gap and actual critical temperature on the alloying material
content.

Parameter for magnetic vortices

In type II superconductors in the presence of an appropriate external magnetic 
field a magnetic vortex lattice comes into being in which the vortices correspond to the 
normal electrons. This process requires some energy, that is just the vortex creation 
energy Ev, referring to the unit length of the vortices.

Ev can be determined by the experimental quantities existing in the expression

Hc „ 1 H 2C „
( 10)

For the evaluation of the measured values the GLAG theory is applicable to 
study of the vortex creation energy.

In Fig. 7 our experimental results have been compared with the theoretical 
results ofTholfsen and Meissner [13], and of Harden and Arp [14], who calculated the 
vortex creation energy by numerically integrating the Ginzburg — Landau equations.
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F ig . 7. Dependence of the vortex creation energy on the additive material concentration.

Tholfsen and Meissner carried out this operation for к = 0.2, 0.5, 1.0, 5.0 and 20. The 
points obtained by them form a curve with a shape described by the formula

EV= ^ H ^ K ~ 16, (11)
4л

were Я is the penetration depth.
Harden and Arp represented their results graphically. The fundamental meaning 

of their work is that Ev is proportional to Hcl.
The Figure shows that the experimental data coincide well with the curve Ev—k 

obtained by Harden and Arp while the results of Tholfsen and Meissner show a 
deviation of about 10—20% decreasing towards the higher values of к. This is due to 
their taking numerical vortex solutions into account even for k(0)< 1/^/2 supposing 
that vortices might be formed in the thin surface layers of the superconductors.

Neglecting this point the two solutions are in agreement with each other.
It must be noted that the experimental points in the Figure originate from data 

extrapolated for T = 0 K, thus the good agreement indicates the applicability of the 
GLAG theory.

Abrikosov [8] determined the vortex creation energy analytically for к р  1 and 
he obtained the formula

Н2Я2
Ev =  (In к +  0.08). ( 12)

As it was expected, this relation produces good results only above к >10.

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



D E T E R M I N A T I O N  O F  M I C R O S C O P I C  P A R A M E T E R S 3 19

Conclusions

The investigations we have carried out lead to some interesting conclusions on 
small-к superconductors [15]:

1. It is clear that the energy gap and the critical temperature change together in 
the studied concentration range. It means that the ratio of A(G)/TC does not depend on 
the contaminations in superconducting alloys under investigation. It can be expected 
that other small-к superconductors also have such a behaviour.

2. These investigations show that the vortex creation energy depends on the 
alloying material content so that it decreases with the contamination (with increase of 
the GL parameter), which means that the vortex creation energy is the bigger the more 
the state is type I superconductivity, i.e. the less it is type II.

3. It was found that the BCS and the GLAG theory can be applied to describe the 
magnetic features of small-к superconductors in the whole 0 — Tc temperature region.
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A brief outline of the so called “boson method” in the theory of superconductivity is presented. The 
computation of the space dependence of superconducting order parameter by means of this method has some 
advantages compared to standard techniques based on Gor’kov equations. The possibility of obtaining the 
space dependence of this quantity in the general form is shown.

1. Introduction

In the last few years great attention has been paid to various inhomogeneous 
structures in the field of superconductivity — such as layered superconductors, surface 
and interface effects on superconductivity, effects of impurities, etc. All those situations, 
which are related to the presence of a non-homogeneous structure of the ground state 
are usually solved by means of Gor’kov equations. It is well known that these equations 
are not easy to hajidle. Usually, it is only a perturbative solution which gives some 
analytic results [1]. Interfaces are simulated by step-function changes in BCS 
interaction constant. The exact solutions of Gor’kov equations require a great amount 
of numerical calculations which, however, could be performed only under special 
assumptions. These integro-differential equations can lead to the Ginzburg — Landau 
equations in some cases (e.g. near the critical temperature Tc). However, the solutions of 
the Ginzburg —Landau equations are not very simple to obtain, either.

The “boson method” is a new formulation of the theory of superconductivity 
which differs significantly from the usual methods. It was developed in connection with 
dynamical rearrangements of symmetries [2] and since the mid-seventies it acquired a 
number of applications [4 — 8].

A keynote of the method is the introduction of the so-called boson trans
formation, under which the field equations remain invariant, but the expectation values 
of various observables may change. By means of boson transformation we may pass 
from space-independent solutions to space-dependent ones without solving the 
Gor’kov equations. The practical consequence of this is that if we know the situation 
where the order-parameter is space (and time) independent, the space dependence is 
obtained by this transformation. We shall use this fact in Section 3.

In the following, we shall give a brief summary of the boson method. Although 
the technique required for practical use is based on a set of rather simple equations, the 
derivation of them is not simple. One has to use a special technique of quantum field 
theory [3]. For a full description see [9], where many applications are given, too.
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2. The outline of the boson method

For the sake of simplicity we shall consider the case of zero temperature and we 
shall not take into account the Coulomb interaction between electrons which, however, 
can be built into the theory in a simple way [9,10]. We start from the well-known BCS 
Hamiltonian

H=  Jd3x |> t+ е(д)ф, + 1l/l 6(ő)i/ri] + Ajd3x ^ T+ ij i \ «AT, (2.1)

where are Heisenberg operators of electron fields with a given orientation of
spins (Î, j.). Я is the coupling constant of electron—phonon interaction and

e(d)=  - ^ - ( r 2 + kj), (2.2)

where kF is the value of Fermi momentum and m means the electron mass (units: 
Л—с=  1). The electron fields фи l satisfy the equations of motion, derived from 
Hamiltonian (2.1). The equilibrium system of superconductor can be described 
according to the self-consistent field method [9] by a set of free fields:

{<pT,(P j,ß} . (2.3)

These are the “free” fields of quasifermions (<pt, <p,) and the boson field B:

<Pi, T(x) =  Jd3/c(27t)3/2 exp (ik • x) {akl> t cos 0 k exp( — i Ekt)±

± a í kí>i sin 0 k exp(i£kt)},

{ ( ^ 7 2  W - ’ - ч  + В Г е — '+**),

(2.4)

(2.5)

where akT l and B, play the role in the construction of Fock space by defining the 
vacuum state as

akt, А10>  =  0; B , |0 > = 0 .  (2.6)

The operators otk and B, are the annihilation operators of quasifermions and of 
quasibosons, respectively. They satisfy the usual anticommutation and commutation 
relations; mixed commutators are equal to zero.

In (2.4) and (2.5) <9k is the Bogoljubov’s parameter given by the relations

co s2 0 k= ^ ;  s in20k= — — , (2.7)
£ k £ k

where

e k= 4~{k2~ k 2F), (2.8)

= (2.9)
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and A is the gap parameter, satisfying the integral equation

А Г d3fc 1
2 J (2n )3E k ~  ’ (2. 10)

ш, is the energy spectrum of the boson field. It turns out that the electron operators ф 
must be written in terms of “free” operators:

Ф  =/(<?, B). (2.11)

An expression obtained in that way is called “dynamical map”. Since the 
observables are created by bilinear products of electron operators it is more suitable to 
construct dynamical maps for such products. We shall give here only the formula for 
the product ф̂  ф ̂

ПФтШ'^у)-] =xW( x - y ) +  J d3p |  d3q [F (1)(x, y, p,q)aqT api -  (2.12)

-  F(2)*(x, y, p, q)ap+, <  T] + J d3/ [G(1>(x, у, I) B, -  G<2)*(x, у, I) B,+ ]  + . . .

For other bilinear products (seee.g. [11]), the expressions are similar. Here, T  is Wick’s 
chronological operator. (2.12) is an expansion into the normal products of free 
operators; it can be shown that higher order terms in (2.12) can be neglected. The 
coefficients appearing here may be written as

Х(х-у )  = <.0\Пф(х)ф + (у)-]\0>,

F(x,y,p,q) =  <0| Т[ф(х)ф + ( y ) ^  l ocq+T |0>, (2.13)

G ( x ,  у , l) = <0| Т [_ ф (х )ф +(у)~\ B f  10> .

One can show that they obey the Bethe — Salpeter equations, ф means electron doublet

and therefore x, F, G, are 2 x 2  matrices (their elements stand in expressions for other 
bilinear products).

Once the solutions of Bethe — Salpeter equations are known we may write all 
physical operators in terms of free fields. So, e.g. the Hamiltonian is given as

H =  J d 3k FJa^i abt +Okj aM)+ j  d 3/ со, ß,+ B,, (2.14)

+ c — number

from where we immediately see the nature of the term “free fields”. The current and 
charge densities take the form of two-term sum:

p(x, t) =  p(1 >(x, i) + p(2)(x, r) , (2.15)

j(x, i)= jU)(x, t)+ j(2)(x, t ) , (2.16)
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where terms indexed by (1) are created only by quasifermion operators and those 
indexed by (2) by boson operators. We are interested in the last ones:

rs
p™ (x, t )=-r l - B ( x , t ) ,  (2.17)

j(2|(x, t) =  V B(x, t ). (2.18)

Each component of p and j conserves separately:

Pj(0+ T -P <0 =  0; i= l,2 -  (2.19)at

In (2.17) t>, is the boson velocity (ct>, = v, -1 in approximation) and >/ is a constant. 
One of the main results of boson theory is the fact that

J d3xp (1)(x, f) = 0 . (2.20)

As it is known, the generator of the phase transformation of electron field is a 
number operator

N — ̂ d 3x p ,  (2.21)
because

e~ieN фи 1 е‘в" = е‘в 1рт л , (2.22)

(here & means the phase). From (2.17) and (2.20) it is immediately seen that
л

A = — J d3x — B(x, t) . (2.23)

In the boson theory one deals instead of N with a modified operator

N f  = \  d3xf(x)p{x) = - r i f  d3xf(x,  t) -̂t ß (x, 0, (2-24)

where /(x ) is a certain function which must satisfy the Laplace equation (in the 
stationary case)

V2f{x ) = 0 (2.25)

and is equal to the half of the superconductor phase. The order parameter is just written
as

d(x) =  e2,/(x) I d(x) |.

The transformation of free fields induced by N f  now takes the form

V  t . i  ( * )  ■ ' ?  ~ i N/  (P t , i  e iNf  =  <pM ( x ) ,

(2.26)

(2.27)
B(x)->e ,N/ Be‘Nf = B(x) + ri J d3y c(x —y)/(y).

In the last expression appears the function c(x — y) which is called “boson characteristic 
function” and plays a crucial role in the boson method. We shall use its simplified form
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in the next Section. It is <5-function-like and has the property that

J d 3y c (x -y )  =  1 . (2.28)

From (2.27) we see that quasielectrons do not change and that the original 
transformation of electron field is now carried by certain transformation of boson field, 
which is called boson transformation. As it was already mentioned, we can obtain any 
space dependence of the order parameter through this transformation, knowing the 
situation where the order parameter is space independent.

Closing this Section, we summarize the procedure, which is used in solving the 
special space dependent problems:

1. We have to solve the Laplace equation (2.25) under specific boundary 
conditions (they depend on the problem).

2. We can compute persistent currents and magnetic fields associated with them, 
the energy, etc.; the expressions are given e.g. in [15]. All these quantities are functions 
of c(x) and /(x).

We see the extreme importance of/(x); the order parameter as a whole does not 
play such an important role as its phase, because all observables are its functions. 
However, there are situations where the knowledge of the whole order parameter is 
useful — e.g. in studying various interfaces, inhomogeneities, etc. The next Section is 
devoted to the space dependent order parameter computation.

3. Space dependent order parameter problem

It can be shown [9] that the boson transformation (2.27) makes ф to take the
form

Ф = exp + /(x)] F ( (p, PB, ^  ), (3.1)

where F is a certain function of given arguments. Then the order parameter is given by

(3.2)
2ÍB (  ЯВ '

d(x) =  <0 I e~Y + 2if F2[<p ,rB , -~ ) \0 }  = e2 i fM \A(x)\
dt

This quantity satisfies the Ginzburg —Landau equations [10]. The space dependence 
of d(x) is carried out by f  F, В in (3.2). Although we know in principle the function /  
which is given by (2.25), we know nothing about the function F. It could be computed 
by expansion in powers of its arguments which we may restrict to small values, but this 
way seems to be very difficult. In our method we shall start from the dynamical map 
(2.12). The order parameter is defined as (we consider only the stationary case)

A (x) = A<01 Т[ф т (x) ф j (у)] 10> I ж = у. (3.3)

According to the scheme described in Section 2 we must first perform the boson 
transformation in (2.12) and then compute the expectation value of the expression
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Fig. 1. Dependence of boson spectrum y = o)JA on the relative momentum т = / • £0. The full line represents 
the exact numerical computations [13] for the value A/V(0) = 0.4 (/N(0) being the coupling parameter). The 

dotted line is the approximation (3.6) for the same value of A/V(0).

obtained in this way. Because the quasifermion field (p remains unchanged under this 
transformation, we have to deal only with boson operators B,, B,+ . Because the
transformation (2.27) is done on the level of field operator B, we may express B„ B,+ 
from (2.5):

B| 2
’ d3x
(2 7t)3/2

го, B(x)e (3.4)

After the transformation one has the form

B{ =  B,+ 1 d3x
(2я)3/2 \/2û>î rí í d3yc(x —y)/(y)e~ (3.5)

where B{ means the transformed operator.
We shall make some remarks about the boson characteristic function c(x —y) 

and boson energy spectrum co(l). Both functions can be computed exactly [12,13] for 
all values of momentum, although they need numerical calculations. It turns out that 
for values l-^0 >  5 (where £0 is the coherence length of superconductor) со, «  2A. The 
boson spectrum is also function of Я. N ( 0).  (JV(0) means the density of electron states at 
the Fermi surface). For the purpose of practical numerical computations we have fitted 
the boson spectrum by the function

where
y=  - 1 e  Ш0 ) + 2 , (3.6)

т - 1 -ío (3.7)

which is in good agreement with the exact curve for values of Я • N(0) «  0.4 (Fig. 1) and 
the qualitatively correct dependence on Я • N(0) is achieved. For small values of l we
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use in this Section also the approximation

ш , =  V, ■ 1

V 2
vf = j  [1 +AJV(0)] (1 - 2 i ; |/2/45d2)

(3.8)

given in [9], where vF is the Fermi velocity. Theoretical computations of the boson 
characteristic function give for small values of momentum the dependence

c(/) =
1

(3.9)
1 + < l 2 '

where а =  2л2/45 [9]. For our purposes (space dependence) we need its Fourier 
transform, which gives

c(x) =
1

4kcc£1
1 ы.

■ (3.10)

Now, let us go back to (3.3) and (2.12). After the boson transformation we have

d(x) =  {A<0 I Ха)(х-У) 10> + A<0 I J J d3p d3<j[Fll)(x, y, p, q) •

•aqT ap1- F <2)*(x, y, p, q)a+; < T] | 0> + A<0 | j  d3/ • (3.11)

• [Ga)(x, у, 1 )B{ -  G(2)*(x, y, l)B{ +] 10>} \x=y .

The vacuum state is that of а т л  and Bt operators. Therefore, nonzero terms give only 
the first and the third term in (3.11). We shall use also the fact that this vacuum state is 
normalized. So we get the following expression:

m  = {A<01 х(1,|0> + А| d3/[G(1,(x, у, I) • \  J  y / l o ^  ■

•i7 (l)JdV c(x -y ')/(yV — G(2)*(x, у, I) • ^
Г d3*'
. (2тг)3/2

(3.12)

' >/(1) Í d Зу' с (x' — у')/(y') e’1 x ]} I у = X-

In this formula there are some quantities which have not been mentioned up to now. 
The function t]( 1) appeared in the simplified constant form in (2.17) and (2.18). In 
general, it is dependent on the momentum 1. We shall use its approximate value (for 
small 1) — see e.g. [9]

where

4 © « 2 A \j  А со,
(3.13)

„ m o)
R° ~  4 A2

(3.14)
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and
cöf =  /2n|/3(l — 2vpl2/45A2), (3.15)

which again is an approximation. In [9] it is shown that if we derive the integral 
equation for x(1) and then solve it in the pair approximation, the first term in (3.12) gives 
the constant A, which is the solution of (2.10).

The most complicated in its analytical form are the Bethe — Salpeter amplitudes 
G(1) and G(2)*. They depend on rational functions of complicated integrals through 
momentum space [11,14]. The main trouble in computing of these integrals is the fact 
that integrations in momentum space are not translationally invariant. Physically, it is 
the consequence of the cutoff of electron — phonon interaction in the Hamiltonian (2.1) 
to those values of momentum which lie in the narrow region around the Fermi 
momentum, such that

l | k | 2 - | k F |2 | / 2 m < m D,

where a>D is the Debye frequency. However, if we consider only small values of 
momentum, we can assume the validity of this translational invariance. In [11, 14] it is 
shown that the analytical formulas for G(11 and G(2)* are much simplified. We shall give 
here only the final result for both G's:

G(1,(1 )= -G <2)*(1), (3.16)

G(1)(l)= —5— ^2  i/(l), (3.17)
CO, — CO,

g{l)-2i(2n)3l2A I — (3.18)

and due to the translational invariance, G(x, x, 1) has the form

G(x, X, l) =  eix 'G(l). (3.19)

Now we need only to know the functions c(x —y) and /(x). As it was already 
pointed out, the characteristic function has some features of Dirac ^-function; so we 
consider it as the first approximation. Further, we assume a very simple solution of 
(2.25):

f (x)  = K = const. (3.20)

It means, that in our “inhomogeneous situation” (which has to be modelled by space 
dependence of the interaction constant A) the phase of the superconductor does not 
change and remains constant.

After all these remarks made about the important quantities and functions we 
can compute (3.12). The result is surprisingly simple:

A(x) = A+4íkA, (3.21)
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which is a complex constant. The same result follows even if we consider the more 
general form (3.10) of c(x). One would expect some 2-dependence of d(x) and, therefore, 
the possibility of applying various models of inhomogeneities, interfaces, etc.

4. Discussion

We may interpret the result (3.21) as follows: The absolute value of d(x) is

IA (x)| = A + 16k2

which is identical with “homogeneous” solution. This is simply the well known energy 
gap of the Bardeen—Cooper—Schrieffer theory, i.e.

Â B c s  =  d  y j  1 4 -  1 6 л г 2  .

So, if we have any “model” space dependence of 2, this is exclusively given by zlBCS 
dependence, i.e. by the well known relation

^ b c s  =  2tuDe av(O) .

However, the more exact numerical calculations of the amplitudes G(1), G<2) which are 
in progress show that even under the assumptions mentioned in the preceding Section 
the relation (3.16) does not hold. We may therefore expect really some space 
dependence in d(x),

d(x) = d + h(\),

where h(x) is some space dependent “perturbation”. Then we may compute e.g. the 
critical temperature of a given structure, which is the mean value:

Л(Т=0)~ Tc .

Our result for d(x) may be also interpreted as some spatial mean value for the order 
parameter in the presence of the great inhomogeneity (compared with the coherence 
length £0 of superconductor). This is the consequence of our approximations in the 
momentum space, mainly for the characteristic function.
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INVESTIGATION OF THE INFLUENCE OF THE HEAT 
TREATMENT AND FORMING REGIMES ON THE CRITICAL 

CURRENT AND PINNING FORCE 
OF NbTi SUPERCONDUCTORS

J. HOELLRICH and G . K.ATH

VEB HALBZEUGWERK AUERHAMMER, AUE. GDR

The results obtained in the optimization of NbTi superconductors are set forth. The intermediate 
annealing temperature is discussed and the influence of final forming on the critical current density and the 
reduced pinning force is studied. For the types of conductors investigated (1, 19, 55-core conductors), the jc- 
maximum occurs at different degrees of final forming; it drops as the filament diameter decreases. As to the 
reduced pinning force, an increase in the number of cores or a reduction of the filament diameters results in a 
displacement of the maximum and, for optimized conductors, an extension of the maximum towards higher 
fields is obtained. A final heat treatment makes the /„-values drop.

1. Introduction

At present, NbTi conductors are the most universally and most frequently used 
superconductors in the construction of superconducting magnetic systems.

They are used for the construction of small laboratory magnets (with one to 
several kilograms of material used) as well as for the operation of bubble-chamber 
magnets (with the material used amounting to several tons).

Although NbTi conductors have lower critical values of Tc, Hc2 and /„ as 
compared to the A 15-conductors Nb3Sn and V3Ga, they are universally used because 
their production is less laborious and, therefore, more economical, and because their 
workability is better. The production technology for the manufacture of NbTi 
conductors though considered to be completed for years, still faces problems of 
application which necessitate further efforts to improve the NbTi conductors with 
regard to Hc2, / c, degradation, radioresistance and stress. Investigations into the 
dependence of the current density and pinning force upon the magnetic field and the 
heat treatment and forming regimes were carried out on single- and multi-core 
conductors made by VEB Halbzeugwerk Auerhammer.

2. Optimization of NbTi superconductors

The NbTi superconductors produced consist of 52 percent by weight of Nb and 
48 percent by weight of Ti. Their alloy is such that they lie within the optimum range for 
attaining high critical superconductor parameters [1], [2]. With this composition, Hc2
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passes a maximum with Tc dropping but slightly. The critical current / с and the critical 
current density Jc can be influenced considerably by metallurgical and production- 
technological measures.

The metallurgical measures, i.e. the influencing of j c by varying the composition 
of the alloy will not be discussed in detail here. The deliberate incorporation of 
inhomogeneities in the NbTi structure allows to considerably increase the current- 
carrying capacity of the superconductor. For an NbTi alloy of the composition 
NbTi52/48, this suggests that the intercalation of intermediate heat treatments causes 
normally-conducting oc-Ti-precipitations to be produced in the (a +  /?)-NbTi-mixed 
crystal. These precipitations in combination with the dislocations caused by heavy cold 
forming represent effective pinning areas for the lines-of-flux lattice [3], [4], [5], the 
pinning force for the lines-of-flux lattice being determined by the precipitation density 
and distribution as well as by the particle size [6].

A plot of the critical current density jc or the pinning force Fp against the 
magnetic field H applied will give information about the current-carrying capacity and 
stability of the superconductor. The j c = j c (H) curves of optimized conductors with high 
critical current densities drop slightly, the pinning force Fp having its maximum at 
medium magnetic field strengths. With the degree of optimization increasing, this 
maximum is shifted towards higher field strengths.

3. Results

Measurements of the critical current intensity lc were carried out at the 
Zentralinstitut für Festkörperphysik und Werkstoff-forschung Dresden (Central 
Institute of Solid State Physics and Materials Research of Dresden) using short-wire 
specimens bent to form a U shape. In this case, Ic correspond to the current where the 
voltage in the specimen drops by 0,1 /tV/cm. The pinning force Fp and the reduced 
pinning forces were calculated from the j c = jc (H) curves.

The specimens were taken from batches manufactured in the production process. 
They have been specially treated for the individual test programmes.

Table I

Material Number of 
filaments

Cu/supercon- 
ductor relation

Filament
diameter

Supra NT 1 1,0 0,354 mm
Supra NTM 19 19 1,6 0,071 mm
Supra NTF 55 55 1,2 0,045 mm

Table I gives the geometrical data for the specimens used. The diameter of the 
specimens is always 0,5 mm.

A da Physica Academiae Scientiarum Hungaricae 53, 1982



INFLUENCE OF THE HEAT TREATMENT 333

Fig. 1. Dependence of the critical current density j c on the temperature of intermediate annealing 
T(H = 4.0 M Am"1) Material: Supra NTM19 (0.5)

Fig. 2. Influence of the degree of final forming t/£ on the critical current density j c(H = 4.0 MAm ‘) 
Material: Supra NT (0.5) ——; Supra NTM19 (0.5)------- •; Supra NTF55 (0.5)------

First, tests were conducted to determine the appropriate intermediate-annealing 
temperature. Fig. 1 shows the curve of jc=jc (T ). Thejc-maximum obtained is between 
380 and 400 °C. On the basis of these data, all the wires used for further investigations 
were subjected to intermediate annealing at T= 390 °C for a time of i = 3 h.

Figs 2 to 4 give information about the influence of the heat treatment and 
forming regime on the y'c-value of different types of conductors in the end phase of 
conductor production. Fig. 2 shows the influence of the degree of final forming rjE on j c. 
t]E, in this case, is shifted from 96% for the one-core conductor through 95.9% for the 19- 
core conductor to 93% for the 55-core conductor. This allows to conclude that the 
optimum degree of final forming is shifted towards somewhat smaller values which, 
however, are still in the range of r]E> 90%, when the diameter of the filament decreases 
as a result of a stronger overall forming of the NbTi material.

Figs 3 and 4 are intended to show, on the basis of two test series, the depend-
F H

ence of the reduced pinning force p on the reduced magnetic field h = ——
* p  m a x  ** c 2

(Hc2 = 9,2 MAm-1). The difference in the heat treatment and forming regimes of the 
series A and В is shown in Table II.
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içB
 ̂Je ®  Í  max
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Fig. 3. Dependence of the reduced pinning force on the reduced magnetic field h 
Material: Supra NT (0.5)------ •; Supra NTM19 (0.5)-------- ; Supra NTF55 (0.5) —■
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Fig. 4. Dependence of the reduced pinning force on the reduced magnetic field h 
Material: Supra NT (0.5)------•; Supra NTM19 (0.5)---------; Supra NTF55 (0.5)

Z 7 P \^ 4 7e=96.6%

4
\
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\
\

Table II

Degree of Number of intermediate
final forming annealing procedures

Series A 92.2% 6
Series В 96.6% 5

From Fig. 3 as well as Fig. 4, a displacement of the maximum of the reduced pinning 
force with respect to the reduced magnetic field for the different types of conductors can

F
be seen. Thus, the maximum of ■- - for the one-core conductor is at h %0.39, that forF

л p  max
the 19-core conductor at hs:0.43, and that for the 55-core conductor at /i«0.46. This 
means that an increase in the number of cores and, thus, the reduction of the filament 
diameter involved result in a displacement of the maximum towards higher fields.
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Fig. 5. Dependence of the critical current density j c on a final heat treatment (T=390°C) 
Material: Supra NTM19 (0.5)

j.B

Fig. 6. Influence of final heat treatments on the pinning force 
Material: Supra NTM19 (0.5)

Furthermore, it is typical that the curves of the specimens of series В are 
considerably steeper than those of series A. Towards the higher /i-values of the series A 
a wide maximum is formed. These results must be considered in connection with the 
information given in Fig. 2.

The series В with rjE = 96.6% for all types of conductors lies in the dropping 
portion of the j c =  j c (rjE) curve. The optimum degree of final forming and thus the 
optimum setting of the structure by precipitations and dislocations have already been 
exceeded. The series A with riE = 92.2% lies within the rising portion of the curve. Figs 3 
and 4 demonstrate in terms of the extension of the maximum towards higher magnetic 
fields that the behaviour of the conductors of the series A is much more favourable. 
Thus, filament conductors in higher fields (H = 4.0MAm ‘) show a much more 
favourable behaviour than one-core conductors which are more suitable for us with 
lower fields (H = 4.0 MAm ‘).
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Another aspect of the optimization of NbTi superconductors is the deter
mination of the influence of a final heat treatment on an improvement of j c.

Fig. 5 shows the influence of the annealing time t on the critical current density jc 
for a final annealing process at T= 390 °C. Up to about 0.5 h,jc drops slightly, while 
at times exceeding 0.5 h a continual dropping takes place. This is slightly contradictory 
to publications saying that final annealing makes the7c-values rise [6], [8]. It should be 
mentioned that the specimens used there were merely cold-formed specimens whereas 
we tested conductors subjected to a relatively high number of intermediate annealing 
treatments. Our specimens have precipitations and dislocations in orders of magnitude 
that are necessary to obtain a high jc-value. A final heat treatment of such optimized 
conductors does not yield a further increase in jc. In each case, it is necessary to carry 
out a cold-forming operation of ̂ 90%.

This becomes even more obvious when considering the pinning-force curves 
plotted against the magnetic field in Fig. 6. With the annealing time increasing, the 
maximum of Fp changes considerably both as regards its height as well as the 
dependence on the magnetic field. In addition to Fig. 5, the curves-for specimens 
annealed at 450 °C and 550 °C are shown. The position of the maximum is shifted 
towards smaller magnetic fields and smaller pinning forces as the annealing time and 
temperature increase. This is in conformity with other publications [6], [5], [7].

The results of our attempts to optimize NbTi superconductors allow the 
manufacturers and users of semi-finished products to draw conclusions for their work.
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STATISTICAL THEORY OF PINNING 
IN SUPERCONDUCTORS INCLUDING CORRELATIONS 

IN THE DEFECT DISTRIBUTION
S. T a k á c s

INSTITUTE OF ELECTRICAL ENGINEERING, SLOVAK ACADEMY OF SCIENCES 
809 32 BRATISLAVA. CZECHOSLOVAKIA

The statistical theory of pinning on randomly distributed weak pinning centres with small densities is 
developed. In addition to the randomness in the spatial distribution of the defects, some correlation effects in 
the defect distribution are included. The results are in good agreement with experiments not only 
qualitatively (the volume pinning force proportional to the defect density), but also quantitatively.

1. Introduction

The basic principles of carrying the electric current in type II superconductors — 
the compensation of pinning forces against the Lorentz force on the flux lines — are 
known already for many years. In spite of this, a useful theory for explaining the 
experimental results sufficiently is lacking. The most difficult problem is connected 
with the proper summation of the individual forces from the pinning centres. The first 
“compact” theory in this direction was given by Labusch [1], who has calculated the 
volume pinning force resulting from randomly distributed point defects including the 
elastic properties of the flux line lattice.

His result was in the lattice approximation

Fp — n km C, (1)

where n is the density of the pinning centres, km is the maximum interaction force 
exerted by the defects on the single flux lines and C is the effective elastic constant of the 
flux line lattice, containing the elastic moduli C„ . The quadratic Fp(km) dependence in 
(1) can also be seen from calculations with model interaction potentials [2, 3].

There is also some experimental evidence on the Fp ~  dependence [4 — 6]. The 
Fp~ n  dependence is clearly visible from the results on Nb (see [7]). No determined 
Fp(n) dependence was found in V3Si at small defect densities [8].

At high defect .densities [7], saturation effects appear for very high defect 
densities, only statistical fluctuations from the mean defect density act as pinning 
centres [9]. The second important result of Labusch’s theory —  the existence of the 
threshold value for the flux line distortion — is a more problematic task (see [7,10,11]). 
Nevertheless, it seemed that the theory of Labusch shows the right way for solving the 
complicated statistical summation problem in pinning. The “competing” theory of
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Dew-Hughes [12], the direct summation of pinning forces (leading thus to the linear 
Fp(k J  dependence), was held to be right only for very strong pinning centres. Recently, 
very strong objections were raised against the basic assumptions and approximations 
of Labusch [7, 10, 11, 13]. Here are the main points.

The periodicity of the interaction potential defect-flux line was neglected in [1]. 
This changes mainly the Fp(km) dependence appreciably (however, not so drastically at 
lower magnetic fields [14]).

The improper way to calculate the so-called Labusch parameter aL = ( V 2U)  for 
the pinning potential U was another shortcoming. If the averaging is performed 
properly, not only aL, but also Fp = < — VU} vanishes below the threshold.

The theoretical results of Fp with the known experimental values for km are below 
the threshold, i.e. Fp should be zero.

For larger specimens, the condition for the dilute limit does not seem to be 
satisfied, as the displacement field caused by one pin acts also on positions of the other 
pins.

Therefore, the threshold condition for the pinning forces cannot exist, either.
For some cases, the pinning force cannot be derived from a potential [15,16,17].
For strong (or even intermediate) pinning centres, plastic deformations seem to 

play an important role, which restricts the possibility of using linear elasticity theory, as 
was made usually in nearly all pinning theories.

Some attempts were made to improve the theory of Labusch, e.g. the more 
precise calculations of the elastic properties of the flux line lattice [18], pinning by flux 
bundles [19], etc., without achieving great success.

For the very unsatisfactory state of our present understanding of pinning in type 
II superconductors, some additional problems are characteristic, which are far from 
being solved at the present time (the peak effect, the differences in the magnetic field 
dependence of Fp near the upper critical magnetic field Bc2, the direct summation of 
pinning forces, the importance of the critical velocity model [20], mainly for A-15 
superconductors in the vicinity of Bc2, etc.).

The theory of Larkin and Ovchinnikov [21] is based on somewhat different 
principles, which are explained in the next Section, as well as the generalized theory of 
the author [22] for small defect densities.

In this paper, we give a more exact theory of the influence of the “gathering” of 
defects in superconductors with small defect densities. This theory can explain, why — 
in spite of theoretical results that the dilute limit in pinning theories cannot exist — the 
volume pinning force is proportional to the mean defect density in the low 
concentration limit.
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2. Calculation principles

The magnetic flux enters into homogeneous type II superconductors in the form 
of periodically arranged flux lines (vortices). The structure of the vortex lines is a 
hexagonal one, with known elastic constants ,, C, 2, C44, C66 [23]. Each defect in the
crystal lattice interacts with the flux lines through a number of interaction mechanisms 
[24], leading to defects also in the flux line lattice (e.g. flux line dislocations [25]). If the 
number of the defects increases, the long-range order in the flux line lattice is loosed 
[26]. However, due to the strong nearest-neighbour and next-nearest-neighbour 
interactions between the flux lines, one can find some characteristic volumes (the so- 
called correlation volumes 1̂ .) where the flux line lattice is nearly regular.

It is supposed [27] that these correlation volumes are moved independently 
under the influence of the applied Lorentz force. Due to the randomness of the defect 
positions in these volumes, the total force per volume unit is

,  . v^v
( 2)

where km is the maximum force between single defects and single flux lines and N is the 
number of defects in the correlation volume Vc(n = N/Vc is thus the defects 
concentration). Therefore, in the critical state

Bjc = km (3)

The determination of the correlation volume Vc in these equations is an open 
question. It was calculated in [28] from some energy considerations due to the elastic 
distortions of the flux line lattice:

K=
256 c\4c \ba6

„ 3  1,6 (4)

With this value, we obtain:

Fn = kt
16c44c66a3 (5)

One can see from these results that the performed calculations must be 
undoubtedly wrong for several reasons. First, the value of Vc from (4) is too large, 
because e.g. fo rn= 10  3 ij“ 3 and £~3 (which is already an extreme case, as then all 
“parts” of flux lines are pinned!), we have Vc= 1014 £3 and 105 £3, respectively. Further, 
neither the strong density dependence (~ n 2), nor the /с4 dependence of Fp has been 
(even approximately) detected in experiments. In addition, the correlation lengths in 
superconductors should be restricted by the largest characteristic length of the 
interactions which causes the pinning. This length in type II superconductors is the 
magnetic field penetration depth A. Therefore, the maximum correlation length has to
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be of the order of l  and all theories which give larger values for the correlation length 
are incorrect or incomplete.

There is also some experimental evidence for this: the maximum distance, on 
which the disturbances of the flux line lattice in type II superconductors could be 
detected, is about pi  with р « (5 ч -10) [27].

To calculate the correct value of the correlation volume, one needs the exact 
evaluation of the interaction range in disturbed flux line lattice [26, 28]. This 
evaluation is in addition complicated by the strong anisotropy of the problem, as the 
flux line distortions in the lattice are essentially two-dimensional, i.e. the distortions are 
not spread out in the flux line direction. Therefore, one could expect that the realistic 
value of Vc lies between (pi)3 and £,(pl)2 for small defect densities.

The second problem is the calculation of the elementary interaction force. This 
can be performed relatively easily for defects (or defect structures) the characteristic 
dimension of which is smaller than the coherence length £. The interaction energy for a 
flux line portion of the length is then proportional to the number of defects in the 
volume £3, because £ is the length of the direct interaction range defect-flux line (this is 
true for the elastic pinning mechanisms, for the magnetic interaction mechanisms this 
lenght is near l). By dividing the superconductor into such characteristic volumes (we 
take for simplicity cubes) « ^ 3,we define the “effective” pinning centres, in analogy with 
the pinning on statistically distributed dense defects [10].

Due to the statistical grouping of a larger number of defects in these volumes, we 
obtain an appreciable effect also in the low concentration limit [22], although the 
probabilities for finding two or more defects in V0 — Ç3 are very small.

We take into account also the effects corresponding to “clustering” the defects in 
the neighbouring volumes in the flux line direction. As calculated by Kramer [29], the 
point pins with mutual distance

behave like line forces (<p0 is the flux quantum). From experiments on Nb l* = MÇ with 
A/«(10-^ 18) for b = B/Bc2x  (0.2-H0.8). Therefore, if we have e.g. one defect in each of 
the neighbouring characteristic volumes V0 in the flux line direction, we have the same 
elementary interaction force 2 k0 as in the case of two defects in one volume K0 (and no 
defects in the neighbouring volumes) [21]. The same is valid for more defects in 
volumes with distances smaller than /*.

Due to the finite interaction range of two defects, we include an effective 
interaction length in the flux line direction Meff =  h%M/2.

As in all theories of pinning, we take the volumes with one, two, three, . . .  defects 
as independent pinning centres with elementary interaction forces k0, 2k0, 3k0, . . . .  
Then, the elementary interaction force is given by the differences in the defect numbers 
in the neighbouring characteristic volumes V0 in the Lorentz force direction [22].

(6)
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We have then to introduce randomly L defects in K = VJV0 positions in the 
superconductor (n = L/KV0 is then the mean defect density). As the defects are 
indistinguishable, one has to apply the Bose —Einstein statistics to obtain the defect 
distributions.

The main parameters are the probabilities фи ф2, «Аз, • • • for finding one, two, 
three. . . defects in the given volume. They are given by

with

S(K — 1, L — 1) L ( K -  1)
S(K,L) "  (K + L —l) (K + L —2)’

«Аг = «Ai
L — 1

K + L -  3 ’

(7)

with

«Аз = <Аг
L —2

K + L -  4 ’

S(K,L)  =
(K + L -  1)! 
L! (K — 1)! '

( 8 )

The probability for a volume element to be empty is (1 —1/0, where

«A = «Ai +«А2 + <Аз + ••• +«А/. (9)

is the probability for a volume to be occupied by an arbitrary number of defects.

3. Determination of the volume pinning force

The probability for changing the defect number by +1 is then given by

0i = <A,(i-«A)(i-«A)',_1+ (10)

+«A2«Ai(i — «А)л_1+«Аз«А2(1 — «А)'1“ 2-*-. . . ,

where we have already included that the (h — 1) volume elements in the flux line 
direction are not occupied by defects. The right hand side of the Eq. (10) gives only the 
half of the contribution to the pinning, because e.g. the combination “01” defect gives 
the same contribution as the combination “10” defects.

The determination of higher g ,'s is somewhat tedious, because the occupation of 
larger number of defects in the flux line direction can be realized with many 
possibilities. We give only some results here:
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б'2 = «/'2(1 — «А)"+«Аз «Al(l ~Ф)Н 2+ • • • +  (1-ФУ,

+(1 — *A)Ä | ( ^ - 1 ) iAi ф2 +  ^ 2 ~ ,

^б = «Аб(1 — «А)л +  ̂ 7 <Ai (1 — «А)'1-1 + «̂8 «Аг(1 — «А)л-2+ - -.

+  ( ! - < / ' ) ' ' j ( f r - l ) ( ' / ' l  ^ 5  +  ^ 2  ^ 4 +  \ ф * )  +

+ ( f c - l ) ( Ä- 2 ) Q* ? * 4+ +

, (А— 1)(А —2)(А —3) /  ,
+ --------- 23--------- ( Ф 2 +  Ф 1 Ф3 +

h — 4
+ 6<Ai iA2 Ф з + —j - Ф 1 Ф 2 ) +

А— 1 А —2 А —3 Л -4  Л -5  
+ ^ ------Ï Л Í £~Ф*\ ■

4. Results and discussion

The defect distribution (7) leads then to the mean volume pinning force [22]

In this way, we have included different statistical effects into our considerations (the 
randomness of the defect positions with respect to the flux line positions, the 
randomness of the defect distributions in the characteristic volumes V0, correlation 
effects in the defect densities of neighbouring volumes in the flux line direction).

As the results are very insensitive to changes of the К values (like in our previous 
theory [22]),we give here the results for К =  1 000. The function g(L/K) is given in Figs 
1 and 2 for different values of M cff. We can see an extended linear region (mainly for 
smaller values of Meff), as well as the saturation effects for larger L/К. However, our 
theory does not contain the possible influence from parameters which determine the

Acta Physica Academiae Scientiarum Hungaricae 53, 1982

with



S T A T I S T I C A L  T H E O R Y  O F  P I N N I N G 343

Fig. I. The function g ~ F p \  s L/К  ~  n (n is the mean defect density) for К ä  200 and different values of Meff.

Fig. 2. The same function as in Fig. 1. The saturation effects for larger Mefr and L/К  values are clearly visible.

elementary interaction force (e.g. n — l —Bc2 — k0, n — l —Tc, where l is the density 
dependent electron mean free path).

Although the Fp(n) dependence does not change with the К values considerably, 
the absolute values of Fp depend on К  (and thus on the correlation volume Vc), as it can 
be seen from Table I. Here, the theoretical results are compared with the experimental
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Table 1

The quantitative comparison of the calculated volume pinning forces with the experimental ones. In the 
columns a) and b), the correlation volumes i(p/)2 and (pA)3 were assumed, respectively. The volumes in 

brackets are with Meff = 7, without brackets with M cf, = 1.

mean defect calculated volume pinning force measured 
pinning force 

F
Р .е » Р

[ x 10*Nm~3]

Sample density
n

[ x  1022m “3]
f(a)
1 p . th e o r

[ x 108Nm~3]
p(b)
1 p . th e o r

[ x  108N m -3]

Nb [30]
0.01 46(50) 13(14.5) 27
0.035 32(45) 10(14) 60

voids
0.17 18(31) 6(10) 39
3.8 5(4) 1-5(1.2) 6

Nb [31]
0.14 24(48) 9(12.5) 50
0.34 18(27) 6.8(10) 25

voids
0.36 15(22) 57(8.5) 18
3 8.7(7.5) 3.3(2.8) 12

Nb [32]
neutron irradiated 0.7 1.7(2.5) 0.7(1) 0.62
dislocation loops 

V3Si [7]
neutron irradiated 0.02 8(10) 0.6(0.8) 13.5
dislocation loops

ones, where the case a) corresponds to К =  (pic)2 and the case b) to К = (рк)3 with p = 5, 
respectively. The best agreement with the experiments in this Table is reached for the 
correlation volume Ус = (рк)2 and Aieff =  7.
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THE PINNING OF VORTEX LINES 
IN VERY DILUTE SUPERCONDUCTORS

I. K ir s c h n e r  and K. M a r t in a s

DEPARTMENT FOR LOW TEMPERATURE PHYSICS, ROLAND EÖTVÖS UNIVERSITY 
BUDAPEST. HUNGARY

In a one dimensional model the possibility of synchronization of the flux line system to the randomly 
distributed pinning centres is shown. The result yields direct summation without threshold in the very dilute 
case.

Introduction

The determination of the total pinning force is a problem of considerable interest, 
still imperfectly understood.

The generally accepted assumptions about the flux line lattice and pinning 
centres are as follows [1,2, 3]:

1. Non-interacting defects;
2. One defect in the interaction range of the flux line;
3. The defects are in randomly distributed positions;
4. The vortex lattice can be treated as an elastic continuum;
5. Thermal activation is negligible.
Generally, these conditions are accepted in the different ways of the calculation 

of pinning forces.

Determination of flux line pinnings

Lowell [4] introduced the following method for the calculation of pinning force. 
In linear approximation the elastic response is given by an effective elastic constant C. 
The equilibrium of forces on a single flux line can be obtained by

Fde(tci = F(x) = C ( x - d ), (1)

where F(x) is the pinning force, x is the equilibrium position of the flux line, and d is the 
position which would have the flux line without the presence of defect. For randomly 
distributed defects, all distances d of flux lines from the defects exist with equal 
probability [4, 5]. In such a way the volume pinning force is described by the integral of 
F(d(x)).
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Campbell [6] calculated the volume pinning force in case of piecewise linear
periodic interaction potential, when the interaction range equals the flux-line spacing.
His result is t p _ r \

F = N  -------- - (21
' p(P + C )’ ( ’

where F, is the total pinning force density, Np is the defect density and P is the 
maximum pinning force with what the centre can effect. This result leads to the 
threshold problem, as in case of P < C there is no effective pinning force.

Takács [7] calculated the total pinning force for different interaction potentials, 
and has shown that there are differences in the dependence of the volume pinning force 
on the maximum elementary interaction forces, nevertheless the threshold problem is 
inherent.

The usual approach regards the flux lattice as a one-dimensional elastic 
continuum in which the local tension can be treated as a quantity proportional to the 
local strain. The elastic force on an element of the flux lattice of length dx is then

d2i
F e= - C j - ^ d x ,  (3)

where £ is the displacement at x from the undisturbed position.
This force must be balanced by the force due to the pinning centres in the element 

dx. This force in case of a harmonic potential can be written as

Fp = f P 0(a>/x) ■ co(x)dx, (4)

where co(x) = min {x —xa} and xx is the position of the a"1 pinning centre, and

{Jif I c o J c L , 
if \œa\>L .

Here L is the interaction length of the potential and f pL is the maximal 
elementary pinning force.

The boundary condition contains the total transport current I tot in the form of

" ő í l
dx l dx (5)

where B0 is the external magnetic field and / is the length of the sample.
The results based on the above assumptions are not adequate for the description 

of pinning phenomena. Recently, very strong objections were raised against these 
assumptions:
1. The threshold criterion is not verified by the experiments [6, 8].
2. In some cases the pinning force cannot be derived from a potential [9]. The

P
summation for this case gives quadratic dependence in case of — < 1, and direct 

P
summation of — > 1 [10,11].

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



T H E  P I N N I N G  O F  V O R T E X  L IN E S 349

Discrete model

In this paper we examine the flux line system in “discrete approximation” instead 
of the linear elasticity description. In the one dimensional model the flux line is 
characterized by the position vector r, and the deformation force arises then, when the 
flux lattice spacing changes. Such change can occur only at the pinning centres, where 
the pinning force balances the deformation force.

In the discrete description of the flux line system the position of the i,h flux line is

rt = r0+ Z  ak,
k = 0

where ak is the distance between the (k + l),h and kib flux lines.
The elastic force acting on the ilh flux line in first neighbour approximation is

CÔ

In equilibrium

C i | i )  ,2Cr''‘+r!-^ !.
<aj i r.+ i-T i-x

С Ц -  = /> ,) ,

(6)

(7)

where / р(г,) = /р6>(а>;) cu, and w,= min

For the sake of simplicity we introduce the quantity Sf:

9(=<5а,= - < 5 ^ У  a l í = f- ^  af_ , ,  (8)

by the help of which the position of the (i+ l),h flux line is given in the form of a 
recursion formula:

ri+i = r i + ai
and (9)

a i =  a i - l + $ i - l  ■

To examine the structure of Eq. (6) we suppose that the ith vortex is pinned by the 
ath pinning centre, and the distance to the next pinning is lx0.

The position of the i'h vortex is rh while cu{ is the distance to the ath pinning, so

ri + k = ri + k -a i (11)
and

1 2 fai = ai- l -  -  a h f p(üi.

If I ri+к ~  xa +1 1 <7" the vortex will be pinned and from this equation the value of к can 
be determined . ,

, г 1+£0(k=  In t------ - (12)
а,-
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and

< ° i + k ~  1 — f c a f _ 1 + C O ,  ^ 1  +  ( 1 3 )

Changing the position of the i'th flux line this causes a

^ i + k )  =  y + k a f ^ / ^ j ô ( o i ( 1 4 )

change in the position of the (i +  /c)‘h flux line.
The relation (14) means, that there is a possibility for both of the ilh and (i + k)'h 

flux lines to be in a bounding position in case of randomly distributed centres, if <5cu, 
yields a change in bounding positions of the ath pinning results in a ö(a>i + k) = af. The 
distance of pinning centres in the above case has to be larger than

L o = y - L -  (15)

The physical meaning of this is that in case if the pinning density N p is less than

N ( 1 6 )

every pinning centre can be active. Assuming a harmonic potential the total pinning 
force can be expressed by the relation of

" 7)
in the very dilute limiting case (N p< N p0).

Conclusions

Taking into account the discrete nature of the flux lines there is a possibility for 
self-adjustment of flux line lattice to the randomly spaced pinning centres in the very 
dilute case

The results give direct summation in the extreme dilute case (Np-4Np0), and

linear dependence on the individual pinning forces and N pdependence on

the pinning density in the Np< N p0 domain.
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EXPERIMENTAL DETERMINATION OF PINNING FORCES
J. Bánkuti and É. Farkas
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Four different methods are given for the determination of the pinning forces: critical current 
measurements, magnetization measurements and two A. C. methods. The measured data of the critical 
current density obtained by these methods are published here for the samples Nb-10 at % Ti.

Introduction

From the industrial point of view one of the most important characteristics of 
superconductors is the critical current.

In a type I superconductor the critical current Jc can be determined by Silsbee’s 
rule, according to which the thermodynamical critical field determines Jc definitely, 
and so the critical current is very small. In type II superconductors the situation is more 
complicated. This can be seen from the comparison of the magnetization curves of the 
two different kinds of superconductors in Fig. 1.

The initial parts of the curves are the same and the superconductors are in a so- 
called Meissner state. The essential difference between the two materials appears only 
in fields larger than the lower critical field. In this range type II superconductors are in 
mixed state, that is the magnetic field partially penetrates into the sample in the form of 
flux vortices.

A vortex consists of a normal core and a circular supercurrent. If any external 
current passes through a type II superconductor being in mixed state the current- 
vortex interaction can be described with a Lorentz type force [1]. The form of this 
driving force Fu per unit volume of the superconductor is as follows:

Fd = J X B, 0 )

where J and В are the transport current density and the magnetic induction, 
respectively. Unless there are no other forces, the flux lines will move in the direction of 
this force and an electrical field E is induced in the normal core given by the following 
expression:

E = v x  B, (2)

where v is the velocity of the flux lines. This electrical field induces a current in the 
normal core and a dissipation occurs. Thus the critical current equals zero in this case.
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Fortunately, there is no such an “ideal” type II superconductor. Materials always 
contain inhomogeneities, lattice defects and other imperfections. These so-called 
pinning centres prevent the flux lattice from moving. In Fig. 2 some magnetization 
curves and the corresponding critical current curves are plotted against the external 
field for some superconductors. Materials with the most irreversible magnetization 
curves produce the largest critical currents.

The pinning centres mean local energy minimum for flux lines and there are 
pinning forces on the flux lines to oppose the driving force. It is evident from the 
existence of the critical current that the pinning force has a maximum value. This 
maximum pinning force can be determined on the basis of the critical state model 
introduced by Bean [2].

It is assumed that the superconductor either carries the critical current density or 
no current at all. Flux vortices are nucleated at the surface and move into the sample 
until the driving force due to the flux density gradient is balanced by pinning forces. The 
flux density is usually assumed to possess its equilibrium value defined by a reversible 
magnetization curve at the surface. The local critical current is related to the maximum 
of average pinning force Fp, which will be a function of the local value of the induction
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B. The critical state is represented by the force equilibrium:

J cx ß = - F p(B), (3)

where pinning force Fp(B) is related to unit volume of the superconductor. If any 
surplus force appears, for example the transport current increases, the flux lines 
rearrange until equilibrium is restored. Assuming a dependence for the critical current 
or pinning force upon the magnetic induction and integrating the critical state 
equation with an appropriate boundary condition, the flux density distribution 
throughout the specimen and so the magnetization can be calculated. The relation 
between the maximum pinning force and the magnetic induction inferred from the 
measured magnetization or critical current curves can be compared with the 
theoretical prediction of the given pinning model. Campbell [3] concluded a general 
form of the dependence of maximum pinning force on magnetic induction from 
earlier experimental results and their theoretical discussions. He found the 
following expression:

Fp(B) = k b m(l — b)1, (4)

where b = B/Bc2 is the reduced magnetic induction, m and / are positive numbers. Fig. 3 
shows the previous expression for various values of m, l. It can be seen that m and l affect 
the general shape of these curves.

0 .3 3  0 .5  0 .3 3

Fig. 3

The place of maximum characterizes the type of defect causing pinning. For 
many materials containing second phases or plane boundaries the maximum occurs at

about b =  ^ , for dislocation pinning the place of the maximum can vary between

£> =  0.25 and £> = 0.85, depending on the deformation structure.
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Measurements of pinning forces

Critical current measurement

Measurement of the pinning force in most cases is performed in an indirect way, 
and the evaluation of the experimental data is accomplished on the basis of the critical 
state equation.

One of these methods is the measurement of the critical current. Now we examine 
the critical state equation in the special configuration when the magnetic induction is 
perpendicular to the current. Then the form of the equation is very simple:

The critical current is usually determined by the increase of the transport current 
passing through the wire or foil sample until a certain small voltage (typically 1 pV) 
appears along the specimen in a certain external transverse field. This measurement 
gives correct results only when the flux density and hence FP(B) do not vary 
significantly in the cross section of the sample. This condition is fulfilled for specimens 
of a small cross section and high к-value and at an external field not too close to the 
lower critical field. In this case the magnetization is very small and the induction can be 
easily determined. For a low external field this method cannot be applied since the 
distortion of the external field due to the self-field of the current alters the simple 
connection between the current and the induction. It is very difficult to solve the 
general critical state equation even with a precise boundary condition.

The other frequently used method is the determination of the magnetization 
curve. When the critical current measurements become very impractical and 
inaccurate they are replaced by magnetization measurements. For low fields samples 
with large cross section present many problems. It is too difficult to produce and 
control the required large currents and to feed them into the cryostat. All these 
difficulties can be avoided by measuring the magnetization of a cylindrical sample. The 
sample axis is parallel to the external field. The external transport current is replaced by 
“induced” circular currents for which the critical state equation with the cylindrical 
symmetry can be applied. We may use the following form of the critical state equation:

where H(B) is thermodynamically determined. In the case of the cylindrical symmetry 
the following simple form is valid:

Jc( B ) B  = F p(B). (5)

Measurement of the magnetization curves

rot H{B)x B = — Fp(B), (6)

(7)
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Rewriting it we get
J d H \  dB

\ d B ) rev dr
— F p(B), ( 8)

where ( —— ] is the slope of the H(B) reversible curve. If we assume a concrete\ d B  J  rev

dependence of FP(B) and know the H(B) reversible curve we can calculate the flux 
profile and the magnetization by the following expression:

r(B' = l

r n
B' (r')lnr' dr' — ц0Н.

r ( B=  0)

(9)

We can measure the magnetization by a coil wound around the specimen to pick up the 
voltage induced by flux entering. We integrate the voltage-time function electronically. 
A more accurate result can be reached by the cancellation of the flux in the gap .. .tween 
the specimen and the search coil with a compensating coil. Comparing the measured 
results with the calculated ones the dependence of pinning force on induction an be 
determined. The problem of this method is that it is difficult to determine the reversible 
magnetization curve for very irreversible materials.

The situation is very much simplified at a small hysteresis of the magnetization 
curves, i.e. when Fp in the sample is small. In this case the relative difference between the 
maximum and the minimum flux density in the sample is also small and we may assume 
the pinning force density to be constant. Using the cylindrical symmetry the critical 
state equation leads to the expression:

F r = l l { j p )  [< М (Я Т )> -< М (Н 1 )> ] , (10)

where the <M(FF\)> and < M (H j)>  symbols are the average magnetization in an 
increasing and a decreasing field, respectively. The slope of the reversible mag
netization curve can be obtained from the relation:

ВТ'ЛН)= ^ [< М (Я Т )>  + < М (Я 1)> ] + /10Я. (11)

Another method with the same experimental configuration but much more 
simple is a tube sample with thin wall where we may assume the flux density gradient to 
be constant within the material. In this case the pinning force per unit volume is given 
by

F p = BJc = Bn
H ° - H ‘ 

' Ar
( 12)
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where Ar is the wall thickness of the tube, H°, and H‘ are the values of magnetic field at 
the outer and the inner surface of the tube measured by a small Hall probe, and Bm is the 
mean value of the induction in the sample calculated by the equation:

H° + H‘
(13)

A. C. methods

The most powerful methods used in determining pinning forces are the A. C. 
techniques. The experimental arrangement is the same as the method used in 
magnetization measurements with a compensating coil. The external field is a large 
D. C. field on which a small amplitude A. C. field is superimposed. Several A. C. 
techniques differ from each other in the manner of obtaining the information from the 
induced voltage.

In the so-called Campbell method the voltage is measured by a phase sensitive 
detector. When the phase is set correctly the detector output S is proportional to the 
integral of the input signal over a half-cycle of the reference waveform:

T/2
S(/i0)=  J U(t)dt =  к N[<P(h0) -  <f>( — H0)], (14)

о

where U(t) is the induced voltage, к is a constant depending on the sensitivity of the 
apparatus, N is the number of the turns of pick-up coil and h0 is the amplitude of the 
small A. C. field. The only assumptions are that the critical current density is constant 
over the amplitude of A.C. signal and the flux profile is cylindrically symmetric, but Jc 
may vary with the distance measured from the axis. We slightly increase the amplitude 
of the A.C. field increasing induction inside the specimen by ôb0 at all points in critical 
state. When the critical state reaches a radius r in the specimen with radius R, the 
increase d<P of the flux is

í/Ф =  n(R2 — r2)Sb0 = Цо71 (R2 ~  r2)ôh0. (15)

Rewriting this we obtain
d<p
—  = n 0n(R2- r 2). (16)
dh0

Hence by differentiating the amplifier output with respect to the amplitude of the A.C. 
field, we obtain the penetration distance of the field b0, thus we have a flux density 
distribution function. The gradient of this flux density profile gives the critical current 
at any point in the specimen and it is easy to calculate the average pinning force. We 
must use the calculation technique mentioned in the Section on magnetization curves.

The other A.C. method is the harmonic analysis of the voltage-time function. 
Assuming the validity of the critical state model, and that the critical current density
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Н„.

Fig. 4

does not vary over the cross section of the specimen, Bean [4] derived a relationship 
between the odd harmonics and the critical current density as a function of the applied 
D.C. field. Some measurements [5], however, showed that the application of Bean’s 
formulas lead to much higher critical current density than it can be expected from other 
measurements.

Theoretical considerations [6, 7] show that in type II superconductors there is a 
thin vortex free surface sheath which is capable of carrying a supercurrent with the 
effect that the external field can be changed within certain limits A H without 
influencing the bulk flux distribution. Ullmaier [8] has derived modified expression for 
the relationship between Jc, h0, AH  and the Fourier coefficients of the voltage-time 
function. If the A.C. field has a sinusoidal time dependence the voltage-time function 
has the following form:

0 ü t ^ t u  

t ^ t ^ T / 2 ,  

T / 2 ^ t ^ t 2, 

h ü t û T ,

o'IIà

U = -
2 n2Rn0Nh% 17 2nt

1 — cos----
V T

AH'
JCT ' ho .

o'IIà

L /= -
2n2R ^ 0Nhl  I( 2nt

1 + cos----
V T

AH
JCT  ' К .

sin 2nt
T~’

(17a)

(17b)

(17c)

(17d)

where R is the radius of the sample, N  is the number of turns of the pick up coil, h0 is the 
amplitude of the small A.C. field. The shape of this voltage is schematically shown in 
Fig. 4.
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I I I I I I 
Nb~10atV.Ti os cold worked

10'

4 ^ Л 8

8  12 16 20 24 28
H„[kOe]

Fig. 5 О Campbell method; •harm onic analysis; À magnetization; — magnetization corrected for surface 
barrier; Л magnetization after etching to remove surface barrier; x magnetization (heavily cold worked).

Results and conclusions

The methods described above are based on several assumption. These 
assumptions sometimes complete, sometimes exclude each other and sometimes they 
are identical for the various kinds of materials. For the sake of obtaining really good 
results it would be desirable to make measurements by more than one method.

Fig. 5 shows results interpreted from the different measurements for Nb ~  10% Ti 
material [9,10].

It can be seen that the critical current measurements are in good agreement with 
the A.C. methods, but critical currents calculated from the magnetization measure
ments are higher than the currents obtained from other methods at lower fields. If we 
take into account the surface shielding in the interpretation of the magnetization 
measurements, the agreement is better than in the previous case.
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ON THE EXACT CALCULATION 
OF THE SPECIFIC ELECTRICAL CONDUCTIVITY 

OF SEMICONDUCTING SLABS
P. D e b r e c e n i, I. K ir s c h n e r , M. F. K o t k a t a , G. K ovács and T. P o r jesz

DEPARTMENT FOR LOW TEMPERATURE PHYSICS, ROLAND EÖTVÖS UNIVERSITY 
BUDAPEST. HUNGARY

A model is proposed for the exact calculation of the specific electrical conductivity of a 
semiconducting slab between two circular metallic electrodes. The assumed mixed boundary conditions and 
the derived dual integral equations lead to a Fredholm integral equation of the second type for infinite slabs. 
The latter is solved numerically and the results are discussed in terms of a correction function plotted against 
the yatio of the slab thickness to the electrode radius in the range of 0.01 —10. A resistor network has been 
used to verify the calculations. A good agreement has been found with previously published results in some 
range of thickness-radius function.

Introduction

The specific conductivity of semiconducting materials gives a large amount 
of information about the band structure, the transport parameters and the proper
ties of the materials in electric and magnetic fields. Moreover, the knowledge of the 
specific conductivity has great importance when considering amorphous semicon
ductors [! —4], since methods like measuring the Hall effect cannot be easily applied. 
This is due mainly to the high resistivity (1014ohm. cm) and the low mobility 
[10” 7 cm2 K“ 1 s _1] of these materials, see e.g. Mott and Davis [1].

Precautions should be taken when choosing a measuring arrangement to 
determine the specific conductivity through resistivity measurements. Further 
calculations are made on the assumption that there is no contact resistance arising at 
the metal — semiconductor interface. If an unsuitable sample geometry is chosen it will 
be difficult to find a mathematical relation between specific conductivity and spreading 
resistance [5 —10]. Calculations of the thermal and electric conductivity coefficients a 
found in numerous research works accepted the general expression

in a simple way regardless of all the sample volume. That is, a is calculated from the 
measured spreading resistance R according to the arrangement shown in Fig. 1, with 
the sample thickness w. It is known, however, that the current lines cover a bigger area 
than the space determined by the contact area as schematically illustrated in Fig. 2.
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current

contact

contact

Fig. 1. Measuring arrangement for the resistivity of a semiconducting slab situated between two coaxial
metallic cylinders.

space, determ ined by 
the contact electrode 
area

current lines, out of 
the determined space

Fig. 2. Demonstration of current lines crossing a semiconducting slab.

This means that Eq. ( 1 ) would be satisfied under the condition that the contact area F is 
equal to the sample interface area. On the other hand, from an experimental point of 
view, the surface currents on the side walls of the sample would affect the results 
considerably.

For circular electrodes with contact radius a, Eq. (1) takes the form:

W
a R a  = n  — . (2)

a

Because of the non-fulfilment of the validity conditions for Eq. (1), a correction 
function, depending on the thickness to contact radius ratio, should be taken into 
account. Also, when a point contact is used, i.e. a + 0, Eq. (2) tends to

4 a R o = l ,  (3)

which is a well-known result. Such an arrangement can lead to false results as well. This 
is due to the fact that the possible high current density causes charge carrier injection 
[ 11, 12].

In this report, an exact calculation of the specific conductivity for infinite 
semiconducting slab, with the arrangement of Fig. 1, is presented. A resistor network 
was used to verify the results.
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Description of the model

a) The calculation of conductivity

The semiconductor arrangement is presumed to be homogeneous and isotropic 
material, i.e. it is either uniformly dopped amorphous material or a single crystal with 
spherical band structure. Owing to the symmetrical arrangement (Fig. 1) we can use 
cylindrical coordinates. So, from Maxwell’s equations; div j  = 0. Using Ohm’s law; 
j  = oE, we can get the Laplace equation in the form V2 Ф(г)=0, where Ф is the potential 
function of the system, j  is the current density, and E is the electric field. Accordingly,

To solve Eq. (4) for obtaining the relationship between the specific conductivity 
(a) and the measured spreading resistance (R), the potential distribution from the 
Laplace equation should be found. However, the complexity of the mathematical 
problem encountered in the potential function calculation can be reduced by the aid of 
the elctrical reflection principle having a mirror plane, (Fig. 3). That is, taking into 
account only the half space.

In the model shown in Fig. 3, it is considered that the horizontal plane in the 
middle of the infinite semiconducting slab has a constant potential. This arrangement 
can be replaced — in principle — by two equivalent slabs both of the thickness (w) and

(4)
F

where U0 is the voltage between the electrodes.

b) The boundary conditions

Z

Fig. 3. A mirror plane for two-dimensional representation of the measuring arrangement.
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entirely covered with metal contacts: an infinite one at the mirror plane and a finite one 
of radius (a). For such a model, the following boundary conditions can be introduced: 

I — the metal plane is of zero potential and has infinite dimensions, i.e. Ф(г, w) = 0; 
II — the disc potential is U0, i.e. Ф(г, 0) = U 0, and,

III — the normal component of the current density vanishes at the surface of the 
semiconductor not covered with metal, i.e.

дФ
J z z = о= 0, r > a .

c) Consequences of the potential theory

The solution of the Laplace equation for a system having cylindrical symmetry is 
expected to be of the following form [13].

Ф =  J [A(k)e~kz + B(k)ekz~\J0(kz)dk, (5)
о

where J 0 is the Bessel function of zero order. From (I),

B(k)= —A(k) e~2wk. (6)

On considering the two other boundary conditions (II) and (III), we can write the 
following Fredholm integral equations

J A(k)[_\ - e - 2wky 0(kz) dk = U0,
о

and

J k A (k ) l l+ e 2wi1J0(kZ) dk = 0,
0

Using the following new variables:
x = r/2 

и = ka,

гйа ,

r>a.

w = w/a
Eqs. (7) and (8) take the forms:

00

' 1
4o(w)[l + /(« )]- J 0(ux) du = aU0, u

0
and

where

} A0(u)J0(ux) du=0, 

A0(u)=A(w/a) [1 +e~2uw] u,

x < l

x >  1,

(7)

( 8)

(9)

( 10)

( П )

(12)
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UOr
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0.4 -

0.2
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0.5 1 10

( w/a )
Fig. 4. Dependence of the calculated correction function aR on the sample arrangement represented as a 

ratio of (w/a). (w) is the slab thickness, and (a) is the contact electrode radius.

and

/(«)=
— 2 Exp ( — 2uw)

1 +  2 Exp( — 2uw)

The solution of the above dual linear and homogeneous integral equations is
1

(13)

A0(u) = aU0~ ~ u  J  S0{t)cos (ut) dt.

For S0(t), we have

where the Kernel function is 

K{x

S(x) + j S0(u) K(x, u) du= 1, 
о

OO

» ■ i f К  (t) cos (ut) cos (xi) dt.

(14)

(15)

(16)

These equations can be solved numerically using a computer program. The 
obtained results are represented in Fig. 4, where a correction function is plotted against 
the ratio of sample thickness (w) to contact radius (a). It is concluded that: using the 
general expression for (cr) the deviation from the correct value can be expected to be as 
high as one order of magnitude, depending on the sample arrangement.

Experimental verification of the results

Since the above calculations are of numerical character, it is plausible to check 
the results in some way. One of the most practical ways to test the results is to model the 
electrode arrangement by a resistor network [12,13]. In the present case, with a
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Fig. 5. The resistor network model with its coordinate representation.

Fig. 6. Dependence of the measured correction function (aRo) on (w/a) at different iso-cross-section area
values.

Fig. 7. Dependence of the measured correction function (aRo) on (w/a) at different iso-thickness values.
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Fig. 8. The potential distribution along the z-axis at different distances from the cylindrical axis, (a) contact 
radius (a) — 1 unit, and (b) contact radius (a) = 4 units.
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Fig. 9. The potential distribution along the r-axis at different values of z.

potential distribution of cylindrical symmetry, a two-dimensional resistor network 
model seemed to be suitable, (Fig. 5).

Resistors in Z-direction were chosen over the distances r = nh according to

(17)

И + 2

where n = 1,2,3, . . .  and (h) is the scale and dimensioning factor. Similarly, the resistor 
values in r-direction were given by

Rr{ r ) = ~ ^ j  (18)

" + 2

in the intervals between r = nh and r = (n+ \)h. Along the axis of the cylinder, Eq. (17) is 
not applicable. So, we can use the formula

Raxis = 8R0. (19)

In this case, metal film resistors were used and the characteristic resistance was 
chosen R0 =  12.5/iß . A great number of resistors are required for high resolution and

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



SPECIFIC ELECTRICAL CONDUCTIVITY OF SEMICONDUCTING SLABS 3 69

arc-

Fig. 10. Comparison between results of the present measurements represented as aRo versus In w/a, and 
those calculated according to the data given in [ 10].

accuracy. For practical reasons (such as measuring time, dimensions, preparation of 
the measurements, etc.), a network containing 44 x 80 resistors were used in which the 
electrode arrangement was simulated as seen in Fig. 5. The resistance can be measured 
directly on the network. Fig. 6 shows the plots of aRo vs In (w/a) for different values of w. 
If w is changed continuously at different (a) values, the curves will be as shown in Fig. 7. 
In Figs 8 and 9, the measured potential is shown as a function of z for different values of 
r. Comparing our calculations and measurements on the network with the results given 
by theoretical and experimental works of different authors we obtain Fig. 10. On the 
other hand, our measurements have proved that not even the correct theoretical 
calculations can be used for samples with arbitrary dimensions. So, one can affirm that 
in most of the practical cases the fmiteness of the sample should be taken into account. 
However, as this calculation process is too complicated, we think that the present 
resistivity network model gives a good tool for measuring and evaluating the 
correction function necessary in the calculation of the spreading resistivity. Moreover, 
for controlling the applicability of such a network model, the functions Ф(г) and/or Ф(г) 
can be used. It implies, however, that the apparent irregularity in any of those functions 
refers to the limit of the given network dimension.
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The behaviour of magnetization M and magnetoresistance ApH/p° of amorphous 
(FexNi, -JgoPm B io alloys is reviewed at low temperatures and high magnetic fields. The behaviour of 
M(T, H, x) characterizes these alloys over a large concentration range as inhomogeneous and/or 
heterogeneous magnetic materials. The magnetoresistance data support this picture.

Introduction

r he basic problem of magnetism is the determination of the magnetization M as 
function of temperature, magnetic field and composition of substitutes. Amorphous 
magnetic alloys are of particular interest because they may yield fundamental 
information concerning the influence of topological and chemical disorder on the 
formation of magnetic moments and their interaction. In this review the temperature 
and magnetic field dependence of magnetization and magnetoresistance at low 
temperatures of amorphous (FexN i1_x)80P10B10 alloys are discussed.

Magnetic properties

A great deal of experimental information on the onset of magnetic ordering in 
amorphous alloys is now available. The situation for Fe — Ni based alloys is illustrated 
in Fig. 1, where the phase diagram of Bhagat et al [1] for a Fe —Ni based system is 
supplemented by our results concerning a related system richer in transition metal 
content. Increasing the concentration of the magnetic component in the alloys results 
in various magnetic behaviours: paramagnetism, superparamagnetism, inhomo
geneous and homogeneous ferromagnetic ordering. Below the critical concentration
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Fig. 1. Magnetic phase diagram of two Fe —Ni based systems. The insert at the bottom shows the states of 
(FeNi)80P 10B10 at OK, open signs denote Tc (values for FeNiPBAl from [1]).

41ГМ [G1

Fig. 2. Magnetization vs temperature of a (Fe0 04Ni0 96)80P 10B10 sample, started from the zero field cooled
state (H =  140 A/cm).

xcri„ where the system becomes ferromagnetic at 0 K, a spin glass state may appear. 
Above xcrit a mictomagnetic-like behaviour (mixed magnetic state) has been observed 
[2] (see Fig. 2).

The observed phase diagrams for amorphous alloys are similar to those for 
crystalline alloys, e.g. AuFe [3]. But, like in crystalline alloys, there is some doubt about 
a phase transition at a temperature 7} below the Curie temperature Tc from the 
ferromagnetic state to a spin-glass state near xcrit (see Fig. 1). More probably the
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freezing of finite magnetic clusters at Tf , which coexist with the ferromagnetic matrix 
above T}, may cause the observed anomalous magnetic behaviour below Tc [2,3].

Complex magnetic structures including also a magnetic cluster glass or a mixture 
of ferromagnetic and mictomagnetic behaviour are expected quite generally in the case 
of local fluctuations in the exchange field and the anisotropy fields, depending 
sensitively on short-range chemical and topological order. The amorphous alloys 
which are heterogeneous in their crystalline equilibrium states, appear to be excellent 
candidates for such a behaviour.

Much evidence has been given that the magnetic properties of these amorphous 
magnetic materials can be well described within the itinerant electron model [4 to 7]. 
The evidence originates from the systematic variation of the Curie temperature similar 
to crystalline transition metal alloys, the temperature dependence of the mag
netization, which obeys the Bloch’s law, as well as from the observed ratio qc/qs vs Tc, 
the Arrott —Belov —Kouvel plots (ABK.-plots) and the magnetovolume properties, as 
discussed below. Finally, the itinerancy is manifested by the typical dependence of the 
magnetization and Tc on concentration x.

For magnetically homogeneous systems one finds the following expression for 
M(T, H) applying the Landau theory of second order phase transition

M 2{H, T ) = M 2(0, T) + 2M 2(0, T)x(0, T), (1)

where *(0, T) and M(0, T) are the zero field susceptibility and magnetization, 
respectively. Finally, one obtains within the Stoner —Wohlfarth model for homo
geneous weak itinerant ferromagnets the following relations

M2(0, Т )= М 2(0 ,0 )(1 -Т 2/Г 2), (2)

M 2 ( 0 , 0 ) ~ T 2 ~ / ( 0 , 0 ) _ 1 ~  | x - x cr il | ,  (3)

and
Я с / Ч , ~ Т с~ *> (4 )

where qc and qs are the magnetic moments per atom deduced from the Curie —Weiss 
constant and from saturation magnetization, respectively.

The T2-variation of M 2{0, 7) for Ni-rich FeNiPB alloys [2, 7], the increase of 
qjqs with decreasing Tc support a description of these materials within the itinerant 
model. However, there is a systematic increase of qjqs with increasing Tc above that for 
crystalline alloys (Rhodes —Wohlfarth plot). An explanation of this fact has been 
recently given by Wohlfarth et al [8], regarding atomic scale fluctuations of the 
magnetization.

The observed dependence of M(0,0) on x  as well as of Tc on x  [7], which are not 
parabolical with ( x  — x crU) as expected from Eq. (3) suggest an inhomogeneous 
magnetization, too. The Tc vs x  curve of FeNiPB is similar to that in giant moment 
systems as e.g. crystalline NiRh alloys [9], where the existence of nonaligned large 
magnetic clusters above x crit has been proved.
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Fig. 3. M 2 vs H/M  (ABK-plots) for (Fe0 07Ni0 93)80P 10B10 in magnetic fields up to 14 T.

Fig. 4. Curvature of the ABK-plots dM2/d(H/M) vs Fe concentration x in (FexN i,_ J 80P 10B10.

According to Eq. (1) the AÍ2 vs H/M curves (ABK-plots) should be straight lines 
as observed for instance for crystalline NiPt alloys. For these amorphous 
(F e^N i^ Jg o P ^ B jo  alloys a rather pronounced curvature of the ABK-plots is 
observed (see Fig. 3). In comparison with inhomogeneous ferromagnetic alloys, where 
the curvature of the curves changes from convex to concave as Tpasses from above to
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Fig. 5. Spontaneous magnetization M s and saturated moment M „ of the clusters as function of temperature.

below Tc [7], an apparent asymmetry of the ABK-plots about Tc is found like in 
crystalline NiV or NiCu alloys. As is well known, magnetism appears mostly in a 
largely inhomogeneous way in disordered alloys. For the amorphous FeNi-based 
alloys large deviations from linearity persist to much higher concentrations. Fig. 4 
shows the slope dM 2/d(H/M) as a measure of the curvature vs x  (see also [7]). The data 
reveal the importance of the knowledge of structure and metallurgical state to 
understand the magnetic behaviour.

Our analysis of the field and temperature dependence of M in fields up to 14 
Teslas for the Ni-rich FeNiPB alloys indicated an anomalously large paraprocess and 
showed the existence of spontaneously magnetized regions in addition to superpara- 
magnetic particles (10 to 12). Figs 5 and 6 give the temperature dependence of Ms in the 
ferromagnetic phase and of the superparamagnetic moment — respectively, 
measured with two samples of (Fe0 02Ni0 98)80P 10B10.

The study of M(T, H) after annealing [12,13] also demonstrates that for the Ni- 
rich FeNiPB alloys ferromagnetic phases as well as superparamagnetic clusters 
contribute to the total magnetization (magnetically heterogeneous materials). 
Therefore the observed magnetic isotherms and the rather curved ABK-plots can be 
well'explained within a model assuming a weak ferromagnetic homogeneous matrix 
and superparamagnetic clusters described for instance by a Brillouin function 
including an interaction between them [14,15]. Fig. 7 shows the measured and 
calculated magnetic isotherms for (Fe0 07Ni0 93)8OP 10BI0, assuming that the total 
magnetization may be written as [14]

M(H, T) =  M 0(H, T) + MS(H, T) +A M(H, T). (5)
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Fig. 6. (M -  M„) as function of Н Д Т+0) for (Fe0 02Ni„ 98)80P !0B10, &= 14 К.

Fig. 7. Magnetic isotherms for (Fe0 07Ni0 93)80P I0BI0 (° — experimental d a ta ,----- calculated curve,
--------- M 0(T ,H )= M 0(T )( l-a (T ) /H ) ,----------- M,(T,H) + AM(T,H) = b (T )H -c (T )H \  cf. [14].
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Magnetoresistivity

Recently, the transport properties of amorphous metallic alloys have been 
widely investigated. The considerable interest is due to the high degree of 
compositional as well as topological disorder in such systems and the rather short 
mean free path of the electrons. Further the investigation of the transport properties 
gives useful information about thermal magnetic excitation as well as about the 
magnetic structure, the present magnetic phases changing with the chemical 
composition in the amorphous magnetic alloys.

The electrical resistivity p of many amorphous magnetic transition metal — 
metalloid alloys shows a minimum at a temperature Tmin. Resistivity minima have 
been the subject of many recent investigations (16 to 24). A logarithmic rise of p below 
Tmin and a dependence ~  T" above it give a characteristic temperature dependence of 
the form

p(T) = p0- a \ n  T  + bT". (6)

An explanation of the effect has been given by spin-flip Kondo scattering, i.e. by a 
magnetic origin (see, for instance [25]). Another model has been suggested by 
Cochrane et al [26] assuming scattering due to two tunneling levels.

Regarding the dependence of the resistivity minimum on the composition of the 
alloys and on the applied magnetic field [16 to 20, 27] one finds some glasses which 
clearly support the structural model as well as some glasses which are well explained by 
a modified Kondo mechanism.

Our investigations of the resistivity of the system (Fe^Ni, _X)80P 10B10 as a 
function of temperature and magnetic field indicate a magnetic and a nonmagnetic 
contribution to the resistivity minimum at the first time. Fig. 8 demonstrates the 
temperature dependence of the resistivity for (Fe0 07Ni0 93)80P 10B10 at different 
values of an applied longitudinal field. Fig. 9 shows the concentration dependence of 
the minimum temperature Tmin at zero field and at /r0#  = 14 T in (Fe^Ni, _X)80P 10B10. 
The coefficient A in Eq. (6) as a function of the iron concentration x at different applied 
fields is given in Fig. 10 (A is the coefficient of the logarithmic term in (p — Р4.2УР4.2 
analogous to a in Eq. (6)). The observed concentration dependence of Tmin at H =  0 is 
similar to that in (FexNi, _X)79P 13 B8 [24].

The maximum value of A, of Tmin at H = 0 and of A T min = (Tmin(H — 0) — 
— Tmin(H = 14 T)) appears at about the critical concentration xcrit for the onset of long 
range magnetic order [2]. With increasing the external magnetic field, A and Tmin 
decrease at a chosen value of x and seem to saturate. The observed behaviour of the 
resistivity minimum may be discussed in the light of the magnetic phase diagram (cf. 
Fig. 1). The magnetic contribution A Tmin to the resistivity minimum decreases 
drastically with x and becomes zero about x =  0.18 to 0.20. A Tmi„ appears to be 
nonzero only in the case of a mixed magnetic state or for a magnetically 
inhomogeneous or heterogeneous phase. A Tmin becomes larger especially near xcri„ (cf.
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П К ]—►

Fig. 8. Temperature dependence of the resistivity of amorphous (Fe„ 07N i0 93)80P |0B10 ribbon in 
longitudinal magnetic field up to 14 T (the arrows indicate Tmi„; О — ОТ, •  — 2T ,x  — 4T,H— 8 T,

□  -1 2 T , ■  — 14T).

Fig. 9. Concentration and magnetic field dependence of Tmin for (Fe^Ni, - ,)80PioBio- Dotted line — results 
for(Fe,N i, - J 79P 13B8 from [24]. A T mi„ = Tmm(H = 0)—Tmi„{H = 14T).
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Fig. 10. Coefficient A of the logarithmic term in Eq. (6) vs Fe concentration x for (Fe^Ni, - J BOP 10B10 
(O — zero field, x —2T, □ —4T , H— 8 T, • —14T).

also [24]) where a large number of independent rather local magnetic clusters may 
exist. With increasing x the overlap of the magnetic clusters coexisting with an already 
ferromagnetic phase increases and more and more giant clusters seem to appear like in 
AuFe [3]. Finally, a mictomagnetic behaviour of the magnetic clusters may also result 
due to local fluctuations in the exchange field and anisotropy field.

While for the magnetic part A Tmin and A one observes a decrease with increasing 
x (A Tmin ~  A from x  «  0.04 to 0.25) the nonmagnetic contribution gives a constant 
logarithmic coefficient A (see Fig. 10). Tmin at H = 14 Titself, the nonmagnetic part, 
shows a remarkable dependence on x, which is difficult to explain at present by the 
structural model proposed by Cochrane et al [26].

So far, neither a satisfactory theory of transport properties of amorphous 
metallic alloys, nor a generally acceptable model elucidating the resistivity minima 
observed in these materials exists. For the FeNiPB alloys, however, a qualitative 
agreement can be achieved between our results on the magnetization and resistivity 
behaviour, the magnetic phase diagram, and the observed A Tmin dependence using a 
modified Kondo mechanism as proposed by Hasegawa, Tsuei, Sharon, Grest and 
Nagel [25,27,28]. The model is based on the assumption that not all spins suffer d — d 
exchange and some of them occur in a very weak exchange field. A distribution P(Hef) 
of the effective internal field Hef with the property P(0)#0 was suggested by Sharon 
and Tsuei [28] on the basis of Mössbauer measurements in FexPd80 *P20 amorphous 
alloys. The same suggestion was made on the basis of Mössbauer studies for 
Fe32Ni36C r14P 12B6 by Chien [29], for (Fe1_xM nJ75P15C 10 by Wieser et al [30], 
and for (FexM n,_x)75P 16B6Al3 by Chien et al [31]. In [31] the coexistence of 
ferromagnetic and spin-glass like ordering (mixed magnetic state) was also proved as 
we likewise observed from magnetic measurements in Ni-rich (Fe^N i,^J80P 10B10 
alloys. The P(H) distribution and the magnetic structure seem to depend very 
sensitively on the metallurgical state of the samples.
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Fig. II. Dependence of the longitudinal magnetoresistance on log H for (FeJtN i ,_ J 8OP loBlo( x - x  =  0.02 
0 —0.04, #  —0.07, Д — 0.1, V —0.13, 4— 0.16, 0 —0.22 at 4.2 K; solid signs at T 35 K).

чs

0 0.1 0.2 0.3

Fig. 12. Concentration dependence of the coefficient C from ApH/p°~  —C log Я (0 )  and the slope of the 
magnetization curve dM/dH  114r ( • )  at 4.2 К for (Fe^Ni, - .J 80P h>Bi0. (x —indicate (M -  M0) for different 

concentrations in arbitrary units at 4.2 К and 14T, cf. [20]).

The strong connection between the observed magnetic structure and the 
resistivity behaviour is also seen from the magnetoresistance data. Fig. 11 gives the 
longitudinal magnetoresistance A pH / p° - ( p H — p0)/p° vs log H for different x at 4.2 К 
and 35 K. While a log Я-dependence holds for very low temperatures T, deviations are 
observed for T> Tmin as indicated in Fig. 11. Fig. 12 together with Fig. 4 show the
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concentration dependence of the slope C in ApH/p° ~  — C log H (Fig. 11) in comparison 
with the concentration dependence of the high field susceptibility dM/dH, the 
difference (M — M 0), and dM2/d(H/M) (see also above, M0 is the magnetization at T= 0 
and H = 0).

The macroscopic effect of the field is a decrease of the resistivity. It can be clearly 
seen that the negative magnetoresistance becomes especially large in the concentration 
range, where the FeNiPB alloys exhibit a magnetically inhomogeneous spatial 
distribution of the magnetization (coexistence of large magnetic clusters with a 
ferromagnetic matrix). The effect in ApH/p° is negligibly small near xcrit, where Tmin is 
large due to the independent local magnetic moments. The different concentration 
dependence of Tmin and ApH/p° seems to be strongly connected with the type of the 
existing magnetic moments—local moments, finite spatial extended magnetic clusters 
(giant moments), or infinite magnetic clusters—and their interaction. The ratio 
(ApH/p°)/M2 at different temperatures is nearly constant (straight lines ApH/p° ~  M 2 in
[20]). Small deviations may reflect the importance of the interaction between the 
clusters and the matrix.

Conclusions

We have shown that in Ni-rich amorphous (Fe* Ni, _ J 80 P 10 В, 0 alloys there is a 
magnetic as well as a nonmagnetic contribution to the minimum of the electrical 
resistivity. The ABK-plots, the temperature dependence of the resistivity at low 
temperatures, and the magnetoresistivity appear to be useful quantities to differentiate 
between homogeneous or weakly inhomogeneous ferromagnetic and rather hetero
geneous (mixed magnetic phases) magnetic materials. The transport behaviour cor
responds to the magnetic structure of the alloys.

A complete microscopic theory for M(T, H) of magnetically inhomogeneous or 
heterogeneous alloys and for the electrical resistivity p(T, H) of amorphous ones does 
not exist at present. New experimental work in the field of chemical, structural 
characterization will be of great interest in order to better understand the nature and 
the degree of heterogeneity in different systems and their influence on M(T, H, x) and 
p(T,H,x).
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The thermal conductivity of Nb and Mo single crystals was measured in the temperature range of 
0.05 —20 К and 2 — 71 K, respectively.

1. Introduction

The electronic band structure of transition metals has been the subject of many 
experimental and theoretical investigations in recent years. Much of the success in 
understanding their properties is due to the improved purification techniques for single 
crystals. It seems of interest to carry out further experimental investigations of the 
transport properties at low temperatures. In the present paper measurements of 
thermal conductivity on pure niobium and molybdenum single crystals over a wide 
temperature range are reported.

2. Niobium
The production and preparation of the samples have been described elsewhere 

[1,2]. A characterization of the samples is given in Table I. The thermal conductivity 
was measured by a stationary method [1] in the temperature range 0.05 to 20 K.

Table I

Orientation of rod axis, length, diameter, residual resistivity ratio RRR = р29з/Ро> residual resistivity p0, 
saturation factors of thermal and electrical magnetoresistivity, coefficients A , В, В, C for electron — defect, 
electron — phonon intraband, electron -  phonon including interband, and electron —electron scattering, 

respectively, see (2), (4), of investigated niobium samples.

Nb [110] Nb [100]

orientation [ 110] [ 100]
length [mm] 90 90
diameter [mm] 3.3 3.8
RRR = р29з/Ро 22700 19200
p0[ßcm ] 6.34 ж 10" 10 7.48 x lO “ 10
Л ( т в = 0)/Я(т;в5) 1.92 1.27
г(7;в,)/г(7;в = 0)[9] 1.93 1.24
A = p0/ t 0[cm K2/W] 2.58 X 10“ 2 3.05 x lO “2
B[cm/KW] 3.8 x lO “4 3.8 x lO “4
ß[cm/KW] 4.4 X 10“4 4.4 x lO “4
C[cm/W] 8.0 x lO “4 8.0 x lO “4
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Fig. 1. Thermal conductivity of Nb [110] vs temperature О —as received, V —sandblasted, first run, 
A — sandblasted, last run. The dashed line represents the calculated T 3 lattice conductivity according to [8].

In Fig. 1 the thermal conductivity of the single crystal Nb [110] vs temperature is 
shown. Below 2 К the influence of the sample surface may be recognized, while above 
2 К the results for the specular and sandblast sample surface coincide. The critical 
temperature is seen as a sharp bend in the /.-curve.

2.1. Superconducting state

In the range below the critical temperature (Tc = 9.25 K) down to about 0.4 Tc the 
heat conduction of pure superconductors is determined by thermally excited 
conduction electrons. The number of these quasiparticles is reduced continuously with 
decreasing temperature resulting in a decrease of thermal conductivity.

Based on the BCS-theory Bardeen and coworkers [3] and Gejlikman [4, 5] 
evaluated the relation of thermal conductivities in the normal and superconducting 
states. This relation is a function of the reduced temperature T/Tc and the energy gap at
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zero temperature only. The fit of the measuring points to this relation gives for the 
energy gap at zero temperature 1.9 kT, which is in accordance with the results from 
tunneling investigations [6].

Since the number of thermally excited conduction electrons decreases the heat is 
transferred by phonons at very low temperatures. The lattice thermal conductivity is 
influenced by several scattering processes, the scattering by electrons, dislocations, and 
on the surface of the sample.

Dominating boundary scattering results in a T 3-dependence of the thermal 
conductivity and can be estimated according to the theory of Casimir [7, 8]. The 
theoretical curve is plotted in Fig. 1. With incompletely diffuse boundary scattering the 
temperature dependence is lower and the heat conduction is higher than the theoretical 
value (A ~  T 2 *). After sandblasting we measured first the lowest curve in Fig. 1, but then 
the surface of the sample recovered and the thermal conductivity approaches the 
theoretical curve. For the temperature dependence we measured T 2-1 instead of T 3. 
The smaller increase indicates an additional scattering of the phonons by dislocations.

2.2. Normal state

In very pure single crystals the maximum of thermal conductivity in the normal 
state lies below Tc. To investigate this maximum it is necessary to suppress the 
superconductivity by means of a magnetic field. But magnetic fields necessary for this 
suppression already cause a considerable magneto-resistance effect. This effect must be 
taken into account for extrapolating the thermal conductivity to zero field.

By investigating the ideal electrical resistivity Berthel [9] found a saturation of 
the longitudinal electrical magnetoresistivity. He found different, temperature- 
independent saturation factors for the different crystal directions. By means of these 
factors the extrapolation of the electrical magnetoresistivity to zero field may be 
performed.

In this work we investigate the problem, whether the thermal conductivity in a 
longitudinal magnetic field shows a saturation like the electrical resistivity [9]. By 
means of temperature-independent saturation factors it would be possible to determine 
the thermal conductivity of niobium in the normal state in zero field. The longitudinal 
magnetic field was provided by a superconducting solenoid. The maximum field 
amounted to 5 T.

In Fig. 2 the thermal conductivity as a function of temperature with the magnetic 
field as parameter is shown for the sample Nb [110]. By a magnetic field the thermal 
conductivity decreases only to a limiting curve. The magnetic field which is necessary 
for the saturation of thermal conductivity decreases with decreasing temperatures. At 
temperatures above 11 К magnetic fields higher than 5 T are necessary and we could 
not determine the limiting curve, whereas at 5 К the limiting curve is attained already 
at a field of 1.5 T. We get for the ratio of the thermal conductivities in zero field and in
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Fig. 2. Thermal conductivity of Nb [110] vs temperature in several longitudinal magnetic fields: Ф B = 0, 
Л 0.2, □  0.5, •  1.0, ▼ 1.5, О 2.0, в  3.0, И 4.0 T. The dashed line represents the thermal conductivity in the 

normal state below Tc extrapolated onto zero field.

saturation field, ЦТ, В = 0)/ЦТ, Bs), in the temperature range between Tc and 11 К the 
constant value 1.92.

The thermal conductivity at 0.2 T very steeply decreases below 5.3 К because 
the crystal is in the mixed state where additional scattering of the electrons by fluxoids 
occurs [10, 11].

In the plot of the thermal conductivity as a function of the field at constant 
temperature (Fig. 3) at all temperatures saturation of the thermal conductivity is 
observed. But below Tc the extrapolation to zero field is not possible because the ЦВ)- 
curves are very steep at small fields and for fields smaller than Hc2 values of the thermal 
conductivity in the normal state do not exist.

In Fig. 4 the ratio ЦТ, В)/ЦТ, Bs) as a function of ВЦТ, Bs) is plotted. This plot 
corresponds to a Kohler diagram of the electrical magnetoresistivity. Independently 
of the temperature a common curve results. From this we conclude the ratio of 
ЦТ, В = 0)/ЦТ, Bs)= 1.92 at temperatures below Tc, too. Thus it is possible —as in the 
determination of the ideal electrical resistivity of niobium below Tc [9] — from the
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Fig. 3. Thermal conductivity of Nb [110] vs longitudinal magnetic field at several temperatures: •  T—10.5, 
▼ 9.5, Д 8.0, О 7.0, □  6.0 К. The dashed lines connect the last measured value and the value extrapolated

onto zero field by saturation factor 1.92.

measurement in a longitudinal field to extrapolate with the aid of saturation factors to 
the thermal conductivity in zero field (dotted line in Fig. 2).

In Fig. 5 the thermal conductivity as a function of temperature with the magnetic 
field as parameter of the sample Nb [100] is shown. In a zero field values like those of 
sample [110] result, whereas the limiting curve is attained already at smaller fields. We 
get for the ratio ЦТ, B = 0)/À{T, Bs) the constant value 1.27.

The saturation factors determined for the two crystal directions [110] and [100] 
are in good agreement with those found for the electrical magnetoresistivity in the 
temperature range of liquid hydrogen and at fields to 15 T [9] (Table I).

In the following the thermal conductivity in the normal state in zero field is 
discussed.

In pure normal metals the heat transport by electrons is dominating. For the 
thermal resistivity at temperatures below 0.1 &D( 0 D is the Debye temperature) the 
equation

A; i  = Wc=Wed+W cph = A T - l + B T 2 (1)
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I -------------1------------- 1------------- 1----------- ï ~ * + — I--------------
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BA (T.Bs)tT-W-cm'1 K '1] ------►

Fig. 4. Kohler plot of the thermal conductivity of Nb [110]. •  T= 10.5, +9.5, Л 8.0, О 7.0, □  6.0 К.

is used in general. The first term describes the scattering of the electrons by defects and 
the second term the scattering of the electrons by phonons. In pure transition metals 
additional scattering processes are to be considered, leading to the equation

К  ' = We=Wcd+ wepb + W " = a t - 1 + b t 2 + c t . (2)

The thermal resistivity Wee due to the electron — electron scattering is proportional to 
T. The term Weph in (2) additionally contains the phonon induced interband scattering 
which gives rise to a thermal resistivity also proportional to T 2.

From the electrical resistivity Berthel [9] has found that above a temperature 
0 min/2 the interband scattering is dominating (p ~  T 3, 0 min = 35 K). Below 0 min/2 the 
interband scattering processes decrease exponentially and may be neglected at 
temperatures below 6 K. Then the term fFeph contains only the intraband scattering: 
Weph = В Т 2. At these temperatures it is not possible to determine the constants A, B, 
and C only from the measured values of thermal conductivity since the investigated 
temperature range is too small. Therefore, the constant A was determined with the aid 
of the measured electrical residual resistivity p0 and the Wiedemann —Franz law,

WcA = A T - x= p0L v l T - x, L0 = 2 A 5 x lO -8GWK~2. (3)
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F ig . 5 . Thermal conductivity of Nb [100] vs temperature in several longitudinal magnetic fields: •  B = 0, 
Л 0.2, □ 0.5, О 2.0, 0  4.0 T.The dashed line represents the thermal conductivity in the normal state below

T c extrapolated onto zero field.

The constant A for both crystals is represented in Table I. From a plot of the equation

n ; l - A  = BT+C  (4)

we determined for both crystals equal values for В and C  (Table I).
The Lorenz ratio for the electron — electron scattering contributions is defined by 

the expression
L« = Pe«^;e17’" 1= P „ C - 1r - 2. (5)

Theoretical calculations by Herring [12] and Bennett and Rice [13] have given for Lce 
values between 1.0 and 1.58 x l O - 8  QWK~2. With the value pee =  23.6 x  

X 1012T 2ß  cm K~2 obtained by Berthel [9] and our result for Wcc, Lcc becomes 
2.9 x  10~8ßW K-2. The agreement is not good. Differences between theory and 
experiment were found in other metals, too. For example, for nickel [14], platinum
[15], palladium [16], and tungsten [17] values of Lec between 0.1 and 1.3 
x  10~8ßW K-2 have been determined.
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F ig . 6 . Thermal conductivity of different Nb samples in the normal state vs temperature.--------this work,
-----results from different papers. .

At temperatures above 15 К we obtained according to (2) for В the value 4.4 
X l O ^ c m K ' 1 V T l . This value is higher than the value B, determined for 
temperatures below 6 K, owing to the additional interband scattering.

For the case of dominating phonon-induced interband scattering Gladun et al 
[18] derived the expression

^eph =  f,eph^/cph^ 1 = 0.36L0

for the Lorenz ratio of the electron — phonon scattering contributions. With peph = 4.12 
X 10~12T3ßcm  К -3 [9] and our value for Weph we obtain Leph = 0.38 L0 in good 
agreement with the results of Gladun et al [18].

In Fig. 6 the thermal conductivity of different Nb samples in the normal state is 
plotted. Our sample Nb [110] has the highest purity, therefore the maximum of the 
thermal conductivity has the highest value and appears at the lowest temperature. At
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F ig . 7. Thermal conductivity of different Nb samples vs temperature in the superconducting (--------) and
normal (-----) states.

high temperatures the measured curve adapts well to the behaviour of the curves in [19 
to 24] for less pure Nb, on the other hand, there are deviations from the curve in [25]. In 
Fig. 7 the thermal conductivity of different Nb samples in the superconducting state 
(only above Tc in the normal state) is plotted. Below 1 К the influence of impurities on 
the thermal conductivity disappears. 3

3. Molybdenum

We investigated molybdenum single crystals purified by electron beam zone 
melting repeated three times after a special chemical precleaning process [28]. The 
crystals had the form of a rod nearly 100 mm long and of nearly 4 mm diameter. The 
orientation of rod axis, the residual resistivities p0, and the residual resistivity ratios
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Table II
Orientation, tungsten impurity content, residual resistivity ratio RRR, residual resistivity p„, coefficients A ,  
B , C  for electron -  defect, electron -  phonon, and electron -  electron scattering, respectively, of investigated

molybdenum samples.

Sample Orientation ITimpurity 
[at ppm] RRR

Po
[10'“
ßcm]

A
[IO"3 

cm K2/W]

В
[10~5

cm/KW]

C
[ИГ4
cm/W]

Mo 1074 [110] 9 68000+) 7.75 3.2 1.7 1.2
Mo 1053 [111] 18 35000+) 15.0 6.1 1.7 1.2
Mo W9 35 18000 + l 29.2 12 1.7 1.2
Mo [34] [111] - 3500*' 158 64.0 5.13 -
Mo [35] polycrystal - 36.2**' - 6700 7.5 —

+ 1 P 2 9 3 I P 0  

* ' Р з о о /Р п  
*** P 2 9 3 / P 2 0

RRR [29] are given in Table II. The major impurity element is tungsten. The mass- 
spectrometric analysis has given for the concentrations of interstitial impurities C < 3, 
N<0.4, 0 < 3  wt ppm, but only the soluted part of these impurities affects the low- 
temperature transport properties. The remaining impurities had a total concentration 
of about 2 at ppm.

The thermal conductivity was measured in the temperature range 2 to 71 K. The 
temperature dependence of the thermal conductivity of molybdenum is plotted in 
Fig. 8. In the temperature range 2 to 18 К the measured values of thermal conductivity 
may be described by Eq. (2), with В = В, owing to the small interband interaction in 
molybdenum. As in nontransition metals the electrical resistivity has a T 5-dependence 
[29].

Within the limits of error a fit of the measured curves in the temperature range 2 
to 18 К gives equal values for the coefficients В and C for all three crystals, whereas the 
values for the coefficient A are related to the residual resistivity p0 according to the 
Wiedemann —Franz law (A= p0/L 0). The coefficients А, В, C are given in Table II. At 
the lowest investigated temperatures the scattering of the electrons by defects is 
dominating. The contribution of this scattering to the total thermal resistivity e.g. at
2.7 К amounts to 55,70, and 82% for the samples Mo 1074,1053, and W 9, respectively. 
At this temperature the ratio of electron —electron and electron —phonon scattering 
contributions to the remaining thermal resistivity approximatively is 3:1.

The Lorenz ratio Lee =  peJW ceT  for the electron—electron scattering con
tributions is determined from the results of the measurements of the electrical resistivity 
[29] pce= 1.5 X 10~12T2ßcm /K 2 and the value of the coefficient C from (2) by 
Lee =  1.27 X 10_8K2/K 2 in good agreement with theoretical calculations [13].

In the temperature range 18< T < 0 J  10 ( 0 D = 43O K, Debye temperature) the 
thermal resistivity increases more rapidly with temperature than T 2. In this
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F ig . 8 . Thermal conductivity of Mo as a function of temperature, x Mo 1074, + Mo 1053, •  Mo W9, 1 Mo 
[34], 2 Mo [35]. The solid lines are the curves evaluated according to (2) with parameters fitted to the 

measurements in the temperature range 2 to 18 К (see Table II).

temperature range in all investigated molybdenum crystals the electron — phonon 
scattering is dominating.

The electrical resistivity at temperatures near 30 К also increases more rapidly 
than corresponds to the T 5-law for dominating electron — phonon intraband scatter
ing, but the deviation is smaller than the deviation of the temperature dependence 
of the thermal resistivity from the T 2-law. So for example the deviation ôp/p = 
=  (Pm easured“Pevalualed)/P m casured  amounts tO 2.6% at 30 К [29] but the deviation ÔW/W 
amounts to 50%.

An increase of the thermal resistivity with temperature more rapid than expected 
according to the standard theory was observed already in other very pure metals, as 
silver [30], tungsten [17,31], niobium [32], and cadmium [33].

There exist several models which may explain the observed more rapid increase 
of the thermal resistivity with temperature in the range of dominating electron- 
phonon scattering [17, 30]. But none of them seems to explain both the measured 
thermal and electrical conductivity satisfactorily.
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In Fig. 8 the thermal conductivities of both molybdenum crystals investigated 
hitherto at low temperatures are also represented. Curve 1 refers to a single crystalline 
sample [34], and curve 2 to a polycrystalline sample of99.95% purity [35]. The residual 
resistivity ratios of the crystals are given in Table II. In both papers [34, 35] the authors 
fitted the measured curves by (1) without the term for the electron—electron scattering, 
the resulting constants A and В are also shown in Table II. As expected, at high 
temperatures the measured curves for all molybdenum samples run together.
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CRYSTAL SYMMETRY EFFECTS 
OF THE CONDUCTION TENSOR

P. D ebreceni, I. K irschner and T. Porjesz

DEPARTMENT FOR LOW TEMPERATURE PHYSICS, ROLAND EÖTVÖS UNIVERSITY
BUDAPEST, HUNGARY

Some considerations are given about the Onsager —Kohler relations with respect to the linear 
dependence or independence of the magnetoresistivity (MR) effects. The symmetry properties of the heat 
conductivity tensor are investigated to elucidate a possible experimental proof of the Onsager —Kohler 
relations.

We have measured magnetoresistivity effects on semiconductor samples at very 
low temperatures. We expected the MR to be a quadratic function of the magnetic field 
strength. But any number of experiments were carried out, we have always found a 
linear term in B, too [1,2], which, of course, seemed to be a strange behaviour, because 
it must not be so according to the theoretical calculations. In the theoretical 
calculations the linear terms have been dropped, first owing to the effect of the crystal 
symmetries and secondly the unaffected parts have been ordered out by the 
Onsager relations or, better to say, in the case of MR by the Kohler —Onsager relations 
[3 — 4]. Onsager in his paper [3] restricts himself to heat conduction. The classical 
theories of heat conduction, viscosity and diffusion may be set upon a thermodynamic 
framework. If we introduce the entropy production a:

where p is the mass-density, <5 is the internal dissipation, h is the heat flux, and у is the 
gradient of the coldness per unit coldness, i.e.:

1. Introduction

a = p • 6 — hy

y=  — grad 6> = -  ~  grad T,

—pEmx for diffusion alone,

where V is the viscosity operator and 2D = grad x + (grad x)r that is:

<x =  Ç i.
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The constitutive equations are of the form:

i = A •

where A is a constant tensor. Hence a is given by a quadratic form in t,

* =  *« ) = $■ A*.

Onsager in his paper claimed to prove “a general class of reciprocal relations in 
irreversible processes from the assumption of microscopic reversibility”. For the class 
of processes considered above, his result is

A_=0,  where A _ = y ( A  —Ar).

He chose the heat conductivity as a particular phenomenon and he said also that from 
experimental facts it is true that

K = KT.

Let us see now what it really means, i.e. what kind of experiment would be suitable to 
prove the above relation.

2. Heat conductivity

The classical theory of heat conduction proposed by Fourier rests on the 
constitutive assumption that the heat flux h is a linear function of the temperature 
gradient

h = K (T, F) grad T . (1)

The tensor К is the thermal conductivity, T  is the temperature and F is the deformation 
tensor. The differential equation for the temperature field T(x, t) is obtained from the 
balance of energy

pè = w + div h + ps, (2)

where e is the specific energy, w is the stress power, and s is the body heating. This s is to 
be regarded as a given function of position; in most special problems it is assumed to 
vanish. The classical theory refers mainly to a material obeying a caloric equation of 
state

e = e (T,  F, x ) (3)

and it restricts itself to static deformation. Then

ê=cd,T, where c — c (T, F, \ ) = ôt e,

w = 0. (4)

If we substitute the Fourier law into the equation of balance of energy where s=0, it 
yields

pcd,T = div(K grad T) =  tr(K+ grad2 T) + (div KT) grad T, (5)
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where the symmetric part of К is

K+ = j ( K  + Kr).

In a homogeneous configuration of a body, c and К reduce to function of T  alone, and 
(5) becomes a differential equation for the determination of T

pcd,T = t r(K+ grad2 T) + grad T • (dr K + ) grad T,

c = c(T), (6)

K+ =K + (T),

since F and p are constants. In the common applications, c and K+ are taken as 
independent of T, so that the second term vanishes (but this simplification need not be 
made). The differential equation as it stands, is unaffected by K_, the skew part of 
conductivity.

Therefore, if the boundary conditions are likewise independent of K_, we can 
simply assume that К is symmetric.

In particular, for a homogeneous rigid conductor of heat subject to prescribed 
temperatures upon its surface, no measurement of internal temperatures can determine 
whether К is symmetric or not.

Stokes noted in one of his papers [6] that for many types of crystalline symmetry, 
the skew part of К can be proved to vanish “and that it is only among crystals which 
possess a peculiar sort of asymmetry, that we should expect to find traces of their 
existence”. Therefore he suggested that in all bodies К _ =  0 must be true.

Resting upon the basic assumptions of the principle of material frame- 
indifference, which Stokes used only implicitly, it is possible to show that the principle 
of material symmetry is sufficent to prove that К is symmetric, without any further 
assumptions. Coleman and Noll [7] in their ‘Non-Linear Field Theories’ showed, that 
the condition which allows us to determine the restrictions imposed upon К is that

HK0= K0H,

i.e. every member H of the symmetry group of the material relative to a fixed reference 
commutes with K0. (K0 is the value of К in the same reference system.)

When a class of crystals is fixed, the most general symmetries of K’s may be 
determined; there are thirteen types of crystals. (The 32 elements of the crystal point 
group may be grouped into 13 types.)
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Table I

Symmetry properties of the heat conduction tensor

Type of the crystal Symmetry of K0

triclinic (C,, Cj) 

monoclinic (C2, C3, C2h)

tetragonal (S4, C4, C4h) 
hexagonal (C3, C3„ C3h, C6, C6h) 
transversely isotropic

KH is arbitrary 
" a b 0

( К ц) = c d 0 
0 0 e

(Kij) =
a b 0 " 

— b a 0 
0 0 c

rhombic (D2, C2v, D2h) 
tetragonal (D2d, C4v, D4, D4h)
cubic (T, Th, Td, 0, 0h) K0 is necessarily symmetric
hexagonal (C2v, D3, D3d) D3h, D6, D6v, D6h)
isotropic

In particular, from the 32 optical crystal classes 19 are such as to force К to be 
symmetric, and only two classes, those of the triclinic system, let К be arbitrary; in all 
the others in which К need not vanish entirely, at least one of its off-diagonal 
components with respect to a preferred set of axes must vanish.

Now, what kind of experiment should we make in order to prove these results, or 
the opposite of them. Recalling Eq. (5), we shall see that by the steady distributions of 
temperature in a body with constant conductivity К satisfy

tr(K+ + grad2 T) = 0.

A particular solution, considered to represent a “source of heat at the origin”, is

const
T = (r-K ;1r)1/2’

where г is the position vector with respect to the origin. For this solution, the isotherms 
are the concentric ellipsoids

r • K2xr =  const
and

grad T| I К + 1r
and the heat flux is

h = (K+ +K_)grad Т~г +  К _ К ; ‘г.

If K .̂ =  0, the lines of heat flux are radial, if K_ # 0  they are not; and the heat will be 
conducted along curved streamlines. At a calorically insulated boundary n h= 0  (n is
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the unit normal), so

n • (K + + K _ ) grad T= 0 .

In principle, the experiment goes on as follows. First we determine K + (say for 
example by symmetrical boundary conditions, i.e. a given temperature distribution), 
then we insulate the boundary and determine the isotherms near it, so that the direction 
of grad T  is known. Thus we can see whether or not

n • K+ grad T— 0
there. If it is so, also

n • K_ grad T= 0.

But in order to conclude that K_ = 0, we must assure that the grad Thas non-zero 
components in at least two tangential directions for one boundary surface.

The only experiments to test the symmetry of the heat conductivity tensor were 
carried out by Sorét, Curie and Voigt [8 — 12]. They did not find evidence of a 
symmetry. (Some comments on the experiments and what they really measured will be 
published later [14]). Since their measurements K = 0  has been regarded as an 
experimental fact. Although, Sorét in his article [8] recognises that “ .. . the above 
presented method for the experimental verification of the existence or absence of the 
rotational coefficients is a difficult and doubtful application . . . ”, only Voigt declared 
unambiguously that the experiments had proven the theory.

3. Magnetoresistivity

Now let us return to our case, the MR effects. In our measurements the current 
density was maintained constant, and the electric field, which is permitted to adjust 
itself, was determined from measurements of potential differences. In such a case, it is 
desirable to express the electrical transport effects in terms of the resistivity tensor p(H) 
and we can write

E =  p • J.

Now if we decompose the conductivity tensor into a symmetric and an antisymmetric 
part

p = p+ +p-

and then in the light of the properties of the tensors we write down the dual tensor of the 
antisymmetric part of p say b, we get for the electric field

E = p + J + bx J.

This result is not a surprise at all, because the second term is simply the Hall field. But 
carrying out the calculations for the MR effects by this E, and not only by the 
symmetric part of it, which is the usual procedure in the literature, one can get the linear
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terms in the magnetic field strength for the expressions searched. Seeger also had linear 
terms in the expressions for the resistivity and for the mobilities, but he had to 
introduce a certain “inner Hall field” to achieve the results [13]. (See for example eq.
7.6.7 in Chap. 7). Examining this Hall field one can see that it is the above mentioned 
antisymmetric part of the conductivity tensor.
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THERMAL CONDUCTIVITY OF AMORPHOUS IRON 
ALLOYS AT LOW TEMPERATURES
G . P o m p e , M .  G a a fa r , M .  F a l z  a n d  P .  B ü t t n e r

PHYSICS SECTION. DEPARTMENT OF LOW TEMPERATURE PHYSICS. TECHNICAL UNIVERSITY DRESDEN
8027 DRESDEN. GDR

The thermal conductivity of ferromagnetic amorphous iron alloys (Fe40Ni40P 14B6, Fe80B20, 
Fe5,Co75B20) was measured in the temperature range 2 — 100 K. It was shown that there is a significant 
dependence of the phonon thermal conductivity on structure relaxation.

1. Introduction

This paper presents measurements of thermal conductivity of ferromagnetic 
amorphous iron alloys (Fe40Ni40P 14B6, Fe80B20, Fe5Co75B2o) in the temperature 
range from 2 to 100 К [1, 2, 3].

Particularly, the influence of structural relaxation by low temperature annealing 
on thermal conductivity has been investigated. The thermal conductivity of the iron- 
boron alloy Fe80B20 has been measured in the recrystallized state.

For the investigation of the thermal conductivity of amorphous metals the 
phonon part of thermal conductivity is important, because the measurement of its 
temperature dependence can be considered as a kind of phonon spectroscopy. The 
main part of thermal conductivity in carried by the dominating phonons of a frequency 
codx 4 k BT/h (kB is Boltzmann’s constant, h is Planck’s constant). In Table I the

Table I

Frequency and phonon wave lengths of the dominating 
phonons for various temperatures

T/K w js  1 Ĵ/nm

1 5-10“ 60
10 5 - 1012 6

100 5 • 1013 0.6

frequency of these phonons is given for various temperatures. E.g. for amorphous silica 
the dominating phonon wave lengths are given in the last column. Corresponding to 
the phonon wave length, defect structures of different dimensions determine the 
scattering processes at different temperatures.
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From investigations of the thermal conductivity of amorphous dielectrics three 
peculiarities are known [4]:

1. For T < 1 К it is observed that A varies as A = aT" (n =  2.0). For various 
amorphous dieletrics the constant a is of the order 10~3. .. 10”4W/cm KA

2. For 5 К <  Г <20 К a so-called “plateau” of the thermal conductivity is 
observed.

3. For Г > 20 К the thermal conductivity increases slowly similarly as in the case 
of specific heat. For T < 1 К the anomalous dependences of thermal conductivity, 
specific heat, velocity, and observed damping of ultrasonic waves can be explained by 
additional local excitations of small energy (Anderson, Halperin, Varma model [5,6]). 
For the theoretical discussion of the plateau-like behaviour, a number of theoretical 
models exist (a modified Anderson model [7], density fluctuations after Joshi [8], the 
model of a constant free path after Choy [9], [10]). A common feature of all models is 
that they do not involve any restriction on the type of atomic interaction. Therefore it 
may be assumed that the phonon part of thermal conductivity of amorphous metals 
shows a similar temperature dependence as that of dielectrics, so far as the quasifree 
electrons do not strongly influence the phonon transport by phonon—electron 
scattering. The first investigations of the phonon thermal conductivity (also Fig. 6) 
metallic glasses by M atey and Anderson ( 1977) [ 11, 12,13] yield for some alloys (Pd— 
Si, Ni—P) a plateau at 10 К and for some alloys only a slight increase in this 
temperature range (Fe—P, Fe—Ni— P).

For T  <  1 К the temperature dependence of thermal conductivity is described by 
APh ~  T 1 7 similar to the thermal conductivity of amorphous dielectrics. It can be shown 
that for T < 1 K  the phonon —electron scattering can be neglected. Matey and 
Anderson measured no change in the thermal conductivity of titanium —beryllium 
alloy; the superconducting transition temperature is 0.3 K. That means that the 
phonon—electron scattering mechanism has no influence in this temperature range.

2. Experiments

The samples Fe80B20 and Fe5Co75B2o were prepared by rapid quenching from 
the melt at the Central Institute of Solid State Physics (ZFW) Dresden, GDR. The 
sample Fe40Ni40P i4B6 was obtained from a commercial source [14]. We used samples 
of a thickness of 20 to 40 /яп and a width of 2 to 4 mm. The conductivity was measured 
by a stationary method.

/ .  1 A  A T  A T  (> = 1.j A T = —

where A is the area of the samples, / is the length between the thermoelements, A T  is the 
temperature difference, and W  is the thermal resistivity of the sample. Owing to the
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small thermal conductivity of these substances and the geometry of the samples, their 
thermal resistivity is very high (about 104 K/W) and the error from the heat flow by 
radiation has to be considered for T >  80 К (А к/к (T = 100 K)«4%).

3. Evaluation of the phonon part of thermal conductivity

The thermal conductivity of metallic glasses can be described by

k — ke+kPh.

In the following discussion the magnón influence is neglected. The electron part of 
thermal conductivity can be separated by the well-known Wiedemann —Franz law. 
Under the assumption of elastic scattering processes it yields the relation

= l 0 = 2.45- 108Ж 2/К2. (1)

The specific electrical resistivity p of the samples was measured in the temperature 
range from 2 to 300 K. A more detailed discussion of the minimum of resistivity and 
the temperature dependence above the minimum is given in [2, 3]. However, all 
these temperature effects on p are small in the temperature range from 2 to 100 K. 
((p(T)-p(4.2 K))/p(4.2 K))«0.7% for Fe8OB20,*0.4%  for Fe40Ni40P ,4B6 and« 1.4% 
for Fe5Co75B20). Therefore, we introduce in Eq.(l) the electrical resistivity at T = 4.2 К 
and calculate the electronic part of thermal conductivity for 2 to 100 K. The high 
specific electrical resistivity as well as its small temperature dependence justify the use 
of the Wiedemann—Franz law. In Table II the parameters of the heat treatment and its 
influence on resistivity are presented.

Table II

Parameter of the heat treatment and its influence on resistivity

Annealing condition
TcryJ K

TJK. t„/min W -4.Z M  
p

Fe40Ni40P 14B6 373 120
(in argon gases)

«655 [20] + 4%

Fe80B2o 570 30 b) 660[16] 
700 [19] «0

(recryst.) (770) (30) a)
Fe5Co75B2o 620 30 b) «790 [21] -4.5%

a) As a result of recrystallization of the sample Fe80B20 the specific electrical resistivity is decreased 
by a factor 4 [2]

b) in vacuum
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4. Phonon part of thermal conductivity

In Fig. 1 the experimental values as well as the electron and phonon part of 
thermal conductivity are pictured for the Fe—Ni alloy. Up to 10 K, APh increases with 
temperature. At about 20 К a plateau-like branch is visible. The phonon and electron 
part of thermal conductivity before and after annealing are plotted in a log —log 
representation in Fig. 2. By low temperature annealing the phonon conductivity 
increases markedly in the range of lower temperature and decreases above 40 K.

The increase of phonon conductivity at low temperature after thermal treatment 
was also observed for Pd—Si alloy by Matey and Anderson [11]. This behaviour 
corresponds to a decrease of extended structural defects connected with a relaxation of 
internal stresses. Within the frame of the Anderson model this means a decrease of the 
density of states of low energy.

The change of thermal conductivity above 40 К can be explained in the following 
manner. From the literature [15] it is known that during heat treatment, phosphorus 
segregates to clusters of the dimension of about 3 nm. At 40 К  the wave length of the 
dominating phonons is in the order of 1 nm. It can be assumed that the scattering of 
these phonons at the phosphorus precipitates yields a decrease of thermal conductivity.

Fig. 1. Temperature dependence of experimental values, electronic and phonon part of thermal conductivity
for Fe40Ni40P 14B6.
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---------► T [KJ

Fii). 2. Temperature dependence of electronic and phonon part of thermal conductivity before and after 
annealing for Fe40Ni40P 14B6 ----- before an d ----------after annealing.

In order to exclude the influence of phosphorus precipitates we investigated 
amorphous alloys with boron. In Fig. 3 the temperature dependences of Á.e and APh are 
represented in a log —log plot. These values are higher than those of the four- 
component Fe—Ni— P—В alloy by a factor of about 3. A branch of reduced 
temperature dependence is visible in the range of 40 K. At the lower part P̂h increases 
with T. Fig. 4 shows the change of thermal conductivity owing to heat treatment. The 
low temperature annealing of Fe80B20 at 570 К does not cause changes in electrical 
resistivity and thermal conductivity.

The phonon thermal conductivity of recrystallized materials is changed 
considerably, as compared with that of the initial state. For temperatures smaller than 
20 K, APh decreases. The decrease of APh by recrystallization can be explained as a 
consequence of phonon scattering at dislocations but also as a result of the phase 
mixture, which is produced by recrystallization (Fe80B2o->Fe3B-|-a — Fe [19]). Above 
20 К the thermal conductivity of the recrystallized state is higher than that of the 
amorphous state. The increase shows that the mean free path of phonons with 
wavelengths of about 1 nm is enlarged by recrystallization. That means that the
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Fig. 3. Temperature dependence of experimental values, electronic and phonon part of thermal conductivity
for Fe80B20.

Fig. 4. Influence of the heat treatment on phonon thermal conductivity for Fe80B2o: (1) before low- 
temperature annealing; (2) after low-temperature annealing; (3) after recrystallization.
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Fig. 5. Temperature dependence of phonon thermal conductivity for Fe5Co75B2o and, for comparison, for 
Fe80B20: (1) Fe5Co75B20 before low-temperature annealing; (2) Fe5Co75B20 after low-temperature

annealing; (3) Fe80B20.

number of point defects has been reduced. In Fig. 5 the influence of low temperature 
annealing on phonon thermal conductivity of Fe5Co75B2o is represented. The thermal 
conductivity of the relaxed state shows a temperature dependence similar to the 
thermal conductivity of amorphous Fe80B20. That means that the structural state of 
alloy Fe80B20 is a stable state of amorphous structure in the case of amorphous alloys 
with boron as metalloid. Oshima and Fujita [22] conclude also from Mössbauer 
spectroscopy that in the amorphous alloy Fe—В with boron content below 20 at % 
exhibited well-developed short range order with the bcc-like near-neighbour 
configuration. Especially Fe75B25 shows a considerable fraction of chemical order of 
the Fe3B type and this alloy was therefore the thermally most stable one.

In Fig. 6 all results published on the thermal conductivity of amorphous alloys 
with metalloid are plotted against our own results. All systems in which phosphorus is 
the main metalloid constituent have similar values of thermal conductivity at 
temperatures higher than 20 K. Below 10 К down to 1 K, the Ni— P alloy, which is not 
ferromagnetic, has a different temperature dependence. It is not quite sure to which 
extent the phonon-m agnón scattering is important, and responsible for this
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Fig. 6. Phonon thermal conductivity for metallic alloys with constituent (ТМ ),_Л(В, P), (TM-transition
metal).

F e5Co75B2o (annealed) [3] □  □  □  □  Co88P 12 [13]
Fe5Co75B20 [3] - 0 -0 - [ 12]
Ре80^20 [2] •  Fe32Ni36C r14P n B6 [ 12]
P d77.5Sil6.5CU6 [И ] -Л-Д- Fe84P 16 [ 12]
Fe4.0Ni4.0P i4B6 [ 1]

difference. Measurements of the specific heat [17,18] have shown that the magnons 
contribute a great part to the specific heat at temperatures 3 — 5 K. However, to clarify 
the influence of magnons on the heat flow in the ferromagnetic amorphous alloy 
requires measurements in high magnetic fields. The influence of boron is considerable, 
as it can be seen if we compare the alloys Fe- and Fe/Co-boron with various Fe- 
phosphorus alloys. The investigations of the specific heat described by Krause et al 
[18] also show a strong influence of the metalloid on the Debye temperature. The 
Debye temperatures decrease from 420 К down to 275 К if x varies from zero up to 14 
in the FegoB ^^P *  alloy.

5. Conclusion

In conclusion we may state two facts:
— There exists a significant dependence of the phonon thermal conductivity on 

structural relaxation. Thus the thermodynamically more stable systems (Fe80B20) 
show a weaker influence of low temperature annealing than less stable systems.

— The influence of the metalloid on thermal conductivity is strong. Amorphous 
alloys with boron as metalloid have higher hardness, higher Debye temperature and 
higher phonon thermal conductivity than the alloys with phosphorus.
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NEW PERSPECTIVE IN SEMICONDUCTOR PHYSICS BASED 
ON ADVANCED TECHNOLOGY

T . PORJESZ

DEPARTMENT FOR LOW TEMPERATURE PHYSICS, ROLAND EÖTVÖS UNIVERSITY 
BUDAPEST, HUNGARY

Up-to-date technology provides the possibility to produce submicron semiconductor devices and 
highly dense device structures. The classification of the devices is based on the characteristic durations of the 
processes taking place in them. The dominant or the perturbative nature of the effects depends on the sizes of 
the system in question. The Boltzmann transport theory can fail with the decrease of dimensions. After some 
criticism of the fundamental assumptions the limits of the validity of the theory are marked out. The main 
lines of the quantum transport theory are pointed out and with the help of the superlattices very dense device 
arrays are described, with indications of the further development of theory and practice.

We are now in a very interesting stage of the progress of technology and science. 
In this paper we attempt to demonstrate this on some exciting examples, which may 
seem some kind of science-fiction, but they are realistic ones, based on existing 
experiments and technology. These examples have been selected from the topics of 
semiconductor physics but they can be generalized to all branches of solid state physics.

The main trend of technological progress is now to produce smaller and smaller 
devices. These devices are economically useful, they have important military 
applications and of course they are very interesting from the technical and scientific 
point of view as well [1,2]. The electron-beam, the X-ray, the molecular- and the ion- 
beam litography provide the possibility to produce very fine device structures on 
semiconducting materials. First, it must be defined what is meant by very small devices 
or very fine structures. These are the simple experimental structures of 0.1 to 0.01 
micrometers [3] as compared to bulk solid state or macroscale devices, the sizes of 
which are of the order of a few micrometers.

What can we do to understand what is going on inside these devices? First of all 
we take our old classical tool, the Boltzmann transport theory. This theory arises from 
the statistics of dilute gases, treating the independent particles as a dilute gas. And we 
assume that the electronic states are stationary in time and the momentum is well 
defined. Let us label with xD the transit time required by the electron to pass through the 
sample, with т the mean free time of the moving carriers, and with tc the collision time, 
the duration of an elementary collision event.

If the inequality
xc<^x<$xD (1)

is valid, we can use the Boltzmann transport theory. But what can happen, when the 
dimensions of the devices decrease further? All of the size effects, the scales and the
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associated processes to be considered within these limits can be treated as if they were 
perturbations.

If the sizes are decreased still further, these effects lose the character of 
perturbation but they will dominate. In the medium scale devices the mean free time 
may be a significant part of the transit time and what is even more important, it may be 
comparable to the duration of the collision

xc< r< zD.

In this case the Boltzmann picture is still valid. If we take into account the effects 
to be considered later, we can use the perturbation theory.

In the very small devices of the order of about 20 nm, the transit time of the 
electron through the device is very short. The concept of the mean free time is 
meaningless because many of the electrons can pass through the device without any 
collision.

Before explaining how to treat these effects, I shall refer to the K ronig- Penney 
model, a very simple mathematical tool of growing interest in solid state physics.

U(x)

JUUUUT- ( a .b ) -b  0 о a .b

Fig. 1. The periodical square-ware potential where the atomic distance is a + b and the corresponding energy- 
wavefunction diagram with the assumption b = 0.

If there are atoms at the distance of K, we can apply a square-wave like periodic 
potential and with very simple mathematics, even if only in one dimension, the result is 
that we find energy bands and gaps. In the past we used this model because of its 
simplicity, but now it gained more importance.
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In the last years a rather sophisticated equipment was built at the IBM 
laboratory [4]. It consists of an ultrahigh vacuum chamber, containing a sample 
holder and several guns for producing different nuclear beams, as well as an Auger 
electronmicroscope, a secondary ion mass spectroscope and an integrating mass 
spectrometer. The cost of this equipment is very high but it may be well worth it, if we 
take into account what it can produce. Epitaxial layers can be grown by means of the 
nuclear beam guns on a monocrystalline material. Between these layers the transition is 
very steep. Repeating this procedure with different impurities or different impurity 
concentrations results in a sandwich-structure. The thickness of one layer can be in the 
order of 2 — 20 nm. The potential energy profiles of the sandwich-structure of two types 
of semiconductors are shown in Fig. 2.

In Fig. 2 the one-dimensional Kronig — Penney model can be recognized. The 
dimensions of the potential energy profile and both the widths and the heights of the 
peaks can be chosen arbitrarily by selecting the adequate impurities or impurity 
concentrations. This sample gives a very good possibility to examine our theoretical 
tools based on the Kronig —Penney model.

An example of practical use is to take a very high impurity concentration in one 
of the sandwich materials resulting in a low mobility and to select the other material to 
be very pure. In the latter, if there are charge carriers in it at all, the mobility is very high. 
Because of the small dimensions, the wavefunctions of the electrons are overlapped.

( ln0ll8 Gaa52A s)( GaSb0 4 4  Asas6 )

di *1 d2 h-

Fig. 2. Potential energy profile of InGaAs—GaSbAs superlattice. 
dt and d2 are the thicknesses of the two layers £cl and Ec2;Evl and Ev2 are the conduction and valence band

edges of the original material;
Scl and Sc2; SvI and Sv2 are the conduction and valence bands of the resulting superlattice; £, is the energy

overlap parameter.
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That is, the carriers of the low mobility layer can populate the high mobility layer. In 
this way we can have a two-dimensional good conductor made of semiconductors. Its 
conductivity is very high because of the high purity of the first material and the high 
carrier concentration from the other material. This structure is called superlattice. The 
theoretical importance of the superlattice, of course, exceeds that of the examples 
mentioned here.

To find the limit of the Boltzmann theory the fundamental assumptions must be 
examined:

I. the collisions take place locally in time;
II. the collisions take place locally in space;

III. the electrons and the phonons are treated independently;
IV. low frequencies are considered.
The classical Boltzmann equation is

m  _ m  | n t )  | /(o
t  ^d iff ^fields ^collision

where /(f) is the distribution function.
With further downscaling, when the dimensions are comparable with the atomic 

distances, it can be expected that the features neglected in the Boltzmann theory will be 
considerable:

1. The scattering events are non-local in time and space.
2. The driving forces may be strong, which means that the electron can gain from 

the driving field an energy higher than the equilibrium thermal energy.
3. The strong scattering invalidates the assumption that the electronic states have 

a long life time and free-electron like character.
4. Considering a device with dimensions of an order of lOnm at least about 

hundred electrons are required to have some possibility to use statistics at all, so the 
minimum impurity concentration must be 1018 — 1019/cm3. And in a system having 
such high concentration, that is in a dense system, many-body effects may appear and 
the single-carrier description fails.

5. In small systems the influence of the size and the surface limited transport 
effects have to be taken into account.

6. Finally, the non-classical influence of the driving fields has to be taken into 
account. Sufficiently strong electric or magnetic fields deform the electronic states 
causing Stark and Landau quantum effects.

In the literature [5] two different ways are proposed to treat these effects. For 
both of them the main tool is the density-matrix method based on the Liouville 
equation, taking into account the environmental modifications. It means that if many 
devices are grown side by side, it is not only the devices that must be taken into account 
one by one, but the structure or lattice as a whole. The two ways for theoretical 
treatment are to use the Heisenberg or the Schrôdinger picture, as is shown in Table I.
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Table I

Two possible ways to treat the quantum transport theory

The equation for the density matrix is based on the Liouville —von Neumann 
equation:

ih dÆ  =  f í F p{t) = i h f , p ] = h fP -  pHF, (3)
at

where Hf = H + F. The Hamiltonian H describes the system in absence of any external 
influence. F describes the external driving forces acting from f =  0 .

' The solution for i < 0:
p(t<0) = p, (4)

where p is the thermal equilibrium solution, the grand canonical density matrix. If we 
want for example the current density, we have to calculate it as a quantum statistical 
expectation value, as the trace of a matrix

<Л(0>= Tr[p, JJ = X < W № >  < W >  • (5)
A ,  A '
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THE DENSITY MATRIX

LIOUVILLE EQUATION + ENVIRONMENTAL MODIFICATIONS

Heisenberg picture Schrôdinger picture

D ir e c t a p p r o a c h  

Stochastic method 

Memory functionals 

Generalized Langevin theory

I n d i r e c t  a p p ro a ch

Electron density matrix + 
projection calculus + 
super-resolvent techniques

Quasi-Boltzmann equation

Quasi-Boltzmann +  stochastic environmental 
interaction

Full quantum mechanical transport equations 
for generalized Wigner distributions

Parametrised density matrix techniques

Feynman Path integral methodology
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Usually the Hamiltonian f í f  is partitioned into “free carrier”, “free scatterer”, 
“carrier-scatterer” Hamiltonians and an operator describing the driving force:

HF= He +  Hs +  V + F = f í 0+V+F. (6)
free free carrier- driving

carrier scatterer scatterer force

This partitioning is of course not a unique one, for example f í e might include the 
coupling to a magnetic field. Using the Wigner one-electron distribution function, 
which preserves the classical concept of a phase-space, a transport equation for the 
time-dependent generalized electron distribution may be constructed from the 
Liouville equation. In the super-operator picture the general master equation will have 
the form:

dxCF (t) f ( t  — t) +  Mf (i). (7)
о

collision acceleration collision memory
free of the effects effect
diffusion carriers

If we want to describe not only one device but an array of many devices coupled 
into one system, we must take into account the Hamiltonians of the single devices and 
the Hamiltonians describing the interaction between them. That is the full 
Hamiltonian in the coupled N-element system is:

Й(\, 2, . . .  N)= í  H(i, F ') +  t  F “). (8)
i=l i>J=1

{i} refer to complete sets of dynamical variables for the i-th device. F k) is the 
coupling between the devices i and j. Substituting the operators into (7) we have:

id,p(i) = {fí(i) + <H'(i,j)yt}p(i) -  (fí'(i,j)p°(i,j, t)>, +

+ i J dx(fí'(i,j, t) exp [ —i J dr'fí(i j ,  t') ] // '( í j , i -!)> ,_ ,•  (9)
0  t - 1

■ p(i,t-x) ,
where

1. {fí(i)+(fí(i,j)} t}pi replaces [He,/(f)] the dynamics is renormalised by the 
average interaction, if it has periodic components fí(i) over-ridden by superlattice
effects;

2 . pv(i, j) describes the memory of the intial state

Q - l Z'TR
J U)

3. the third term describes the generalised inter-device “scattering”.

- § t ) + i[H e/( t) ]  +  i[F ,/(t)] = /
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This is of course only a formal theory of coupled device-arrays, but offers an idea 
how to try to describe cooperative phenomena. It seems to be necessary to develop an 
analogue of quasi-particle theory to extract from strongly coupled device arrays an 
effective renormalised device array in which the individual quasi-devices are weakly- 
linked, making it convenient for simple analysis.
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Transition curves of N b3Ge samples prepared by chemical vapour deposition were obtained by 
resistive and inductive methods. The differences between the values of Tc midpoints of both methods as well 
as the width of superconducting transition measured inductively are found to be dependent on the degree of 
inhomogeneity. As a measure of inhomogeneity the half-width of diffraction peak was chosen. Using the 
resistive method Tc onset of 23.2 К was obtained for one of the samples.

1. Introduction

Nb3Ge is known as a material having the highest critical temperature. Its high 
magnetic field properties and current carrying capability are also re'markable. Some 
problems with preparation have arisen because of the metastable nature of the 
compound. Up to now, the high Tc material was synthesized successfully and 
reproducibly by low energy sputtering, evaporation and chemical vapour deposition 
(CVD) only.

We have recently reported on development of Nb3Ge tapes by CVD method [ 1 ]. 
It was pointed out that the temperature gradients as well as the gradients of 
concentrations of gaseous species have occurred along the relatively long deposition 
chamber. In such a way different phases from the Nb-Ge system were deposited in 
adjacent parts of the reactor. As a result, a layered multiphase deposit has been formed 
on the moving tape. Also the distribution of lattice parameter across the A15 phase 
layer indicating inhomogeneity inside this phase was observed. The degree of this 
inhomogeneity depends on the technological conditions of tape preparation.

In this article we want to show that the inhomogeneity causes the spreading of 
the width of the transition from superconducting to normal state and may be 
responsible for the differences between the curves of transition measured resistively and 
inductively, respectively. The differences between both methods have been reported by 
several authors [2, 3,4].

2. Experimental

Samples were prepared by chemical vapour deposition on stainless steel type 
substrate. The CVD process, the apparatus, and the effect of technology on the 
properties of Nb3Ge superconductor were described in more detail previously [1]. The
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Table I
Summary of properties of N b3Ge tapes: d — thickness of the layer, H — content of hexagonal Nb3Ge2 phase, 
A15 — content of A15 superconducting phase, Nb — content of Nb and NbH„ Tcmr — midpoint of 

transition measured resistively, Tcmi — midpoint of transition measured inductively

Sample d
Qim] H A15

[wt%] Nb
с 1--1

Tern i 
[K]

E-40-5 6.0 -- 50 50 18.3 14.3
E-43-10 6.5 — 100 — 17.3 17.1
E-46-4 3.3 40 60 — 20.8 17.8
E-54-2 11.0 50 50 — 19.4 17.6
E-55-1 3.0 30 70 — 20.0 18.5

total average thicknesses of the deposited layers were determined from their weights. 
The phase analysis of samples has been carried out by X-ray diffraction using an 
automatic diffractometer HZG 4. The critical superconducting temperature was 
measured by standard four-probe d.c. resistive method [5]. Current 1 mA was passed 
through 15 mm long samples in this measurement. The distance between potentials 
was about 10 mm. A silicon diode, calibrated against a platinum thermometer has been 
used as a temperature sensor. Transitions to the superconducting state were studied 
also by the inductive method [6]. Samples of 10 mm length were put on the special 
planar coil of the inductance bridge. In order to ensure high sensitivity the bridge was 
operated at a frequency of 100 kHz. The smallest volume detectable by this type of 
measurement was about 350 /лп3 * * * *. The maximum value of the magnetic field generated 
by the measuring coil was less than 10” 8 T. The accuracy of temperature 
measurements by both methods was better than 0.2 K.

The results of phase analysis and Tc measurements of some samples prepared at 
various experimental conditions are summarized in Table I. A special technological 
process was used to prepare the sample E-54-2. The tape was pulled throughout the 
deposition chamber four times so that the layers grew one on another subsequently.

3. Discussion

Superconducting transitions of the sample E-43-10 containing only the A15
phase (within the detection limit of X-ray diffraction method) are illustrated in Fig. 1.
It is seen that the curves match quite well. The differences between transition curves as
well as between Tc onset values are characteristic for the sample E-54-2 (Fig. 2).
Unexpectedly high Tc onset of 23.2 К was obtained for this sample using the resistive 
method. Both resistive and inductive measurements of this sample were carried out 
under the same conditions in the same probe. We suppose that the sensitivity of the 
resistive method may be higher whenever the thickness of the high Tc film is smaller 
than the penetration depth of high frequency field in this high Tc A15 phase.
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Fig. 1. Transitions from normal to superconducting state of the sample E-43-10. U — normalized output
signal.

Fig. 2. Transitions from normal to superconducting state of the sample E-54-2. U — normalized output
signal.

The matching of the transition curves for the sample E-43-10 implies the good 
homogeneity of superconducting phase in the sample. This was supported by the 
following study of correlation between the homogeneity of the structure and the 
character of transitions into superconducting state:

The analysis of structure inhomogeneity was performed by X-ray diffraction. 
Although the deconvolution of diffraction profile should give the best information on 
homogeneity of structure, the width of the diffraction could also be used for this
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Table II

Correlation between structure inhomogeneity and the character of the transition into superconducting state 
ß  — half-width of diffraction peak, A T e, — width of inductive transition defined as difference between 
temperature values at 90 and 10% of signal amplitude, T cmr — T cmi— difference between midpoints of 

transition measured resistively and inductively

Sample ß
[°] 1—

1 L
». Tcmr- T m t

[K]

E-43-10 0.425 2.1 0.2
E-55-1 0.762 0.5 1.5
E-46-4 0.925 2.6 3.0
E-40-5 1.163 9.0 4.1

purpose. Several factors, such as the inhomogeneity of structure (A 15 phase with 
different lattice parameter), grain size, stresses, etc., could influence the width of the 
diffraction peak. We suppose, with a great deal of approximation, that all these factors 
except inhomogeneity are constant in the studied samples so that their contribution to 
the changes of diffraction peak width could be neglected. Thus, the half-width ß of the 
chosen 004 diffraction peak has been used as the measure of structure inhomogeneity. 
The higher values of the half-width of the peak correspond to the higher degree of 
structure inhomogeneity.

The character of the transition into superconducting state could be expressed by 
the width of inductive curve ATci and by differences between resistive and inductive 
transitions curves. These quantities are believed to reflect inhomogeneity of 
superconducting phase and therefore would be related to ß.

The results of analysis are given in Table II. It is evident that the transition width 
A Tci spreads with increasing ß. One can observe that the differences between midpoints 
of resistive and inductive methods also arise. A deviation from this trend can be seen at 
the value A Tci for the sample E-43-10. In this case the width of transition is distorted by 
the low temperature tail caused by the presence of some little amount of Nb on the 
surface of the sample. The presence of Nb was confirmed only by inductive Tc 
measurements.

4. Conclusion

The differences between resistive and inductive measurements of CVD prepared 
N b3Ge superconductors are pointed out. We have shown that for a sample with non- 
homogeneous superconducting phase not only different transition curves could be 
obtained but also the Tc onsets might differ. A correlation was found between the 
parameter of structure inhomogeneity ß and the transition width of inductive method 
ATci as well as between the differences of resistve and inductive methods.

A more detailed study of the microstructure of the deposited A15 phase and the 
measurement of the inductive transition curve at different frequencies are necessary to
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explain these discrepancies. We believe that the inductive method gives information 
about the homogeneity of the sample while the resistive one is convenient in searching 
for the highest superconducting critical temperature of a thin layer in the sample. The 
high Tc onset value of the sample E-54-2 demonstrates this ability.
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The critical current densities and critical temperatures of multifilamentary Nb3Sn superconductors 
prepared by the bronze technology were studied. It is shown that the growth rate of Nb3Sn layer under given 
conditions of heat treatment depends also on the number of filaments in the wire. The critical current 
densities obeying 109 А/m2 at 5T were obtained. The J c values in the cross section of the Nb3Sn layer are not 
constant, because the grain diameter of Nb3Sn is not homogeneous. The influence of growth rate on T c was 
also observed. The lower Tc values are obtained for higher growth rates of the Nb3Sn layer.

1. Introduction

The compound Nb3Sn has become increasingly important, e.g. in developing 
high field magnets for high energy or fusion reactor application. Filamentary N b3Sn 
superconductors are usually processed by the bronze method in which niobium rods 
are coreduced with copper-tin bronze matrix. In the forming process of these composites 
intermediate heat treatments are needed to eliminate work hardening of the bronze. 
The final heat treatment takes typically 50 to 200 h at 600 to 800 °C to form N b3Sn 
[1,2, 3]. The overall critical densities of commercial Nb3Sn superconductors usually 
reach the value 109 А/m2 in the background magnetic field B = 5 T. The number of 
Nb3Sn filaments of such superconductors is usually 103 to 105 with a filament diameter 
2 — 8 /mi [4, 5].

In this paper the time dependence of the layer thickness growth upon the number 
of filaments was studied. The dependence of J c vs В, heat treatment conditions and 
number of filaments in the wire is also shown. The values of Jc in the Nb3Sn layer and 
also the Tc values were obtained. The influence of Nb3Sn growth rate on the values of 
Tc is discussed.

2. Sample preparation

The 7 to 19 filaments core was fabricated using pure niobium rods which were 
inserted in the bronze matrix containing 11 wt% of tin. The overall bronz/niobium 
ratio was 3:1. These composites were then extruded by hot forward extrusion and

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



4 2 6 J. KRUZL1AK et al.

drawn to the wire with a final diameter of 0.4 mm. After each 40 to 60% reduction 
intermediate annealing was used to eliminate work hardening. The samples with 703 
and 1159 filaments were bundled up from 19 filamentary cores of suitable size in the 
bronze container and processed by cold working in the same manner as 19 filaments 
conductors. The samples with a final diameter of 0.4 mm were then heat-treated to 
obtain Nb3Sn in the range of 650 to 800 °C for 5 to 150 h. Short samples of a length of 
the order 10 to 100 m were prepared.

The thickness of Nb3Sn layers was observed with an optical microscope and a 
scanning electron microscope. The Nb3Sn layer thickness was measured by drawing a 
line perpendicular to a tangent at the outer periphery of the layer. The obtained 
thickness values were averaged over several such measurments for each sample.

The Jc measurements of N b3Sn superconductors were carried out by the resistive 
method at a temperature of 4.2 К  in the applied magnetic field 3 to 6 T. A voltage drop 
of 1 gV/cm was used as a criterion for superconducting to normal transition. The 
overall critical current density and the critical current density in the Nb3Sn layer were 
then calculated.

Critical temperatures of the prepared samples were measured by the resistive 
method using standard four-probe technique. Tc was determined as a midpoint of the 
resistive transition. The Tc values were obtained from Tc on — Tc low, where Tc on and 
Tc low are the temperatures of transition from normal to the superconducting state, 
respectively.

3. Results

3.1 The growth of Nb3Sn layer

All annealed specimens showed N b3Sn formation. For a given reaction 
temperature, the layer thickness is given by:

h = const. • t",

where h is the layer thickness and t is the time of reaction. Exponent n ranging from 0.35 
to 1.00 has been found for the growth process of N b3Sn [6]. If the diffusion rate during 
formation of N b3Sn is controlled by the diffusion of tin through the previously formed 
compound, the growth rate should follow the parabolic law and n is 0.5 [7]. If the 
diffusion of tin is performed via the grain boundaries and the grain size of N b3Sn 
increases during the reaction, the growth rate will be reduced and n <0.5. The time 
exponent n is less than 0.5 also when the tin content is lowered in the bronze matrix. 
The exponent n was calculated for the same 0.4 mm outer diameter of samples 
containing a different number of filaments for the diffusion temperature of 700 °C. The 
values of n for superconductors with various numbers of filaments are shown in Table I. 
The formation of Nb3Sn occurs primarily by the diffusion of tin into niobium at the 
Nb/Nb3Sn interface. The decrease of the time exponent n with an enlarged number of
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filaments may be explained by a significant increase of the niobium-bronze interaction 
surface area. The amount of tin in the bronze is faster exhausted in 703 and 1159 
filament superconductors and the slower growth of Nb3Sn layer is then observed.

Table I

The dependence of time exponent n on the number of filaments

Number of filaments 1 19 703 1159
Diameter of filaments, дт 80 40 10 6
Diameter of wire, mm 0.4 0.4 0.4 0.4
time exponent n 0.36 0.36 0.29 0.25

3.2 The measurement of critical current and critical current densities

The dependence of overall critical current density for 7, 19, 703, 1159 filament 
superconductors vs magnetic field value is plotted in Fig. 1. The dependence JC(B) for 
1615 filament superconductors fy Siemens is plotted too. The critical current densities 
linearly decrease with the increase of field. Jc of our samples are comparable to the 
values of superconductor fy Siemens.

The dependence of the critical current value vs reaction time and 19 filaments 
superconducting wire is plotted in Fig. 2. The maximum values of critical currents and 
the greatest increase of critical current values as a function of the reaction time were 
obtained on samples heat treated at a temperature of 720 °C. For 800 °C the values of Ic

F ig . 1. Dependence of critical current densities of multifilamentary superconductors on B.
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F ig . 2. Dependence of critical current 19 filaments superconductors on heat treatment time.

703 1159
102 103 

number of filaments

F ig . 3 . Dependence of critical current densities on the number of filaments in the wires.

decrease after a short period of diffusion, which may be attributed to a significant 
growth of the N b3Sn grains and as a result a drop of pinning forces and Ic is observed.

The influence of various numbers of filaments in the wires on the overall critical 
current density is shown in the diagram of Fig. 3. All samples were heated under the 
same conditions: 700 °C — 75 h. To obtain the maximum values of Jc in our samples 
more than 2000 filaments are necessary.
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F ig . 4. Dependence of critical current densities Nb3Sn on the layer thickness.
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The dependence of critical current density in the N b3Sn layer on the average 
thickness of the layer is shown in Fig. 4. The highest values of critical current densities 
have layers with thicknesses about 1.0 —1.5 pm. Over this layer thickness the critical 
current densities decay. It is generally believed that the grain boundaries of N b3Sn are 
mainly responsible for flux-pinning in the Nb3Sn. It was shown in [8] that the grain 
diameters in the cross-section of Nb3Sn is not homogeneous. From this fact we may 
draw the conclusion that in the layers with thicknesses of more than 1.5 pm  the grain 
diameter grows considerably, and, consequently, the pinning forces are lower and the 
Jc value decreases.

3.3 The measurements of critical temperatures

It was found recently that the T c values are strongly influenced by the layer 
thickness. The highest T c was observed for a N b3Sn layer more than 2 /лп thick [9,10]. 
Thinner layers, presumably less perfect, have lower T c.

The influence of internal strains on Tc was discussed by Kwasnitza [11]. By 
growing the Nb3Sn layer within the bronze matrix internal strains are developed, 
because the tin ions are pumped into Nb filaments. The diffusion reaction which 
produces the Nb3Sn layers gives rise to as much as 38% volume expansion of Nb. As 
more and more Nb filaments are converted into Nb3Sn, the layer is continually being 
pushed outward against the surrounding bronze matrix and thus it continues to 
develop increasing comprehensive strains until the ultimate yield strength of bronze is 
reached. This idea was supported by T c measurements. Shorter annealing times 
produce a thin layer of N b3Sn with less internal strain and a lower number of grains, 
which results in higher Tc and lower zl Tc.
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Fig. 5. Dependence of critical temperatures on the N b3Sn layer thickness.
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Fig. 6. Dependence of critical temperature on the number of filaments in the wire.

The transition temperature T c as a function of average thickness Nb3Sn is 
plotted in Fig. 5. The superconducting critical temperature values show no systematic 
dependence on the layer thickness. High Tc was observed both in the thin and in the 
thick layers. In addition the Nb3Sn layers of equal thickness have various Tc. The 
dependence of transition temperature on the number of filaments for the preparation 
700 °C is shown in Fig. 6. It is interesting that for our samples, by rising the rate of the 
growth layer, the critical temperatures tend to decrease slightly.
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The lower Tc obtained for higher growth rate for 7 and 19 filament samples 
'may be attributed to an insufficient integrity of the ordered structure during fast 
growth of Nb3Sn layer, and/or to different influence of strains on Tc in the samples 
with various numbers of filaments and various growth rates of the N b3Sn layer. The 
weak variation of lattice parameter and Tc during the growth of Nb3Sn was observed.

From our result we may conclude that the resulting Tc value of multifilament 
superconductors is influenced by all factors mentioned above.

4. Conclusions

Nb3Sn multifilamentary superconductors with overall critical current densities 
109 А/m2 at В 5 T and Tc being 17 to 18 К were prepared.

The growth rate of Nb3Sn for given conditions of preparation depends on the 
number of filaments within the wire.

It was observed that the Jc value generally decreases with increasing layer 
thickness.

The Tc value showed no systematic dependence upon the layer thickness.

The authors wish to thank Dr. M. Jergel for reading the manuscript and comments.
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The paper deals with the errors, involved in the loss measurement of superconducting magnets by the 
compensating scheme in Wilson's method. The expressions for determining the experimental error, 
depending on the network parameters, have been derived. Some results of calculations are presented for 
various values of compensating scheme elements.

One of the basic characteristics of the superconducting magnets for pulsed 
purposes (e.g. particle accelerators) is the energy dissipated during the cycle. This 
energy (named AC losses) determines the essential load of the cooling system. It is 
necessary to check this quantity in the assembled magnet experimentally.

This paper deals with the errors, involved in the loss measurement by the 
compensating scheme in the method proposed by Wilson [1]. Assuming that the 
apparatus is a linear system, the transform analysis has been carried out. The 
expressions for determining the experimental error, depending on the network 
parameters, have been derived. Some results of calculations are presented for various 
values of compensating scheme elements.

The arrangement for AC loss measurement [1] is shown in Fig. 1. During the 
magnet current cycle the loop is recorded on the XY plotter, the area of this loop is 
proportional to the AC loss per cycle:

1. Introduction

2. Analysis of the measuring circuit

F
(1)

0-* /m„ - 0  0
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where the meaning of the symbols is the following: 
a: area of the loop [cm2],

Sx, Sy: sensitivities of the recorder on the X  and У axes [V/cm],[A/cm], 
i,\ time constant of the integrator [s],
F: voltage divider coefficient, 
i: magnet current [A], 
и: voltage across the magnet [V], 
w: AC loss per cycle [J].

Substituting the real elements of the circuitry by the ideal ones is essential for our 
further analysis. In this paper, the following substitutions have been made:

a) The magnet is represented by its self inductance Í*,.
b) The compensating coil has mutual inductance to the magnet current circuit M, 

self inductance LfC, resistance Rcc and capacitance Ccc.
c) The integrator consists of the input resistance R,, operational amplifier with 

the constant gain — A and integrating capacity C, in the feedback loop. The 
operational amplifier input current is assumed to be zero and the gain is taken as a large 
negative number.

The analysis is carried out by means of the Laplace integral transform [2], where 
the time function x(t) has the operator representation

00

X(P)= J x(t)exp(-p t)d t  
0

and the inverse transform for obtaining x(t) is
C +  j  00

c —j  oo

where j  is the imaginary unit.

f X(p) exp (pt)dp,

Fig. 1. Apparatus for AC loss measurement in superconducting magnets [1]. 1 — power supply, 2 — shunt, 
3 — superconducting magnet, 4 — compensating coil, 5 — voltage divider, 6 — electronic integrator,

7 — XY plotter.
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Rcc

Fig. 2. Equivalent scheme for integrating the magnet voltage.

In the following we shall use assignments for operator representation and time 
function similarly as in the case of X(p), x(t).

For the part of circuitry made up of items 3,4,5,6 in Fig. 1 the equivalent 
network is shown in Fig. 2. Rd is the magnet voltage divider with the coefficient

R,
F = ------Ц - .

R J + R 2

There are two sources of signal in the network: the magnet and the compensating 
coil. The voltages, generated during a cycle in these two elements, are designated by 
uM(t) and ucc(i). The output voltage of the integrator is u0(f). The relajion between the 
operator representations of the voltages can be found in the form:

Ucc(p) (P*M + 1 ) + F U M(p) ( ^ 2 +  P̂ cc +1
U0(p)= ------------ 4------- 3-----------------------------

adp* + a3p3 + a2p +a2p + a0

The denominator polynomial coefficients are given as

O K ,

rM F { \ -F )x d + z, + ßczM
a 3 =  —A—2 -------------------------- 2------------------------+  F z d),Am;c orcc

«2 = ^ 2  +  - £̂ 1 ~*cc[FtA  1 ~ F ) + z, + ßcTM] -  -■tM(xI + Fxd),

a i = Z- ^ L - r I( l+ ß R) + zdF ( F - l ) ,  

1
a° ~ A ’
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where t cc R ccC cc, £ R 
ы II l

L c c ^ c c

h i II«чЗ;
3 1

Tm  r / L ccC i

R
Т / =  R j CJj ,

IIöS V
T d =  R d ^ i ,

II
Ccc

In the ideal case, when the integrator output signal is just the integral of the voltages 
from the compensating coil and the magnet (the latter multiplied by F), the relation 
between U0(p), Ucc{p) and UM(p) has to be

1/0(P) = ---------------------- • (3)— T/P

The last expression is a particular case of (2) for rM->0, cojc-* oo, тсс->0, Л-> oo, cu^-voo, 
ßR-*0, Td->0. Some of these conditions can be fulfilled simultaneously, but some of 
them are controversial. Therefore, we have to use (2) for every particular case.

3. The evaluation of the measurement error

In following we suppose that:
a) The integrator output voltage drift is negligible.
b) The integration with respect to i in (1) is perfect. These assumptions are not so 

strange, because
ad a) there exist several types of chopper stabilized amplifiers with very low drift, 

and a sufficient correction can be made supposing the drift of the output signal to be 
linearly increasing during the cycle,

ad b) recorders with good dynamic properties are available, or the integration 
without an XY plotter can be used [3], [4].

Then the measured losses are:

WR= J u0(t)di. (4)
0 “* / max 0

The time dependence of the magnet current

0 S t S T  

T ^ t ^ 2 T
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Fig. 3. Magnet current versus time plot.

is shown in Fig. 3. Then, the Eq. (4) can be rewritten as

T

J  u0(t)dt -  
0

(5)

For solving (5) we need to insert expressions for Ucc(p) and UM(p) into (2) and find ы0(г) 
by the help of inverse transform.

3.1 Compensating coil voltage ucc(t) 

The transform of magnet current is
00

-J'I(P)= \ i(t)exp(-pt)d t = I„
(1—exp ( -p T ) ) 2

The voltage generated across the compensating coil is

and thereby

ucc(t) = M
di
dt

Ucc(p) = MpI(p)=M I ,nax ( 1 -  exp(-pT ))2
(6)

3.2. Magnet voltage um(0

The voltage signal from the magnet has the inductive and loss components

M O  =  «»(*) + MO-
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The inductive component m,(í) is given by

м,(() — LMdi
dt

and its transform analogously as in (6) is

r r / 4  , imax ( 1 -  exp ( -p T ))2
o'.(P) =-Lu ---------------------------T p (7)

The loss voltage uL(t) is determined by the dissipative processes in the magnet and is to 
be found for every particular case using an appropriate theoretical model. To deal with 
the effect of compensation, we introduce preliminarily UL(p) as the transform of uL(t).

The compensating coil is used to generate the inductive signal, which can cancel 
the inductive component of magnet voltage. Because the inductive to loss voltage ratio 
is of the order of 1000, the sensitivity of the measurement is increased in this way. To

avoid the awkward construction of the coil, only a fractional part ^approximately

of the magnet voltage is taken.
The condition of perfect compensation is

M = F L M.

Comparing (6), (7) and (8) one can show that

tU P )=  -  ~  UMi(p)= - F  UMi(p)

and (2) can be written as 

U0(P) = F
4Vm(p)\ ^ 2  +P(Tcc-TM) I + V L(p)\4 4 ^ + P*cc+ 1

a4p4 +  a3p3 +  a2p2 +  a1p +  ao

( 8)

(9)

For the inverse transform we need to know the roots of the denominator. It is not 
difficult to find them numerically and the denominator can be taken in the form:

a4.p'l + a3p3 + a2p2 + al p + a0 = D { p - p l) ( p - p 2) ( p - p 3) ( p - p ii), (10)

wnere Pi , ? 2>P3>P4 are the roots.
Then, it is useful to divide (9) into two parts:

u 0(p ) = u U p) + u 5l(p)=

= F
u l(p) \ j t  + P t « + 11__________________ _J____

D { p -P i ) (p -p 2){p-P3)iP-P*) ' D ( p - p l) ( p - p 2) ( p - p 3)(p-p^) '

UMl(p)\ + P(*cc-Tvf)
——r + F ( H )
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That means, the voltage u0(t) can be divided into two components u“ (r) and uRL(t), and 
according to (4) we consider the measured loss to consist also of two parts:

W R = W R + W l .

The first term on the right-hand side represents the value, which would occur in the 
measured losses even in the lossless magnet, meanwhile the second one is referred to the 
loss processes themselves.

For the determination of Wf, we find the voltage uRi(t) by the inverse transform. 
Inserting the result into (5) then yields

W f =
¥ e ( ¥ J â

+
со:.

1 (Pi-Pj) L
j= 1 
j f i

— exp (2р;т) + 4 exp (р;т)—3 . ( 12)

In the ideal apparatus (3), this term should be zero.
The area of the loop, displayed on XY plotter, is proportional to W R. The actual 

losses are given as
p R  —  w K  ZiS*

F

where the time constant of the electronic integrator is usually taken as

Tint =  R/Ci-

Therefore, the error in the result, caused by uô,(i), is

pR _  U/R cim 
r i r v  i  F  . (13)

with WR given by (12). After inserting the parameters of the analysed apparatus into 
(10), we can compute Pf using the expressions (12) and (13).

Now, we shall determine the error, referred to the second term in (11). It can be 
carried out by a similar procedure, but we have to set uL(t) at the beginning. This 
voltage is composed of several signals uL t (t), uL2(t), ■ ■ ■ uLk(t) depending on the 
number of the loss processes. For every considered process, we determine uLj(t), its 
transform ULj(p), then uRLj(t) from the inverse transform of the second term in (11). 
Finally, we find W R}; by using (5) and compare it with the theoretical value W'L p which 
should be measured on the ideal apparatus (3). The relative error in measured value of 
the losses, corresponding to the considered process, is

A PLj-_ w ± r W'lj (14)
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As an example, we show the producere outlined here for the case of eddy current 
losses in a multifilamentary twisted composite. In the notation it is labelled by index e 
instead of general Lj. The volume unit of such conductor corresponds [5] to the 
secondary circuit in Fig. 4, where the magnet winding represents the primary circuit,

i t t)  M* i . t t )

LM L«

Fig. 4. Model circuit for the simulation of eddy currents.

and the time constant of the secondary circuit equals the time constant of the magnetic 
flux diffusion in the multifilamentary conductor [6]

t. =
u0

Pctf \ 2 л

м0 — 4я * 10 7 H/m,

where lp is the twist pitch of the filaments and peff is the effective matrix resistance. 
The voltage, induced back to the primary winding by the secondary current, is

ue(t) =
M 2Ilvt e 1 max

L J 1«) exp

+ l(i-2D exp

~  1 <» - X) 2 exp

t — 2T

t - T
+

where
1(0 —

t£ 0 , 
f <0.

(15)

In the case of the ideal apparatus (3), we should measure the eddy current losses

Setting the Laplace transform of (15) to (11) in the place of UL(p) and solving the inverse 
transform yields the expression for measured value of eddy current losses

W? zi= 1

Pi
2~ "1" P>Tcc "b 1 J c _________

n  (Pi-Pj)
J t ‘l

— (3 -4 ex p  ( p j ) +  exp(2 p j ) ) ,  (17)
Pi
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where pu p2, p3, p4, have the same significance as in (11) and the fifth root is p5 = ---- .
^e

The relative error of measuring the eddy current losses for a process with time constant 
те is given by comparing (16) with (17):

AP e
w* - w ' e

И'I
(18)

4. The selection of the apparatus parameters

Knowing the magnet self inductance LM, we can compute the error for given 
current cycle and measurement circuitry parameters, caused by the first term in (11); we 
call this error “inductive voltage error”, because the inductive voltage is responsible for 
its appearance. However, one might have in mind that it is a value in Joules, added to or 
subtracted from (depending on the sign) the correct value. The “inductive voltage 
error” dependence on the magnet current ramp rate for several parameters of 
compensating scheme is shown in Fig. 5. The dependence is linear in all presented cases,

Fig. 5. The ramp rate dependence of “inductive voltage error”
1 _ C„ = 2.10“8 F, L„=  1 H, R „=  103, C, = 10' 6 F,R, = 2.105, Rd= 103, A = 106; 2 — the same as 1, except 

A = 103; 3 — the same as 1, except R „=104; 4 — the same as 1, except Ccc= К Г 7 F.
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Fig. 6. The “inductive voltage error” dependence on R„. 1 — C „=10 7 F, 2 — C« =  2.10 8 F, 
3 — C „= 10~ 9 F, ramp rate 250 A/s, other parameters the same as in Fig. 5 case 1.

Fig. 7. The eddy current loss measurement error dependence on Rcc, ramp rate 250 A/s, other parameters the
same as in Fig. 5 case 1.

except the case of insufficient amplifier gain A = 1000. The magnet self inductance is set 
to be LM = 5.10-3 H and the maximum current / max = 5000 A.

The dependence on the compensating coil resistance Rcc is given in Fig. 6 for 
three different coil capacitances Ccc. The ramp rate is considered to be 250 A/s. As it can 
be seen from this Figure, in principle the error increases with the growth of R cc and Ccc.
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Fig. 8. The eddy current loss measurement error dependence on amplifier gain A. Ramp rate 250 A/s, other
parameters the same as in Fig. 6.

The calculations of the error (18) involved in the measured eddy current losses 
show that it practically does not depend on the time constant in the wide range of ze 
from 10 to 10” 8 s. In Fig. 7, the dependence of this type of error on the compensation 
coil resistance R cc is presented. It is close to linear and does not depend on the current 
ramp rate. On the other hand, the dependence on the amplifier gain A exhibits large 
changes with respect to the ramp rate, as shown in Fig. 8.

5. Conclusions

From several examples in the previous Section it is clearly seen that the 
estimation of the error is of great importance for real apparatuses. Since there may be a 
strong dependence on some parameters like ze in our example in several cases of the loss 
processes, these parameters can be determined from short sample measurements. In 
analogy to the eddy current losses, it is possible to estimate the resulting error in 
measuring the AC losses of the magnet by a relation similar to (16).
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SUPERCONDUCTING LABORATORY MAGNETS
J. BÁNKUTI and L. LÁSZLÓFFY

DEPARTMENT FOR LOW TEMPERATURE PHYSICS. ROLAND EÖTVÖS UNIVERSITY 
BUDAPEST, HUNGARY

Superconducting magnets were constructed for the different investigations of magnetic phenomena. 
The magnetic field of this series ranges from 1,5 kOe to 72,6 kOe. By the volume minimalization of each 
magnet we have developed these with little helium consumption. In some cases our aim was to reach high 
homogeneity using a graphical interpolation technique with computer.

Introduction

In our research work homogeneous superconducting laboratory magnets were 
needed for the investigations of the properties of superconducting materials, the 
analysis of the new, type I—II phase transition of superconducting alloys with small 
Ginzburg — Landau parameter, the study of the behaviour of chemical reactions in a 
high magnetic field and for other purposes.

The superconducting magnets designed and constructed by us during the last few 
years are listed in Table I.

In the design of a superconducting magnet the size of the necessary working 
chamber and the available cryostat volume were taken into account. The consumption 
of liquid helium was reduced by the volume of each magnet [1].

Special requirements were a horizontal field direction, high homogeneity, a 
solenoid bore for high pressure multiplicator and a chemical working chamber, at the 
Helmholtz’s coils, a highly homogeneous solenoid, a magnet for high pressures and a 
magnet for oriented reactions.

Low field and high field solenoids were also produced for the investigations 
which do not require homogeneity and a cryomagnet made of copper was constructed 
for different educational purposes.

Construction of superconducting magnets

1. High field solenoid

The high field superconducting solenoid (Fig. 1) was made of a Nb—Ti—Zr 
superconducting wire of a diameter of 0.35 mm. The magnetic field can be regulated 
from 0 up to the 48.5 kOe maximal field intensity at a current 29.6 A [2]. The
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Table I

Constructed superconducting magnets

Я„„[кОе] Homogeneity
[cm-1] Material Diameter [mm] 

Outer Inner Length [mm] Year

High field solenoid 48.5 5 10-3 Nb—Ti—Zr 70 25 100 1969
Magnet for high pressures 45.2 10~3 Nb3Sn 66.5 25.6 88.2 1971
Helmholtz’s coil 5.5 о 1 KJ Nb—Ti—Zr 46 25 55 1973
Homogeneous solenoid 10.9 2 • 10~5 Nb—Ti 33 25 105 1975
Low field solenoid 1.5 5 • 10"3 Nb—Ti 10.5 7 98 1976
Cryomagnet 25.4 10~5 Cu 108 28 172 1977
Magnet for oriented reactions 72,6 10'5 Nb—Ti 180 40 146 1978
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Fig. 1

homogeneity was better than 5 x l0 _3/cm along the axis of the solenoid. The 
superconducting core was surrounded by copper shieldings and between two layers 
there were plastic foils of a thickness of 25 to ensure insulation. The magnet has an 
effective inner diameter of 25 mm, an outer diameter of 70 mm and an axis length of 
100 mm.

2. Magnet for high pressures

The high pressure solenoid (Fig. 2) is suitable to hold a high pressure 
multiplicator. The good mechanical stability and the minimal geometric sizes of the 
solenoid were achieved by an appropriate wall thickness to compensate the radial 
magnetic forces. The axial rigidity of the magnet was ensured by outer stiff (iron) sticks. 
Using the solenoid at a moderate field the sticks are not needed and a more favourable 
helium consumption can be achieved [3].

The magnet was made of Nb3Sn multifilament superconducting wire. A maximal 
magnetic field of 45.2 kOe can be reached at a homogeneity of 10_3/cm in the central 
part. The insulation between the layers is ensured by tereftalat foils of a thickness of 
20 pm. For the protection against the transition to normal state we applied Al-foil after 
every second layer to decrease inductivity and to prevent rapid changes in the magnetic 
field. The geometrical sizes of the magnet are: length: 88.2 mm, outer diameter: 
66.5 mm, bore: 25.6 mm.
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Fig. 2

3. Helmholtz's coil

The Helmholz-type coil pair (Fig. 3) was designed for the horizontal field 
direction. The coils were made of Nb—Ti—Zr superconducting material. The coils 
have a diameter of 46 mm with 840 turns. At the maximum current of 34 A the magnet 
produces a magnetic field intensity of 5.5 kOe with a homogeneity of 5 x 10 “2.

4. Homogeneous solenoid

The measuring solenoid (Fig. 4) was built for different laboratory aims. It was 
wound from a multifilament Nb—Ti conductor with 60 cores. The maximal current is 
44.5 A at 4.2 K, which produced a magnetic field of 10.9 kOe with better than 
2 x  10“3 4 5/cm homogeneity in a 5 cm section. The overall length of the solenoid is 
105 mm, the inner bore is 25 mm and the outer diameter of the magnet is 33 mm. The 
coil consists of 1927 turns in seven layers. In the case of our fourth magnet the high 
homogeneity was achieved the overwinding of the solenoid ends. The correction coils 
have 147 turns in seven layers and are 7 mm long. The appropriate configuration was 
designed by the minimalisation of the volume by computer programme [4].
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The result optimalisée! by computer is presented in Fig. 5, which shows the 
homogeneity along the axis of the solenoid as a function of the relative correction 
windings, b, N  and Nc are the length of solenoid, the number of turns and the number of 
correction turns, respectively.

5. Low field solenoid

For the investigation of the properties of small samples a low field solenoid 
(Fig. 6) has been built with very small volume. The maximal magnetic field intensity 
was 1.5 kOe with a homogeneity of 5 x 10~3/cm. This solenoid has been wound from 
superconducting multifilament Nb—Ti wire.

F ig. 5

F ig . 6
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6 . Cryomagnet

A model magnet (Fig. 7) with two continuous winding correction coils has been 
built for different cryogenic experiments, educational purposes and demonstration of 
the values of calculating magnetic parameters by computer. The magnet produces

F ig . 7

25.4 kOe at a supply current of 100 A with a homogeneity of 10“ 5/cm. This solenoid is 
operated with liquid nitrogen, at room temperatures. Its material is Cu wires, its outer 
diameter is 108 mm, the inner bore is 28 mm and its overall length is 172 mm.

7. Superhomogeneous solenoid system

Certain chemical reactions in a highly homogeneous magnetic field show 
interesting orientation properties. The homogeneity required along one direction in a 
rather large volume is about 10” 5/cm. For this reason a solenoid type superconducting 
magnet was built with a rigorous homogeneous field along its axis. The minimaiization 
of the volume at the appropriate parameters of solenoid was performed by using a 
graphical interpolating technique [5].
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Table II

Main data of solenoid system

A В C

Number of layers 25 '38 5
Number of windings 3650 6688 540
Outer diameter (mm) 180 120 42
Length of solenoid (mm) 136 146 129

The solenoid (Fig. 8) was made in a three-layer form: the outer solenoid (A), the 
inner solenoid (B) and the symmetrical correction coils (C). The outer solenoid and the 
upper part of correction coil is removable. The inner symmetrical layer in an adequate 
form served as the correction coils to produce the homogeneity required. The 
appropriate profiles were calculated by computer. In our case for a six-order solenoid
[6] [7] construction with 50 x 80 mm working chamber the magnetic field which can be 
reached is plotted against the calculation parameters in Fig. 9. This Figure shows the
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5 10 15 h- 10s

Fig. 9

magnetic field as a function of the calculation parameters: the current intensity j, the 
relative active volume-coefficient A, the inner radius a l5 the geometrical factor F (a, ß) 
and the characteristic factor of the degree of homogeneity E6.

The main data of the highly homogeneous solenoid (Fig. 10) system are shown in 
Table II. The wire of the coils is a multifilamentary Nb—Ti alloy.

The maximum magnetic field strength is 72.6 kOe at a transport current of 100 A, 
and without the outer part it is 43.8 kOe. The homogeneity in the middle working 
chamber of 40 mm diameter is better than 10^5/cm [ 8] [9].

The magnetic field of our magnets was measured by Hall probe calibrated by the 
proton resonance method.
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GRAIN BOUNDARY MOTION IN VANADIUM
A. J u h á s z , I. F ő z y , P. T asn á d i and I. K ovács

INSTITUTE FOR GENERAL PHYSICS, ROLAND EÖTVÖS UNIVERSITY 
BUDAPEST, HUNGARY

and

I. V itányi

ALUTERV-FKI, BUDAPEST, HUNGARY

Grain boundary motion has been investigated “in situ” in 99,9% purity V sheets in a microscope. The 
individual grain boundary motion has been followed by the grooves etched thermally on the surface of the 
sample. The velocity of individual grain boundaries has been measured and compared to the average velocity 
determined from the normal grain growth law. An analysis of the relation between the velocity of curved 
boundaries and their curvature is given. The results obtained prove that in the applied experimental 
circumstances the driving force of the grain boundary motion is the surface energy of the boundaries. Finally, 
a simple geometrical model is given for explaining the spasmodic migration of the boundaries joined to the 
surface, as well as the observed sudden breaking of certain grains.

1. Introduction

The grain growth during annealing of polycrystalline metals takes place by high 
angle grain boundary motion. The rate of boundary motion, v is given by

v = m(p-p*), (1)

where p is the driving force, p* is the dragging force, m is a parameter which depends on 
the grain boundary structure and the atomic mechanism of the boundary motion, 
including therefore the grain boundary mobility and the grain boundary energy [ 1].

The driving force rises from the decrease of the free enthalpy of the sample which 
takes place by the decrease of the amount of the grain boundary surfaces. The driving 
force can be characterized therefore by the ratio of the average grain surface and the 
average grain volume, that is:

D2n
3y 
D ’ (2)

where D is the average grain diameter and y is the specific surface energy [1]. If the 
driving force satisfies Eq. (2), then the growth of average grain diameter obeys a
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parabolic law

D - D 0 = a J t ,  (3)

where D0 is the initial grain size, t the time and a is a temperature dependent constant
[2].

According to direct observations the curved boundaries migrate in general 
toward their curvature centre, so they tend to straighten, and during straightening the 
surface of the boundaries decreases. By the analogy of soap films the velocity of a 
curved boundary can be taken as proportional to the forces due to its surface tension:

(4)

where R [ and R2 are the principal radii of curvature [3]. This velocity depends also on 
hindering effects [4]. In sheet samples the most important hindering effect arises from 
the thermal groove system developed along the lines of the intersection of the grain 
boundaries and the free surface [1]. In equilibrium the shape of the grooves at the free 
surface is such that the resulting surface tension vector is zero (Fig. 1). The formation of 
grooves and their hindering effect on boundary migration were discussed by Mullins 
[5]. He found theoretically that the hindering effect depends on the surface energies and 
on the angle between the free surface normal and that of the wall of the groove. It was 
also shown that a boundary will become stuck at the surface if this angle is less than a 
critical value, 0 C.

It is well known that the specimen thickness has a characteristic effect on grain 
boundary motion. If the grain size is much less than the specimen thickness, then the 
grooves influence the grain growth only in a narrow layer at the specimen surface [5]. 
In the case of thin sheets the grains extend through the sheet, so the grooves can 
influence the grain structure of the whole sample therefore retarding considerably the 
grain growth process [6]. During “in situ” observations spasmodic grain boundary 
migration can be seen, which is a consequence of the grooves. Namely, the groove 
developed along a grain boundary can fix its position at the surface for a time, after 
which the boundary jumps out of its old groove and moves a certain distance along the 
surface at high speed. Because of the decrease of the driving force the boundary motion
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will be slowed down and will be fixed again by the development of a new groove, and so 
on. So the moving boundary can leave a row of observable grooves behind it because 
their healing time is much longer than their formation time.

2. Experimental

The investigations were made on 99,9% purity V which was produced by 
ALUTERV FKI, Budapest [7]. The metal contained the following main impurities 
(concentrations in at%):

6 - 1(T2% 0 2, 2.9 • 10_2% N, 5 • 10_3% H, 6.6 • 10"3% Ce.

Ingots were reduced 70% thickness by cold rolling to sheets of 1.5 mm thickness 
and subjected to an annealing treatment in 1.33 • 10“ 4 Pa vacuum at 900°C for 4 h. 
After this treatment the surface of the samples was polished electrolytically. The “in 
situ” grain boundary investigations were made in a UNION HM-4 type high 
temperature microscope in 8 • 10~ 3 Pa vacuum at 1200— 1350°C.

F ig . 2
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F ig . 3

3. Results

10— 12 minutes after heating up the samples groove formation occurred 
along the lines where grain boundaries intersected the free surface. The grain boundary 
motion could be observed by the spasmodic appearence of the grooves. To investigate 
the changes in the grain structure and the process of individual grain boundary motion, 
different series of photographs and also movie films were taken. Besides the “in situ” 
observations, scanning electronmicrographs of the grooves were taken, too. Fig. 2 
shows the scanning electron micrograph of a groove. In Fig. 3 a marked and a few less 
distinct lines of a boundary can be seen which correspond to the last and previous 
positions of the grooves, respectively.

3.1. Motion of individual boundaries

a) Straight boundaries. Individual grain boundary velocity can be studied “in 
situ” by means of the spasmodic appearance of the thermal grooves. Fig. 4 shows one 
from a series of pictures taken from a contracting grain. The internal groove shows the
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a)
Fig. 4

b)
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Fig. 5

momentary position of the boundaries, the others mark previous positions. Measuring 
the distance between the groove positions, and the time between the appearance of two 
grooves, one can calculate the average velocity of the moving boundary. Average grain 
boundary velocities obtained in this way are shown by the histogram in Fig. 5.

b) Curved boundaries. Figs 6 and 7a show examples of two different series of 
pictures taken during the migration of a curved boundary. It can be seen on both 
pictures that the boundary moves toward the inner part of the grain and that the larger
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Fig. 6

the curvature, the bigger the distance between the neighbouring positions of the 
grooves. According to Fig. 6 the boundaries are straightening during the motion. In 
contrast to this, Fig. 7a shows a case where the boundary curvature increases 
continuously, which must be a conseqence of the motion of the other joining 
boundaries. It was observed in this case that after reaching a minimum size this grain 
rapidly disappeared.

On the basis of a series of pictures it was possible to determine the relation 
between the curvature and the grain boundary velocity. The approximate radius of the 
investigated boundary was determined by a simple geometrical method as follows. The 
picked part of the boundary was regarded as an arc of a circle, and secants were drawn 
through the end points and the middle point of the arc. The point of intersection of the 
normal bisectors of the two secants can be considered as the centre of curvature (Fig. 
7c). Applying this method the rate of motion of the same grain boundary was 
determined at three different radii of initial curvature shown by the arrows in Fig. 7b. 
The average velocities obtained are plotted as a function of curvature in Fig. 8.
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a) b)

Fig. 1
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3.2. Breakdown of grains

A series of micrographs (Fig. 9) shows a characteristic process of structural 
changes observed many times in the high temperature microscope. The grain shown on 
the photos becomes gradually smaller with time. At the beginning its boundaries 
moved relatively slowly, while after reaching a critical size the process accelerated so 
much that the grain, almost in a moment, had disappeared and a triple boundary 
junction appeared instead.

3.3. Variation of the mean grain size

Besides the motion of individual boundaries the variation of the mean grain size 
in time was measured, too. From time to time pictures were taken from three parts of 
the sample by a low magnification objective. The mean grain size vs the square root of 
time is plotted in Fig. 10. It can be seen that the grain coarsening can be described well 
by the normal grain growth law, in contrast to previous observation when a time 
dependence of D ~ t i/3 was obtained [8].

4. Discussion and conclusions

The grain boundary migration has been extensively studied in the literature and 
it was found that the migration rate depends on many different parameters [9, 10, 11, 
12]. Recently it became clear that the velocity of grain boundaries depends strongly not 
only on the temperature and impurities but on the orientation and structure of the 
boundary as well [12, 13].
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Fig. 9
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It seems that the role of grain boundary structure in grain boundary migration is 
much less understood at present than the role of other parameters. The reason for this 
fact is on the one hand that the simultaneous experimental investigation of the grain 
boundary migration and the grain boundary structure is very difficult [11, 13], and on 
the other hand no universal model is known at present for describing the different grain 
boundary structures, although significant advances appeared during the last years in 
the theoretical understanding of the grain boundary structures [12, 14, 15, 16, 17].

Recently, a connection has been found between the geometric models of grain 
boundary structures and dislocation theory [16, 17]. By applying the concept of 
dislocation density tensor [18, 19, 20] and that of the surface dislocations [16, 21], 
powerful methods were developed to describe the elastic field of dislocation networks 
[17,20]. The simultaneous development of electronmicroscopic investigations and the 
computer modelling of grain boundaries made it possible to prove experimentally the 
basic ideas of these theoretical models [20,22,23,24]. However, most of the papers deal 
with the structure of static boundaries, and there are only a few articles in which the 
connection between grain boundary migration and structure is discussed [13, 25]. 
Nevertheless, it seems to be well supported experimentally that the migration rate 
depends on the boundary structure, or more exactly, the migration can be interpreted 
by the motion of grain boundary dislocations and grain boundary steps [11, 13].

With the help of the usual metallographic methods the change of the mean grain 
size, that is the average migration rate can be determined. The specific methods of high 
temperature metallography make the optical observation of the motion of individual 
boundaries possible, but it is rather difficult to relate the velocity data obtained in this 
way to the theoretical models of grain boundary structures. The orientation of a

Acta Physica Academiae Scientiarum Hungaricae 53, 1982



GRAIN BOUNDARY MOTION IN VANADIUM 465

boundary, the orientation misfit and the dislocation density in the boundary cannot in 
general be determined by optical methods.

Because of these difficulties we shall discuss our experimental results only on 
phenomenological basis.

It is supposed that the grain boundary motion is controlled by the decrease of the 
free enthalpy through the decrease of the amount of grain boundary surfaces. Although 
the processes in the whole crystal are governed by thermodynamical laws, because of 
local effect the motion of the individual boundaries does not always reduce locally the 
free enthalpy. Consequently, to describe the migration of an individual boundary one 
has to take into account the forces exerted at grain boundary junctions, at the free 
surface as well as the the forces originating from the boundary curvature.

4.1. The driving force o f boundary motion

The theory of normal grain or subgrain growth is based on the fact that the 
driving force arises from the grain boundary interfacial free energy. Several authors [2, 
3, 6, 26, 27] have derived a parabolic growth law for the average grain size, using 
slightly different arguments.

As it is to be seen in Fig. 10 the normal grain growth law is satisfied for 
polycrystalline vanadium, consequently the driving force of boundary motion is the 
decrease of the grain boundary free energy. On the basis of the normal grain growth law 
the average velocity of grain boundary motion can be determined by using the 
following approximation:

.  dD 1 D2 — Dq 1 D2- D 2
dt 2D t 2D0 t w

With the data of the plot in Fig. 10 a mean velocity of 21 gm/h was obtained. This value 
agrees well in order of magnitude with the ones obtained for the velocities of the 
individual boundary motion, although the latter ones are greater. However, it is easy to 
understand this deviation, because not every grain boundary moves at the same time 
during the annealing applied for the mean grain size measurements.

It can be seen from Fig. 8 that in the case of curved boundaries their velocity is to 
a good approximation inversely proportional to the radius of curvature. This proves 
once again that the driving force of the motion is the decrease of the surface energy. If 
the curvature is small, the velocity of the grain boundary motion can be taken as 
constant which can be considered the velocity of straight boundaries.

4.2. The spasmodic migration o f boundaries at the free surface

As we have seen in Section 3.1. the motion of boundaries intersecting the free 
surface of the sample can be observed by using discrete series of grooves thermally 
etched along the line of the boundary. In the following a simple geometric model is
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Fie. И

given based on some results of Mullins [5] and Shewmon [6] to interpret qualitatively 
the jerky motion of thermal grooves.

The basic principles of the model are: 1) The appearance of the grooves in 
discrete lines is a typical surface effect, but inside the matter the grain boundary itself 
moves in a continuous way [5]. The grain boundary is considered as an ideal geometric 
surface and we disregard the structure of the boundary and the atomic process causing 
the migration. 2) The boundary moving continuously inside the sample is stuck at the 
surface by the groove formed by rapid surface diffusion. The groove root remains in the 
same position so far as the magnitude of the angle between the normal of the walls of 
the groove and the surface normal is smaller than a critical angle, 0 C.

The existence of the critical angle can be interpreted in a simple manner by the 
equilibrium condition valid at the intersection of the boundary and the free surface. 
Figs 1 la—c represent a perpendicular segment of the groove when the boundary lies at 
a right angle to the surface, and in a general case, respectively.

In equilibrium the resultant of the surface tension vectors has to be zero. We car 
see that this condition leads to the turning of the groove if the boundary is not normal 
to the surface. Micrographs taken with interference microscope show that the grooves 
are asymmetrical with their steepest wall in the direction of the boundary migration 
[5].

On the basis of these assumptions it can be supposed that the grain boundary 
which migrates continuously inside the matter turns away the groove walls in such a 
way that the balance of surface tension vectors remains fulfilled. Naturally, this rigid 
like turn of the groove in respect to the free surface is the result of surface diffusion,
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Fig. 12

which carries the matter from one part of the groove to the other. If one of the groove 
walls becomes parallel with the free surface, then after further movement of the joining 
boundary the surface tension vectors cannot be balanced, so the boundary breaks away 
from the groove and jumps in a new position.

The critical angle, 0 C, defined in this way is demonstrated in Fig. 11c, which 
agrees with the one obtained by Mullins [5].

The grain boundary motion inside the matter can result, for example, from an 
unbalanced boundary junction inside the sample. So the migration of a boundary 
terminated at the surface can be interpreted as follows. Fig. 12 represents a boundary 
subtending a right angle with the surface at point A. This boundary ends in a triple 
point (point B). Suppose that at point В the surface tension vectors are not in 
equilibrium. For simplicity let us take one of the joining boundaries parallel to the 
surface, and suppose that the right hand side grain is large. Since the junction at point В 
is unbalanced, the boundary AB moves left. However, at point A the boundary is fixed, 
so it becomes curved. The curved boundary enhances its further motion to the left 
direction. As a result of this process at point A the angle between the boundary and the 
normal of the outside surface reaches the critical angle, Qc. At this moment the moving 
boundary escapes from the point A and jumps to the new position in which it is again
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normal to the surface (Fig. 12). In this new position the length of the AB boundary is the 
shortest, but the triple junction at point В is unbalanced again, so the process will be 
repeated.

By this simple model we can explain the sudden collapse of certain grains, too. It 
is possible that the migration of the boundaries of a small grain which intersect the free 
surface can lead to the formation of an unbalanced quadruple point junction (Fig. 13). 
From this position a stable triple point junction can be formed by the disappearance of 
the B1B' and B2B' boundary segments, which removes quickly the small grain and a 
triple point boundary junction appears at the free surface.
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