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UPCROSSINGS OF THE RANDOM WALK

D. P. JOHNSON (Calgary)

In this note we prove the following
T heorem. Let Xn, n =0, 1, ... be a random walk on the integers with 

P[Xn+1 =  *+1|*« =  i] = P >  0 and P[Xn+1 = i - 1 \X„ =  i] = q =  1 - p  >  0.
Let U be the number o f upcrossings o f the interval [b, c] by {Xn} up to the time that 
{Xn} leaves the interval [a,d] where a< b<c<d are integers. Then

E(U\X0 =  0 =

( [ ' - ( Г К Ч П
\c—b+2

H H H - G )
И Г Ш Г Ч Г 1

for p q and a ^  i ^  b—\,

[ Ч Н 1Ч П
for p ^  q and b ^  i S  d,

(i— ay-1 )(d— b-{- 2) 
(r/— a + 2)(c — h + 2) 

(&— a)(d— i+ 1) 
v (c/— a + 2)(c— b + 2)

for p =  q = 1/2 айв? a S  z S  b— 1, 

/o r p — q = 1/2 ancf h ?' /55 d.

Proof. Let xi=£'(C/|T0= /) and let j i=£ '(7 |T 0= /) where 7  equals 1 if 
{X„} reaches (c, °°) before it reaches (— b) and 0 otherwise. Then the x t sat­
isfy the following equations:

(1) X; = 0 for i Ä a— 1

(2) -V,- = pxi+1 + qxi -1 for a = /' ё  b - 2

(3) xb- i  = qxb-sJ+pxb+pyb

(4) xt = qxi_1+pxi+1 for b ^  i s  d

(5) X-, =  0 for i = d + 1.
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For example equation (3) follows from

хь̂ = Е ( ,и \Х й = Ь - \ )  =
=  Р(Хг =  b -2 \X0 =  b - l ) E ( U \ X 0 =  6 -1 ,  Xy =  6 -2 )  + 

+P(Xy  = b\X0 =  b - l ) E ( U \ X 0 =  6 -1 ,  Xx =  6) =
=  ̂  _ 2+p£(£/+F |AT0 = 6) = <7*,, _ g+/>*,,+/? jv

From equations (1) and (2) we see that

*r+i-*f = - j ( x t- x t- 1) = . . .=  [y j  (xa—x a-i) = ( l )
yi —a + 1

and summing from a to j —l ^ b —2 yields
ч jf—a+1

l
(6)

1 - !
-xa, 1.

Similarly from equation (4) we get

= ~ ( x i ~ x i- 1) = . . .=  ( l ]  (xb~ x b_,)

and summing from b to j —l s d  yields

-(tP  f-(f)■xh —

J-b+1

1 - 11 - 1
p p

Replacing /  by c/+ l in this last expression yields

\i-b +  2

■-V»-!. b r S j S d + 1.

=
! - ( ! )P VP/

■ a
d - b  +  2 * 6 - 1

and substituting back into the original equation now gives us

a ' - - I a + a Г -1a If
N r)[■ -Ia

ĵ  — 6 + 2j
! 1

( \ 2 - ba ;x6_1( b ^ j j s  d+ \

Acta Mathematica Hungarica 57, 1991
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or, using equation (6) to compute

(7)

M - ( - и 7 )

d + l .
“ I

d

1 ,
(7 )

1
•c1

[>- l i i 1

M ) [ H a
|d—b-F2~

1 ' ' ( ‘ - 7 )
ла b S  j  ^  d + 1.

Equations (6) and (7) now give us expression for х ь̂ г, хь_2 and xb in terms of xa. 
Substituting these into equations (3) and solving for xa gives

( \ d —

“ )

Й Г 1
But yb is the solution to the ruin problem and so equals

Уъ =

Substituting this last expression for yb into the expression for xa and substituting 
the resulting expression for xa back into equations (6) and (7) proves the theorem 
for p ^ q .  For p = q one can take the limit as

(Received April 9, 1987)

UNIVERSITY OF CALGARY 
D EPARTM ENT O F M ATHEM ATICS 
CALGARY, ALBERTA 
CANADA
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ЧИСЛОВАЯ ОБЛАСТЬ ЛИНЕЙНЫХ ОПЕРАТОРОВ 
В ПРОСТРАНСТВАХ С ИНДЕФИНИТНОЙ МЕТРИКОЙ

Ц. БАЯСГАЛАН (Улан-Батор)

В настоящей заметке доказана выпуклость числовой области произволь­
ного линейного оператора в пространстве С индефинитной метрикой. Как ее 
приложение, приведена одна простая связь между спектром и числовой 
областью положительного оператора в пространстве Крейна (см. Ш).

В комплексном линейном пространстве Н  заданы эрмитова билинейная 
форма (х, у), определенная для всех х,у£Н  и линейный оператор А, опре­
деленный всюду в нем.

Теорема. Множество
V (А) = {(Ах, х ) : (х, х) =  1}

выпукло.
Д оказательство . Пусть существуют векторы х,у£Н , такие что (х, х) = 

= (у, у)=1, (Ах, х )>0 , (Ау, у)<0. Тогда найдется z f  Н  со свойствами (z, z) = l, 
(Az, z) =  0.

Действительно, мы ищем z в виде z= tlx + t2y, где tx и отличны от 
нуля. Введем следующие обозначения:

(Ах, х) =  ап , (Ау, у) =  а22, (Ах, у) = а12, (Ау, х) = ап . 
Тогда уравнение (Az, z)=0 можно переписать в виде

all+ —  Ö21
о

=  0.

Или вводя обозначение h
h

=0, получаем уравнение

+ + 0(0я22+Я12) — 0
относительно в. В обозначениях a21 = c + di, a12=ő+si, 0~0Í + 0.2i, последнее 
уравнение сводится к системе уравнений

ГЯц + 022 (б| + 0|) + (с+ <5) + 02 (£ — d) =  0,
(1) \ e 1(e+d)+e2( c - ő ) = 0.

Из условий (z, z) =  1 и в 12

ti
следует равенство

|/1|2(l + |0|2+ 2 Re(0(y,x))) = l.
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Отсюда необходимо вытекает неравенство

(2) 1 + |0|2 +  2 Re(Ö(y,x)) > 0 .
Таким образом, нам достаточно найти такой в, что он удовлетворяет 

(1) и (2). Если e + d=  0, то положим в2 = 0, в зависимости от знака Re (у, х), 
мы выбираем в качестве вг одно из решений квадратного уравнения из сис­
темы (1). Если же E + d^O, то (1) и (2) перепишем в виде

мы выбираем одно из решений квадратного уравнения из системы (3). 
Далее, пусть векторы х, y f  Н  обладают свойствами

Тогда для произвольного t£ (— 1, 1) мы имеем неравенства ((А — t)x, х)>0, 
((А — t)y, у)<0. В силу доказанного, существует zdH  такое, что (г, г) = 1, 
(Az, z') — t.

Теперь, как в [2] (стр. 305), для произвольных х ,у£Н  с (Ах, х)^(А у, у) 
и (х, х)—(у, >’)=  I найдем постоянные г и /] такие, что

Тогда, по предыдущему, для /€[—1,1] существует z£H  с (z,z)=  1 и 
{(а,А +ß)z, z)—t. Подставляя значения а и ß, мы приходим к равенству

Следствие. Пусть А — положительный оператор в пространстве Крейна 
Тогда имеет место включение

Заметим, что в силу предыдущей теоремы множества V+(A) и К. (А) 
выпуклы.

Д оказательство . Введем обозначения

(х, х) = (у, у) = 1, (Ах, х) =  1, (Ау, у) = -1 .

((<xA + ß)x, х) =  1, ((y.A + ß )y ,y ) =  -1

-í-^- (Ах, х) +  -Ц --  (Ау, у) = (Az, z).

a ( A ) d V +(Ä)\JV.(A), 

где а (А) — спектр оператора А и

V+ (А) = {(Ах, х ): (х, х) =  1}, V.(A) = {— (Ах, х ): (х, х) =  -1}.

ое+ =  inf (Ах, х), х_ sup ( -  (Ах, х)).
(х, .х)=-1

A cta  Mathematica Hungarica 57, 1991
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Если а _ = а + , то по доказанной теореме множество V+ (A){JV_ (А) выпукло, 
следовательно, по [3] имеем

а(Л) с  [min а (А), шах а{А)] с  К_ (A) U V+ (А).
Если же а _ < а +, то оператор А фундаментально приводим (см. [4], стр. 

146) в силу чего следствие верно и в этом случае.
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ON S-CLOSED SPACES

A. S. MASHHOUR, A. A. ALLAM and A. M. ZAHRAN (Assiut)

1. Introduction

Throughout the present paper X  and Y  mean topological spaces on which no 
separation axioms are assumed. Let S be a subset of X. The closure of S  and the 
interior of S  will be denoted by cl (S) and int (.S'), respectively. A subset S  of X is 
called regular open (resp. a-set [3], semiopen [3], /(-open [1]) if 5 = int (cl (A)) (resp. 
S t in t  (cl (int (S’))), S t c l  (int (S)), S c c l (int (cl (S)))). The complement of reg­
ular open (resp. semiopen, /(-open) is called regular closed (resp. semiclosed [3], 
/(-closed [1]). A function / :  X - Y  is called a-open [7] (resp. almost open [14], semi­
closed [8], regular closed [12], /(-closed [1]) if the image of each open set of X  is an 
а-set in F (resp. / _1(cl (K ))ccl ( / - 1(F)) for each open set V of Y, the image of 
each closed set of X  is semiclosed in Y, the image of each regular closed set of X  is 
closed in Y, the image of each closed set of X  is /1-closed in F). Every closed func­
tion is a regular closed function and semiclosed and every semiclosed function is 
/(-closed. Also every open function is а-open, but the converses are not true in 
general.

In 1976, Thompson [13] has defined a topological space X  to be S-closed 
if for every semiopen cover {Up. i f f}  of X, there exists a finite subset I0 of I  such 
that X=  U (cl (Ui): /£/„}. In 1977, Noiri [9] has defined a subset A of a topolog­
ical space X  to be S-closed relative to X  if for every cover {(7,: /£/} of A by semi­
open sets in X, there exists a finite subset /„ of /  such that Ac: U {cl ((/,): /£/„}. 
A topological space X  is said to be almost compact if for every open cover {t/; : /£/} 
ofX , there exists a finite subset 70 of/such that X=  U (cl (Ui): /€/„}. Every ^-closed 
space is almost compact, but the converse is not true in general (see Remark 1.5 [5]).

In the present paper we introduce and study the concept of weakly semiclosed 
functions and by using this concept we investigate some properties of S-closed 
spaces. Also, we strengthen some results in [2, 5, 11].

2. On /(-open sets and А-closed spaces

Theorem 2.1. I f  a function f:  T —F  is an а-open bijection and Y is S-closed, 
then X  is almost compact.

Proof. Let {Up /£/} be an open cover of A, then {f{U ): /£/} is a cover of 
F  by «-sets of F. Since F  is S-closed, there exists a finite subset 70 of I  such that 
F=; U{cl(/(C7;)): /£/„}. This implies x

x  =  u  { / - ‘(cl (f(Ui))): /£/„} c  U {cl ( f~ 1(f(U i))): /£/„}
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by Corollary 2.1 of [6]. Hence Z = U  {cl (£/,): i f l 0}- Therefore Xis almost compact.
Corollary 2.2 (Mashhour and Hasanein [5]). I f  a function / :  T —T is an 

open bijection and Y is S-closed, then X  is almost compact.
Theorem 2.3. Let X  be an extremally disconnected space and f \  X-»Y a reg­

ular closed, almost open surjection and/ - 1(y) be S-closed relative to X  for each y f  Y. 
I f  G is almost compact relative to Y, then / _1(G) is S-closed relative to X.

Proof. Let {F;: i f i )  be a cover of / _1(G) by regular closed sets of X. For 
yfG , by Lemma 2.1 of [11], there exists a finite subset I(y) of I  such that f ~ 1(y)c. 
c  U {F;: ifl(y)}. Since X is extremally disconnected, for each i f  I, F;=cl (int (Ff) 
is open in X. Now put £/(y)=U{F;: ifl(y j)  which is regular open in X. By 
Lemma 2.2 of [4] there exists an open set V(y) of Y such that yfV (y)  and 
/ _1(F (y ))c [/(>’)• Since {V(y}: y fG )  is a cover of G by open sets of Y, then 
there exists a finite number of points y x, y 2, y3, ..., y„ in G such that 
C c  U{cl (K(_Vj)): j=  1,2, ..., «}. By using almost openness off  we obtain

f ~ x(G) c  U { / —1(cl (V(yj)j): j  =  1,2,3, ..., «} c  
c  U{cl {f-'(V {yj)))'. j  = 1, 2, 3, ...,«} c

c  U {cl (fI(yjj): j  = 1 ,2 , 3, . . . ,« } =  [J U Ft.
j=uatyj)

It follows from Lemma 2.1 of [11] that f ~ x(G) is G-closed relative to X.
Theorem 2.4. Let X be an extremally disconnected space and f :  X-+Y a reg­

ular closed, almost open surjection with compact point inverses. I f  Y is an almost 
compact space, then X is S-closed.

Proof. Since in an extremally disconnected space every regular closed set is  
clopen, each com pact subset is relatively S-closed.

Corollary 2.5. Let X  be an extremally disconnected space and f:  X ^ Y  a 
regular closed, almost open surjection with compact point inverses. I f  Y is an S-closed 
space, then X  is S-closed.

Corollary 2.6 (Noiri [11]). Let X be an extremally disconnected space and 
f :  X-~Y a closed open surjection with compact point inverses. I f  Y is an S-closed 
space, then X  is S-closed.

Theorem 2.7 [15]. A subset A is S-closed relative to X iff for every ß-open cover 
{Ui: i f f]  o f A, there is a finite subset /„ o f I such that A c  U {cl (£/,): iff,,}.

Theorem 2.8. Let X  be an extremally disconnected space and f:  X — Y be a 
ß-closed, oi-open surjection and f ~ 1(y)be S-closed relative to X  for each point y f  V. 
l fG  is S-closed relative to Y, then / _1(G) is S-closed relative to X.

Proof. Let {i[: i f f}  be a cover o ff ~ 1(G) by regular closed sets of X. For 
each yfG , by Lemma 2.1 of [11], there exists a finite subset I(y) of I  such that 
/ - 4 > ') c  U{F]: i f  /(v)} - Since X  is extremally disconnected for each i f  I, f j=  
= cl (int (Ff) is open in X. Now, put U(y)=  U {/v ifl(y)}  which is open in X,
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then there exists a ß-open set V(y) of Y  such that y€V(y) and / _1(F(y))c£/(y) 
[1, Theorem 2.3]. Since {V(y): y£G} is a cover of G by Д-open sets of Y, there exists 
a finite number of points у1г y t , ..., y„ in G such that G c U  {cl (F(y,.)):y= 1, 2, ...,«}
by Theorem 2.7. By [6, Corollary 2.1] we obtain f ~ 1(G)cz IJ / _1(cl (V(vj)j)cz

i =1

c  U cl (f-4r(yj)))<=  U cl (U(yj))=  u  U Ft. It follows from Lemma 2.1 of
j =1 j —1 j  = l  i<LI(yj)

[11] that f~4G ) is S'-closed relative to X.

3. Weakly semiclosed functions and S-closed spaces

D efinition 3.1. A function f . X ^ Y  is said to be weakly semiclosed if the 
image of every regular closed set in X  is semiclosed in Y.

Remark 3.2. Every semiclosed function is weakly semiclosed, but the con­
verse need not be true in general as follows:

E xampe 3.3. Let X={a, b, с}, z = {X, 0, {b}, {a, h}} and в = {Х, 0, {a}, {c}, {a, c}}. 
The identity function i : (X, г)-»(Х,в) is weakly semiclosed but not semiclosed, 
since {a, c} is closed in (X, t) but i({a, c}) = {a, c} is not semiclosed in (X,0).

Theorem 3.4. Let f :  X ^-Y  be a weakly semiclosed function. I f  V a Y  and U 
is a regular open set o f X  containing/ ~ 1(F), then there exists a semiopen set W o f Y  
containing V such that f ~ 1(W )a  U.

Proof. Clear.
Theorem 3.5. Let X  be an extremally disconnected space, f .  X ^-Y  a weakly 

semiclosed, almost open surjection and f ~ 1(y) be S-closed relative to X  for each y f  Y. 
I f  G is S-closed relative to Y  then f ~ 1(G) is S-closed relative to X.

Proof. Let {Fp. i£l}  be a cover of / _1(G) by regular closed sets of X. For 
each y£G, by Lemma 2.1 of [11] there exists a finite subset I(y) of I  such that 
. / “ 1 ( v)cr {/•]: ifl(y j\. Since X is extremally disconnected, for each i€J, Ff= cl (int (Ff) 
is open in X. Now, put U(y)= U {Fp. iy l(yj) which is regular open in X. By 
Theorem 3.4 there exists a semiopen set V(y) such that y fV (y)  and / _1(F(y))c 
<~U(y). Since {V(y): y<r_G) is a cover of G by semiopen sets of Y, then there exists a 
finite number of points уг, y2, ys, yn, in G such that

G c  U {cl (V (y f) : j  = 1,2,3,
By using almost openness of f  we obtain

f - \ G )  c  L i / - 1(cl(Fy) ) =  Ű / _1(cl (int (V (Lj)))) c  Ü cl ( / _1(int (V(yj)))) c
j = i  j =1 i=i

c  ü  c l( f ~ l (V(yj))) C ű  c l(U(yj)) =  Ű U Ft.
J=1 1=1 j= l  iU(yß

It follows from Lemma 2.1 of [11] that f ^ 1(G) is S'-cIosed relative to X.
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Corollary 3.6 (Noiri [11]). Let X  be extremally disconnected, f :  X-- Y a 
semiclosed, almost open surjection and let (_v) be S-cIosed relative to X  for each 
point y£Y. I f  G is S-closed relative to Y, then f ~1 (G) is S-closed relative to X.

Theorem 3.7. Let X  be an extremally disconnected space, f:  А—У a weakly 
semiclosed, almost open surjection and let f~ '(y )  be compact for each y£ Y. I f Y  is 
an S-closed space then X  is S-closed.

Corollary 3.8 (Atia, El Deeb and Hasanein [2]). Let X  be an extremally dis­
connected space, f :  X —Y  a semiclosed, almost open surjection and f ~ x{y) com­
pact for each y f  Y. I f  Y is an S-closed space, then X  is S-closed.
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PERIODIC SOLUTIONS FOR SCALAR 
LIENARD EQUATIONS

J. J. NIETO (Santiago de Compostela) and V. S. H. RAO (Hyderabad)

1. Introduction

( 1. 1)

In this paper we consider the scalar Lienard equation

u"+ cu'+g(u) = e

with the periodic boundary conditions

( 1.2) m(0) =  u(T), u'( 0) = u \T )

in which the functions g : R * R and e : [0, T]— R are continuous and c is a real 
constant. If e is periodic of period T, then it may be seen that a solution of the peri­
odic boundary value problem (PBVP, for short) (1.1)—(1.2) is a periodic solution 
of period T  for the equation (1.1). We refer the readers to [10, 16] and the references 
there in for the literature on the existence of periodic solutions for the equation (1.1). 
The important special case c=0 (also known as the conservative case) is treated 
for T=2n in [4, 9], and more recently in [7, 15, 17].

This paper is organized as follows. Section 2 deals with the existence of solu­
tions for the PBVP (1.1)—(1.2). While studying this problem, we distinguish two 
cases for the nonlinearity namely, the cases when (I) g is decreasing and (II) g is 
increasing. For the case (I), we use a result of [6]. We show that when g  is strictly 
increasing the method of [6] is not useful, and in the case (II) we employ an abstract 
existence theorem for problems at resonance [3, 13, 14]. Also, we present existence 
results based on the techniques of [5]. We note that our methods and techniques 
are different from those employed in [10, 16], and thus our results extend some of 
the results in [16].

In Section 3, we study the structure of the set of solutions of the PBVP (1.1)—
(1.2). Here also we consider two cases:

It is shown that if g is monotone and (i) holds, then the solution set is nonempty, 
connected and acyclic (Theorems 3.2 and 3.5(a)). On the other hand, if g is monotone 
and (ii) holds, then it is shown that the solution set is either empty or connected and 
unbounded, and in the latter case the solution set is homeomorphic to a closed and 
unbounded real interval (Theorems 3.3 and 3.5(b)).

If g has monotone character only “at infinite” then the solution set may be 
“chaotic” . Also we construct a g such the set of periodic solutions of the equation 
u"+cu' +g(u)= 0 is a given set К  (Theorems 3.8 and 3.10), and this set can be

0
and (ii) cog Boundary (Range g).
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even a Cantor set. Indeed, the results of this section are in the spirit of those in [12] 
about semilinear parabolic partial differential equations. Although results dealing 
with the multiplicity of the solutions are known (see for instance [11]) we think 
that our results about the structure o f the solution set of (1.1)—(1.2) are new.

2. Existence of solutions

We now consider the second order equation

(2.1) - u " = f ( t , u ,u )

in which we assume that / i s  continuous on the set 5' =  {(t, x, у): í£[0, T], x, y£R}. 
A function a£C 2[0, T ] will be called a lower solution of (2.1) on [0, T ] if —a "s  
= f(t, a, a') on [О, Т]. Similarly ß fC 2[0, T] will be called an upper solution of
(2.1) if - ß " ^ f ( t , ß ,ß ') on [0, Т].

We shall state the following result of [6].
T heorem 2.1. Assume the following:
(a) there exists oc and ß lower and upper solutions o f  (2.1) on [0, T], respectively, 

with a(0) = a(T), ß(0) = ß(T), and a ( t)^ ß ( t)  for every i£[0, T]\
(b) the inequalities <x (0)^y.'(T) and ß '(0)^ß'(T) hold; and
(c) /  satisfies the following Nagumo condition relative to <x, ß [2, p. 25]: There 

exists /;£C[[0, °°), (0,=°)] such that \f(t,u,v)\^.h(\v\) whenever a ( t)^ u ^ ß ( t) ,
00 s dst£[0, T] and h is such that f  , , ~ =°°.

o' H s)
Then the PBVP

(2.2) — u" = f(t, и, и'), u(0) = u(T), u’(0) = u(T)

has at least one solution и such that a ( t ) S u ( t ) ^ ß (t) for every A[0, Т].

This theorem is proved by using an abstract existence theorem at resonance 
developed in [3]. We note that this result is proved in the Hilbert space setting and 
the resulting solutions will be in L %{0, T).

We write f ( t ,  u, u')=cu' +g(u)—e(t) and state the following:

Lemma 2.2. Let a, ß be lower and upper solutions o f {1.1), respectively, sat­
isfying the conditions (a) and (b) o f Theorem 2.1. Then f  satisfies the Nagumo condition 
(c) o f Theorem 2 A relative to a, ß.

Proof. For (1.1), using the notation of Theorem 2.1, we have f( t ,u ,v )  = 
=g(u) + cv—e(t). Taking into account that g and e are continuous we see that there 
exists K> 0 suchthat |g(w(0)| +  \e(t)\ ШК for oc(t)^u^ß(t), t£[0, Т]. Thus, we 
can take h(s) = cs + K.

Now we discuss the existence of solutions for the PBVP (1.1)—(1.2) in the fob 
lowing cases:

I: g is decreasing on R, that is for u, rf  R and uSv, g(u)^g(v).
II: g is increasing in R, that is for u, n£R and u^v, g(u)^g(v).

A cta  Mathematiea Hungarica 57, 1991
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Case I: We assume that g is decreasing on R and prove the following main 
result.

Theorem 2.3. I f  g is decreasing, then the PBVP (1.1)— (1.2) has a solution if
1 J

and only i f  co =  — J e(t) dt(i Range g.

Proof. Assume that cog Range g. Then there exists rgR suchthat g(r)=co. 
Observe that the linear problem

(2.3) u"+cu' = e —g(r), u( 0) = u(T), u'( 0) =  u'(T)
T

has a solution since J  [e(t)—g(r)]dt=0. Let v be the solution of (2.3) satisfying 
о

T

J  v(t)d t= 0. Choose constants a and b such that v (t)+ a ^ r^ v (t)+ b  for each 
о
tg[0, Т]. Define x=v+a, and ß=v+b.

Thus,
— x" = —v" = cv' + g(r)—e — ex' +g(r) — e S  ex'+ g(x)—e,

and
—ß" = -v "  =  cv '+ g(r)-e  = cß '+ g(r)-e  S  cß '+ g(ß)-e ,

so that a and ß are lower and upper solutions of (1.1) respectively. From Lemma 2.2, 
it follows that f(t,u ,u ')= cu ' +g(u)—e satisfies a Nagumo condition relative to 
x, ß. Hence, in view of Theorem 2.1, the PBVP (1.1)—(1.2) has a solution и such 
that x ^ u ^ ß  on [0, Т].

Conversely suppose that и is a solution of the PBVP (1.1)—(1.2). Integrating
(1.1) on [0, T] and using (1.2), we get

T  T

f  g(u(0) dt = f  e(t) dt = 7co. 
о 0

Since g is decreasing, we have g(c°)^g(u)^g(—°°) for ngR. Then, we have
J T "  __________

~7p f  g{u(t))dte[g(°°),g(-°°)] and this implies that cog[g(°°), £(-<*>)]=Range g. 
1 0

If cog Range g, then either со =g(—°°) or cosg(°°), and this, in view of the 
fact that cog[g(°°), g(— °°)], implies that either co=g(°°) or co=g(— CO ). Sup­
pose co=g(°°). If cog Rangeg-, then g (u (t))xo  for every ?g[0, T] and hence

TJ  g(u(t))dt>Tco, which is a contradiction. Now suppose that co=g(— o°). If 
о

T

co^Rangeg-, then g(u(t))<co for every /€[0, T] and hence J  g(u(t))dt<Tco,
о

which is again a contradiction. This completes the proof of the theorem.

2 Acta Mathematica Hungarica 57, 1991
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Case II: We now turn to the case in which g is increasing on R. We first show 
that the method of upper and lower solutions described in Theorem 2.1 is not useful 
if g is strictly increasing. Indeed, assume that conditions (a) and (b) of Theorem 2.1 
hold and also assume that g is strictly increasing. We have from (a) that ß"—a "^  
á c ( a '- ß')-rg(a)— g(ß) and integration on [0, T] together with (1.2) yields

f  [g(<x)-g(ß)](ß-a)dts=0.
0

T

On the other hand, since g is strictly increasing we have /  [g(a)-g(ß)](ß-«)dt*i0.
0

T

Thus, J  [g(<x)—g(ß)](ß — x) dt=0. This implies that a = ß since g is strictly in- 
o

creasing.
Also, we see that the conclusion of Theorem 2.3 does not hold in general as 

may be seen from the following

Example. In the equation (1.1) let c=0, T=2n  and g(u)=u, so that g is 
strictly increasing and Rangeg=R. Also cog Rangeg, for any e. However, equa-

2  К 2n

tion (1.1) has no solution unless J  e (t)s in td t= 0  and J  e(t) cos t dt=0.
о о

Therefore, we need a different method to study the PBVP (1.1)—(1.2) when 
g is increasing. We employ the alternative method developed in [3, 13]. In what 
follows, we shall consider only the nonconservative case which corresponds 
to c^O.

We consider the equation
(2.4) Lu = Nu

in which L : D(L)czE-»F and N: E-*F are linear and nonlinear operators re­
spectively, and E  and F are Banach spaces. We assume the following assumptions.
(HI) there exists projections P: E-+E and Q : F-»F such that

(a) H (I—Q)Lu = (I— P)u, for every udD(L)-,
(b) QLu=LPu, for every uf-D(L)\
(c) LH (I—Q)Nu = (I—Q)Nu, for every u£E;

in which H : (I-Q )F-»(I—P)E, the partial inverse of L, is a linear operator. 
Equation (2.4) is equivalent to the system

(2.5) и — P u+ H (I—Q)Nu (auxiliary equation).

(2.6) Q(Lu — Nu) = 0 (bifurcation equation).

Weset E0 = PE, E1 = (I—P)E, F0 — QF, and F1= (I-Q )F .

(H2) £'0 = Ker L, Fx = Range L = D(H), £j = Range H, and dim ii0 = dim E0<°°.
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(H3) there exists cdntinuous maps B: ÍX F-+R  and / :  F0^ E 0 with
(a) В is bilinear and /  is one-to-one and onto;
(b) v0£F0, v0 =  0 if and only if B(u0, v0)=0 for each u0dE0;
(c) Jv0= 0 if and only if t>0 = 0 ;
(d) В (Jv0, %)=0 for each v0dF0;
(e) B(Jv0, v0) = 0 if and only if v0 =  0;
(f) B(u0,J ~ 1u0) = 0 if and only if u0 = 0; and
(g) B(u0, v0) = B(Jv0, / _1w0) for each u0£E0 and v0£Fu.

It may be noted that under the hypotheses (Hl), (H2) and (H3), the solutions 
of the operator equation (2.4) are the same as the fixed points of the operator 
T\ E-*E  defined by Tu — Pu + F[(I—Q)Nu+JQNu. We state the following result 
of [14] which extends the results of [3, 13] by dropping the boundedness assumption 
on the nonlinear operator N. This result is used in our subsequent work.

T heorem 2.4. Assume that hypotheses (Hl), (H2) and (H3) hold. In addition 
assume that H is compact and N maps bounded sets into bounded sets. Finally, suppose 
that there exists numbers R>Rus~0 such that

(a) the set C(R) = {u1£E1: u1 = aH ( I —Q)N{u0 + u1) for some ?.C[0, 1] and 
u f E n with [!?i0i| 32 R] is bounded, and

(b) B(u0, <2A''(n0 + n,))r=0 for every u = u0 + ux, where ||и„|| =  R() and u, = 
=?.H(I—Q)N(u0+ul) for some 2£[0, 1].

Then equation (2.4) has at least one solution.

Now we consider the PBVP (1.1)—(1.2). Let
E  =  {шЕСЧО, T ] : u(0) =  u(T), u'(0) = u'(T)}

and F—L2(0, T). Define L: D {L)^E + F  by Lu=u"+cu', in which D{L) = 
= {u£E: ngC2(0, T)} and N: E-»F by Nu=e—g(u). The projections P: E-+E

1 rand О : F-* F are given by Pu = u{0) and Ou=—  I u(t)dt. Finally, the operator
^ о

H : F1-~E1 may be defined by Hv = u if and only if u" + cu' = v, n(0)=n(F)=0, 
u'(0) = u'(T). It is easy to see that the hypotheses (HI) are satisfied. Further, E0, 
the kernel of L consists of all constant functions and the range of L is the class of 
all functions whose average is zero, that is, Range L={u£F: Qu = 0}. On the other 
hand, it is obvious that (H2) holds.

T

We define В : E X F —R and J: F0-*F0 respectively by B(u,v)= J  u(t)-v(t)d t
о

and Jv0=v0, so that (H3) is satisfied.
Clearly H  is compact (the inclusion of H 2 into C 1 is compact) and N  maps 

bounded sets into bounded sets. We now verify the conditions (a) and (b) of Theo­
rem 2.4.

Let 0 and u^C iR ), so that ul = ZH(I—Q)N(u0 + u1) for some 2g[0,l] and 
u0£E0. Hence, и" +  cu" = /.(/— O)N(t/0 +  «,) and щ is T-periodic. Multiplying by 
u{, we get

(2.7) B(u'f n[) + cR(w[, u[) =  ?.B((I-Q)N(u0+u1), n[).

2* Acta Mathematica Hungarica 57, 1991
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Now, B(u", u[)=0 and B(g(u0+u1),u'1) —0 since í4 = (m0+Wi) \  m0 is a constant. 
Then (2.7) becomes
(2.8) cB(u[, Mi) =  XB((I-Q)e, u[).
But B((I—Q)e,u'Y) = B(e,u'1) since . Hence, from (2.8) we have cB(u'1,u'1) =
= XB(e,u[) and this in turn yields c \\u'1\\i =X(e, u[), where ( , )  denotes the usual 
inner product in L2 and ||и||2 =  (м, м). Using the Cauchy—Schwarz inequality 
we get

(2.9) -IH I-K II ^ c ||M ÍP s |H N I« íl|.
If cjí 0, then from (2.9) we have

(2 . 10) = A.

Using (2.10) in the identity u1(t) = ul (0) + J  u[(s) ds, we get
0

(2.11) M ÖI S  /  |mÍ(j )| ds S  IIMÜIx YT. ИMÍH S  YT-A = B.
о

From (2.11) it is clear that C(R) is bounded in H 1 (0, T) and moreover it is bounded 
independently of 0.

Now for щ£С(К), we have ii'i=e—cu'1~g(u0 + ul). If | | m0|| ^  R, then u[ is 
bounded in L2 and C(R) is bounded in H 2(0,T), and in consequence, C(R) is 
bounded in C x[0, T] and in E. Take R=R0 so that
(2.12) ||C(Ro)|| =  sup II Mill в =  y(R0).

C(R0)

Thus, condition (a) of Theorem 2.4 holds and a bound for the set C(R) is given 
by y(R).

We next verify the condition (b) of Theorem 2.4. Note that
T

B(u0, QNu) =  f  M0[<?(/)-g(n(i))] dt.
0

Then
T

sgn M0_1  • B(u0, QNu) = sgn f  [e(t)-g(u(t))\ dt,
0

T

and hence vve need to study the behaviour of f  [e(t)—g(u(0)] dt. Now, if we
о

suppose that there exists R0>0 such that
T

f  [e(0 -«-(^o + Wi(0)] dt SO  and
(2.13)

/  [ e ( t) -g ( -  Ro + uM )] dt Ш 0 
K 0
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for every щ^С(К0), then the condition (b) of Theorem 2.4 is satisfied and thus the 
equation (2.4) has a solution. However, (2.13) is difficult to verify since y(R0) depends 
on R0. But from (2.11) we obtain that |z q (? ) l= R = /F • |c|_1- ||e||, a constant which 
depends only on \\e\\. Thus from (2.10) and (2.11) we have

(2.14) II Mill в =  Sup M O I +  IKH SS A + B  =  6.
i £ [ 0, T]

Therefore, C(R0) is bounded in E independently of R0.
Now (2.13) is equivalent to the following condition: there exists R0>-0 

such that
(2.15) Q N ^  + u J ^ O ^ Q N i - R o + u J

for every щ such that u1=AH(I—Q)N(u0+u1).
By the above arguments we have proved the following

Theorem 2.5. The PBVP (IA)—(1.2) has a solution i f  cVO and condition (2.15) 
holds.

Now assume that lim g(u)=g(±<») exists and
u -* - i t  CO

(2.16) g(— °°) ^  g(u) ^  g(°°), for every n£R.

The well-known Landesman—Lazer condition [8] is
(2.17) g (-  °o) <  ca <  g(oo).

Corollary 2.6. I f  g satisfies (2.16) and (2.17) holds, then the PBVP (1.1)—(1.2) 
has at least one solution, provided that cvO.

Proof. Let d=A+B=\c\~1 • j|<?|| • (1 A-\T), where A and В are as in (2.10) 
and (2.11) respectively. Thus, in view of (2.14), we get

— <5 ^  u1(t) ~  ő

for every zq€C(i?0)- í€[0, T] and 0.
From (2.17), there exists 0 suchthat j ( - ö ) < ts < g ( a )  for u>M . Choose 

Р0Шд + М  so that R()A-u1( t) ^ M  and —R0+u1( t ) ^ —M.
T

Then, u0 • f  [e(t)— g ^o  + iq)/))] dt^O  for z/0= ± 7?0 and thus condition (2.15) 
ó

of Theorem 2.5 is satisfied.

Corollary 2.7. Suppose that g is increasing and cV 0. Then the PBVP (1.1)—
(1.2) has a solution i f  and only i f  o»C Range g.

Proof. Suppose co£Rangeg. From (2.16) we have that g ( - “ ) s o s j ( » ) .  
If g(— =°)<co<g(°°), then the PBVP (1.1)—(1.2) has a solution in view of Corol­
lary 2.6.

Consider now the case w =#(<*>) and similar proof holds for the case where 
co=g(— °°). Since «it Range g, there exists a number r such that g(r) = co. Hence, 
g (r)=g(vo) and g(u)=g( CO ) for u ^ r  since g is increasing. Now the problem (2.3)

T

has a solution v (say) satisfying (1.2) since J  [e(t) — co]dt=0. Let 0 be a
о
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constant such that v(t) + a ^ r  for i£[0, Т]. Then u(t) = v(t)+a  is a solution of
(1.1)—(1.2) since g(u(t))=co for /€[0, Т].

The remaining assertion may be proved by integrating (1.1) and reasoning as 
in the proof of Theorem 2.3.

R emark 2.8. We notice that condition (i) on [16, page 78] implies that g is 
strictly increasing, and condition (ii) implies that g is strictly decreasing. Further­
more, in both cases Range g=R . Thus our results in Theorems 2.3, 2.5 and Corol­
lary 2.6 are fairly more general than those of [16].

In [5], PBVP’s for equations more general than (1.1) are considered and con­
ditions for the existence of solutions are given by employing the methods consisting 
of Liapunov — Schmidt, Leray—Schauder degree and monotonicity. Those results 
specialized for our problem (1.1)—(1.2) yield the following theorems.

Theorem 2.9. Let g be continuous and let there exists a constant 0 such that 
ug(u)^0 for  |и |^ 0. Then, for any continuous function e: [0, T j-’-R with Qe = 0 
and c£R, the PBVP (1.1)—(1.2) has at least one solution.

Theorem 2.10. Let g be continuous and let the following conditions hold.
(a) there exists a constant q>0 suchthat ug(u)^0 for |n| = e; and

(b) limsup 4л2 (T = 1).
l»l-~ и

Then for any given continuous function e : [0, T]-*R with Qe=0, and c£R, 
the PBVP (1.1)—(1.2) has at least one solution.

The proof of Theorems 2.9 and 2.10 is a straightforward application of Theo­
rems 3.1 and 3.2 of [5] respectively.

We note that for c ^ 0  we do not require condition (b) of Theorem 2.10 (see 
Corollaries 2.6 and 2.7).

R emark 2.11. From the results of [5], it is possible to drop the Nagumo con­
dition in Theorem 2.1 for the PBVP (2.2) but this study is not pursued here.

3. Structure of the solution set

If g is strictly decreasing and to6 Range g, then any solution of (1.1)—(1.2) is 
unique. Indeed, if u, vdD(L) are solutions we get

0 =  (L(u—v), u -v )+ (g (u )-g (v ), u - v )  ё  (g(u)-g(v), u -v )  Ш 0
which implies that u=v since g is strictly decreasing. On the other hand, if g is 
decreasing, uniqueness does not occur in general as may be seen from the following

Example 3.1. Let g be decreasing and g(u)=0 for m£(— 1, 1). For the problem 
u"+cu'+g(u)=0, with the periodic conditions (1.2), any constant a£(— 1, 1) is a 
solution, and thus the problem has infinitely many solutions,.

In the results below we study the structure of the set, Si = {u£E: Lu=Nu}, 
that is, the set of solutions of the PBVP (1.1)—(1.2). We shall distinguish two cases:

(i) cn€Int (Range g), and
(ii) <u£r)(Range g).
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T heorem 3.2. Suppose that g is decreasing and cu£lnt (Range g). Then the 
set o f solutions o f the PBVP (1.1)—(1.2) is nonempty, compact, connected, and acyclic.

Proof. Consider the sets

S0 =  {n^KerT: NudRangeL),

S + = {udE: Lu = XNu, for some Я€(0, 1)},

S°+ = {u0: и =  Uo+u^S+j, S + = {up. и =  щ + UxdSf).
T

We first show that S0 is bounded. If udS0, then f  [g{u(t))—e(t)\dt = 0. Since
о

и is constant, we see that g(u)=co and therefore S0 is bounded since g-(°°)<©< 
< ? ( - “ )•

We next show that S+ is bounded. If u=u0+u1dS+, then there exists A£(0,1) 
such that м1=АЯ(7—0 Л г(мо+м1). We have already seen in Section 2 that the set 
C(R) is bounded independently of R. Hence, the set .S+ is bounded in E. On the 
other hand if 0 is large we have for every í£[0, T] and u f .S \  that
(3.1) g(R + u ft)) =  cu — g l-R + u ft)) .

T

If udS+, then by integrating we get that f  g(u(t))dt=Tco. From (3.1), we see
0

that S°+ is also bounded. Therefore, S + is bounded. Now define the maps G : R -+E
1 TandGii F-+RbyG(a) = aandG1v = Qv. Let £(a) = G1- N-G(a) = —  j  [e(t)—g(a)]dt.

Clearly for large a > 0, we have c,(a) • £(— a)<0 and degree (§, 0, (—a, a))p0. Taking 
0 such that S0U S +cz{udE: ||м||Е̂ а ) ,  we conclude from [1] that 57=^0 and 

.S\ is compact in E.
In the following we show that 5X is connected. For each positive integer n 

define the operator Nn: E-*F  by Nn(u) = Nu + - -̂u. It is easy to see that Nn con­

verges to N uniformly as on bounded subsets of Я since ||ЛГ„м — Nu\\ — — |[m||.
Let vdS1.

If udS„(v) — {udE: Lu — Nnu = Lv — Nuv}, then и satisfies the PBVP u" + cu' +
+ g (u )-  — u = v"+cv'+g(v)- — v, u(0)=u(T), u'(0) = u'(T), or equivalently n n

(3.2) u"+cu' + G(u) = E(t), u( 0) =  u(T), u'(0) =  u'(T)

where G(u)=g(u)—-^-u and E(t)=v"(t)+cv'(t)+g{v(t)) —— v(t). Now (3.2) has
a unique solution since G is strictly decreasing and Range G =  R. Therefore the set 
Sn(v) is a singleton and, therefore, connected for every n and vdSx. As a con­
sequence of the results in [1], Sx is connected.
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Finally we show that S x is acyclic. Let 0 be such that S0\JSiCi 
{u£E: ]|и||Е̂ а}. Let /-„ = Sup {[|iVnw — IVm||e : ||m||e= ű}. Clearly —0 as и—°° and 
the problem L u—N„u — v has at most one solution for any v£E. Consequently Sx 
is acyclic (see [1]). This completes the proof of Theorem 3.2.

Note that in Theorem 3.2, g(— °°) and g(°°) need not be finite, that is g 
need not be bounded, unlike Theorem 3 of [12].

T heorem 3.3. I f  g is decreasing and &>£t)(Rangeg), then either Sx is empty 
or connected and unbounded. In the latter case, S1 is homeomorphic to a real interval 
o f the type [a, °°), (~°°, b], (-со, oo).

Remark 3.4. It is interesting to note that the case S'1 = 0 is possible under 
the hypotheses of Theorem 3.3. Indeed, consider g(u)=e~u and the PBVP
(3.3) u"+cu' + g(u) = 0, u£E.
Thus, Range g = (0, со) and ct>6d(Range g); but the PBVP (3.3) has no solution 
since g(n)> 0 for every m£R.

Proof of Theorem 3.3. If .S’, 9^9, then by Theorem 2.3, co£ Range g. We con­
sider the case where co—g(°°) and the proof for the other case, that is co=g(— °°), is 
similar. Let r= In f  {u: g(u)= co}^— °=. Hence g(u)=co for u> r  and g(u)<a>

T

for If и is a solution of Lu — Nu, then J  g(u(t))dt=Tco. Therefore u ( t)^ r
о

for every ?£[0, Т]. This implies that и satisfies the linear problem
(3.4) u"+cu'+(o = e, u(zE,
and it may be seen easily that St = {u: и solves (3.4) and йёг} where 
ö=min (n(í): ?€[0, T}}. If a is a solution of (3.4) satisfying Ov=0, then S t — 
= {i>+n: v + a ^ r} ,  and further this set is homeomorphic to the interval (-=», oo) 
if у = — oo and to [/• —n, со) if /•>— oo. Now it is clear that S L is connected and 
unbounded. This completes the proof.

When g is increasing, following the same reasoning as in the proof of Theo­
rems 3.2 and 3.3, we may prove the theorem given below.

Theorem 3.5. Suppose that g is increasing. We have
(a) i f  ojf Int (Range g), then S x is nonempty, compact, connected and acyclic;
(b) i f  cnid(Rangeg), then either .S\ = 0, or .S, is connected and unbounded. 

Further, in the latter case, Sx is homeomorphic to a closed and unbounded real in­
terval.

Remark 3.6. If, instead of g being monotone (either increasing or decreasing), 
g satisfies

reither g (— °°) ^  g(u) S  g(°°), for each w€R 
lor g (« = )s g ( ii) sg ( -= ° ) , for each u^R

then the results of this section on the structure of the solution set .S’, are no longer 
valid. Even Theorem 2.3 and Corollary 2.7 are not true. This may be seen from the 
following example.
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Example 3.7. Define g(u)——u if w^O, g(u) = - ^ —j  if и > 0, and consider 
the PBVP
(3.6) u" + cu' + g(u) =  sin t, u£E.

In this case a>=0^d(Range#) since Range g=(0, °°). On the other hand, g sat­
isfies (3.5) but the problem (3.6) has no solution. Indeed, if и is a solution, then

T

J  g(u{t))dt=0, and this implies that u(t) = 0 for all Г£[0, 7"] since ^= 0 . But 
о
u= 0 is not a solution of (3.6).

In the next theorems we shall show that the solution set may be “chaotic” if g 
satisfies (3.5) only.

Consider the PBYP
(3.7) u" + cu'+g(u) =  0, udE.

Let /: R -+E the canonical injection.

Theorem 3.8. Let К  be a nonempty closed subset o f R bounded above (or below). 
Then there exists g : R -R continuous and satisfying (3.5) such that oj =  0 £ 0 (Ran ge g), 
and S! = i(K) for the problem (3.7).

Proof. Assume that К is bounded above. Let b = m a\K . Define

h(u) =
Ли)
u —b
1

if и ^  b
if b <  и <  b + 1
if и Ш b + 1

where/is as given in Lemma 2 of [12]. Then arguing as is in the proof of Theorem 8 
of [12] one can complete the proof. The case when К is bounded below is similar.

To give an analogous result with coglnt (Range g), we need some preliminary 
results.

For j €R, define the function

/.(и) =
- 1 if a S j - 1
u—s if s — 1 <  и <  J+  1
1 if и Ш í  + 1.

For £>0, consider the following PBVP

(3.8) u"+cu'+g(u) = 0, u£E
where g = £f.

Lemma 3.9. There exists /i>0 such that for we have:
(a) any solution и o f (3.8) is such that u(t)d(s— 1, j +1) for every i£[0, T ] ;
(b) the set o f solutions o f (3.8) is nonempty, compact, connected and acyclic.
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Proof. For e small we have that [|w1||Ê 7’ 1 for any solution of the auxiliary 
equation corresponding to (3.8). If и is a solution of (3.8) and for some tod[0, T] we

t t

have n(t0) > j + l ,  then from the relation u(t) — u(t0) + J  ii'(s)ds=u(t0) + J  u[(s)ds 
and the estimate for Mj, we obtain that u(t)>s+l — T'||m1||to> í . Hence, g(u(/))>0

T

for every ?(E[0, T ] and J g(u(t)^dt^0. This is a contradiction since integrating
о

T

(3.8) between 0 and T we get J  g(u(t))dt = 0. The case when w(/0)< £—1 for
о

some /0€ [0, T] is similar. This proves (a). Part (b) follows from Theorem 3.5.

Theorem 3.10. Let К be a compact subset o f  R which is not a singleton. Then 
there exists g : R —R such that (3.5) holds, со =  0 6 Int (Range g) and the solution 
set for the PBVP (3.7) is S 1 = i(K)U В where i(K)C\B=0 and В is connected. 
Moreover, i f  a = m \nK  and udB then u(t)<a — 1 for every /€[0, Т].

Proof. There exists hdC1(R, R) with and K={udB.\h{u)=Q). Set
min K= a<b= max K, s= a—2 and define

£/,(«)
— s(n— a)

g(u) ={eh(u)
u — b
E

if
if
if
if
if

и s  a—l 
a— 1 <  и <  a 
a ^  и ^  b 
b <  и s. b+s 
и >  b+e.

Thus, |g(u)|<£ for every «6 R. We choose e>0 small. If ad К  then u = i(a)dS1 
which shows that i(K )c:Si. On the other hand, reasoning as in the proof of part (a) 
of Lemma 3.9 we have that if и is a solution of (3.7), then u{t)jta—\ for every 
tW ,T ].

If и is a solution and u (t)> a — 1 for every td\Q, T] then g(n(t)) =s0 for every
T

t€[0, Т]. Since J  g(u(t))dt=0 and g(u) is nonnegative for н ё а - l ,  we have 
о

that g(u(t))=0, ?6[0, T], that is, и is a solution of the linear problem u"+cu'=0, 
udE. Hence, и is a constant and udi(K). Now, if и is a solution and u(t)< a— 1 
for every i£[0, T], then и is a solution of (3.8) with s= a—2. By Lemma 3.9, we 
see that taking s> 0  sufficiently small, any solution of (3.8) is such that n (t)< a —1, 
for every i£[0, Т]. Therefore, the solutions of (3.7) with n ( t)< a —1 are exactly 
the solutions of (3.8). Denote by В the set of solutions of (3.8). By part (b) of 
Lemma 3.9 we know that В is connected. Hence, 5,1=/(7sT)UB where В is con­
nected and such that i(K)C\B = &. Moreover, if udB, then и satisfies (3.9). This 
concludes the proof of the Theorem.
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ОБОБЩЕНИЕ ОДНОЙ ТЕОРЕМЫ 
Р. Б. САКСЕНА И С. Р. МИСРА

Д. Л. БЕРМАН (Ленинград)

A c ta  M a th . H u n g .
57 (1 — 2 ) (1991), 29—31.

Пусть С — множество всех функций, непрерывных в [—1, 1] и пусть хкп= 
=  cos (2k—1)я/2л, к — 1, 2, л, п = 1, 2,... . Обозначим через pn( f,  х ) много- 
члеы степени 4л —1, однозначно определяющийся из условий p„(f, хкп) = 
=f ( xkn)> РпЧЛ xkn) = ®i /= 1 ,2 ,3 , к = \,  2, ..., л. Известно [1], что для любой 
f f  С выполняется разномерно в [—1,1] соотношение p„(f, x )^ f(x ), л— 
Результаты из [2—4] привели к изучению процесса {pn(f,  х)}”=1, построен­
ного при узлах

(1) ■''‘о я + 2 =  1, х к,п+ 2  ~  cos (2к 1)п/2п, к = 1, 2, ..., л, хп+1>п + 2 =  1,

л = 1, 2, ...

W. L. Cook и Т. М. Mills [5] доказали, что процесс {p„(f, х)}~=1, построенный 
при узлах (1) для g(x)=( 1—х2)3, расходится при х=0. Недавно R. В. Saxena 
и S. R. Misra [6] доказали, что процесс {pn(g, х)}“=1 расходится всюду в (— 1, 1). 
В настоящей заметке среди прочих результатов доказывается теорема 3 из 
которой теорема Saxena и Misra вытекает, как простейший частный случай. 
Для дальнейшего нужны некоторые результаты из [7]. Для / ( С  и натураль­
ного л рассмотрим многочлены Sn r{f, х), r= 0 , 1, 2, 3, которые определяются 
следующим образом. S„tT( f ,  х ) — многочлен степени 4л+2г+1, однозначно 
определяющийся из условий

S,„Áf х кп ) = А х к» ) ,  SW (f, хкп) =  0, i  =  1, 2, 3, к =  1, 2,.. . ,  л,

S „ A f  ± 1) = / ( + 1), S f f f  + 1) =  0, j =  1, ..., г.

Очевидно, что при г= 0 последние условия опускаются. Справедливы следую­
щие теоремы:

Теорем а 1. Пусть f(x) имеет ограниченную вторую производную f"(x) 
в [—1,1]. Если хоть одно из чисел / '(± 1 )  отлично от нуляг то процесс 

х)}“=1, построенный при узлах (1) для f(x), расходится всюду в (— 1, 1).

Т еорем а 2.1 Пусть f(x) имеет ограниченную третью производную в [—1, 1] 
и пусть f ' (  1) = 0. Тогдаг если f" (  1)^0, mo процесс {Sn f  f  х)}”=1, построенный 
при узлах (1) для f(x )  расходится всюду в (—1, 1).

1 В теоремах 2 и 3 предполагается, что f(x) — четная функция.
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Теорема 3. Пусть f(x ) имеет ограниченную четвертую производную в 
[—1,1] и пусть / '(1 )  =/'"(1) =  0. Тогда,, если/ <3,( 1) ^  0, то процесс х)}“=1,
построенный при узлах (1) для fix'), расходится всюду (—1, 1).

Все три теоремы доказываются одинаковым образом. Поэтому ограни­
чимся доказательством теоремы 3. Ради простоты считаем, что f(x)  — четная 
функция.

Введем полином Крылова—Штаермана [8], построенный при узлах Че­
бышева2

Pn(f, х) = 2 Я п )  Ак(х) в к(х), Ак(х) = Акп(х) =  ,
п fc = 1 \X — XkJ

Т„ Cv) = cos п arc cos х, Вк (х) = Вкп (х) =

-  ( I - x x , r  + ( x - x t f  [ 2(П‘ -  ' f  
Приведем формулы из [7]

S„M , х )- p j f ,  X) =  у  т*{х) [(1 + x )(f(l)-p „ (f, 1)) +  (1 - x ) ( f (~ l) -p „ ( f ,  - 1))], 

Sn, i ( f  x) — S„'0(f, х) = ФпЛ(р„) (l ~ x Y " (x) , ФпЛ(р„) = Р"—4п2р„,

рп(к) = рЖ / ,  1).

S„,2(f> x)-S„ jX{f, х)
1 Тп\х ){ х 2- \ ) 2, ф п с г (Р п )Ъ

. , , // /о í> / 8«2(7н2 + 2)/?„
Ф ц .Л Р п )  —  Р п  —  ( 8 ? г + 1 ) р „  Н-------------------------? --------------------

S„,s(f x ) - S a,a(f, х )=  —  Т*(х)(1 - х 2)3 ФЯшМ ,

Фп.з(Рп) = рп(3)- 6 ( 4 п 2+1)р,™ +2(16п* + 32п2 +  3)рп' - - ^ -8 н 2(608н4+365п2 +  62),

ЮЛ ф (A D l (36xl~316xk 2(xl+29xk+\6) \  60(х1-6хк-2 )
(2) ф"’з(АкВк)- - { - ( Г - х ку  +  (1-хьГ— ) 11--------•

Известно [4], что для любого х£(— 1, 1) можно найти такую последователь­
ность натуральных чисел {nk}kLх, пх< п2< ... , что выполняется равенство 
lim Г„2 (х) = 1. Поэтому в силу теоремы 2 нужно доказать,3 что lim Ф„ s(pn) -А О.
Без ограничения общности можно считать, что /(1) =  0, ибо иначе можно 
рассматривать функцию ф (х)=/(х)—/(1). По условиям теоремы/'(1) —f" (  1)=0.

2 Полагаем х к̂ = хк.
3 См. [7].
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Поэтому по формуле Тейлора

/О ) = / (3)(1) ( х - 1)3 + / (4)(с) О - l ) 4, X 1.6 4!
Стало быть, Ф„,з(р„) = Н,„ +  т:2,п, где

Г ( З ) М ' )  п 1 п

т 1,п =  --------| ----  2  (х к ~  I ) 3 ^n.Á-Ak Вк),  Т2,„  = —гг j-  f  ^  (ск)(х к ~  I ) 4 ^ п ,з ( ^ /1 ^ /с ) 'п к=1 ‘ми fc=i
Очевидно, что т2>„ =  о |^ - ) .  Подсчитаем выражение т1>п. При этом восполь­
зуемся тождествами

= и2, ^
2п1+п2

kt.i l - x t ’ k=i (1- х „)2 3
и другими необходимыми тождествами (см. [9]). В результате получим, что

lim т1>и =  - ^ - / (3>(1).
П-+ о° V

Стало быть, lim Ф„ 30?„)^0.
П-*-оо *

В [5] и [6] рассматривается случай, когда /(х) = ( 1—х2)3, ясно /'(1 )= /"(1 ) =  
= 0, / (3, (1) =  48. Поэтому к функции (1— х2)3 применима теорема 3. Итак, 
теорема из [6] — частный случай теоремы 3.

Замечание. Формула (2), которой пользовались при вычислении т1>п и 
оценке т2 „, выводится совершенно элементарно, но вычисления громоздкие 
и поэтому опускаются. См. [7].

Выражано благодарность речензенту.
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ON THE CONSTRUCTION 
OF LJUSTERNIK—SCHNIRELMANN CRITICAL 

VALUES IN BANACH SPACES

A. LEHTONEN (Jyväskylä)

1. Introduction

Existence theorems for nonlinear eigenvalue problems of the form

g'(x) = gf'(x),

where/ and g are functionals on a Banach space A, are considered in many papers. 
The existence theorems are based on the existence of a critical vector with respect 
to the manifold Mr—{x^X: f(x)= r}. Morse theory can often be used to obtain 
precise information about the behaviour of the functional close to the critical level. 
However, this would limit the study to Hilbert spaces and functions with non­
degenerate critical points. These assumptions are not always satisfied in applica­
tions and are not needed when applying the Ljusternik—Schnirelmann theory. 
Therefore, Ljusternik—Schnirelmann theory has been widely used to study various 
nonlinear eigenvalue problems. Very general results for Banach spaces can be found 
in H. Amann [1] and in E. Zeidler [12], which also contains an extensive bibliography 
on critical point theories.

In the case of a Hilbert space iterative methods for the construction of all 
Ljusternik—Schnirelmann critical values and critical vectors has been presented by 
J. Necas [7], by A. Kratochvil and J. Necas [4], [5] and by J. Necas, A. Lehtonen 
and P. Neittaanmäki [8]. In [8] we also present numerical examples of the method.

In this paper we shall give an extension of the method used in [5] and [8] to 
study the eigenvalue problem for the constraint function f(x )  = \\x\\ in uniformly 
convex Banach spaces.

2. Iterative construction of the first Ljusternik—Schnirelmann critical value

Let A be a real, uniformly convex Banach space with norm || • || and duality 
( • , • ) '  Furthermore, we assume that X* is uniformly convex. We
set S= (x f X : |[x|| =  1}. Let g be a continuously differentiable functional on X  such 
that the derivative g' is strongly continuous, i.e. for each sequence (x„)”=1c  A 
converging weakly to x06A, the sequence (g'(x„))™=1 converges to g'(x0).

Assume that the following conditions are fulfilled:

(2.1) g(0) = 0, g'(0) = 0 ;

(2.2) if g(x) 0 and ||x|| S  1 then g'(x) AO;
(2.3) (g'(x)~g'(y), x - y )  S -y ( |[x -y ||)

3
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holds for some nonnegative, continuous function у : [0, °°[—[0, °°[ and for all 
x, y£X  with ||jc||==1 and ||y ||^ l.

We denote by / :  X-»X* the duality mapping of X. Thus J(x)  is the unique 
point in X* such that ||/(x)|| =  M  and (J(x), x)=|W I2- Also, /  is the derivative
of the mapping jíh - Í  ||x||2, see [6, p. 254] or [3, p. 93].

We need to know a quantity to describe the uniform convexity of X. Let O S s^  
^ 2 R and define

<5*(e) =  inf j t f - y  II* +  t II: У^Х, \\x-y\\ íé e, ||x|| si Я, ||y|| ä  tfj.

Similarly, let ő% denote the corresponding quantity for X*. Furthermore, put <5 -rfi 
and <5*=<5Í. Then öR(e) = RŐ(s/R).

Lemma 2.1. For x ,y£X  such that | |x ||= i?  and ||y ||= i?  holds

(2.4) 2R0R(\\x-y\\) si (J(x), x - y )

(2.5) 4 /И *(||х -у ||) si (J (x )-J (y ) , x - y ) .

Proof. Set e= ||x—y||. Since ||/(x)|| we get from the definition

R 2(R -őK(e)) ^  R\\x+y\\ s  (J(x), x+ y)  =

= 2(J(x), x) + (J (x ) ,y -x )  = 2R2+ (J (x ) ,y -x ) .

Thus, the first inequality follows. Changing the roles of x and у  and adding the 
results yields the second inequality.

For the lower bound у in (2.3) we assume that the following hypothesis is 
fulfilled: there exists a constant c0^ 0  such that

£
(2.6) J  у (s) s -1 ds si c0 S (e)

0
for 0< e ^ 2.

Remark. For Hilbert spaces <5(e) =  1 — h 1 — (e/2)2. This follows from the paral­
lelogram law. From Clarkson’s inequalities we obtain for //-spaces <5(e) =  l — 
— (1 —( e / 2 i f  p =  2, and <5(e)= 1 — (1 — (e/2)p')1/p', if l< /?<2 and p'=  
=P/(P~1)-

If g is a C 2-function satisfying conditions (2.3) and (2.6), and X = L P, pX2, 
then g"(x)aO, that is, g is convex. To show this we note that <5(е)^(е/2)<г, where 
q=p, if p> 2, and q=p’’, if p<2. Assume now that for some x, u£X, ||x|| <1, 
||m|| = 1 and a > 0  we have (g"(x)u, u)= — a. Let x —y = tu in (2.3). Then —xt2 + 
+ o (i2) S —y(i). Thus at^y(t)/t+ o(t). Integrating this yields аг /2 5 г02’ , Е, +  
+o(e). Letting e—0 results a^O.
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Theorem 2.2. Let the above assumptions be satisfied. Let x f iS  and 
0 <  в <  min {l/y(l), 4/(c0+2y(l))}.

Assume that gCO^O. Define a sequence (х„)Ц°=1 by

(2.7) r( 4__ J(x„)+Qg'(x„)
( n+l) \\J(xn) + 0g'(xn)\\ ■

Т/гс/г there exists a subsequence of(xn)f=1 converging to a critical point o f g\S. Hence, 
there exists a point x0£S  and a number pCR such that

(2 .8) g'(x0) = pJ (x0).

Proof. First, from the definition it follows ||/(x„+1)|| =  1. On the other hand 
11-7(w+i)ll =l|x„ + i!l and therefore ||x„ + 1|| =  l.

Put r„ = \\J(x„)+eg\xn)\\. Then

rn ё  (J(x,) + eg'(xn) ,x n) =  \\xn\\2 + 0(g'(xn) ,x n) ё  1 -0 7 (1 ).

We show that the sequence (g(A'„))iT=i is increasing. For short we set 
e = ||x„+1—x„||. Using the fundamental theorem of integral calculus we get the fol­
lowing lower bound for g(xn+1)— g(x„)

E
(2.9) (g'(x„),xn+1- x „ ) -  f  y(s)s~1ds.

For the first term we obtain from definition (2.7) and Lemma 2.1

(2 . 10)

e(g'(xn), xn+1-x„) = rn(J (xB+1)> xn+1-x„ )+ (J(xn), xn- x n+1> ё  2(г,,+ 1)0(е). 
Combining these two inequalities yields

(2.11) g(xn+1)-g(x„) ^ j ( r n+ ] ) S ( £ ) - f  y(s)s~1ds.

Assumption (2.6) shows now that the sequence (g (х„)),Г= i is increasing. Because 
of the strong continuity of g' the functional g is bounded on S. Therefore, the limit 
lim g(xn) exists.П-*- oo

Since X  is reflexive, there exists a subsequence of (xn)f=1 converging weakly to 
some x0. We keep the same notation for the subsequence as for the original one. 
Furthermore, we may assume that r„—r0. Finally, since X* is reflexive and ||/(x„)|| =  1 
we may assume that J(xn)->x* weakly in X*.

Now, using the definitions of xn+1 and rn yields (r0 —l)x* =  0g'(xo). Further­
more, as £(л'0)ё#(л'„)>0, we have by (2.2) g'(x0)AO. Therefore x0^ 0 , x*^0 
and r0x  1. To show that the sequence (x„)“=1 converges in norm to x0 we write
(2.7) in the form

(2.12) (1 -0 -7  ( O  = r„(J (x„+1) - J ( x nj)-Og'(xn).
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We shall show that J(xn+1) - J ( x n)-+ 0. Then the right-hand side converges in 
norm to —6g'(x„) and on the left l —r„-+l—r0. Since 1— r0^0 , we obtain the 
desired convergence from (2.12) and the fact that the duality mapping / -1 : X*-+X 
is continuous, cf. [3, p. 77].

We apply Lemma 2.1 to X* and to u —J (x n + 1) and v=J(xn). For i]>0 
small enough we have

e(g(x„+1)-g(x„)) = r„(J(xn+1),x n+1-x„ ) + (J(x„),xn- x n+1) -6 c 0i5(e) ==
— 4>/<5*(||и—v||)+(8( l—»7)—40y(l)—0co)<5(e).

Therefore, we have for some constant c'>0,

45*(||ы-ю||) =a (u -v ,  / - 1( ы ) - / - 1(»)> ^  c'6(g(x„+1) - g ( x n)).

Since X* is uniformly convex, <5*(г)>0 for all e>0, cf. [12, p. 604]. Furthermore, 
we have g(xn+1) — g(x„)—0, and hence J(xn+l) —J(xn)-»0. Therefore, Theorem 2.2 
follows.

3. Higher order critical points

To study higher order critical points we recall some definitions concerning 
the Ljusternik—Schnirelmann theory in an infinite dimensional Banach space.

We use the notion of the order of a set rather than the category or genus, cf. [2]. 
Let К be a symmetric closed set in X. We say that ord K=0 if К  is empty; that 
ord K=\ if K = K 1{JKi , where the K{ are closed subsets of К  and neither Kx nor

П + 1
K2 contains antipodal points. In general, ord K=n  if K= (J Kh where the Kti = l
are closed subsets of К  not containing antipodal points and n is the least possible 
number. Finally, ord K=°° if  no such n exists.

For simplicity we assume that g(x)>0 for x^O. Let Vk denote the set of 
all symmetric, compact subsets К  of S such that ord K ^ k  and g(x)>0 on K. 
Denote
(3.1) yk = sup min g(x).

KdVk

Let the assumptions of Theorem 2.2 hold for the functional g. Furthermore, 
assume that g  is even on S, i.e., g(—x)=g(x) when ||x|| =  l. The fundamental 
theorem of the Ljusternik—Schnirelmann theory states that there exists a sequence 
of critical points xk of g such that g(xk)=yk, yk\ 0 .  and xkr*0 weakly. For a proof 
see [1] or [12, Ch. 44]. A proof using the method of steepest descent has been 
given in [7].

Let yk and y2 be the first and second Ljusternik—Schnirelmann critical values 
£is> Ti^Ta- Let there exist a positive constant г such that there are no critical 

values in the interval ]y2—s, y2[. Let KL be a compact , symmetric subset of S  such 
that ord^T1&2 and
(3.2) y2- s  <  min g(x) <  y2.
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We denote by cp the function used to define the iteration in (2.7), i.e.

(3.3) <p(x) = J  1 J(x) + 0g'(x) ] 
\\J(x) + 9g'(x)\\)-

Then (p is a well-defined, odd continuous map .S' -► S. Choose х ^ К г, and put 
Xn+i = (p(xn) = (p"(x1), where cp" denotes the и-fold composition <po...o<p.

For each integer n let xj,0) be a vector from Kl such that

(3.4) min g(<pn(xj) =  g((pn(4 0)))-X t

Theorem 3.1. Let the above assumptions be fulfilled. Then the following asser­
tions hold:

(1) Hm g((p"(x^))) = y2',71-*- oo
(2) there exists x(0)€/sT1 such that

lim g((pn(x0)) = y2;
7J-*- oo

(3) there exists a subsequence o f (x 0̂,)“=1 converging to x(0);
(4) for each x(0) satisfying (2) there exists a subsequence o f (<p"(x{0>)) converging 

to some X,, such that
g'(x0) =  pJ (x0).

The proof of Theorem 3.1 given in [8] applies; see also [5]. In a similar way 
we obtain the following result

Corollary 3.2. Let the assumptions o f Theorem 3.1 be fulfilled. Let 

7j =£...sí у* > y t + 1 = . . . =  7*+/ >7ft+i+i

be the positive Ljusternik—Schnirelmann values o f g\S. Let there exist a constant s > 0  
such that there are no critical values in the interval ]yk+i — £, уt + I[. Let Kx be a com­
pact symmetric subset o f S  such that

ord Kt S tk + l,  yt+i - £  <  min g(x) <  7*+).

For х<У_К1 let the sequence (x£0))“==1 be defined by (3.4).
Then

lim g(<p"(x!,0))) = yk+i,tl oo

and there exists a point x w dKk such that

lim g(cpn(xw )) = yk + l.n~*- ©о

Moreover, the assertions (3) and (4) o f Theorem 3.1 hold.
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4. Application to partial differential equations

Let p be a number such that 1 </;<°° and G: R —R a continuously dif­
ferentiable function. Let Q be a bounded domain in R v. Denote by G'(u) the func­
tion x>-+G'(u(x)). We will apply the previous results to the following boundary 
value problem

(4.1)
У В (I Bu v ' Bu I 

Í~í c)Xi l ! Bx, BxJ
и — 0 on 9Q.

XG'(u) in Q.

We assume that G(0) =  G'(0) =  0 and that G'(r) is strictly increasing. Further­
more, we assume that there exists a constant c >0  suchthat |С '(г)|^с(1 + |г|р_1) 
for all r(R .

We use the norm

II Mil =

in the Sobolev space X=W01,P(Q). It is well-known that X  is uniformly convex 
and for X* this implies the uniform smoothness of X, cf. [12, p. 604].

Let g: X ^R  be the functional

g(n)=  f  G(u(x)) dx. 
n

Then g is continuously differentiable and the derivative of g is given by 

(g '(u),v}=  J  G'(u) v dx for all v £ X.

Conditions (2.1), (2.2), (2.3) and (2.6) are fulfilled for y = 0 and c„ = 0. 
Problem (4.1) is equivalent to finding u f X  such that

(4.2) Д rV z  f
1=1 fi

Bu
dxt ^ U- ~ —d x=  ÍG '(u)vdx  for all v£X, 

- t)x’ n<)X; dXi

where ц=  1/Ä.
Let Ф(г) = гр~1. Then the duality mapping of X  relative to Ф, cf. [6, p. 174] 

is given bv

(J0(u), v) = 2  f  
Í = 1 n

f)u
f)X:

p 2 du Bv

Recall that / ф is the derivative of мн-*-!Р(||п||), where 4'(r) = J  (I>(s)ds. There-
o

fore, / ф and the duality mapping J  of X  differ only by the constant multiple Ф(I) 
on the sünit sphere. Theorems 2.2, 3.1 and Corollary 3.2 hold, if we use J0 instead 
of /  since Ф(1) = 1.
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Hence, problem (4.1) is equivalent to
(4.3) g\u)  =  pJ0(u).

That g' is strongly continuous follows from Rellich’s theorem, cf. [6, Ch. 2.2.6]. 
Hence Theorems 2.2, 3.1 and Corollary 3.2 can be applied to construct a sequence
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CONGRUENCE UNIFORM DISTRIBUTIVE LATTICES

M . E . A D A M S  (N ew  Y o rk )  a n d  R . B E A Z E R  (G lasgow )

1. Introduction

A congruence relation on an algebra is uniform provided every congruence 
class has the same size and an algebra is congruence uniform if every congruence 
on it is uniform. In general, congruences on distributive lattices are well under­
stood. However, uniform congruences appear to be an exception to the rule.

It is well-known and easily seen that every Boolean algebra is congruence 
uniform. Furthermore, as shown in [2], a (semi-) lattice with pseudocomplementa­
tion is congruence uniform iff it is Boolean and, moreover, a finite distributive 
lattice is congruence uniform iff it is Boolean.

Our starting point, Theorem 3.5, is a characterization of countable congruence 
uniform distributive (0, l)-lattices in terms of two special congruences. This im­
mediately suggests a construction to show that every countable distributive (0, 1)- 
lattice is a homomorphic image of a countable congruence uniform distributive 
(0. l)-lattice (Theorem 3.6). Consequently, not every congruence uniform distribu­
tive (0, l)-lattice is Boolean. In fact, Theorem 3.5 is a stepping stone to Theorem 4.6 
which characterizes countable congruence uniform distributive lattices in terms of 
certain naturally occurring congruence relations. Equivalent formulations are provided 
by Theorem 4.9 which also shows that Theorem 4.6 is indeed a generalization of 
Theorem 3.5.

§§ 3 and 4 shows that congruence uniformity is related to properties of particular 
congruences on the lattice concerned. § 5 is of a different flavour. For simplicity, 
discussion in this section is restricted to distributive (0, l)-lattices where, to begin 
with, a relationship between a congruence uniform distributive (0, l)-lattice and 
its injective hull is considered. Thereafter, an example is given of the relationship 
between a congruence uniform distributive (0, l)-lattice and some of its subsets. 
Although, in each case, alternative characterizations are obtained of countable con­
gruence uniform distributive (0, l)-lattices, this section probably raises more ques­
tions than it answers.

Throughout, algebraic techniques are combined with the representation of 
distributive (0, l)-lattices by means of topological spaces. For the sanity of the 
reader, we have attempted not to intertwine the two. Thus, with the exception of 
Example 5.4, §§ 4 and 5 are algebraic whereas, § 3 uses topological duality (the basic 
essentials of which are given in § 2).

Before proceeding, we should mention that, in the broader setting of universal 
algebra, congruence uniformity was first considered by W. Taylor in [9]. Further 
examples of congruence uniform algebras include all algebras in any variety gen­
erated by a quasi-primal algebra (W. Taylor [9]) and all finite members of any 
directly representable variety (R. McKenzie [8]). For further background and moti­
vation, the reader should consult the text S. Burris and H. P. Sankappanavar [4].
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2. Some preliminaries

This section briefly summarizes the required facts concerning the representation 
of distributive lattices by topological spaces: further information on this topic may 
be found in either of the survey papers B. A. Davey and D. Duffus [5] or H. A. Pries­
tley [11]. For algebraic aspects of distributive lattices, the reader is referred to either 
of the texts R. Balbes and Ph. Dwinger [1] or G. Grätzer [7].

For a partially ordered set P, let Max (P) and Min (P) denote the maximal 
and minimal elements of P, respectively. Further, for ОТ P, let (Q] and [Q) denote 
the order ideal and filter generated by Q, respectively. Then О is decreasing, increasing, 
or convex provided Q=(Q], Q = [Q), or Q=(Q]D[Q), respectively. For partially 
ordered sets P and P', a mapping <p: P^-P' is order-preserving if (р(х)Шср(у) 
whenever x sy .

Given a topology z defined on a partially ordered set P, the pair (P, z) is 
called an ordered space. The space is totally order-disconnected provided, for x, yd P 
with x$y, there exists a clopen decreasing Q Q P  such that y€_Q and xdQ. If 
(P, t) is a compact totally order-disconnected space, then it is called a Priestley 
space. As shown by H. A. Priestley [10], the category of all Priestley spaces together 
with all continuous order-preserving maps is dually equivalent to the category of 
distributive (0, l)-lattices with (0, l)-lattice homomorphisms. If, under this duality, 
L  and (P, t) are associated, then P is the poset of prime ideals of L  suitably top- 
ologized and the elements of L  correspond to the clopen decreasing subsets of P. 
Further, if / :  L-+L' is associated with the continuous order-preserving map 
сp: P'^-P, then f(a)= b  iff cp~1(A)=B, where A and В are the clopen decreasing 
subsets that represent a and b. Inspection shows that / i s  onto iff cp is an order- 
isomorphism. Thus, since congruences correspond to onto (0, 1/lattice homo­
morphisms, it follows that the congruences of a distributive (0, 1/lattice L are in a 
one-to-one correspondence with the closed subsets of P. In which case, for a con­
gruence в associated with a closed set O,

a = b(G) iff Af)Q  = BC\Q, 

where a and b are represented by A and B.

3. The bounded case

The immediate goal of this section is a characterization of countable con­
gruence uniform distributive (0, 1/lattices in terms of two natural congruences 
(Theorem 3.5).

For a distributive lattice L  with a unit 1, let the relation Ф+ be given by 

a =  Ъ(Ф+) iff [a)+ =  [b)+,

where [u)+ = {c£L: a\lc= 1}. As shown in [3], Ф ‘ is a congruence relation on L 
the co-kernel o f which is trivial and, moreover, Ф+ is the largest such congruence. 
Clearly, if L  is congruence unifoi'm, then Ф+ =  со.

The following was also observed in [3]:
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Lemma 3.1. For a distributive lattice L with a unit 1, the following are equiv­
alent:

(i) Ф+ =<u;
(ii) for a,b£L,a-<b implies aV c^ l and b\!c=  1 for some c£L;

(iii) for a,b£L,a-<b<  1 implies b V  c =1 for some c£L suchthat a <  c <  1. □

Lemma 3.2. For a distributive (0, 1 flattice L with Priestley space (P, т ) ,  Ф + =  to 
iff QPl Max (P)Al> for every non-empty dopen set O f  P.

P roof. Suppose Ф+=со and О is a non-empty dopen set. By compactness 
and total order-disconnectedness, it is not hard to see that there exist a non-empty 
dopen convex set R f Q  and dopen decreasing sets A a  В such that B \A  = R. 
Clearly, it is sufficient to show that 7?ПМах (Р)т^0. Suppose that this is not the 
case. If a, b£L are associated with the dopen decreasing sets A, B, then, by Lemma 
3.1 (ii), aVc?i 1 and bdc=  1 for some c£L. Since [х)ПМах (P )^ 0  for every 
r£P , if C f P  is the dopen decreasing set that represents c, then RQ C  is forced 
by bM c = 1. Thus A {JC fB . In other words, aM c ^ b  and so aV c= l which is 
absurd.

Suppose alternatively that <2ПМах (Р )^0  whenever O f P  is non-empty and 
dopen. If for some a,bdL, then, by Lemma 3.1 (ii), it is sufficient to find 
cdL  such that a d c ^ l  and hVc =  1. Let A and В be the dopen decreasing sets 
associated with a and b. By hypothesis, there exists x £ (B \A ) П Max (P). Using 
compactness and total order-disconnectedness choose a dopen increasing set R 
such that xd R Q B \A . The element c represented by P \R  has the desired prop­
erties. □

Analogous to the above, for distributive lattice L  with a zero 0, the relation 
Ф* eiven by

a =  Ъ(Ф*) iff (a]* = (*]*,

where (a]* = {c£L: aRc = 0}, is the largest congruence on L having a trivial kernel. 
Clearly, statements dual to those of Lemmas 3.1 and 3.2 hold for Ф*.

Thus, if a distributive (0, l)-lattice is congruence uniform, then Ф u = Фж = со. 
We remark that, although Ф+=со iff Ф*=со for any finite distributive lattice, 
simple examples show that the two conditions are not equivalent in general.

Already the Boolean-likeness of congruence uniform distributive (0, l)-lattices 
is apparent. For example, consider the following:

Proposition 3.3. Let L be a distributive (0, 1 )-lattice and suppose that b covers 
a, denoted a<b , for some a,b£L. I f  L  is congruence uniform, then there exists 
cfCcn (L), the centre o f L, such that

b = aMc and 0 < c.

Proof. If A and В are the dopen decreasing sets of the Priestley space (P, t) 
of L that are associated with the elements a and b, then the dopen set B \A  has 
precisely one element, say x. Since L is congruence uniform, it follows from 
Lemma 3.2 and its dual that xfMax (P)lTMin (P). The element c represented 
by the dopen set {a-}, which is both increasing and decreasing, satisfies our require­
ments. □
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Since a clopen decreasing set A represents an atom or a co-atom iff \A\ = 1 
or |P \/1 | =  1, respectively, the observation that any isolated point in the Priestley 
space of a congruence uniform distributive (0, l)-lattice is both maximal and minimal 
also yields

Proposition 3.4. Let L be a distributive (0, 1 )-lattice. I f  L  is congruence uniform, 
then |Atoms| =  |Co-atoms|. □

Moreover, since every point of the Priestley space (P, t) of a finite distributive 
lattice L is isolated, if L  is congruence uniform, then P is an antichain. That is to 
say, the poset of prime ideals of L  forms an antichain and, as mentioned in the 
introduction, it follows that every finite congruence uniform distributive lattice is 
Boolean.

All of the preceding remarks concerning congruence uniform distributive (0, 1)- 
lattices are consequences of Ф+ = Ф* = со. In the countable case, this condition will 
actually characterize congruence uniformity:

Theorem 3.5. A countable distributive (0, 1 )-lattice is congruence uniform iff 
ф+ = ф*=0).

Proof. Assume that L  is a countable distributive (0, l)-lattice for which Ф+ = 
= Ф* = ю. Let (P, t) denote the Priestley space of L  and suppose 9 is a congruence 
on L  with associated closed set Q ^P . Recall that, for a, bdL, а=Ь(в) iff AC\Q = 
=BC\Q, where A and В are the clopen decreasing sets associated with a and b. 
There are two cases to consider:

Suppose first that P \Q  is finite. Since P \Q  is open, it must be clopen. 
Thus, by Lemma 3.2 and its dual, every element of P \Q  is both maximal and 
minimal. In particular, Q is clopen decreasing and so too is any subset of P \Q .  
For adL, if b = a(0), then B{^Q = A f\Q . Hence, В is the union of АПО  and 
a subset of P \Q . Since any subset of this form is clopen decreasing, |[a]0| = 
= |^ (P \<2)| where SP denotes the power set. Thus, |[«]0| is independent of the 
choice of a.

It remains to consider the case where P \Q  is infinite. It is enough to show that 
every congruence class is infinite as L  is countable. For adL, one of the open sets 
P \(Q U A )  or A \Q  must be infinite by hypothesis. In the former case, it follows 
from Lemma 3.2, compactness, and total order-disconnectedness, that there exists 
a family of distinct clopen decreasing sets (Ci<ffP ''fO 'J  A): i< at). Let Bt = A UC, 
for each and note that AClQ—BiCiQ. If b f L  is associated with Bh then
the infinite set {bp. i-^oj)f[a] 0. In the latter case there exists a family of distinct 
clopen increasing sets (Cff=A: /<ю). For let В ~ А \ С {. □

That not every congruence uniform distributive (0. l)-lattice is Boolean now 
follows from

Theorem 3.6. For every countable distributive (0, \)-lattice L, there exists a 
family (L;: 2“) o f non-isomorphic countable congruence uniform distributive
(0, 1 yiattices such that, for i<2°, L siL i/Oi for some congruence 6t on

Proof. Clearly, it is sufficient to establish the claim in the case that L  is a 
free algebra. Suppose that this is the case and let (P, t) denote its Priestley space.
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It is well-known that P has a minimum point p which is a limit point of the space. 
Consider a countably infinite Boolean lattice В with Stone space (S, a). Since В 
is infinite it is possible to choose a distinguished point s£S  which is also a limit 
point.

Let R = S X P  and define a partial order on R by
(i) (j,x)^(.y,y) iff x ^ y  in P;

(ii) (s, p)S:(x, p) for all x£S.
Then it is a routine exercise to establish that (R, g) is a Priestley space where g 
is the product topology. Since (x,y)£R  is both maximal and minimal unless x = .s' 
or y=p, the choice of p and .v ensures that every non-empty clopen set contains 
both a maximal and a minimal point of the space. Thus, by Lemma 3.2, its dual, 
and Theorem 3.5, the distributive (0, l)-lattice LB represented by (R, g) is con­
gruence uniform. Furthermore (P, t) is order-isomorphic to a closed subspace of 
(R, g) and so L is a quotient of L B. The space (S , a) is homeomorphic to the 
closed subspace {(x, p)\ x£S}  of (R, g) the elements of which are distinguished 
by belonging to some maximal chain of length two. It follows that LB^ L B. iff 
B = B '. In conclusion, observe that there are 2“ non-isomorphic countable Boolean 
lattices. □

We remark that Theorem 3.6 remains valid for any лёю . Although the given 
construction will still suffice, Theorem 3.5 may no longer be used to establish con­
gruence uniformity. We omit the details.

To conclude this section, it behoves us to show that the condition given in 
Theorem 3.5 is insufficient to determine congruence uniformity in general. In fact, 
we do a little more. First, recall that, for any prime ideal 7 of a distributive (0,1)- 
lattice L, the natural equivalence relation associated with the partition {/, L \I }  
of L  is known to be a congruence on L. Therefore, in the event that L is congruence 
uniform, we have |/ | =  |L \ / | ,  for any prime ideal 1Ц=Ь.

Example 3.7. There exists a distributive (0, l)-lattice L  of cardinality 2ю such 
that Ф+ =  Ф*=о> and |/| = |L \ / |  for any prime ideal IQ L, but L  is not con­
gruence uniform.

Let Я denote the real line [0, 1] and r/ the rational elements. Let C be the or­
dered sum ®(C;: i£X), where Ct is a two-element chain for i£X\r/, 1 + со* + 
+ 00+1 for i£f/\{0, 1}, and a one-element chain for i£{0, 1}. Since C is a com­
plete chain with the jump property, the interval topology on C is compact and totally 
disconnected. Let 2 denote the discrete space on a two-element set and define a partial 
order on P=CX  2 by setting

(/•, 0) <  (j , 0) iff r c j  in C \(C ;\{cuf, a;,}: i£t]\{0, 1}).

The product topology т on P is compact and it is not hard to see that it is also totally 
order-disconnected. Let L denote the distributive (0, l)-lattice associated with the 
Priestley space (P, t).

Since the isolated points, each of which is both maximal and minimal, form a 
dense subspace of P, it follows that Ф+ = Ф*=со. The prime ideals of a distributive 
(0, l)-lattice are the elements of the canonically associated Priestley space. Iden­
tifying the elements of P with the corresponding prime ideals of L, an element of
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L  belongs to a prime ideal IQ L  iff the associated clopen decreasing subset fails to 
contain IdP. Since every element of Cx{l} is incomparable with every other 
element of P, |/ 1 = |L \ I \  = 2° for every prime ideal I ^ L .  Finally, consider the 
congruence 0 on L corresponding to the closed set {(1, 0)}U(CX{1}). For adL, 
a=  1 (0) iff ri3{(l, 0)}U(Cx{l}), where A is the clopen decreasing set associated with 
a. Whereupon, every element of the clopen set P \A Q  U (C,\{co*, co;}: id t]\{0, 1}) 
is an isolated point. In particular, P \ A  is finite and so |[l]0|=co. On the other 
hand, |[О]0|=2Ю, since a = 0(0) for every clopen decreasing set A f (C \{ I})X 
X{0}.

4. The unbounded case

The initial objective of this section is the characterization of countable con­
gruence uniform distributive lattices as given in Theorem 4.6.

The first preparatory lemma is well-known: see, for example, G. Grätzer[7],
Lemma 4.1. Let L be a distributive lattice and let F be a filter o f L. Then the 

relation Ф(Р) defined on L by
x  =  у(Ф(Р)) iff z ^ x / \ y  and x f y f z d F  imply zd F 

is the largest congruence on L having F as a whole class. □
If F=[a), then we will write Фа for Ф(А).
We remark that if L has a unit 1, then, by definition, Ф1 is the largest con­

gruence on L having a trivial co-kernel and, therefore, Фг=Ф+.
The next lemma gives a new characterization of Фа which will prove useful 

later.
For a distributive lattice L  and adL, let [x)+« denote the filter {zdL: zVxSa}. 
Lemma 4.2. Let L be a distributive lattice and let adL. Then 

x = у(Фа) iff [*)+<■ = [>')-«.
Proof. Define a relation Ф+« on L by

.v = у(Ф+°) iff [x)+« =  [y)+a- 
We will show that фа=ф+«.

Let х=у(Фа) and suppose that zd[x)+- or, equivalently, zVx=n. Then 
z M y ^ x fy  and xV jV (zV j)SzV x£a. So, by Lemma 4.1, zM y^a. Thus, 
[x)+«£[y)+«. Similarly, [y)+“ü [x )+«. in other words, х=у(Ф +°) and, hence,
Ф“г5 ф + а.

Alternatively, suppose х= у(Ф +‘). Then, by definition, w'Jx=za iff wdy = a. 
Let (i) z ^ x / \y  and (ii) x M y fz ^ a .  By (ii), for w = x\lz , wVySa and so wV 
V x ^ a .  In other words, xV zSa. An analogous argument shows that yVzSa. 
But, by (i),

z =  (xAj)Vz =  (xVz)A(^Vz) ^  al\a = a.

Thus, х=у(Фа) by Lemma 4.1. Hence, Ф+«^Ф“ and so Фа=Ф+<. as re­
quired. □
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Let L be a distributive lattice and a ^ b  for some a, bbJ-. If в(а,Ь) denotes 
the smallest congruence of L collapsing the pair a, b then

„V = y(9(x, b)) iff xAa — yAa  and xM b—yMb.
Clearly, [b]6(a, b) — [a, b]. Set Ф+1“’ь̂ =ФьПв(а,Ь) and observe that [h] Ф + [а,Ь] = 
=  [Ь)П[а, b] =  {h}. Consequently, if L  is congruence uniform, then, for all a,b£L  
with a^b . Ф+[а’Ь] = ш.

Analogous to the above, for an ideal I<=L, the relation Ф(1) defined on L  by
x  = у(Ф{1)) iff z ^ x V y  and xA yA zb l imply z£ l

is the largest congruence on L having I  as a whole class. Should I —(a] we will 
write Фа for Ф(/) and, in the event that L  has a zero О, Ф0=  Ф* is the largest con­
gruence on L  having a trivial kernel. If (A]*« denotes the ideal {zblx. zAx^.a), 
then, as in Lemma 4.2, х=у(Фа) iff (x]*« = (y]*«. Set Ф*1а,ь̂ =ФаГ\в(а, b). Then, 
arguing in a similar vein to the above, for a congruence uniform distributive lattice 
L , Ф*1а Ь) = а> for all a,bbL  with ашЬ.

Hence, if a distributive lattice Lis congruence uniform, then Ф+[“' ,,] = Ф*[“’г,] =  сп 
for all a,b£L  with azib. Our objective is to show that this characterizes congruence 
uniformity in the countable case. The heart of the matter lies in the following lemma 
which considers the restriction of each such congruence to the associated bounded 
interval.

Lemma 4.3. For a distributive lattice L and a, b£L with ar^b, the restriction 
o f  Ф+Еа’ьз to [a, b] is the largest congruence on [a, b] having a trivial co-kernel. 
A dual statement also holds for the restriction o f Ф*с“,ь] to [a, b].

Proof. Since [b] Ф+[а,г,]={Ь}, Ф+1“’ь̂ \[а,Ь\ obviously has a trivial co-kernel. 
Thus, it is enough to show that if Ф+аЬ denotes the largest congruence on [a, b] 
having a trivial co-kernel, then Ф+аЪ̂ Ф +1а’ь̂ \[а,Ь].

To see this, suppose that x,y£[a,b] and х=у(Ф+оЬ). Then x=y(0(a, b)), 
since 9(a,b) collapses [a,b], and, by definition,

{zb[a, b]: zMx = b} =  {zb[a, b] : zVу = b}.
We use this and Lemma 4.2 to show that х  = у(Фь) from which it follows that 
х  = у(ФьГ\в(а, b)) or, equivalently, х= у(Ф +1а,п). Let w£[x)+» and let z=(w\ja)Ab. 
Then z£[a, b] and hszV x=(w V x)Ab=b. Thus, zMx=b and so z \ y  = b. In 
other words, (w\/y)Ab — b and so wWy^b. Hence, wd[y)+b and it follows 
that [х)+ь^[у)+ь. Similarly, [т)+ьА[х) + ь and so, by Lemma 4.2, х= у(Ф ь). □

That, in the countable case, it is sufficient to consider the bounded intervals of 
a distributive lattice in order to determine whether it is congruence uniform is shown 
by Lemma 4.5. We first observe:

Lemma 4.4. Every bounded interval o f a congruence uniform distributive lattice 
is congruence uniform.

Proof. Let L be a congruence uniform distributive lattice and в a congruence 
on a bounded interval [a, b\. Since the relation Ф on L given by

x =  у(Ф) iff x =  y(0(a, b)) and (x\/a)Ab = (y\l a)Ab(0)
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is the intersection of two congruence relations on L, it too is a congruence relation. 
But, for x£[ö, b\, х=у(Ф) iff y£_[a,b] and x=y(0); that is, [х]0=[х]Ф. Thus, 
the congruence uniformity of [a, b] follows from that of L. □

Lemma 4.5. A countable distributive lattice is congruence uniform iff every bounded 
interval is congruence uniform.

Proof. By Lemma 4.4, it is enough to consider a countable distributive lattice 
L  for which every bounded interval is congruence uniform. Let 0 be a congruence 
on L. If every class of 0 is infinite, then, obviously, 0 is uniform. Suppose, then, that 
0 has a finite class [x]0. By necessity, [.x] 0 is a finite bounded interval [c, d], say. 
Let y£L  and consider [y]0. Two cases arise:

First, [y]0 is finite. In this case, [y]0 is a finite bounded interval [<?,/], say. 
Let a=cAe, b=dS!f. Clearly, [x]dQ[a,b] and [y]9Q[a, b] so that |[x]0| =  
= \[x]6\[a,b]\ = \[y]=0l[a,b]\ = \[y]9\, since [a,b] is uniform.

Secondly, [y]0 is infinite. Let al =c,\y, b1=d'Jy. If [y]9Q[a1, bf\, then, since
[x] 0£[űi, b j ,  we have, as in case (i), |[x]0| =  |[y]0| which is absurd. Therefore 
there exists yi£[y]0\[if i, &i]. We claim that there is a bounded interval [a, b] 
suchthat [x]6Q[a, b] and О<|[у]0П[а, 6]];4|[х]0|. Indeed, if this is not so, then, 
for every bounded interval [a, b] satisfying [x] 0C[a, b] and O<|[y]0Hi[a, b]\,
[y] 0f\[a, b] must be finite and have the same size as [,x]0. It follows, on writing
ai - c f y f y i and b2=dMy\/y1, that, for /€{1, 2), [у]0П[а;, h j is finite and has 
the same size as [x]0. But [ v]0ГI[ay, c [y ]0П[a.,, b2], since y1i.[a2,b 2\\{ a 1,b 1],
and we have a contradiction. Hence the claim is substantiated, but it is contrary 
to the congruence uniformity of [a, b]. We conclude that case (ii) cannot arise and 
so 0 is uniform. □

The remarks preceding Lemma 4.3, together with Lemma 4.3, Theorem 3.5, 
and Lemma 4.5 combine to give

Theorem 4.6. Let L  be a countable distributive lattice. Then L is congruence 
uniform iff ф+с«.ь]= ф *[а.ь] = со f or aii a ,b£L  with a ^ b  □

.
The remaining goal of this section (Theorem 4.9) is to exhibit congruence con­

ditions on a distributive lattice L  equivalent to requiring (p+t“-bL-= фИ“.*>] = ш for 
all a,b£L  with a^b . Furthermore, it will be shown that, in the event Lis bounded, 
ф+[а,г>]_ ф*[а,ь] = ю for aii a,b£L  with a ^ b  is equivalent to Ф+ = Ф*=со. Of 
course, Theorem 4.9 enables us to give alternative versions of Theorem 4.6.

For a distributive lattice L and a, b£L with a^b , write xab for the natural 
congruence on L associated with the projection homomorphism x->-(xVa)Ah from 
onto [a, b], so that

x = y(nab) iff (xV a)A b = (уV a)A b.

The following is well-known: see, for example, G. Gierz and A. Stralka [6].

Lemma 4.7. Let L be a distributive lattice with a,b£L satisfying a:äb. Then 
паЬ=в*(а, b), where 0*(a, b) is the pseudocomplement o f 9(a,b) in the congruence 
lattice o f L. □
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Lemma 4.8. Let L be a distributive lattice and let a, b£L. Then
Г)(лас: a Л c) ^  фа and (T(7rcil: c Л b) Л Фь.

Proof. Let х=у(Г)(яс(,: слЬ)) and, hence (xVc)l\b=(y\/c)Ab, for all слЬ . 
If z€[x)+i>, then zVx£(> and so

b =  (xVz)Afc = (xV(zAb))Afc = (yV (zAb))Ab — (yVz)Ab,

since с = гАЪлЪ. Thus, zM y^b  and so zd[y)+b- In other words, [х)+ь<^[у)+ь. 
Similarly, [у)+»Ш*)+‘ and so, by Lemma 4.2, х=у(Ф ь). A dual argument shows 
that П (nac\ а л с )л Ф а. □

Theorem 4.9. For a distributive lattice L the following are equivalent:
(i) ф+С“-Ч=  ф*[о.ь]=£0, f or ац a,b£L satisfying алЬ;

(ii) Ф„=П(nac: аЛс) and Фь=Г\(псЬ: слЬ), for all a ,b£L ;
(iii) T(a)=co, for all a£L, where T(a) denotes ФаГ\Фа.
If, in addition, L is a (0, 1)-lattice, then each o f the above is equivalent to:
(iv) ф+ = ф* = СО.

Proof. (i)—(ii). Observe that, for all слЬ, Ф+1с,ь̂ =а> iff ФьГ\в(с, b)=co iff, 
by Lemma 4.7, ФьЛncb. Thus, Ф+1с’Ь1 = со, for all b, c£L satisfying слЬ, iff 
ФЬЛ Г\(лсЬ: слЬ), for all bd.L, iff, by Lemma 4.8, Фь= П(псЬ: слЬ), for all 
b£L. A dual argument completes the proof.

(ii) —(iii). Suppose first that (ii) holds. Let adL  and х = у ( Т (a)). Then 
х=у(Ф а) and, hence, x=y(C)(nac: a^c)); that is, (x\la)Ac=(y\la)Ac, for all 
сёд . For c=xVa, we obtain

xW a = (xVu)A(xVa) =  (yVa)A(xVa) =  (yAx)Vu.

Similarly, taking c=yVa, we derive yVö=(xAy)Va and, hence, deduce that 
xVa=y\la. Since we also have х=у(Фа), a similar argument yields xAa=yAa. 
Therefore, by distributivity, x = у and, hence, 4/ (a)=w.

Now suppose that (iii) holds. For сШа, 0(a, с )л  Фа, since Фа collapses [a). 
Therefore, ФаГ\9(а, с)лФ аПФа= Т(а) = со. Thus, by Lemma 4.7, Фал  Г)(пас: aSc) 
and so, by Lemma 4.8, Фа= П (лас: аЛс). A  dual argument shows Фь=  П (лсЬ: слЬ). 

Finally, let I  be a (0,l)-lattice.
(iii) —(iv). Suppose (iii) holds. Then, in particular, Ч'(1)=Ф1Г\Ф1=со. But 

ф! =  ф+ and Фх is the largest congruence on L having (1]=L as a whole class. 
Thus, Фх = 1 and, therefore, Ф+=со. Similarly, it follows from 4J(0) = со that
Ф* =  со.

(iv) —(i). Suppose Ф+=а>. We show that ф+[я.г>]=С0) for all a, bdL satis­
fying алЬ. Indeed, ;

[1]Ф+1“.*>] = [1] ФьП[1]0(а, b) g  [Ь)П[1]0(О, b) =  [Ь)П[Ь)+ = {1}.

Since Ф+ is the largest congruence on L having a trivial cokernel, т
A similar argument shows that if Ф*=а>, then Ф*̂ а’ъ̂ =а>, for all a,b£L  with
алЬ.  □
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5. Other approaches

This section provides two different approaches to congruence uniformity; both 
yield alternative characterizations in the countable case (Corollaries 5.2 and 5.6). 
For the sake of simplicity, we restrict ourselves to (0, l)-lattices.

If F  is a distributive (0, l)-lattice, then its filter lattice F(F) is a pseudocom- 
plemented distributive lattice. Recall that, for a£L, [a) f =  {ccL: aV c=l} is the 
pseudocomplement of the filter [a) in F(F). Thus, for consistency, let + denote 
pseudocomplementation in F(L). Then the skeleton F(F(F)) = {F+: F£F(F)} of 
F(L) is a complete Boolean algebra (B(F(L)); V, П, +, {1}, F) where V is defined 
by FVG = ( F + n G + ) +, for F,GeB(F(L)).

Recall that a sublattice S  of a complete lattice L  is said to be meet dense (in L) 
if, for every a£L, there exists T ^ S  suchthat a= /\T .

Theorem 5.1 (a). Let L be a distributive (0, 1 )-lattice. Then Ф+ = со iff L is 
isomorphic to a meet dense sublattice o f its injective hull BL.

Proof. Suppose first that Ф+=со. Observe that, by the theory of pseudo- 
complemented distributive lattices, for any a, b£L,

[aAb)+ = (fa) V [*>))+ = [а)+П[Ь)+
and

[aVb)+ =  ([a)A[b))+ = [a)+V[b)+.
Since Ф+ =  о>, it follows that a —[a)+ is an embedding of L  into F(F(F)). Further­
more, for F4B{F(L)),

F = F + + =  (V ([u): a£F +))+ =(T([a)+ : a £ F +).
Therefore, F is isomorphic to the meet dense sublattice F + = {[u)+: a^L) ofF(F(F)) 
under the embedding a-»[a)+.

To complete this part of the proof, we now show that B(F(L)) is the injective 
hull of F +. That is, we require B(F(Lj) to be an injective essential extension of F +. 
Since F(F(F)) is complete, it will be enough to show that it is an essential extension 
of F +. In other words, if 9 is a congruence on F(F(F)) such that 9\L+=co, then 
we require 0 = a>. To see this, suppose 9^0). Then the co-kernel of 0, namely 
[L]9, is non-trivial, since congruences on Boolean lattices are completely deter­
mined by their co-kernels. Suppose F£[F]0 and F ^ F . Then, for some a£F, 
[a)+£[F]0 where [u)+ ^ F ,  since F+ is a meet dense sublattice of F(F(F)). This 
contradicts 0iF+ = ca. Hence, 0 = cu.

Suppose now that F  is isomorphic to a meet dense sublattice of its injective 
hull BL. By the congruence extension property for distributive lattices, there is a 
congruence в on BL such that в\Ь=Ф+. We want to show that Ф+ — со. If Ф+^со, 
then 9 ^  со, and, since BL is Boolean, the co-kernel of 9 is non-trivial. Thus, for 
some b<zBL distinct from 1, bd[l]9. But F is a meet dense sublattice of BL and so, 
for some s£L, s ^  1 and a= 1(0) which is absurd since the co-kernel of Ф+ is 
trivial. Hence, Ф+ — со. □

For a bounded distributive lattice F, its ideal lattice is also a pseudocomple- 
mented distributive lattice. Let B{l(Lj) = \J*: Id7(F)} denote its skeleton, where 
* denotes the operation of pseudocomplementation (chosen to be consistent with 
(a]* = {C£F: аЛс=0}).
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Arguments similar to the above show that if Ф* = а>, then L  is isomorphic 
to a join dense sublattice of its injective hull BL. This time, the appropriate embedding 
is given by a-*(a]** which maps L  onto a join dense sublattice L** = {(a]**: a(-_L) 
of B[l(Lj). Furthermore, B(I(L)) is the injective hull of L**. Similarly, if L  is iso­
morphic to a join dense sublattice of its injective hull, then an argument using ker­
nels instead of co-kernels shows that Ф* =  ю. Consequently, we have

Theorem 5.1 (b). Let L be a distributive (0,1 )-lattice. Then Ф* = а> iff L  is 
isomorphic to a join dense sublattice o f its injective hull BL. □

Corollary 5.2. A countable distributive (0, 1 )-lattice is congruence uniform iff 
it is isomorphic to a join dense sublattice and to a meet dense sublattice o f its injective 
hull. □

Since B(F(L)) and B{I(L)) are both isomorphic to BL, we also conclude:
Corollary 5.3. For a distributive (0, \)-lattice, i f  Ф+ =  Ф* =  о>, then B{F(Lj)sí 

= B{I(L)). □
Although B(F(L))^B(l(Lj) for any finite distributive lattice, Corollary 5.3 

still reflects the Boolean nature of the lattices concerned. As the following example 
shows, an obvious attempt to sharpen it goes adrift.

Example 5.4. There exists a countable distributive (0, l)-lattice L  such that 
Ф+ = ф* = со but F(L)3kI(L).

Since со T 1 is complete and has the jump property, its interval topology is 
compact and totally disconnected. Let P=(co+ l)X((a + l) and define an order 
relation on P by (x , со) =5 (у, со) iff xsäy. Then P with the product topology т is 
a compact totally order-disconnected space. Let L  be the distributive (0, l)-lattice 
associated with the Priestley space (P, t).

Since the isolated points, each of which is both maximal and minimal, form 
a dense subspace, Ф+ = Ф* =  си.

Ideals (filters) of L  correspond to open (closed) decreasing subsets of P. If 
l£l(L), then the associated open decreasing set is U{T: a£l}  where, for a f l, 
A denotes the clopen decreasing set representing a. Thus, for I ,J£ I(L ) associated 
with open decreasing sets Q, RQP, respectively, I f J  iff Q^=R. Let /  correspond 
to the open decreasing set (co+l)Xco. Then [I)QI(L) is an co+l chain. On 
the other hand, if F£F(L), then the associated closed decreasing set is C\{A:a£F). 
Consequently, for F, GTF(L) with associated closed decreasing sets S, T. respec­
tively, FQG iff S ^ T .  If (со, ш)^5' or SlT((co+l)Xco) is infinite, then [F) 
contains an со* chain. Otherwise S  and, hence, [F) are finite. Either way, for any 
F£ F(F), [F )jé [/). □

Let us mention that we do not know, for example, whether every congruence 
uniform distributive (0, l)-lattice is isomorphic to a (simultaneously, meet and 
join) dense sublattice of its injective hull. Nor do we know whether a lattice that is 
isomorphic to a dense sublattice of its injective hull is necessarily congruence uniform 
(except, of course, in the countable case).

Rather than considering the effects of congruence uniformity on particular 
congruence relations of the lattice in question, one may consider the effect on well- 
defined subsets. We conclude with one such example.
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Lemma 5.5. For a distributive lattice L with a unit 1, each o f the following
(i) L is congruence uniform;

(ii) for a ,b£L  suchthat a ^ b ,  |[a, b]| =  |[ö)D[fe)+|;
(iii) Ф+=со 

implies the next.

Proof, ( i )—(ii). Let a ,b£L  satisfy az-lb and consider the principal con­
gruence в(а,Ь). It is easily verified that [a]Q(a, b) = [a, b] and [l]0(a, b)=[a)C\[b)+. 
If L is  congruence uniform, then \[а]в{а, b)\ =  \[1]в(а, b)\ and the claim follows.

(ii)—►(iii). Suppose Ф+^оз. Then, for some a,b£L  with a<b, [a)+ = [b)+. 
Whence, for c£L, aVc =  1 iff hVc= 1. In particular, if hVc= 1 for some c<  1, 
then a ^ c  and, hence, ct[a)C][b)+. Consequently, |[a)(T[h)+| =  |{1}| = 1 whereas 
\[a,b]\^2. □

Lemma 5.5, its dual, and Theorem 3.5 combine to give

Corollary 5.6. A countable distributive (0, 1 fla t t ice L is congruence uniform iff, 
for all a ,b£L  suchthat a ^ b ,

\[a,b]\ =  | [ а ) П т  =  |(Ь]П(ар|. □

We do not know whether Corollary 5.6 holds for any cardinality.
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SOME REMARKS ON GARAY’S CONJECTURE

M. MROZEK (Krakow)

1. Introduction

Let (X, d) be a metric space and let M Q X  be a compact subset. We will 
say that the function V : X ->-[0, °°) is distance-like with respect to M  iff it vanishes 
precisely on M  and {x„}QX, V(x„)-*0 implies d(x„, M ):=inf {d(xn, y)|y£M}-*-0.

We will say that the pair (X, M) or briefly M  satisfies the condition (G) iff 
for every function V: A—[0, °°) distance-like with respect to M  there exists a 
metric g o n l  equivalent to d such that

(1) q\m = d\M and \JxeX q(x, M) =  V(x).

В. M. Garay conjectured in [4] that the compact M  satisfies the condition (G) 
iff it is a retract of X. He also proved in [5] that the conjecture holds true in the 
planar case. In this paper we prove that every compact subset M  of a Banach space 
X  satisfying the condition (G) is acyclic in the sense of the Alexander—Spanier 
cohomology. This yields partial (positive) answer to Garay’s conjecture: Euclidean 
neighborhood retracts with commutative fundamental group satisfy the condi­
tion (G) iff they are absolute retracts.

Since the answer to Garay’s conjecture seems to be difficult in general, we 
introduce a stronger condition (G') defined below and show that in the finite dimen­
sional case Garay’s conjecture for the modified condition is true. This enables us to 
reformulate the original conjecture in terms of some kind of equicontinuity.

An important tool in the proofs of the above results is the projection of X  
onto M  along q (also called the nearest point map), i.e. a multivalued map which 
assigns to every point x£ X  the set of points у  in M  such that the distance from x 
to у  equals the distance from x to M. This map was implicitly used in a charac­
terization of retracts by Kuratowski (see [8]). The application of this map to the 
study of Garay’s conjecture seems to be an essential contribution of this paper.

2. A cohomological necessary condition for (G)

Let (X, II • II) be a fixed Banach space and for x, y£X  let d(x,y):=\\x—y\\ 
be the natural metric on X. Let q be any metric on X equivalent to d. If A Q X  then 
diame А, о(x, A), Ke(A, e) will stand for the diameter of A with respect to o, the 
distance from x  to A and the closed ball around A of radius e, respectively. For 
A, B ^ X  we will write

q(A, B):= {q(x , y)\x£A, y£B).
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The closed convex hull of A will be denoted by conv A and the family of all non­
empty subsets of A by 8P(A). The functors of singular homology, singular cohomology 
and Alexander—Spanier cohomology will be denoted by H, H* and H*, respec­
tively. All homology and cohomology will be considered with coefficients in the 
ring Z of integers. N will stand for the set of positive integers.

Recall that the set M  is called acyclic with respect to a particular homology 
(cohomology) if the zero-dimensional homology (cohomology) group is Z and the 
higher dimensional homology (cohomology) groups vanish.

The main result of this paper is the following

Theorem 1. Assume M  satisfies condition (G). Then M  is acyclic with respect 
to the Alexander—Spanier cohomology.

The above theorem provides strong limitations for the possible counter-exam­
ples to Garay’s conjecture. For instance no counter-examples can be found 
among spheres (compare also [2]), tori etc.

The proof of the above theorem will be given further on. Here we prove the 
following corollary, which gives the positive answer to Garay’s conjecture in a 
restricted case.

Corollary 1. Assume M C R " is an ANR-space with commutative fundamental 
group. Then M  satisfies condition (G) iff M  is an AR-space.

Proof. Garay implicitly proved in [5] that condition (G) is necessary for M  
to be an AR-space. Hence it remains to prove that this condition is also sufficient. 
Let M  satisfy (G). Then by the above Theorem, M  is acyclic with respect to Alexan­
der—Spanier cohomology. However in case of an ANR-space, which is locally 
contractible (see [1], Chapt. V, (2.6)) the Alexander—Spanier cohomology and 
the singular cohomology coincide ([10, §6.9, Corollary 5]). Thus M  is acyclic with 
respect to the singular cohomology. However, the singular homology of a compact 
ANR-space is of finite type (see [11]), so we can apply Theorem 12, §5.5 in [10] to 
obtain the short exact sequence

0 -  Ext(tf«+1(M), Z) -  Hq(M) -  Н от (НЦМ), Z) -  0

for # = 0 , 1 , 2 , . . . .  Putting Hq(M) = 0 for q > 0 and H°(M ) = Z in the above 
sequence, we get the following short exact sequences

0 - t f , ( A f ) - 0  for # > 0 ,  0 -  HU(M) -  Z -  0,

which show that M  is acyclic also with respect to the singular homology. In particu­
lar M  is arcwise connected (see [7], (10.6)) and by ([7], (12.2)) the Hurewicz homo­
morphism у : n1(M)^-H1(M ) from the fundamental group of M  to the first singular 
homology group of M  is an isomorphism and consequently n fM ) = 0. Now M  
is an AR-space directly by ([1]. Chapt. V, Theorem (10.8)).

By a multivalued mapping from X  to A ^ X  we mean a mapping F: X-+8P(A). 
We say that F is upper semi-continuous (u.s.c.) iff for every x0£X  F(x„) is compact 
and for every e>0 there exists r)>0  such that

d(x, x 0) <  ö => F(x) Q Kd(F(xo), e).
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By the diameter of a multivalued map F  with respect to a metric q we mean the 
number

diame F:= sup {diamB F(x)\x£X}.
Let g be a metric on X  equivalent to cl and let M  be a compact subset of X. 

D efinition 1. The multivalued mapping Fe}M\ X —M  given by 

Fe,M(x) := {yiM \o(x, у) = q (x . M )} 

will be called the projection of X  onto M  along g.

Lemma 1. The projection Fe>M is u.s.c.

Proof. Assume F := F e>M is not u.s.c. at some x0£X. Then there exists e > 0  
and sequences {x„}, {yn} Q X such that xn-»x0, yn£F(xn) and g(yn, F(x0j) =££. Using 
compactness of M  and taking subsequences if necessary, we can assume that {y„} con­
verges to some y0£M. Obviously o(y0, F(x0)) = e. Put r:=g(x0, M). We have 
g(x0, Уя)^1' because y0$F(x0). Thus /i : = q (x 0, y0) — r> 0. Choose an N £N such 
that g(xn, x 0)<p/6 and g(yn,y 0)<p/2 for n ^N . Then g(x„, М) = д(хп, уп)ш 
= в(хо’Уо)-в(хп>Хо)~в(Уп’У о)= г+ Ц -Т/2-ф = г+ р./3. On the other hand 
g(x„, M )^ g (x n, x0) + g(x0, M )Sr+ p/6< r + n/3, which contradicts the previous 
estimation. The proof is complete.

Let F: X ^ M  be a multivalued map. Define a new multivalued map 
Conv F: X ^ X  by

(Conv F)(x) := conv F(x),

where conv A denotes the closed convex hull of A.

Lemma 2. Assume F is u.s.c. Then Conv F is u.s.c. and 

diam,j (Conv F) S  diamd F.

Proof. Fix x0cM. The set conv F(x0) is compact by Theorem 3.25 in [9]. 
Take £>0. Then there exists <5>0 suchthat d(x, x0)<<5 implies

F(x) Q Kd(F(x0), e) C F d(conv F(x0), s),

Since the last set is closed and convex, we have also

conv F(x) Q Kd (conv F(x0), e).

which proves the upper semicontinuity of Conv F. The remaining inequality is 
obvious.

Proof of Theorem 1. Put V(x):=d(x, M ) and for any positive integer n let 
Vn(x):=min (F(x), l /и). Then for every n the function Vn is distance-like with respect 
to M, so we can find a metric g„ on X  equivalent to d and satisfying (1). Let F„ denote 
the projection of X  onto M  along gn. Observe that

(2) diam F„ s  2/и.
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In fact, fix x0€X  and take y\, y2£Fn(x0). Then

d{yi , У2) =  в Oi , Уг ) = в  O i , *) +  e (x, y2) =  2q (x , M )  =  2V (x) S  2/n, 
which proves (2).

By Lemma 2 condition (2) holds also for C„:=Conv Fn and consequently for 
any x£X, Сп(х)ЯК„(М, 2/n).

The following part of the proof is based on the idea of the map of cohomology 
groups induced by a multi-valued map (compare [6]).

Put U„\=Kd(M,2/n) and Г„:={(х, y)£X xU n\yeC„(x)}. Let pn: Гп^ Х  and 
q„: r„^-Un denote projections and 1: M-+X and i„: M-*Un denote inclusions. 
Set also cn: МЭх-*(х, х)£Гп. The last map is well defined because for x£M 
we have

Cn (x) = conv F„ (x) = conv {x} =  {x}.

Obviously t„ = qnocn and i=pnocn. Thus, applying the Alexander—Spanier co­
homology functor we get

H*( О  =  H*(cn)oH*(qn) and H*(i) =  H \c n)oH*(pn).
Let AQ X  be compact. Since p„1(A)Q A X C n(A) and C„(A) is compact by [6, (1.2), 
p. 25], we see that p~x(A) is compact, i.e. p„ is proper. Hence by [6, (1.7), p. 26] pn 
is a closed map. It has also acyclic fibres, because C„(x) is convex. Thus we can_apply 
the Vietoris—Begle Theorem (see [10], §6.9, Theorem 15) to conclude that H*(p„) 
is an isomorphism. Since X  is contractible we get for 0 that Hk(X) = 0 and 
consequently that Hk(i) = 0. Hence
(3) Hk( О  =  Hk(i)oHk(pn) - 1oHk(q„) =  0.

By Tbeorem 2, § 6.6 in [10], M  is a taut subspace of X, i.e. H*(M) is the direct 
limit of H*(U„). This together with (3) shows that Hk(M) = 0 for 0. Part (A) 
of the proof of Theorem in [5] can be adopted without change to show that M  sat­
isfying (G)is connected. Thus it follows from ([10], § 6.4, Corollary 7) that H°(M) = Z 
and the proof is finished.

3. A reformulation of Garay’s conjecture

From now on we assume that X = E  is a finite dimensional Euclidean space, 
Ц.Ц stands for the Euclidean norm on E and d(x, y ):= ||x—y|| is the corresponding 
metric. Denote by . // the family of all metrics on E  equivalent to d and by ,rJ (M )  
the family of all functions on E  which are distance-like with respect to M.

We will say that the the family {q,\i£I}Q JÍ  is uniformly weak with respect 
to d iff for every e>0  there exists a <5>0 suchthat

d(x, y) <  5 => g,(x, y) <  e for all i£/.

We will say that the compact M Q E  satisfies condition (G') iff for every equi- 
continuous family {V,\i£l}Q ^(M ) one can find a corresponding family 
{é> , | which is uniformly weak with respect to d and satisfies condition (1) 
with V and q replaced by V, and n, respectively.
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We have the following
Theorem 2. A compact M Q E is a retract of E iff it satisfies (G').
Before proving the above Theorem we state the following obvious

Corollary 2. Garay’s conjecture holds true in E iff conditions (G) and (G') 
are equivalent. (Note that (G') always implies (G)J.

The proof of the theorem is based on the following Lemma and Proposition.

Lemma 3. For every compact retract M  o f E there exists a retraction r : E->-M 
which is uniformly continuous.

Proof. Fix any retraction r1: E-*M, take r > 0  such that 

M g  A := {xeE\d(x,0) s  s}
and put

(x for x£A
p : E Эх ,Ijx/||jc]| otherwise.

Since p is Lipschitz continuous with constant 1, the mapping r:=i\\Aop is the 
required uniformly continuous retraction.

One can easily prove the following

Proposition 1. Assume {A,,} is a sequence o f subsets o f a compact set M  such 
that diamd Al:-+0. Then there exists a subsequence {C„}Q{A„} which converges 
to a point q fM  in the sense that for all s > 0 there exists an N£N such that 
d(q, C„)<e.

Proof of Theorem 2. Assume M  is a retract of E. By Lemma 3 we can take a 
retraction r : E ^ M  which is uniformly continuous. Assume {Vfi£l}Qsd (M ) is 
equicontinuous. Following Garay’s paper [5] define for x ,y £ E  and г£/

dfix, y) := min {1, d(x,yj), Щх):= min {1, Vfx)},

aL(x, y):= sup {\Щ(х)Ах(х, z)-H{(y)d1(y, z)\: z£E),

b(x,y):= d(r(x),r(yj)
and

Q,(x,y):= max{\V,(x)-V:(y)\, a,(x,y), b (x ,y )}.

Like in [5] one can verify that {q,\i£I}QJ?  and (1) is satisfied with о, V replaced 
by 0i, V, for all id I. resp. The fact that the family {uJiG/} is uniformly weak 
with respect to d follows directly from the fact that r is uniformly continuous and 
the family {V,\i£l} is equicontinuous. This finishes the first part of the proof. 

Now assume M  satisfies (G'). Let V(x)\=^d(x, M) and, for n£N,

V„(x):= min {V(x), l/n}.

Obviously the family {V„} is equicontinuous. Thus we can apply condition (G') to
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find a corresponding family of metrics {g„}. Take a compact ball В such that M<=B 
and consider the projection of В onto M  along g„ given by

F„: ВЭХ -  {y£M\Qn(x,y) =  q„(x , M)}.

Observe that for xd.M and any ndN we have

(4) Fn{ x) = {x}.

Fix n£N and xdB  and take y \, уг€Е„(х). Since F„(x)^M we get from (1) that 

d(yx, y2) = Q„(yi, y 2) =  Q n (y i ,x )  +  Qn( x ,  y.2) = 2Vn(x) =  2In.
Thus
(5) sup {dian^^Wl.vti?} — 0.

We will show that the sequence {/%,} is equicontinuous in the sence that for 
every £>0 there exists an N dN and <5>0 such that for n ^ N

(6) d(x, y) <  Ő = >  d(F„(x), F„(y)) <  £.

To this end take a>0 and, using the fact that the family {p,,} is uniformly w7eak 
with respect to d, find <5>0 such that

d(x, y )  < <5 => Q„(x, y) <  e/3 for all ndN.

Let NdN be such that 1 / N s e /З. Take x1; x2dB  such that d(xl t x2)<<5 and let 
У id F(Xi) for i = l , 2 .  Then for n ^ N  we have

d{Fn(xi) . F„(x 2)) ~  d(y1, y 2) =  Q„(yi , y2) =S

=  Q„ O i, W) + 6„ (-Vi, *2) + вп (x2 , У  г) <  1 /N+e/З + l /ЛГ ^  £.

Thus (6) is proved.
Since every metric compact space is separable (see [3], 4.1.18) we can find 

a countable set A = {an}QB such that A is dense in В and 4 П М  is dense in M. 
By the Proposition and condition (5) we can find a subsequence which
converges at ax to a point of M. Recursively, we can find a subsequence {Fjk+ !,}i= 
= which converges at points u,, a.,, ..., ak + l . Then the diagonal sequence
{G„}:={F„(n)} is a subsequence of the sequence {/,,} and it converges at a„ to a point 
f(a„)dM for all natural n. Thus we have defined a function f  : A —M. It follows 
directly from the equicontinuity of the sequence {F„} that the function/is uniformly 
continuous on A. This means that for two closed, disjoint subsets M1, M2 of M  
the closures of and / - 1(M2) in X  are also disjoint. Thus, (by [3], 3.2.1
and 2.1.9) f  admits precisely one continuous extension г : В -► M. It follows from 
(4) that for x€ ,4 (T M we have f ( x ) —x, hence r\M = \áM. This means that M  is a 
retract of B. Since В is a retract of E, Theorem 2 is proved.
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A NOTE ON EUCLIDEAN RAMSEY THEORY 
AND A CONSTRUCTION OF BOURGAIN

N. ALON and Y. PERES (Tel Aviv)

1. Qualitative facts

Let v be a fixed unit vector in a Hilbert space Q. Denote 

Qc = {coed\(v,o)  =  c, |M| = 1}

for a real 0<c-=l. Bessel’s inequality implies that any orthogonal sequence in Qc 
is finite. Thus, Ramsey’s theorem implies

F act 1. From any infinite sequence {«„}“= i in Qc an infinite subsequence can be 
extracted, with no two vectors orthogonal.

We will be interested in the “size” of the subsequence which can be extracted, 
especially when a further restriction is put on the sequence {co„}. In particular, we 
show that a subsequence of positive density cannot always be extracted.

D efinitions. I. A sequence of vectors {w„} in a Hilbert space is stationary if 
(coi+„, coJ+n) = (a)i, C0j) for all /,./, n.

II. A set of integers H e  N is a Van der Corput set if every probability measure 
// on the circle satisfying fi(h)= Je~Mdfi(t)— 0 for every hdH  satisfies g{0} = 0.

III. A set of integers He:N  is a Poincare set if for every set S c N  of positive 
density, H  intersects the difference set S —S. (For an alternative ergodic theory 
definition see [3].)

Kamae and Mendes France [5] proved that all Van der Corput sets are Poin­
care sets. Recently, J. Bourgain [1] has proved that the reverse implication does not 
hold. This implies

F act 2. There exist a 0 < c < l and a stationary sequence o f vectors {«„} in 
Qc such that for any 5  c  N o f positive density, co„±a>m for some m, n£S.

P roof Let H  be a Poincare set which is not Van der Corput. There exists a 
measure p for which ß(n) = 0 t /n f j f  and /({0} =  c->0. Let Q be the Hilbert space 
L2[0, 2n). Let con(t)= eM, and denote

Clearly o t f  Qc. For any sequence 5 c N  of positive density, some m, n^S  sat­
isfy т —п£Н and hence fl(m — ri)={wm, co„)=0. □
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Bourgain’s construction is difficult; thus we note
Fact 3. From any sequence {a>„} satisfying the conclusion o f Fact 2, one can 

easily construct a Poincare set which is not Van der Corput.
Proof. By the stationarity of {con}, the sequence {(a>„, co0}} is positive definite, 

so by Herglotz’s theorem [6], there exists a positive measure /< on the circle, such 
that ß (rí) =  (tu,,, co0) for all n. From (con, v) = o 0 it easily follows that /r{()}=-(). 
(Indeed, {con—cv} is stationary and hence there is a positive measure v so that
i)(n)={(o„ — cv,w0—cv) = ß(ri)—c2. This implies fi = v + c2S0 and p{0}ёсг.) Thus 
H={n=-0\ß(n)=0} is the desired Poincare set. □

If we ignore the geometry and concentrate on the combinatorics of Fact 2, 
we get

Fact 4. For some K„, the edges o f the complete graph on N can be 2-coloured 
so that

I. there is no white Clique o f size K0,
II. there is no black Clique o f positive upper density, and

III. the colouring is stationary: {/, /} and {i+n,j+n} are coloured identically.

H. Furstenberg and B. Weiss [private communication] have given an elegant 
example which shows Fact 4 with Kn = 3: Colour {/,_/} white if for some integer 
x, i—j= x s, black otherwise. There is no white clique of size 3, because of Fermat’s 
last theorem with exponent 3; there is no black clique of positive density because 
the set (x3}x€N is a Poincare set (see [3]). □

2. Two Ramsey-like functions

D efinition . For 0 < c < l ,  define a function Лс: N —N as follows: Ac(k) is 
the minimal N  such that from any stationary sequence {cu„|0Шп-^N} in Qc, к 
elements can be extracted, no two of which are orthogonal. Fc(k) is defined similarly, 
without the stationarity constraint.

Clearly ЛС̂ Г С.

Fact 5. Fc(2) =  Tc(2) =  [C- 2j + 1.

Proof. Put fV=jVc = [c_2J + 1 and d= \  1 — (TV— l)c2. Let A be an orthogonal 
JV by N  matrix whose first column is the vector (c, c, ..., c, d). Let v be the N-di­
mensional vector (1, 0, ..., 0), and let w0,...,a>N_2 be the first JV—1 row vectors 
of A. Clearly o)„dQc and (con, <um) =  0. Thus FC{2)^A C(2)>N— 1. It remains 
to show that TC(2)^JV. Indeed, if this is false, there are JV orthogonal vectors 
{co„|0s«<JV} in Qc. Bessels inequality \(v, cu;) |2 =  cs -JV>l gives the
desired contradiction. □

Fact 6. Fc(k):^ R(NC. k) where R(N, k )^ | д ,_  j I is the Ramsey number 
corresponding to N and к (see [4]).

This is immediate from Fact 5. □
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The upper bound above is not tight. For Ac we do not have a better upper 
bound. Regarding lower bounds we note

Proposition 1. Лс(к) does not increase linearly with k,for some 0 < с < I .
Proposition 2. There exist 0< c< 1, 0£>1 and an increasing sequence {/с,|/ёг 1} 

satisfying Гс(к,)ё~к1 for all I.
Proposition 1 follows from Fact 2; Proposition 2 is a consequence of the fol­

lowing result, due to Frankl and Wilson [2]:
Theorem. [2]. LetFF be afamily o f subsets o f { 1 , . . . , « }  such that for every F £  F F ,  

|F |=/c, and let q< k be a prime power. I f  every different F,Ff_iF satisfy \ FC\ F'\ f

^  к mod q then \^ \  =

Proof. Denote n = 2\ N= and let {Т}}^=1 be all subsets o f  { ! , . . . , « }

of size — . Define vectors {cu,}-  ̂ in R" by
О

wi = n~1/2(2 • lfj— 1)
where 1P is the indicator vector of F.

Define also v= — n~1/2 (1, 1, ..., 1)£R". For l ^ i s N  we get

M l  =  I K I I  =  1 , M  « i>  =  - J  =  c ,

C0 i±a>j <=> \Ff\Fj\ =  n/8 = (mod .

4=-^  is a power of 2. Thus the theorem cited above shows that any subset S' of
{cüj, ..., c%} which does not contain orthogonal vectors, satisfies

where h(x) = — x log x —(1 — x) log (1 — x) is the binary entropy function. Any x 
smaller than the entropy ratio above will do. □
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A THEOREM ON ANTI-INVARIANT MINIMAL 
SUBMANIFOLDS OF AN ODD DIMENSIONAL SPHERE

M. KON (Hirosaki)

Introduction. Let M  be an (n + 1 )-dimensional anti-invariant submanifold, tan­
gent to the structure vector field £, immersed in a (2n+l)-dimensional unit sphere 
S'2"4"1 with Sasakian structure ((p,b,t],g). We put TX(M)* = (p2Tx(M)=Tx{M) — {b}, 
where TX(M) denotes the tangent space of M  at a point x. We consider the restric­
tion of the sectional curvature К  of M  to TX(M)* for each x, which will be denoted 
by Kh and called the horizontal sectional curvature of M. If the second fundamental 
form of M  vanishes on TX(M)* for each x, then M  is said to be totally contact ge­
odesic (cf. [2]). In this paper, we will prove the following result, which corresponds 
to a theorem of Urbano [1].

T heorem. Let M  be an (n+l)-dimensional compact anti-invariant minimal sub­
manifold immersed in S'2"+1 tangent to the structure vector field b o f S2n+1. I f  K h>  0, 
then M  is totally contact geodesic.

1. Preliminaries. Let S'2"+1 be a (2«+l)-dimensional unit sphere with Sasakian 
structure (cp, b, t], g). Then the structure tensors satisfy

cp2X  = -X + r,(X )b , <pb= 0, >?(<K)=0, 4 (0  =  1, 
g(cpX, <pY) = g(X ,Y )-ri(X )t,(X ), tj(X) = g(X, b),

Vx b = <PX, (Vx (P)Y  = -g (X ,Y )b + t1(Y)X
for any vector fields X  and Y  on 5’2n+1, where V denotes the operator of со variant 
differentiation with respect to the Levi—Civita connection of S'2'1*1. Let M  be an 
(n + l)-dimensional submanifold immersed in 5,2n+1. We denote by the same g  the 
induced metric on M  from that of S2n+1, and by V the operator of covariant dif­
ferentiation with respect to the induced connection on M. Then the Gauss and Wein­
garten formulas are respectively given by

VXY =VxY+ B(X ,Y) and VxV = - A v X+Dx V
for any vector fields X, Y  tangent to M  and any vector field V normal to M, where 
D denotes the operator of covariant differentiation with respect to the linear con­
nection induced in the normal bundle of M. We call A and В the second fundamental 
form of M  and they satisfy g(B(X, Y), V)=g(Av X, Y). We denote by VB the 
covariant derivative of В and we define the second covariant derivative of В by

(V2B)(X, Y, Z ,W ) = DX((VB)(Y, Z ,W )) — (VB)(VXY, Z ,W )~
~(VB)(Y, VXZ, W )-(V B )(Y ,Z X x W) 

for any vector fields X, Y, Z  and W  tangent to M.

5
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Notice that В and VB are symmetric. Let R and R1- denote the curvature ten­
sors associated with V and D, respectively. Then we have
(1.1) {V2B)(X ,Y,Z, W) =  (V2B)(Y, X ,Z , W)+ Rx (X, Y)B(Z, W )-

-B (R (X , Y)Z, W )-B (Z , R(X, Y)W).
Suppose that M  is tangent to the structure vector field £ of S2n+1 and anti­

invariant with respect to cp. Then q>Tx(M )=Tx(M )± for each xdM, where TX(M) 
and T^M)-1 denote the tangent space and normal space of M  at x, respectively 
(see [2], [3]). Then the second fundamental form of M  satisfy

(1.2) VYc =  0,
(1.3) B(X, c) = <PX, B (q, 0  = 0 
for any vector field X  tangent to M. Moreover we have
(1.4) Dx <pY = <pVxY, A9XY = -< pB (X ,Y )+ g(X ,Y )Z -r,(X )Y  
for any vector field X and Y  tangent to M. Further
(1.5) AvX Y  =  AipY X
for any vector fields X  and Y  tangent to M  and orthogonal to Q. From these equa­
tions we obtain
(1.6) g(R±(X,Y)(pZ, cpW) =  g{R(X,Y)Z, W)
for any vector fields X, Y, Z  and W tangent to M  and orthogonal to

2. Proof of Theorem. Let UT(M) be the unit tangent bundle of M. Define a func­
tion / :  U T(M )-~R by f(v)=g(B((p2v, cp2v), <pv)=g(B(v, v), <pv)-2q(v)g(<pv, <pv). 
Since UT(M ) is compact,/attains the maximum at a unit vector v tangent to M  at 
a point x. For any unit vector и tangent to M  at x, let <x(t) = {y(t), V(t)), — <5)
be a curve in UT(M) such that y(t) is the only geodesic in M  with y(0) = x and 
y'(0) = u, and V(t) the parallel vector field along у with V(0)—v. Then, using (1.2) 
and (1.4), we obtain

0 =  dfy(u) = 0d/dt)g(B(V(t),V(t)), <pV(t))(0) = g((VB)(u, v, v), cpv).
From (1.2) and (1.4) we also have
(2.1) 0 ' d-fv(u, u) = g((V2B)(u, и, V, v), (pv).
Now suppose that v is orthogonal to £• Then (1.1), (1.5) and (1.6) imply 

g((V2B)(u, u, v, v), (pv) =  g((V2B)(u, v, u, v), cpv) =
= g((V2B)(v, u, u, v), (pv) + g(R-L(u, v)B(u, v), (pv)-  

-g (B (R (u , v)u, v), (pv)—g(B{u, R(u, v)v), (pv) =
= g((V2B)(v, v, u, u), (pv)+2g(R(u, v)v, (pB(u, v))+g(R(u, v)u, (pB(v, v)). 

Substituting this equation into (2.1), we obtain
(2.2) 0 ;■: d2f v(u, u) = g((V2B(v, v, u, u), (pv)+2g(R(u, v)v, (pB(u, v)) +

+ g(R(u, v)u, cpB(v, v)).
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Let UTX(M ) be the fiber of UT(M ) over x. Then J \UTX(M) attains the maxi­
mum at v orthogonal to £ by the definition off  and so, if ß(t), t£(—ő, <5) is a curve 
in UTX(M ) such that ß(0)=v, \ß'(t)\ = \ and ß'(0)=u, where и is orthogonal to 
we have, by (1.5),

(2.3) 0 =  d{f\UTx = (dJclt)g(B(ß(t), /1(0), #40)(0) = 3g(B(v, v), cpu) 
and
(2.4) 0 is йР(/|С/Тл(М))„(М, и) = 6g(B(ß'(0), #  # '(0 ))  + 3 g (ß #  *), #"(0 )) =

=  6g(B(u, v), q>u)-3g(B(v, v), cpv) = 6g(B(u, и), (pv)—3f(v).
Since (2.3) is true for any unit vector и orthogonal to v and £, we have f?(a, p) = 
=f(v)cpv, and hence, g(Avvv, u)= 0 for any unit vector и orthogonal to v and £ and 
g(Avvv,v)=/(v). Here, choose an orthogonal basis {<!;, e ,,..., <?„} of TX(M) for which 
g(Avvei, «?,)=/), (/"= 1, и), h„—f(v), g(A,pveh eß) = 0 ( /# ) •  Then (2.4) gives
(2-5) f ( v ) -2 h t ^  0
for each /(=  1, «—1). Therefore, from (1.3), (1.4), (1.5), (2.2) and given that M
is minimal, we obtain

O s  i  d2/# , . ,  #  =  2 ’1 # / # - 2# .
i=l i=l

Since K h>-0, it follows that h =f(v)l2 for /=  1, ..., n — 1. Thus we have 0=trace # „ =  
= (« +  !) /(p)/2, from which f(v)=  0. From the definition of/ we see that f ( —u) — 
= —f{u). Since v is a maximum for / ,  we have /= 0 . Moreover, by a method quite 
similar to that used to obtain (2.3), we have B(v, r) = 0 for any vector v orthogonal 
to £. Hence M  is totally contact geodesic.

R emark. Let RP" be a real и-dimensional projective space of constant curva­
ture 1 imbedded in a complex «-dimensional projective space CPn with constant 
holomorphic sectional curvature 4 as an anti-invariant and totally geodesic sub­
manifold. Then the circle bundle (RP", S1) over RP” is a totally contact geodesic 
anti-invariant submanifold of 5'2л+1 (see [4, p. 148]).
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LOTS AND GO SPACES

C . R . B O R G E S  (D av is)

If S  is a linear order on a set X, we let r(=) denote the topology on X  which 
is generated by all the open intervals ]a, b[ = {x£X\a<x<b). A space (X, r) is 
said to be weakly orderable (called KOTS in [7]) if there exists a linear order 
on X  such that t ( s ) c t . (Clearly, a compact KOTS is a LOTS.)

For our purposes, it suffices to recall that GO-spaces are characterized as 
topological subspaces of LOTS; therefore, it is easily seen that GO-spaces are KOTS. 
The behavior of GO-spaces is amazingly different from that of LOTS, except when 
they are connected or compact (in either case they are LOTS). Our results prove 
that connected and locally connected KOTS are LOTS, but connected KOTS may 
fail to be LOTS.

The following result has several interesting applications which include simpler 
proofs of known results.

T h e o r e m  1. I f  a LOTS (E, p) is connected then it is maximally connected and 
locally connected.

P r o o f . First, let us recall that a connected LOTS is locally connected. (See, 
Proposition 1 in the Appendix or Corollary 2.3 and Theorem 4.2 of [3].) Let 
j: Хч-~<-Е be a continuous bijection from a connected and locally connected space 
X, and let us prove that j  is an open function: Assume U is an open connected sub­
set of X  such that j(U ) is not open. Then, since j(U) is connected, we get that j(U ) 
is a (bounded or unbounded) interval with an endpoint which is not an end of E. 
Then, letting A=j{U) and p(A) be the simple extension of p by A (see [1]), we 
get that j:  A—(E, p(A)) is still a continuous bijection, which leads to a contradic­
tion, since (E, ju(A)) is not connected (if A = [a,b[ then [a,N  and ]-«-,a[ dis­
connect (E, p(A)); the remaining cases are similarly resolved). Since X  is locally 
connected it then follows immediately that j  is an open continuous bijection; hence 
j  is a homeomorphism.

Consequently, by Theorem 4.1 of [2], p is a maximally connected and locally 
connected topology.

Example 5 shows that the euclidean topology of the real line is not a maxi­
mally connected P-topology, where P stands for a variety of topological prop­
erties.

The proof of Theorem 1 automatically establishes an equivalent formulation of 
this result which appears more convenient.

T h e o r e m  Y. Let j:  X-»E be a continuous bijection from a space X  to a LOTS 
E. I f  X  is connected and locally connected then j  is a homeomorphism and E is locally 
connected.



7 0 C. R. BORGES

It is known that connected GO-spaces are LOTS (e.g. Lemma 6.1 of [5]; it 
also follows automatically from Theorem 1.13 and 1.14 of [4]); hence, connected 
GO-spaces are automatically locally connected. It is therefore noteworthy that the 
space M  of Example 5 is a connected KOTS which is neither locally connected nor a 
LOTS (nor a GO-space).

Theorem 2. A connected and locally connected KOTS (X, r) is a LOTS.
P r o o f . Let g  b e a  linear order on X  such that r ( g ) c i ,  Then the iden­

tity map j: (X, t) — (T, t( = )) is continuous. Therefore, by Theorem 1', /is  a hotneo- 
morphism.

Theorem 3 (Theorem 4.2 of [3]). Let (X, t) be a connected 7j -space in which 
there exist two nests o f open sets A£ and 01 such that T£ Uá? generates a 7) -topology 
on X. Then X  is locally connected i f  and only i f  T£\A0t. is a subbase for the topology 
o f X.

P roof. By Lemma 3.1 of [3], (X, i)  is a KOTS. By Theorem Г, (X, r) is a 
connected and locally connected LOTS if and only if (X, z) is locally connected. 
This completes the proof.

According to Michael[6], if t# c2 i  and A: ^  — X  is a continuous function 
such that Л(А)€А, for each then A is called a selection for X. Michael [6]
essentially proved the following result (see Lemmas 7.2.3, 7.4.1 and 7.5.2 of [6]).

Proposition 4 (E. Michael). For any Hausdotjf space (X, t), (d)=s(c)=>-(b)-=>(a). 
I f  X  is locally connected or connected then (a), (b) and (c) are equivalent. I f  X is also 
compact then (a), (b), (c) and (d) are equivalent.

(a) There exists a selection f :  &ri(X)-+-X,
(b) There exists a selection A: C(X)~-X,
(c) There exists a linear order on X  such that the order topology is coarser than z 

(i.e. X is a KOTS),
(d) X is a LOTS.

Remark. From Theorem 2 and Proposition 4 one immediately gets that con­
ditions (a)—(d) of Proposition 4 are also equivalent in any connected and locally 
connected space.

Surprisingly, there exist er-compact metrizable spaces for which conditions 
(a)—(d) are not equivalent.

Example 5. Let M be the subspace of the euclidean plane defined by

M  — {(*, sin |0 <  x <  1 j u  {(0 ,0)}U j |v ,  sin I — 1 <  x  <  o j.

Clearly, M  is connected but not locally connected (at (0, 0)) and M  is a u-compact

metrizable space. The function n: M -]  —1, 1[, defined by n | |x ,  sin j =.v, is
clearly a continuous bijection which is not a homeomorphism (since ] — 1, 1 [ is 
locally connected).
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Since ] — 1, 1 [ is homeomorphic to E 1, Example 5 shows that
(i) The euclidean topology of the real line is not a maximally connected regular 

(n o rm a l,L in d e löf, metrizable) topology, since the topology of ] — 1, 1 [ is 
strictly contained in the quotient topology t n and (] —1, 1[, r„) is homeo­
morphic to M,

(ii) M  satisfies condition (c) of Proposition 4 but M  is not a LOTS: For
x ,y£M , let provided that n(x)s2n(y). Then the si-topology on M  is
{n~1(U)\U is open in ] —1, 1[} which is coarser than the euclidean topology on M. 
Therefore, M  satisfies condition (c) of Proposition 4. However, M  is not a LOTS, 
since it is connected but not locally connected.

Appendix

The following result is folklore but there appears to be no elementary proof of it. 
Here is one.

P roposition 1. I f  (X , t) is a connected LOTS then X is locally connected.
P roof. Let :i be the linear order on X  which generates t . Suppose X  is not 

locally connected. Then there exists ] a , i i [ c l  which is not connected; say, ]a, b[ = 
= UÖV  suchthat U ,V ft  and (7ПЕ=0. Pick c,df\a,b\ such that c£{7 and 
deV- say c<d. Then U' = (Un[c, r f ] ) U ] c[ and V '= (vr\[c, rf])U]d, - [  are 
open disjoint subsets of X  such that X=C/'U V', a contradiction.
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ON ESSENTIAL RIGHT CONGRUENCES 
OF A SEMIGROUP

R. H. OEHMKE (Iowa City)

1. Introduction

In ring theory one can give several approaches to the introduction of the con­
cept of semisimplicity and a large number of equivalent formulations of this con­
cept [5, 13]. Analogues of some of these formulations have been made, and studied, 
for semigroups [4, 6, 7, 8, 10, 11, 12] in terms of ideals or congruence relations. It 
seems possible that suitable and effective analogues can be made for each of these 
ring theoretical formulations in terms of congruence relations. However, unlike 
the situation for rings most of these analogues give inequivalent formulations in 
semigroups.

One of the weakest of these is the nonexistence of a proper, essential right 
congruence. A right congruence q in a semigroup S is essential if for any right 
congruence a we have gfl <r =  / (the identity relation) implies a= i. The main 
result of this paper is a characterization of semigroups with the d.c.c. on right ideals 
and having no proper essential right ideals and having no proper essential right 
congruences.

The first step in this characterization is a description of the lattice of right 
ideals in such a semigroup. Our results of this description in Section 2 should be 
compared with the work of Feller and Gantos [2] and Fountain [3]. While the class 
of semigroups studied in these two papers are defined quite differently than the 
class in this paper there is a striking similarity in the results; thus, suggesting a com­
mon area of investigation.

In the subsequent sections the main technique used is the examination of a 
selection of proper right congruences and the implications on the multiplicative 
properties obtained from the assumption of nonessentiality.

2. Necessary conditions

We shall assume our semigroup S  has an identity element 1. A right congruence 
on S' is an equivalence relation a such that if a relates a and b (written a a b) then 
for any c£S we also have (ac) a (be). Two distinguished right congruences are 
present in every semigroup: z, the identity relation, and v, the universal relation. 
They are defined by

a lb  <=> a = b, av b о  a, b£S.
Right congruences are ordered in the same way as equivalence relations are ordered. 
We write a ^ß . The intersection and union of two right congruences a and ß are 
written respectively as а П ß and aU/i. The intersection of a and ß is their inter­
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section as equivalence relations. Their union is the smallest right congruence that 
contains both oc and ß. It is clear that the union is well-defined.

A right congruence a is said to be essential if for every right congruence а И z 
we have x D a ^  Z .  Clearly, v is an essential right congruence. We say a  is proper 
if er^v.

Let Qj be the class of semigroups with an identity element 1 and having no 
proper essential right congruences.

Theorem 1. Let S be a semigroup in Sh. Every right ideal o f S is generated 
by an idempotent: i.e., i f  J  is a right ideal o f S then there is an idempotent m such that 
J = mS.

Proof. Let J  be the set of all right ideals of S  not generated by an idempotent. 
Assume J  is not empty. We can partially order . /  by inclusion. Let SP be a linearly 
ordered subset of J . Let 7= U£P. Clearly, 7 is a right ideal of S. If I=mS  for 
some idempotent m then m dl and mdja for some Ia is if. But then mSQI„QI=mS. 
Therefore m S —Ia and I / i J  ■ This, of course, is a contradiction, so we must 
assume IdJ".

With the assumption that .J  is not empty we can apply Zorn’s Lemma to ob­
tain a maximal element 1 of J . Let q be the right congruence defined by a о b if 
and only if

{w: audl} = {r: bvdl}-
Assume о is a right congruence distinct from z and such that стПe= Z.

Let a a b and udS where aud.1 and budi. Such a pair must exist since 
сгПe=  Z. We have audauS and therefore ai/SU Tfi. Thus, auSUId.f since 
I  is maximal in . f . Therefore there must be an idempotent m such that auSU / — mS. 
Either mdauS or mfl- If mf_I then m S f l f m S  and m S= I, a contradiction. 
So we assume mdauS and let aus — m. Recall that budi implies i=busdL Now 
since a о b we have (aus) о (bus) and m a i. Therefore (mi') a (ii') for all i'd l. 
But IQmS  and m is a left identity for mS. Thus mi'—i', (i') n (ii') (since V and 
ii' are in 7) and also i'a ii'. However, we must then have i '= ii ' since дГ}о = L. 
This says that i is a left identity for I, /*=/ and iS=I. Again, we have a contradic­
tion. Hence we must have У  empty and thus every right ideal is generated by an 
idempotent.

Theorem 2. Let S be a semigroup in 3 > .  The set of right ideals o f S is linearly 
ordered by inclusion.

Proof. Let J  and 7 be two right ideals. The right ideal J U I  is generated by 
an idempotent m; i.e., mS—J(JI. But then mdJ or mdL It follows that either 
J = mS or I= m S  and either IQ J  or JILL

The next theorem shows that every right ideal that is not minimal has an im­
mediate predecessor.

Theorem 3. Let S be a semigroup in S. I f  J  is a right ideal that is not minimal 
then there is a right ideal К o f S  such that for any right ideal I  we have J L IL K  im­
plies I= J or I —K.

Proof. Let J=m S  and Um = {x: x S —mS}. Let K = J —Um. If udS  and 
kdK  then kudJ since/ is a right ideal. If kuS=m S  then there is an sdS  such
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that kus=m. But then m fkS , kS= m S  and kf_Um. Since this is a contradiction 
we must have ku§_Um. Hence К is a right ideal. But m i К so J ^ K .  Now assume 
J l f l l f K  and I f K .  Let I= tS  where t is an idempotent. Since t f j  and t$K  
we must have tfU m. Therefore tS= J  and /= ./. This completes the proof of the 
theorem.

It is now clear that if S is in Q) and if the sets Um are defined as above then S  is 
the disjoint union of the s.

3. The descending chain condition

We let f  be the subclass of of all semigroups that have the descending chain 
condition on right ideals.

By the results of Section 2, for semigroups S  in ^  we have a finite chain

s = / » i A i . . . i  I,
of right ideals of S, each right ideal of S  is in this chain and each right ideal is gen­
erated by an idempotent.

We let и. be the set of generator of /,. So Ut contains an idempotent and Ii+1 = 
Therefore Ut — It and S = U fM x= U f)U fM .1= U fd ...f)U t.

Theorem 4. I f  S  is a semigroup in then every right ideal is two-sided.
Proof. Let i be the largest integer such that there is a u f Ut and a v f l i+1 

such that uv is an idempotent e of U,. Assume vfU j where i-cj and assume /'is 
an idempotent of Uj. Since f= e S  and f f f  we have ef=f. We need the fol­
lowing lemma.

Lemma. I f  w fU j then uwfU,.
Proof. We first prove this result for w—f .  We have (uf)v=u(fv)=uv=e. 

Therefore /■=eSQ ufS f  /, and ufi U,. If w£Uj there exists a у such that w y= f 
But then uwy=uf£Ui. Therefore we must have uwiUt and the lemma holds.

To return to the proof of the theorem we assume v and f  are as above. Since 
v£ fS= Ij wemusthave v f i f .  Assume vf£ Uj. By the lemma we then have u(vf) = 
= £/. But u(vf)=(uv)f=ef=fiU{. Hence we must have vfi Uj, i.e., if£Uk for 
some к >/. Let g be an idempotent of Uk. We have (fu)(vf) = f(uv)f=fe f= ff= f. 
But then fu iU j and vf£Uk. This contradicts our choice of i. Hence for every i 
and every uiU t and every idempotent e in Ut we have uv=e only if viU r for 
some r ^ i .

We are now ready to show f  is two-sided. Let w £f, u i f  and u w $ f. (This 
would contradict/; being a two-sided ideal.) Then uw£Uk for some к --i. There­
fore, if g is an idempotent of Uk there exists an x in S such that (uw)x=g and 
{gu)(wx)=g. But gu£Uk and wxi f .  Hence we contradict the result of the above 
paragraph. Thus f  is a two-sided ideal of S.

Corollary. I f  i f j ,  then U jU jfU j. In particular, Uj is a subsemigroup.

Proof. Assume s£ Uh v f Uj. Select idempotent /  and e, respectively, in Ut 
and Uj. Let и and t be elements of S  such that st =f  and vu—e. Since eS is a
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two-sided ideal, te is in eS  and thus e(te)~te. But then (se) (te)= s (ete)=ste=  
=fe=re. We also have e(se)=se so setU j. Now consider (sv)u=s(vu)=se(L Uj. 
Also, sv=s(ev)=(se)v£eS. Therefore we must have svf_ Uj and UtUjQUj.

Theorem 5. I f  S  is a semigroup in <€ then for each i we have Ui is a right group.

Proof. Let ut Ut and e an idempotent in Ut. There exists an s in S  such 
that us=e. Assume s£Uj. In the proof of the above theorem we saw that we 
must have j S  i. Now и (se) = (us) e=ez=e. We have se in the two-sided ideal eS. 
Again since se serves as a right inverse of и relative to e we must have set UkC\eS 
for some k ^ i .  Therefore set U-t. Hence we have that Ut is a right group.

Since Ut is a right group and contains idempotents we can write [1]

Ui = GiXKi

where (7; is a group and Kt is a right zero semigroup. We will denote the identity 
element of <?; by 1;. Every idempotent in Ut is of the form ( l f, /с,) for some k fK i-  
Every such idempotent is a left identity for the ideal

We wish to relate the multiplications of the individual U f  to the multiplica­
tion of S.

We continue to assume S  is in c€.

Theorem 6. For each pair i and j  such that there is a homomorphism c p i f  

of Gi into Gj such that (pjk°(Pij=<pik and su°h that
1) (gi, kt) (gj, kj) =  (cpij (gi) g j , kj)

2) (gj, kj)(gi, k,) = (gj <Pij(gi), ф ((gi, k f  kj))
for all (gi, kJtGiXKi  and (gj, k f t G j X K j .

Proof. Let e be any idempotent of Uj and s and t elements of Ut. Consider 
the mapping a(s)=se of Ut into Uj. (See the corollary to Theorem 4.) We have 
OL(st) = (st)e=s(te)=s[e(te)] = (se)(te) = u(s)!x(t). Hence a is a homomorphism.

Now write e = (lj ,k j)  for some k jtK j. Let a(s)=(gj, k'f) for some gjtG f  
and k'jtK j. From a(v)c = a(j) we see that kj = k'j, i.e., tx(s)=(gj, kj). We 
write s = (gi,ki) and c/.(s) = ([i(gi, kß, kj). Let k\ be a second element of Kt. 
Then

«((go £,)(!;, K)) =  «((go k f )  = (ß(gi, K), kj)
and

«((ft, ki)(\i, К)) =  (fHgi, ki), kj)(ß(\i, k'i), kj) =  (ß(gi, ki)ß(\i, k\), kj).

Since a is a homomorphism we must have (/?(1;, k'f, kj) an idempotent and hence 
/1(1;, k'i)= \j. Therefore ß(gi, k’ß = ß(gi, kß and ß is independent of kt. We shall 
write ß as (pij. The fact that <ptJ is a homomorphism is immediate from the result 
that a is a homomorphism.

Next let
(gj, kj)(gi, kß = (hj, Ij)
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for some hj^Gj and lj£Kj.  Then

(hj, Ij) = [(gj, kj)(gi, kt)](lj, Ij) =

=  (gj, kj)[(gi , ki)(lj, lj)] =  (g j , kj)(<piJ(gi), lj) =  (gjCPijigd, lj).

Also
(hj, lj) =  [(g j , kj)(lj ,  kj)](gi, ki), = (gj, kj)[(\j, kj)(gi, /с,)].

Therefore lj must be the ^-component of (lj, kj)(gi, /с,) and hence is independ­
ent of g j .

4. The class S8

We shall define the class Si to be all semigroups S  such that
1) S  is the union of disjoint right groups f/; = G;X Aj for /=0, t ;
2) C/0 =  G0 has an identity element 1 for S;

t
3) (J Ut is a two-sided ideal of S  for r—0,1, t\

i = r
4) the multiplication on S  has the properties described in Theorem 6.

The class #  is contained in the class Si.
We wish to examine the right congruences on semigroups S  that are in Si. 

In [9], one type of right congruence was described for a slightly more general class 
of semigroups than the class Si. If we restrict ourselves to semigroups in Si we can 
give an improved version of that result. The construction of this type of right con­
gruence is as follows.

Let W  be a subgroup of G, and for each coset Wa of Gt let Га be an equivalence 
relation on Kt such that

(4.1) к (Га) I implies i//((g;, k{) k)(ra<i,it(gi))ip((gi, k{), /).

Let e = ( l t, k t) be a specified element of U, that is in W X L where L is an equiv 
alence class of f jt . Define a relation о on U, by

(g ,J t)Q(g't J't) ^ g ' t g r 1eW  and lt( r j l ' t .

By Theorem 1 of [9], q is a right congruence on Ut. Next we define a relation a 
on S''by

c <t d <=> (ec) q (ed).

We can again cite Theorem 1 of [9] to give us the result:
A relation a on S  is a right congruence on S  for which the right ideal Ut inter­

sects every equivalence class non trivially if and only if a is constructed as above.
Still using the results of [9] we see that if V is any equivalence class of <r then 

V П Ut=WaXL', where L' is an equivalence class of Га. It also follows immediately 
that 1 a e and a is independent of which idempotent we choose in W XL. We will 
say a is defined by (W, Га, e).
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Theorem 7. Let a be a right congruence on S such that Let T be the
equivalence class o f a containing 1. Assume TC\UtX0. Then a is contained in a 
proper right congruence o f one o f the following types:

1) q is defined by (Gt, Га, e);
2) q is defined by (W, Га, e) where Га is the universal relation on K,for all a£Gt.
Proof. Let a be a right congruence such that TF\UtV0. Let V be any equiv­

alence class of a and x fV . Let ydTCiU,. We have l a y  and x  a yx. But yxdUt. 
Therefore VD U,X0- Thus a must be a right congruence as constructed above.

If TC)Ut = GtX L  then a is a right congruence of type 1). So we let TC\U,= 
= W XL  and assume W XGt. For each a£S  we let na be the universal relation 
on Kt. Let e be any element IVXL. We define a right congruence о using 
(W, na, e), i.e., a right congruence of type 2). It follows immediately that if (g;, kt) 
and (gj, kj) are two elements of S  then

(gt, кд в (gj, kj) о  (pit(gi)<Pj,(gj)~4W.
Therefore it is also immediate that a^Q.

We now consider the case that 7T1 (7t =  0.

Theorem 8. Let a be a right congruence on S such that TC\U,=0. Then for  
some r ^ t ,  a is contained in a proper right congruence q defined by the decomposi­
tion S=U  UV where U= U0U ... UUr^1 and V= Ur(J... U Ut.

Proof. By the corollary to Theorem 4, U is a subsemigroup of S. Since V is 
a two-sided ideal of S it is clear that the decomposition VUU  corresponds to a 
right congruence which is proper since T(~MJ0X$  and TC\U, = Q.

Assume r is the smallest integer such that TC\ Ut = 0 for all i such that r ^ i ^ t .  
Let W be an equivalence class of a such that W n U kX0 for some k ^ r .  Assume 
in addition that WCl UjV0 for some j< /\  Let vv£ WH Uj, xd W П Uk and z£TC\ 
flt7,_i. Since z£ lj = wS there is an sdS  such that z=ws. But then w e x  im­
plies zo xs . Now xs£T  and xsdUi for some i^ k .  Hence we have a contradic­
tion. Therefore WQV  and, more generally, the decomposition corresponding to cr 
is smaller than VUU, Therefore o^g .

5. The main theorem

We continue to assume that our semigroup is in class Jd. The first three of the 
following theorems relate properties of S  to the properties of certain right con­
gruences being essential.

Theorem 9. For the following are equivalent:
1) For each 1 ^±rXt and every idempotent x  in f/r_, there is an idempotent у  

in Ur such that yx= y and i f  a, be L'r-i then ya=yb=>a = b.
2) The decomposition o f S  into the two subsets U— U0U ... U Ur„A and 

V=UrU...UU, corresponds to a nonessential right congruence n on S.

Proof. We saw in Theorem 8 that the relation q  defined in 2) was a right con­
gruence.
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1) =>-2). Define a relation <r by a a b if and only if there exists a и such that 
{xu, yu) — {a, b) or a = b. The elements x and у are as defined in 1). Clearly a is 
reflexive and symmetric, so assume {xu, yu) =  {a, b} and {xv, yv) = {b, c). If ubyS 
then xu=yu = u and a=b since и is also in xS. But then a a c .  Thus we assume
и, v$yS. Therefore xu, xv are in Ur_, and we could equally well have chosen u=xu 
and v=xv and u, v fxS . Now if bbyS then b=yu=yv and therefore by 1) we 
have u=v. But then a= u—v=c and again aa c . If b(±yS then u=v=b, yu —yv 
and aa c .

We have shown a to be an equivalence relation. That <r is a right congruence 
follows immediately. Every nontrivial equivalence class of a contains exactly one 
element of U and one element of V. Therefore gDa = z and g is nonessential.

2) =»1). If q, as defined in 2), is a nonessential right congruence on S  then 
there is a right congruence a А I  such that g Da— z . A nontrivial equivalence 
class of a contains exactly one element from U and one element from V. Assume 
a a b where ab U and b f V. In fact, assume abU-t where /< r. Let x be any 
idempotent in 1/,-xQaS. There exists a c£>S suchthat ac = x  and thus x  a be. 
Since x(bc)=bc we have (be) a (be)2. But both be and (be)2 are in V. Therefore 
be is an idempotent. Call it y. We have x a y, x a yx and hence yx=y. If y€Ut 
where k> r  and z is an idempotent of Ur we have x za y z . But xzf Ur, yz({ Ur, 
x z^ y z , and both are in V. This contradicts the property gD \a=i. Therefore 
we must have y(LUr.

Finally assume a,b£Ur- 1 such that ya=yb. Then a —xaaya, b — xb a yb 
and a ab. Again, since qD\a = / ,  we must have a = b and 1) holds.

Theorem 10. For S in .Ш the following are equivalent.
1) G, is a group having no proper essential subgroups.
2) Any proper right congruence as defined in 2) of Theorem 7 is nonessential.

Proof. 1)=>2). Assume q  is a right congruence as defined in 2) using the sub­
group W ^G ,. Since G, has no proper essential subgroups there is a subgroup 
H  of G, such that H DW ={ 1,}. We now define a relation a by a a b  if and only 
if a = b or a= (g ,,kt), b = (g',,k',) are in Ut and g',gf1bH  and kt=k't . It is a 
straightforward computation to show a is a right congruence on S. An element 
c, not in U„ lies in a singleton equivalence class of a. Two elements of U, are equiv­
alent if and only if their ^  components are the same and their G, components lie 
in the same coset of H.

Now assume a ^ b  and а{дГ\а)Ь. We must have a and b in U, in order to 
satisfy a a b . Write a= (g ,,kt) and b = (g',,k't). To satisfy both a g b  and a a b  
we must have g',gp1bHD\W and hence g',—gt. To satisfy a a b  we must have
к, =k't and hence a = b. Thus q is not essential.

2)=>1). Assume IF is a proper essential subgroup of Gt. Use any idempotent 
e= (lt, ht) and IF to define a right congruence о as in 2). There must exist a right 
congruence such that aD)g=Z. Let a and b be a pair of elements, not
related by Q, but related by a. Write a = (gi, k t)b I f , b = (gj, kfi- Uj where / s?j. 
Then (<Pij(gi), kj) a (gj, kf). Let g = <pij(gi) g f 1. We must have (\}, kf) a (gn, kf) 
for all positive integers n and also ( lt, kt) a {(pjt(g)", k,) for all n and all k ,fK t. 
But IF is essentia] so some power of q>jt(g) lies in IF, say (Pj,(g)mbW. Then 
(b, kf) q (<pjt(g)m, k,). Since £>n<x=Z we must have (pj,(g)= l t . We now have
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<Pit(gi)(Pjt(gj)~1= (Pjt(g)=h£№r■ Therefore a q b and we have a contradiction. 
Therefore W  cannot be an essential subgroup of Gt.

We temporapily assume S  has the d.c.c. and that it has no proper essential 
right congruences. If t> 0 then there are right congruences as described in 2) of 
Theorem 9. Hence 1) of Theorem 9 holds. If t= 0  then 1) of Theorem 9 holds 
vacuously. We will only consider the case 0. By 1) of Theorem 9 we can con­
struct a sequence l ,e t , of idempotents such that where fe = max {/, j }
and if a,b£U j -.1 then ej a=ej b-=>a=b.

We say a right congruence a is generated by a pair [a, b) if a is the smallest 
right congruence such that a ab.

A partition Г of Kt is said to be ^-admissible if whenever 1ГГ and s£S  we 
have il/(s, l)T\j/(s, V).

Theorem 11. Let Г be an S-admissible partition of Kt. Let e, be as defined 
above. Let о be the right congruence determined by Г and et as in 1) of Theorem 7. 
Then there exists a right congruence aj^ L such that aC\Q = l and a is o f one o f 
the following two types.

1) a is generated by a pair o f  elements (gt, /,) and (gt, l't) in Ut.
2) a is generated by an and an idempotent f  in Ut.
Proof. Let Г, e, and q  be as defined in the statement of the theorem. Since 

we are assuming there are no proper essential right congruences there must exist a 
right congruence <тИ z such that qC\<t= £. Assume there is a Ur with distinct 
elements a and b in Ur such that a a b. Of all such right congruences we assume 
we have chosen one which maximizes r. Now assume r<t. Define a relation d by 
c a d  if and only if c = d or there exists a pair c', d ' in Ur such that c' a d', c=er+1c', 
and d=er+1d'. We will show d is transitive. Let {er+1c\ er+1d'} П {er+va\ er+1b'}^&  
where a 'a b ' ,c 'a d '  and a ',b ',c ',d fiU r. If er+1c'=er+1a' then by the way we 
choose er+1 we have c'=a' and d 'a b '. Therefore (er+1d') d (er+1b') and d is 
transitive. Clearly d is an equivalence relation. To show it is a right congruence let 
.s'^er+1.S’ then if (er+1c') d (er+1d') where c' and d' are in Ur and c'a  d' we also 
have c's, d 's  in Ur and (c's) a (d's). Hence (er+1c's) a (er+1d's). If sder+1 S, 
c 's a d 's  and c's, d 's  are in Uk for some k>r. By our maximization of r we 
must have c's= d's  and er+1c's=er+1d's. We now have that d is a right con­
gruence. Since e,er+1c'=etc' and e,er+1d '= etd' we have aC\Q— i  implies 
ü(Tp=Z. But this contradicts our choice of a. Hence we must have r=t. So 
assume (gn lt) a (g't , /') where (g,, lt)^(g't , /') and both are in Ut. Multiplying 
on the right by e,=(l,, k t) gives us (gt, kt) a (g{, k't). But these two elements 
are congruent modulo q. Hence we must have gt=g't ■ The right 
congruence generated by (gt, lt) and (gt, l 't) will have the desired properties of 1).

We now assume that for every right congruence a ^  z such that a C\q— L 
and every pair a, b in any Ur with a a b we must have a = b. So assume we have 
a pair a, b such that a^b , a£U:, b£ Uj, i< j  and a ab. We can find a c^S  such 
that ac=eJ_1. Hence eJ_1abc. But then (be) a (be)2 and both sides are elements 
in Uj. Therefore be is an idempotent f) in Uj. We have Cj „ x a f .  If eJ_1a= cJ_1h 
it follows that f jü  and f j b  are in the same Uk and f)a  af)b. Hence we must 
have f j  a = fj b by our assumption on a. The converse works equally well so we 
obtain

ej - i a = ej-ib  o f j d  = fjb .
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We use this property to show that the equivalence classes of the right congruence a 
generated by ej _1 and f) are doubletons and singletons. We now define a relation 
o' by (ejc) o'(ej+1d) where cö d , c£ Uj _1 and d£ Uj. In the same manner as 
above it follows that o' is a nontrivial right congruence and o ' C \ q =  l .  We have 
satisfied 2) using o'.

Theorem 12. For every idempotent f  o f U, and every pair o f elements s, и in 
U,_! we have

fs  =fu=> s — u.

Proof. Let Í7=all elements of the form (g ,f )  where/has the above property. 
Since we are still working on the assumption that S  has no proper essential right 
congruence we have E/^0. We let V = U', the complement of U in Ut. If 
{g,lr)^V, s$U, and (g,l')s£U , then (g, l')su=(g, l')sv and u,v$_Ut- x im­
plies u=v and su=sv. Now if (g, l')x=(g, l')w  where x, w are in Ut_t then 
there exists an x' and w' in 1 7 , such that x= sx', w=sw'. But then (g, l')sx'=  
={g,l')sw', x '—w' and x = vv. Therefore we must have (g, /')€ U. Similarly, we 
see U is closed under right multiplication by elements of U,„x. The partition ob­
viously accepts right multiplication by elements of Ut. Therefore the partition 
{U, V} is S'-admissible. Let д be the corresponding right congruence as defined 
in 1) of Theorem 7 and using e f  U. By Theorem 11 there exists a o, one of two 
special types, such that o?± L and erf] e = Z. We first examine the second type,
i.e., о is generated by et_x and f  for some idempotent f  in Ut. If a and b are ele­
ments of £/,_! such that f a = f b  then et_xa ~ e t_xb and a=b since et_x is a 
left identity for U ,^ . Therefore f  is in U and о could equally well be defined using 
f  instead of et. Since f te ,-x—f = f f  we have et_x g f  and a contradiction. 
Therefore g must be essential and hence equal to v. But this means V=0 and the 
theorem holds.

So we shall assume the alternative that the only о such that (T96 z and oC\g= Z. 
is when о is of the first type, i.e., <x is generated by a pair of distinct elements (gt, /,) 
and (gt, It) in Ut. Since оГ\д— z we must have (g,, /,)f U and (gt, l',)<zV or 
conversely. Assume the first. This means there are elements и and v in Ut_x such that 
(gt,l't)u=(g„ l',)v and (gt, Q u^ig ,, l,)v. But then (gt, l,)u(oC\Q)(g„ lt)v. Hence 
we have a contradiction and again V =0 and the theorem holds.

We are now almost ready to state our main theorem which gives a characteriza­
tion of semigroups that have the d.c.c. on right ideals and have no proper essential 
right congruences.

First, we make the following definition: A partition Г on K, is C/,_j-transitive 
if for every pair of idempotents / and V on U, of the form \[/(s, m,)—l, i//(s', m't)= l' 
where s, s' are in Ut- X and mt, m't are in K, there is a iid Ut- X such that ij/(su, т,)Г1'.

Theorem 13 (Main Theorem). Let S  be a semigroup with identity and with d.c.c. 
on right ideals. Then S  has no proper essential right congruences i f  and only i f  all o f 
the following hold:

1) There is a sequence o f two-sided ideals S = /„ ̂ 2 /  ̂ g  7,.
2) Every right ideal o f S  appears in this sequence.
3) For each i, the set Ui o f generators o f  /  is a right group containing an idem- 

potent. Write Ui = GiY,Ki where Gi is a group and Kt a right zero semigroup.
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4) For each pair i ^ j  there is a homomorphism (py: Gt - ► G} suchthat <pjkQ(Pu~ 
= cpik and a mapping фу: (Gt X Kt) X Kj -+Kj such that фу (dk, фу (ct, kj)) — 
= ф kj(cidk, kj) for all dk^.Uk,c f U i , k f K j  andwhere k ^ j  andwhere /=max {k, /}.

5) For i j  multiplication is defined as follows:

(Si> &,) =  (<Pij(gi)gj, kj),

Cgj, &,)(&, *;) = (gjVijigi), 'I'tjitei, k ih kj)).

6) For each 1 Sr~S.t and every idempotent x  in Ut- k there is an idempotent 
у in Ur such that y x —y and also i f  a, b£Ur- x then ya—yb implies a = b.

7) Gt has no proper essential subgroup.
8) I f  Г is an S-admissible, U tr a n s i tiv e  proper partition on Kt then there is 

an S-admissible partition n on Kt such that Г On is the identity relation on K,.
9) For every pair o f elements a, b in {/,_! and every idempotent t in U, we have 

fa= fb  implies a=b.
Proof. We first assume S  is a semigroup with identity and with d.c.c. on right 

ideals and having no proper essential right congruences. The theorems of Section 3 
give properties 1) through 5) of this theorem. Under our assumptions conditions 1) 
of Theorem 9 and 1) of Theorem 10 give us properties 6) and 7) of this theorem. 
Condition 9) is just Theorem 12. We are left with proving 8). Let Г be an S'-admissible,

-transitive proper partition of Kt. Let et be defined as above and let q be the 
right congruence determined by Г and e, as in 1) of Theorem 7. There is a right 
congruence L such that oC\Q = l  and such that a is as described in Theo­
rem 11, i.e., er is generated by a pair et_1 and an idempotent f  in Ut. We had seen 
that we must have f= fie t- ,. Since Г is С/Г_х -admissible there is an s in , such 
that i/V(.y,/,)F/c( where et = ( \ , ,k t). Also (et_xs) tr fs . In the construction of о 
we saw that q could equally well be defined by using Г and (1,, ф (s,f)) since 
ф (s, f )  Г к ,. But then f ( e t- 1s)= (fiet_1) s = fs  and f ( f s ) —f s .  Hence we must 
have (et_1s) q ( fs ) .  Since these two elements cannot be equal we must deny our 
assumption on the existence of a о of the second type of Theorem 11. Hence there 
must be one of the first type. Assume о is such a right congruence. We have a non­
trivial and its nontrivial equivalence classes are in Ut. (gt, /,) a (,fi, /',) only if 
gt=g't- Therefore <r induces a nontrivial partition n on K, which must be ^-admis­
sible since it arises from a right congruence. Clearly оПд= l  implies n ПГ is 
the identity relation on Kt. Hence 8) holds.

We now examine the converse. We assume 1) through 9) holds and wish to 
show S  has no proper essential right congruences. If о is an essential right con­
gruence on S  and 5S 15 then clearly S is an essential right congruence on S. Hence 
we need only show the “large” right congruences are not essential. These “large” 
right congruences are the ones given in Theorem 7 and Theorem 8.

Theorem 9 takes care of the right congruences defined in Theorem 8. Theorem 10 
takes care of the right congruences defined as the second type of Theorem 7. Hence 
we are left with the task of showing that there are no essential right congruences 
q of type 1) of Theorem 7. Assume в is defined by Г and e and that Г is not Ut_x- 
transitive. There must be a pair of distinct equivalence classes of Г containing ele­
ments of the form /,) and ф(и,1',) where s, udU,^-, and such that for no 
v$Ut do we have ф(sv, 1,)Гф(и, l't). It follows immediately that also there is no
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w$Ut such that \j/(s, lt)r\j/(uw, /,')• From this it follows that there is no w$Ut 
suchthat i[/(sw, 1,)Гф(гт, /'). Let l,)) and / 2=(1,, ф(и, l',)). We con­
sider the right congruence a generated by f  and / 2. It is immediate from condition 
9) that the nontrivial equivalence classes of a are doubletons of the form { /iу,/гУ) 
where yC.Ut^ .  (We need only consider £/,_], since f  contains a right hand 
factor that is an idempotent in Now if for any у in U,_1 we have f xy g f2y
the ij/(sy, 1,)Гф(иу, l't). But this contradicts the above statement. Hence cr^ /  
and gf](T= i.

Finally, we assume Г is t/,_, -transitive. Hence there is an ^-admissible parti­
tion 7t of Ke such that лПГ  is the identity relation on K,. We define a relation a 
on U, such that (g, /) a (g, V) if and only if ln  V. Since n is an equivalence rela­
tion so is a. Since n is S'-admissible, so is a, i.e., cr is a right congruence. Clearly 
<тП е=/. Hence the theorem holds.

The necessary conditions of the theorem provide an important collation of 
results that can be used in studying semigroups of this type. As sufficient conditions 
the list is rather lengthy. We have not investigated the independence of these con­
ditions. Conditions 1) through 6) describe the multiplication on S  and conditions 
7) through 8) describe how S acts on the 5-system Gt X K,.
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OPTIMAL INTERPOLATION WITH EXPONENTIALLY 
WEIGHTED POLYNOMIALS ON AN UNBOUNDED

INTERVAL

T. KILGORE (Auburn)

Introduction

In this communication, we establish that the set of functions spanned by mono­
mials of the form e~attk, for к =  0, ...,n  and for 0á / « » ,  is a space for which 
the criteria of Bernstein and Erdős characterize optimal interpolation. This article 
represents the first generalization to weighted polynomials and to an unbounded 
domain certain results on interpolation of optimal norm which hold for various 
range spaces defined on a closed and bounded interval. After presenting some needed 
notation and defining some terms, we will present our results in more precise lan­
guage and then move to the proofs.

Notation and terminology

We begin by defining C[0, °°] to be the space of functions continuous on the 
half-line and C0[0, °°] to be its subspace of functions with limit (or value) 0 at °°. 
We will let Yn (or, where there is no need to be so precise about dimension, Y ) be a 
space of those functions spanned by the monomials of the form e~a,tk, for к = 0, ..., n, 
as mentioned in the previous paragraph. We note that each of the spaces Yn is a 
subspace of C0[0,» ] and is spanned by a Markov system on the interval [0, <*>). 
Thus, given a set of points (nodes) t0, ...,/„ such that 0=  / „ < . . it is 
possible to obtain fundamental functions yfY„, / =  0, ...,n, satisfying yi(tJ) = 8iJ 
(Kronecker delta) for /, /=0, .... n. An interpolating projection Pn (P, for short) 
may then be constructed for the purpose of approximating any function /  in 
C0[0,co] by:

(1) p f =  z m v i -*'=0

The operator P thus constructed is a linear projection which has norm given by

(2) I IT I lH U M I-i = 0
The function defined inside the norm on the right side of (2) is called the Lebesgue 
function of P. Clearly, regardless of the value of n, the Lebesgue function is 1 at 
each node, and if и > 0, its norm is greater than 1, since it is clearly greater than 1 
on each interval (г;_15 f,), for /=1, ..., n. On each such interval, we let А,- be the 
maximum value there, and we let 2] denote the point at which that maximum occurs. 
For i= l ,  ..., n, we denote by A, the linear combination of y0, ..., yn which agrees
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with the Lebesgue function on the interval tt), and by X„+1 we denote that
linear combination of y0, ..., y„ which agrees with the Lebesgue function on the 
interval (/„, °°). We correspondingly define + x to be the rightmost maximum 
value of the function Xn+1 and T„ + r to be the point at which this rightmost maximum 
occurs (note that + is not guaranteed by the definition, nor by the inherent 
nature of the functions being used). With these definitions completed, we note that

(3) ||P|| =  max{Al5 ..., A„+1}, 

and
(4) X'i (Ti) = 0  for i = l , . . . ,  и+1.

Denoting by Z„, n=0, . . . ,  the space of functions spanned by expressions of 
the form exp (—at2)pn(t), where pn is a polynomial of degree n or less, we merely 
observe that the above constructions of fundamental functions and interpolating 
projections can be carried out on any set of nodes t0, tn on the real line. The 
norm of such an interpolation is given in like manner as (2), and the associated 
Lebesgue function is bounded on the entire line, with a maximum value of a 
function X0 which agrees with the Lebesgue function of the leftmost unbounded 
portion of the domain. We will say that this maximum occurs at the point T0, and
(3) and (4) are now seen to hold, with the inclusion of the index 0.

The Bernstein and Erdős conjectures on interpolation

The history of the Bernstein [2] and Erdős [4] conjectures on optimal Lagrange 
interpolation will be presumed known to the reader, and they will be paraphrased 
in such a way as to fit the immediate context. Suffice it to say that the two con­
jectures have been shown to characterize optimal interpolation in many other spaces 
of functions than the ones for which they were originally framed, justifying the 
usage “criteria” in the first paragraph. Reference will be made to Kilgore [5] and 
de Boor and Pinkus [3], in which the original proofs of these two conjectures were 
laid out, since these proofs serve as a model for this present case as well as for pre­
vious extensions of the original problem.

As they relate to the problem at hand, the Bernstein and Erdős conjectures for 
the spaces Yn are respectively that the norm of P is minimized when the values 
Ax, ..., A„+1 are equal, which occurs at a unique placement of the nodes / , . ..., tn, 
and that there is associated with each space Y„ & Lebesgue constant c„ equal to the 
norm of optimal interpolation, for which, if P is a particular projection into Y„ 
whose norm is not minimal, there exists some i such that Af< c„.

For the spaces Z„, the above account is also valid, if one changes the lowest 
index of the A’s from 1 to 0. We are now' ready to statp our results.
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Theorems

T heorem 1. The conditions laid down by Bernstein and Erdős, as described 
above, characterize optimal interpolation from  C0[0, °°] into each o f the the spaces 
Y„ o f spaces spanned by functions o f the form e~at tk, к = 0, n, /;>().

In Theorem 1, the left endpoint is chosen to be 0 for convenience. A simple 
argument, based on inspection of the structure of the fundamental functions, suffi­
ces to show that the norm of interpolation with such a space is in fact independent of 
the left endpoint of the interval of interpolation.

Theorem 2. The conclusions o f Theorem 1 remain valid, i f  to the spaces Y„ are 
adjoined the constant functions, and interpolation is carried out from C[0, °°] into 
the spaces thus defined, with the rightmost node o f interpolation being

It is also possible to speak of interpolation on a finite interval with the same 
set of functions as in Theorem 1, and we have the following result. Note that, for 
these spaces also, the norm of interpolation in fact does not depend on the location 
of a. or ß separately but will depend upon the length of the interval [a, ß].

Theorem 3. The conditions laid down by Bernstein and Erdős characterize inter­
polation from C[oc, ß] (choosing t0= a and t„=ß) into the spaces Y„ restricted to 
the interval [a, /1]. For fixed oc or fixed ß, the norm of interpolation on this interval 
decreases as the length o f the interval decreases, having the norm o f Lagrange inter­
polation into the space o f polynomials o f degree n or less as its lower limit.

Corollary 1. Theorem 3 remains true without any restriction on the value o f a 
in the expressions e~al.

Corollary 2. Theorems 1, 2, and 3 remain true if  the argument t is replaced 
by ty,fo r  any y > 0, in which case the polynomial part o f the interpolants used will 
be a polynomial in V’.

Theorem 4. Theorem 1 remains true if  the space Z„ is substituted for the space Yn.

Theorem 5. Theorem 3 remains true on an interval [a, b] i f  the space Z„ is 
substituted for the space Yn.

Theorem 6. The results o f Theorem 3 and 5 remain true i f  the interpolation is 
carried out into the spaces spanned by the multiples o f a function in Yn or Z„ respectively 
by a polynomial pm o f degree m with real zeroes at fixed locations outside o f the in­
terval [a, b].

Remark. Theorems 3 and 5, among other things, demonstrate that the norm 
of the minimal interpolating projection into the spaces Yn and Z„ increases without 
bound as n increases. One would not expect, therefore, that the convergence of 
interpolation is automatic. Rather, one would conjecture that the behavior of the 
norm of interpolation into these new interpolant spaces is essentially similar to the 
behavior of Lagrange interpolation.
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Proofs of the Theorems

We begin with some general observations concerning things which have here­
tofore been relevant to proofs of all theorems of this type. The proof of Theorems 1 
and 2 proceeds by showing that the matrices

A  = (dXJdtjTjZlUitk
which are functions of the nodes tx, ..., t„, are globally nonsingular. This fact 
may then be seen to imply, by a finer analysis, that the sign of the determinant alter­
nates with k. This second fact is shown in de Boor and Pinkus [3] in a form suffi­
ciently general to be acceptable for all special cases of the interpolation problem 
for which the first fact of the nonsingularity of these matrices can be shown. Thus 
we will confine our attentions to demonstrating the global nonsingularity. Theorem 3 
follows from Theorem 1 and from the additional fact that the nonsingularity can be 
shown if the index i runs from 1 to n only, while the index j  is restricted to the values 
from 1 to n — 1.

We defer for the moment the proof of the nonsingularity and briefly discuss how 
the proof of Theorems 1 and 3 may be completed once the nonsingularity and the 
alternation of sign of the determinants have been shown. Necessity of the Bernstein 
condition of the equality of A1; ..., A„+1 follows immediately, for, assume that 
not all of the maximum values Als ..., Аи+1 are equal. Then there is an index к 
such that ?.k is least. Nonsingularity of the matrix A  then implies that the mapping 
(tlf ..., ••., Я*-!, Afc+1, ..., A„+1) is a local homeomorphism. Thus, there
exists a small perturbation of the nodes which will simultaneously decrease all of 
Al5 ..., An+1 except, of course, for the possible exception of Â , which, by continuity 
cannot in any case jump suddenly to the position of being the greatest of the values. 
Thus, by (3) we have succeeded in decreasing the norm of interpolation. The suffi­
ciency of the Bernstein condition follows from the uniqueness of the nodes which 
cause the A’s to be equal, which, along with the Erdős condition, follows from the 
second condition, of alternation in sign of the determinants of Аг, ..., An+1. (This 
alternation implies that the mapping (tk, ..., t„) — (Ax—A2, ...,A„—A„+1) is a local 
homeomorphism, which can be combined with a general topological argument to 
show that one in fact has a global homeomorphism.) Theorem 3 will obviously 
follow from similar arguments if the nonsingularity of the corresponding matrices 
can be established.

We move now to the proof of the claimed nonsingularity properties. We may 
best begin with the study of the matrix

Л =  (dkjiUjTjiiUx.
The first observation concerning A is that the entries of it have an explicit representa­
tion in terms of the functions in the space. One has for all applicable i and j  the 
formula
(5) dXßtJ = - y J(Tl)X'i(tJ)
and writes the corresponding entries of A in this fashion. One then notes that an 
explicit formula for yj  may be constructed by setting

yj (  0  =  w(t )[ ( t~t j )w' ( t j ) ] - \
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(6)
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П
IV(0 =  exp (— at) n ^ - U ) -  

1= 0

Therefore, it is possible to perform the following cancellations on the matrix A, 
which leave a matrix which is equivalent with A, and whose corresponding sub­
matrices are also equivalent:

First, one multiplies the yth row of A, for y'= 1, ..., n, by the quantity 
Then, one divides the /lh column of what remains by w(7]). The resulting matrix is 
one in which the (/, /) 'h entry is (tj —Ti)~1X'i(tj). There remains in each row for 
y = l , ..., n the contribution of a factor exp (—atj) which occurs in the derivative 
X'i(tj). This too can be cancelled from the matrix, leaving a matrix which consists 
of the evaluation of a dilferent function in each column at successive points tx, ...,/„ 
as one moves down the column. Closer scrutiny reveals that for /= 1 , ..., n + 1 the 
function

qi(t) = exp (at)(t—Ti)-1 X'i(t),

which is the function evaluated in each column, is a polynomial of degree n — 1 
or less. We remark that, in addition, the polynomials qx and qn and qn+x must in 
fact be of degree n— 1, while the others are certainly of degree at least n — 2. The 
problem of showing that the matrices Ax, ..., A„+1 are nonsingular therefore is 
reduced to that of showing that {?i, •••, ^n+i} \{^}  is linearly independent for 
each k, k =  l, ..., л+ l .  This fact in turn will follow for example from Kilgore [6] 
if it can be shown that the q’s obey certain sign properties on the ordered set 
7j, ...,Tn+x. Specifically, we must have (assuming that qi(Tx)> 0 for the sake of 
regularity)

(i) ( - l ) i9l(7])>0 for /=2, ..., и+1
(ii) qi(Tj)A0 for all applicable /'

(iii) ^(Т;)9;(7})<0 for /=2, ...,« , y'=2, ..., n+ \, iA j
(iv) qx(Tj)qj(Tj)>0 for 7= 2,

In fact, these sign properties are implied by the fact that the zeroes of the func 
tions X'x, ..., X '+1 strictly interlace on the interval [0, °=). For the purpose о 
establishing this fact, the step-by-step zero-counting arguments of Kilgore [5], for 
example, will suffice with only mild adaptation.

The steps which have just been outlined suffice to prove Theorem 1. The same 
steps may be carried out with no essential differences to prove Theorem 4, except 
that the dimensions of the matrix corresponding to A are n+1 by n+2, and the 
degree of the polynomials of the form qt is n or less.

The proofs of Theorems 3, 5, and 6 also depend upon the analysis which we 
have just carried out. However, it is insufficient for the conclusions of these theo­
rems that a set consisting of all but one of the functions qx, ..., qn is linearly inde­
pendent, in view of the fact that the degree of these polynomials is more than n —2. 
We have available, however, Kilgore [7, Proposition 2] which deals exactly with 
such a situation, in which we have polynomials qx,...,q„  of degree n+m —2 or 
less and points Tx, .... Tn + m ordered from left to right, on which the polynomials 
satisfy the sign conditions (i)—(iv). Then, for points tx, x, located such that
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it is the case, for k — \ ,  that

d b t  ( cl i 0 j ) ) j  =  l  1 =1 ,  i * k  5^ o .

This fact is exactly what is needed in order to complete successfully the proofs of 
Theorems 3, 5, and 6.

Concluding remarks

The new results linking polynomial interpolation on an infinite interval to 
bounded interpolation in certain spaces defined on the same interval may open a 
new method for the estimation of error of approximation by such procedures. At 
the same time, the affirmation of the Bernstein and Erdős characterization of optimal 
norm interpolation into these related spaces of exponentially weighted polynomials 
will, it is hoped, provide a theoretical measure of nearly optimal procedures of 
interpolation, as has been done in the more classical case of Lagrange interpolation.

Acknowledgement. The author states his gratitude to the author of [1], who, 
with that paper, introduced him to problems of interpolation on unbounded intervals 
and provided a stimulus for the study of problems of optimal weighted interpolation. 
He also wishes to thank the Mathematical Institute of the Hungarian Academy of 
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COHOMOLOGICAL PSEUDOMANIFOLDS

M. BOGNÁR (Budapest)

The aim of this paper is to prove some theorems about fc-manifolds which have 
been stated in a preceding article [2] without proofs. To this end we first introduce 
the notion of the cohomological pseudomanifold and investigate its basic prop­
erties.

1. Basic notions and theorems

1.1. D efinition . Let Z2 be the cyclic group of order two and let q be a non­
negative integer. By the ^-dimensional cohomology group Hq(Y ) of a locally com­
pact T2 -space Y  we always mean the ^-dimensional cohomology group of Y with 
coefiicients in Z2 with compact supports (see [5] p. 6).

1.2. D efinition . Let n be a positive integer. A space Y is said to be a cohomolog­
ical n-pseudomanifold (briefly: n-cpm) if it is a nonempty locally compact 72-space 
and it has a basis Я satisfying the following conditions:

(a) For и ^Я  77"(U) — Z., ( =  means here “isomorphic”),
(b) For и ^Я  and for every nonempty open subset U' of U

H "(U \U ') = 0 and Hq(U') = 0

holds for all q>n.
It is to be noted that condition (b) is clearly equivalent to the following one. 
(b') For и^_Я and for every proper closed subset F of U

H"(F) = 0 and Hq(U \F )  = 0

holds for all q>n.
Now we can formulate two immediate consequences of this definition.
1.3. Each nonempty open subspace of an n-cpm is an n-cpm as well.
1.4. Each n-dimensional manifold is an n-cpm.
Indeed an n-dimensional manifold M  is clearly a locally compact 72-space. 

Moreover the basis Я  consisting of all open subspaces of M  homeomorphic to Rn 
satisfies conditions (a) and (b') of the Definition (see [5] 1.2.14, 1.3.9 and 1.3.5).

Before starting the investigations about cohomological n-pseudomanifolds we 
recall two important facts about cohomology theory which we shall use frequently 
in the sequel.
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1.5. Let X  be a locally compact T2-space and {Xx; a fA }  a decomposition 
of X  into pairwise disjoint open sets. Then for each integer q the homomorphism

Hq(XJ  -  Hq(X) (see [5] I.§ 1.3)

is a monomorphism, and H q(X) is the direct sum of the images (see [5] 1.2.13).
1.6. Let (X, A) be a pair, where X  is a locally compact T2-space and A is a 

closed subspace of X. Then the cohomology sequence of the pair (X, A) is exact 
(see [5] 1.1.6).

Now let Y  be an и-cpm. We select a basis 38 of Y  satisfying the conditions of 
Definition 1.2. We shall keep it fixed in this section.

Next we make two remarks.
1.7. For U338 we have U^Q. This is an immediate consequence of H"(U) — 

= Z 2 (see 1.2(a)).
1.8. If V is an open subset of a U3l38 and q>n then H4{V) = 0. This is 

true by 1.2(b) if VA0  and it is obvious if V=0.
Now we can formulate the first fundamental theorem.

1.9. Theorem. Let V be an open subset o f Y. Then Hq(V)= 0 provided 
that q>n.

Proof. First consider the case, when V can be covered by a finite number of
к

members of 38, i.e. F c  I J  U-t where V is open in Y  and U&3& for /=1, ..., k.
i =  1

To prove the assertion in this case we proceed by induction.
If k=  1 then the assertion is true by 1.8. Assume now that m is a positive 

integer and the assertion is true for k ^ m .  Consider the case k= m + 1 and let 
P—U fJ... U Um. Let V' = PC\V and V "= U m+1DV. Then V'D V"c=Um+1 and 
thus by 1.8 H r(V 'n V ") = 0 for all r>n. Let q>n and consider the segment

Hq(V')®Hq(V")-ÜU Hq(V)^~* Hq+1(VT\V")

of the Mayer—Vietoris sequence of the decomposition V = V 'U V "  (see [5] p. 68). 
Since by the induction hypothesis Hq(V') = Hq(V")=0 and as we have seen above 
Hq+1(V' C\V")=0 moreover since the Mayer—Vietoris sequence is exact, it follows 
H9(V)=0 indeed.

Thus the assertion is true for open sets covered by a finite subsystem of 38. 
Consider now an arbitrary open subset V of Y. Let q>n  and b£Hq(V). 

Then there is an open subset V'czV  such that the closure of V' in V is compact 
and b ^ \m x y <v, i.e., there is an a£Hq(V') with b = XytV{d) (see [5] p. 15). 
However V  can clearly be covered by a finite subsystem of 38 and thus a = 0. Hence 
b = 0, Hq(V) = 0 as required.

We now prepare the next fundamental theorem.
1.10. Let U£S8 and let U' be a nonempty open subset of U. Then the homo­

morphism xV''V: is an epimorphism.
Indeed, consider the segment

H n ([/') Hn{U) -*■ H "(U\U ')
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of the cohomology sequence of the pair (U, U \U '). By 1.2(b) we have 
H n(U \U ')  = 0 and thus 1.6 shows that tu \u  is an epimorphism as required.

1.11. Let Ux, Uzf38 where UxczU2. Then xUltUi: Hn(U1) ^ H n(U2) is an 
isomorphism.

Indeed, by 1.2(a) we have Hn(U1) = Hn(U2)= Z2. On the other hand 1.7 and 
1.10 show that тux,ut is an epimorphism. Thus tvx,ux is an isomorphism as required.

1.12. D efinition . The members U1, U., of 38 are said to be compatible if 
Uxa U 2 or t/oCUx.

For the compatible members Ux, U2 of 38 let

, _  ( 4 x,ut if UxczU2
Tu" Ul ~  W u , ) - 1 if U2CZUX.

Since гUuUl is the identity homomorphism of H"(UX) it follows tvx,ux — 
=(?ul,u X 1- Consequently tp1>Ü2 is well defined also in the case UX = U2.

1.13. Let Ux and U2 be compatible members of -38 and let V be an open sub­
space of Y  containing Ux U U2 . Then the diagram

is clearly commutative.

H"(UX) H n(U2)
/

z Uv V
\ H n{V)‘

1.14. D efinition . A finite sequence C=(UX, ..., Um) of members of 38 is 
said to be a 38-chain if for /= 1 , ..., m — 1, U{ and Ui+1 are compatible members 
of 38. The body of C (denoted by C) is the set <?=C/1U...Ui7m. Ux is the initial 
and Um the terminal member of C. We say that C connects Ux and Um. If V is an 
open subset of Y  and CczV  we then say, that C is in V.

For any JTchain C=(UX, Um) in the case тШ2 let
c*  =  t;Um- X,v„ l Ü2,U3 túbtV Hn(Ux) - H n(Um)

and if m = l let C* be the identity homomorphism of Hn(Ux). C* is clearly an 
isomorphism.

1.15. Let V be an open subspace of Y  and C=(UX, ..., Um) a á?-chain in V. 
Then the diagram

H"(Ux) - ? — ~H"(Um)
LV , , V '

is clearly commutative.
H"(V) Y Tvm,\

1.16. Proposition. Each member o f the basis 38 is a domain, i.e. a connected 
nonempty open subspace o f Y.

Proof. Let U3.38. U is clearly open and by 1.7 it is a nonempty subspace of Y. 
To show the connectedness of U we argue by contradiction.

Suppose that XJ—VxUV2, where V1, V2 are nonempty disjoint open subsets of U. 
1.10 shows that for /=1, 2 t v.tU: Hn(Vl)-^Hn(U) is an epimorphism and thus by
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Hn(U) - Z 2 we have Нп(У̂ )?±0. However H"(U) is isomorphic to the direct sum 
of Я"(^) and H"(V2) (see 1.5). But this is impossible since the group H"(U)=Z2 is 
indecomposable.

The assumption was false. U is connected indeed.
1.17. Observe as a corollary of 1.16 that Y  is a locally connected space.
1.18. D efinition . An open subset V of Y  is said to be o f finite class if it is 

the union of a nonempty finite subsystem of Я.
Now we can formulate and prove the second fundamental theorem.
1.19. Theorem. Let V be an open connected subspace o fY  and let U be a member 

o f contained in V. Then the homomorphism rUiV: H"(U)-*Hn(V) is an epi- 
morphism.

к
Proof. We first consider the case when V is of finite class, i.e. V= [_) Ut where

;=i
UfäS for /= 1 , ..., k.

If k=  1 then by 1.10 and 1.7 the assertion is obviously true.
Next, assume that m is a positive integer and the assertion is true for кШт.

m +  l
Consider the case k = m + 1, i.e. V = \J  U{. We may suppose that the numeration

i = l
is chosen so that V '— U-fiJ... U Um is connected (cf. 1.16). Since V is connected it 
follows С'ПС/т+1^ 0  and thus there is a member U' of 3d lying in V'f]Um+1. 

We first show that rv-tV: Hn(V')-+Hn(V) is an epimorphism.
Indeed, by the induction hypothesis Тц^у and r u’,um+1 are epimorphisms. 

Consider now the segment

Hn(V')®Hn{Um+1)LU H"(V)dU Н п+\У 'П и т+1)

of the Mayer—Vietoris sequence of the decomposition V = V 'U U m+1. By Theo­
rem 1.9 we have Н"+1(У'П Um+1)=0 and thus by the exactness of this sequence 
it follows that ф is an epimorphism. Let bcH"(V). Since for (al5 ö2)GH"(F')® 
®Hn(Um+1) we have

iK űi, a2) = гv .v W - T y ^ .v t e z )
and the homomorphisms tp, and Tv-tUm+1 are epimorphisms it follows the
existence of cl5 c f H n(U') suchthat

b  —  Т К ', К Т и ' , Г ' ( Г1) T Um + i , V X U ' ,U m + i ( C 2 )  =  T U' , V  ( Cl )  ~~ T  U' , V  ( C2 )  =  Т1Г, V ( c i  ~  с г)-

Tu'tу is an epimorphism as required.
Now let C = (U1=U', ..., Ur=U) be a ^-chain in V connecting V  and U. 

Since V is connected it follow's the existence of such a á?-chain C. However by 1.15 
we have tv ,v  = xu,vC* and since tv^ v is an epimorphism it follows that zUtV is 
an epimorphism indeed.

The assertion is true if V is of finite class.
Now let V be an arbitrary connected open subspace of Y. If V=0 then the 

assertion is obviously true. Thus we can suppose that V ^0 . Let b£H"(V). Then 
there is an open subspace V 'o fV  such that the closure V ' of V' in V is compact and 
b£т\Ху'У, i.e. b = t V’,v(a) for some a£H"(V') (see [5] p. 15). Since V  is compact
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and V is nonempty and connected, there is clearly an open connected subspace V" 
of V of finite class containing V .

Select Uf3& such that U’a V " .  Since V" is of finite class it follows the 
existence of a c£H"(U') such that xu^y(c)= xV',y’(a) and thus

TC ',f ( C)  =  TK ",p 'r C/',F"(C)  =  tv",v'tv ',v"(<*) =  X y ,v ia) =  b.

Let C = (U1=U, ..., Ur=U') be a á?-chain in V connecting U and U'. Since V 
is connected there clearly exists such a chain C. However C *: H"(U)-~H"(U') 
is an isomorphism (see 1.14) and thus there is a d£H"(U) such that C*(d)=c. 
Now taking also xu>v = ru^vC* (see 1.15) into account we get

xu,v(c0 = xij’.yC (d) = Tu',y(c) = b.
TUfV is an epimorphism indeed.

The proof of the theorem is complete.
Now we formulate the third fundamental theorem.
1.20. Theorem. Let V be an open subspace o f Y and let U be a member o f 38 

contained in V. Then the homomorphism tv>v'- is a monomorphism.
Proof. We first consider the case when V is connected and of finite class, i.e.
к

V = \J  Uh where Uf.38. If k=  1, then the assertion is true by 1.11. Assume
;=i

that m is a positive integer and the assertion is true for kSm . Consider the case
m + 1

k = m + l, i.e. V = (J C/; where Uf38  for /=1, ...,m  + \. To prove the assertion 
;=1

in this case we make some preliminary remarks.
(a) We may assume the numeration is chosen so that V’= L^U...U Um is 

connected (cf. 1.16). Since V is connected, it follows V 'П t/m+1̂ 0.
(b) We show that H"(V')=Z2.
Indeed, zUljF-: H"(L\) -H"{V') is a monomorphism by the induction hypo­

thesis and it is an epimorphism by 1.19. Thus xuuv  is an isomorphism. Consequently 
since Hn(U1)= Z2i (see 1.2(a)) it follows H"(V')=Z2 as required.

(c) Now let V"  be a domain in V 'f)U m+l. Then both homomorphisms 
xv  v : Hn(V ")^H n(V') and v +1: H"(V") — Hn(Um+1) are isomorphisms and 
H”(V")= z 2.

Indeed, select U f38  such that U 'aV ". Then by the induction hypothesis
( 1)  XV:yy  =  Х у " зу Х  U’ y "

and
(2) Tc',um + 1 =  TK",t/m + 1TI/',F"
are monomorphisms. Hence xv.tV„ is a monomorphism and by 1.19 it is an epi­
morphism as well. Consequently тv.tV" is an isomorphism and thus taking also 1.2(a) 
into account we have
(3) / /" (H " ) = Z 2.
However by 1.19 xu.̂ v, and xv.tUm+1 are epimorphisms and thus by (1) and (2) 
гy~tV' and xV",um+1 are epimorphic mappings. Taking also H”(V ") = Hn(V') —
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— H"(Um+1)= Z 2 (see (3), (c) and 1.2(a)) into account it follows that *v“,V' and 
i V",vm+1 are isomorphisms as required.

(d) Let P=V'C\ Um+i. Next we show that for the homomorphisms 
tP'V,: H "(P)^H n(V') and zPtUm + 1: H "(P )^H n(Um+1) we have

ker Tp'V. = kert PtUm+1.
Indeed, let {Vx; a£A} be the system of components of V'C\Um+1 — P. Since 

the space Y  is locally connected (see 1.17) it follows that for each а в A, Vx is а 
nonempty open connected set.

Now let a£Hn(P). Then there is a finite subset al5 ..., a, of A and elements 
in H n(VXl), Hn(VXt) respectively such that

a = x v ,p(ifi) + ... +  ty ,p(a<)1 1Л£
(see 1.5). Consequently

r P , V ’( a )  =  Z V a i , V ' ( a i  ) + • • •  + T K0,t , F ' ( ŰI()

and
*p,um+1(a) =  Tvai, um + 1(ai)+ ■■■+Tr<Zt,urn+1(at)-

Since the homomorphisms zVgL and zVx >Pm+1 are isomorphisms and

H"(VJ = ...=  H"(V") = H"(V') = Hn(Um+1) = z 2
(see (c), (b) and 1.2(a)) it follows that both relations a£ker and aCker xPtUm+1 
hold if and only if an even number of the elements ax, ...,a t are nonzero. Thus

ker tP'V’ = ker zPtUm+1
as required.

(e) The homomorphism xum+1,v: is a monomorphism. 
Indeed, select b£H"(Um+1) so that zUm+l<v(b) = 0. Then for (0, b)£Hn(V’)®

®H"(Um+1) we have

Тк',г(0)_ % „ц,г(Ц  — 0.

Let Р = У 'П ит+1 and consider the segment

H"(P)-5U H" (V') @Hn(Um+1) H"(V)

of the Mayer—Vietoris sequence of the decomposition V= V'U U m+1. Since

Ф ( 0 ,  b )  =  Zy>t V ( 0 )  —  x,u m+i , v ( b )  =  0

taking also the exactness of the Mayer—Vietoris sequence into account it follows 
(0, h)£ker i/^=im cp. Consequently there is an a£Hn(P) such that (0, b)=(p(a), 
i.e. 0 = t P'v(a) and b = xPtUm+1(a). Hence afker zPyV, and thus by (d) we have 
aCker zP<Um+1 which implies b= zPtUm+1(a)=0 as required.

(f) We now prove the assertion in case k = m + 1.
Let C — (U1=U, ..., Ur=Um+i) be a á?-chain in V connecting U and Um+1. 

Since V is connected there exists such a chain. However zVtV= zUm+l,yC* (see
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1.15) where C* is an isomorphism (see 1.14). Hence (e) implies that xUiV is a mono­
morphism indeed.

Thus the assertion is true if V is connected and is of finite class.
Now let V be an arbitrary open connected subspace of Y  and U a member of 

28 contained_in V. Then there is a member U' of 28 such that U'czV  and so that 
the closure U' of U' in V is compact.

We first show that xv^v : Hn(U')-+Hn(V) is a monomorphism.
Indeed, select b£Hn(U') such that xu, v(b) = (). Then there is an open sub­

set V' of V containing V  and being such that the closure V  of V ' in V is compact 
and for which xu%y(b)=0  (see [5] p. 15). Let V" be an open connected subset of 
finite class containing V . There clearly exists such a V" and we have

Ttr.v"(b) =  xv,v" Xuw'(b) — 0.
Since — as we have seen above — xv^y. is a monomorphism, it follows b=0. 

xu'tу is a monomorphism as required.
Now let C=(U  = U1, ..., Ur=U') be a áFchain in V connecting U and U'. 

Since V is connected there exists such a chain C. However xv v = xv.<vC* (see 1.15) 
and thus since C* is an isomorphism (see 1.14) and xv><Y is a monomorphism it 
follows that xVty is a monomorphism indeed.

Finally let V be an arbitrary open subset of Y and U a member of 28 contained 
in V. U is connected (see 1.16) and thus it is contained in a component V  of V. 
However Y  is locally connected (see 1.17) and thus V' is an open connected sub­
space of Y. As we have seen above t(; f . : Hn(U)->-H"(V') is a monomorphism 
and since Xy<v: is a monomorphism as well (see 1.5) it follows
that xU'V = Xy,yVxU'V. is a monomorphism.

The proof of the theorem is complete.
We now show some corollaries of Theorems 1.19 and 1.20.
1.21. Let V  be a domain in Y  and let V  be an open nonempty subset of V. 

Then for q ^ n
Xy,y-- Hq(V') -* Hq{V)

is an epimorphism.
Indeed, for q>n we have Hq(V) = 0 by 1.9 and thus the assertion is obviously 

true. Suppose now that q — n and select Ud28 so that UczV'. Since xUiV = 
= XytyXVty  and xu<v is an epimorphism by 1.19, it follows that xv-tV, is an epi­
morphism as required.

1.22. Let V be a domain in Y  and V  a nonempty open subset of V. Then for 
q =и, Hq(V \V ')  = 0.

Indeed, consider the segment

Hq(V') Hq(V) -  Hq(V \V ')  -  Hq+1(V')

of the cohomology sequence of the pair (V, V \V ') .  Since by 1.21, x y tV is an epi­
morphism and by 1.9, Hq+1(V') = 0, the exactness of this sequence (see 1.6) im­
plies Hq(V \V ')  — 0 as required.

1.23. It is immediate from 1.22 that for each domain V in Y, for an arbitrary 
proper closed subset F of V and for q S n  we have Hq(F) = 0.

1.24. Let Fbe a domain in Y. Then by 1.19, 1.20 and 1.2(a) we have H "(V)=Z2. 
In particular,
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1.25. If У is a connected л-cpm then by 1.24 H n(Y )= Z 2.
1.26. Let V be an open nonempty subspace of Y. Then by 1.20 and 1.2(a) we 

have Hn{ V ) ^ 0.
1.27. Let К be a domain in Y. Then by 1.24, 1.22 and 1.9 the conditions 1.2(a)

and 1.2(b) are fulfilled for V. Hence, taking also 1.16 into account 88 can be replaced 
by the system Ű8' of all domains of Y  and we have .

1.28. Let V be a nonempty open subspace of Y. V is connected (V has two 
components respectively) if and only if H"{V)=Zz (Hn(V )= Z 2®Z2 respectively).

Indeed, let {k̂ ; a£A} be the system of components of V. Since Y  is locally 
connected (see 1.17) it follows that each Vx is a domain. Thus for each а в A, 
TVa,v- H"(VX)-*H"(V) is a monomorphism and Hn(V) is the direct sum of the 
images im (see 1.5). Consequently the assertion is an immediate corollary

1.29. Let Vx and V2 be domains in Y  such that VxaV 2. Then according to 1.27 
and 1.11 the homomorphism туьК,: Я''(к^)-»7/"(к^) is an isomorphism.

Finally we show two important properties of the и-cpm-s.
1.30. Let V and V' be nonempty open subsets of Y  such that V'czV  and so

that distinct components of V  lie in distinct components of V. Then the homo­
morphism гy tV: is a monomorphism.

Indeed, let {Vx ; a^A 'j be the system of components of V  and {Vx; a£A} 
the system of components of V such that A 'a  A and for z fA ' one has V'<zVx. 
These requirements could clearly be satisfied.

Since Y  is locally connected (see 1.17) it follows that each Vx and each Va is 
open in Y.

Now let х^кегту'У, i.e. x£H"(V') and

Since each ^vx,v' ■ Hn(Vx) — H"(V') is a monomorphism and Hn(V') is the 
direct sum of the images (see 1.5) we have a representation

such that oq, ...,otr are pairwise distinct elements of A'. However for 7=1, ...,r

Consequently, since each t Kc(jF: Hn{Vx)-»Hn( y )  is a monomorphism and 
Hn(V) is the direct sum of the images (see 1.5) we obtain

Taking also 1.29 into account we get x x = ... =xr = 0 and thus by (5) x  = 0. 
1 y ty is a monomorphism as required.

of 1.24.

(4) *y-,v(x) = 0.

(5) ( л ‘х )  +  .  .  .  +  r  y '  y ,  ( X r )

holds and thus by (4) and (5) we have

V  v (t ) =  0 for i = 1, ..Otj’ <*i ., r.
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1.31. Let V and V' be nonempty open subsets of Y such that V'<zV and so 
that there exist two distinct components of V  contained in the same component 
of V. Then the homomorphism TyyV: H"(V')-+H"(V) fails to be a monomorphism.

Indeed, let V{ and Vi be components of V  contained in the same component 
V0 of V. Since the space Y is locally connected it follows that Vi, V2' and V0 are domains 
in Y  and thus by 1.24 we have

(6) H"{Vi) = H"(VO = H”(V0) = Z2.

For /= 1 ,2  let et be the nonzero element of H”(V{). Since for /= 1 ,2 , 
TV',v f  H"(Vi)-»H"(V0) is an isomorphism (see 1.29) taking also (6) into account 
we get
(7) rv' у (ei) + rv' v (e2) = 0-v 1» y 0 v 2’ 0

Let V3' = V '\(V iU V i). Then by 1.17 Vi is open in Y and thus {Vi, Vi, Vi} is a 
decomposition of V' into pairwise disjoint open sets. Let 0=e3£H n(Vi) and

(8) у = г / v,{ei) + t v' v,(e2) + V  к'(ез) = *v' v'(eJ +rri V'(e^ eH "(V'^■vv v

Then by 1.5 we have 

(9)
However for /= 1 ,2  one has

T

У  9 ^ 0 .

V , V ^ y ' f y '  ^ V o , V  V

and thus by (8) and (7) we get

V .f (t) =  xva,v(xv’v v0 (ei) + rvi, v0̂ 2)) = 0. 

Hence by (9) fails to be a monomorphism as required.

2. -̂manifolds

We now collect the notions related to k-manifolds and recall the fundamental 
theorems proved in the article [2].

Let R be a T2-space and {X, A) a compact pair in R, i.e. X  is a compact sub­
space of R and A a closed subspace of X.

2.1. D efinition . Let V be a domain i.e. a connected nonempty open subspace 
of R. We say that К is a regularly intersecting domain o f (X, A) if

(a) КГМ=0,
(b) VH X  is a domain of X \A .
If V is a regularly intersecting domain of (X, A) and U = V D X  we then say 

that V regularly intersects the compact pair (X, A) in U.
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2.2. D efin itio n . A domain V of R is said to be к-regular mod (X, A) if the 
following conditions are fulfilled:

(a) V is a regularly intersecting domain of (X, A).
(b) V \ X  consists of two components.
(c) The closure of each component of V \ X  contains VOX.

2.3. D efin itio n . The compact pair (X, A) itself is called a k-manifold in R 
if it satisfies the following two conditions:

(a) X \ A  is a nonempty connected space,
(b) for every q fX \A  the /с-regular domains that contain the point q form a 

basis for the neighbourhood system of the point q in R.
2.4. Observe as a direct consequence of 2.3 that for a L-manifold (X, A) in R 

the subspace X \ A  is a locally connected domain of X.
Observe also that for a fc-manifold (X, A) in R the set X \ A  is clearly no- 

w'here dense in R.
Now we recall two theorems proved in [2].
In the remainder of this section let (X, A) be a /c-rnanifold in R.

2.5. T heorem . Let V be a domain in R regularly intersecting (X, A) and such 
that L \A  is nonconnected. Then V is a к-regular domain mod (X, A) (see [2] 3.4.)

2.6. T heorem . Let V be a к-regular domain mod (X, A) and let V  be a domain 
in R confined to V and regularly intersecting (X, A). Then V  is a к-regular domain 
mod (X, A) (see [2] 3.5).

We now recall a definition from [2].

2.7. D efin itio n . A /c-regu!ar domain V  mod (X, A) is said to be a subdividing 
domain o f (X, A) if the two components of V \ X  are contained in the same com­
ponent of R \X .

In connection with this definition we recall a theorem.

2.8. T heorem . I f  at least one mod (X, A) к-regular domain is a subdividing 
domain o f (X, A) then each mod (X, A) к-regular domain has this property (see [2] 
Theorem 4.1).

Finally we give the definition of the bounded and closed ^-manifold.

2.9. D efinition . (X, A) is said to be a bounded (closed respectively) k-mani­
fold if its /с-regular domains are subdividing (non subdividing respectively) domains 
of (X, A).

2.10. R emark . Suppose that the space R is locally connected.
Let (X, A) be a /с-manifold in R and let V be the component of R \A  con­

taining X \ A .  Since X \ A  is connected and nonempty it follows the existence 
of such a component V and V  is clearly a domain in R. It is clearly a regularly inter­
secting domain of (X, A) and it contains all mod (X, A) ^-regular domains.

Now (X, A) is a bounded /с-manifold if and only if V \ X  is connected.
Indeed, suppose that is connected. Then F \A f is a component of

R \X .  Let V ' be a fc-regular domain mod (X, A). Then V 'czV  and thus V '\X c .
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c F \ I .  V  is a subdividing domain of (X, Ä) and thus (X, A) is a bounded 
k-manifold.

Now suppose that F \ X  is nonconnected. Then by 2.5 V is a mod (X, A) 
^-regular domain. On the other hand the components of V \ X  are certain com­
ponents of R \X .  Hence the two components of V \ X  can not be contained in 
the same component of R \X .  V is not a subdividing domain of (X, A). (X, A) is 
not a bounded k-manifold as required.

3. ^-manifolds in Ä"+1

Let n be a positive integer and Rn+1 the euclidean (n\- l)-spacc.
3.1. We first remark that by 1.4, Rn+1 is an (n+l)-cpm.
We shall make connection between the k-manifolds and certain n-cpm-s in 

R',+1. To prepare it we make a preliminary remark.
3.2. Let M  be a closed and P an open subset of a topological space О such 

that M с  P. Suppose that Q is connected and Q \M  has two components Q, 
and Q,. Then P meets both <9, and Q± and thus P \ M  is nonconnected.

Indeed Qx and Q2 are open subsets of O. If P did not meet both Q, and Qt 
(say Р П б 2 =  0), then (P U ßJU  Q2 would be a decomposition of Q in two dis­
joint nonempty open subsets. But this is impossible since Q is connected.

3.3. Theorem. Let (X, A) be a compact pair in Rn+1 such that X \ A  is a 
connected n-cpm (see 1.2). Then (X, A) is a k-manifold in R"+1.

Proof. Let q £ X \A  and let Ж be a neighbourhood of q in Rn+1. Let G be a 
spherical neighbourhood of q lying in fV \A . Let U be the component of (7ПХ= 
=  Gn(A'sv4) containing q. U is open in X \ A  by 1.17 and it is clearly a closed 
subspace of G. By 1.24 we have
10) H n(U )= Z 2.

On the other hand 1.9 shows that
(11) H n+1(U) — 0.
However G is homeomorpbic to Rn+1 and thus
(12) H n+ '(G )= Z2,
(13) H n(G) = 0 
(see [5] p. 46). Consider the segment

H n(G) -  H n( U) -  H n+1(G \U ) -  Hn+1(G) -  H n+1(U)
of the cohomology sequence of the pair (G, U). By (13), (10), (12) and (11) this 
segment has the form

0 - Z 2 -  H n+1(G \U )  -*• Z2 -*■ 0
and thus by the exactness of the cohomology sequence (see 1.6) we have
(14) H n+ '(G \U ) = Z 2®Z2.

Acta Mathematica Hungarica 57, 1991



102 M .B O G N Á R

Consequently G \U ^& . G \U  is a nonempty open subspace of the (n-bl)-cpm 
Rn+1 (cf. 3.1) and thus by (14) and 1.28 G \U  consists of two components.

Now let V be a domain in f?"+1 such that F c C  and VP\X=U. There clearly 
exists such a domain V. Taking also 3.1 and 1.24 into account we obtain
(15) H n+1(V )= Z 2.
U is clearly a closed subset of V  and thus the cohomology sequence of the pair 
(V, U) is exact (see 1.6). Consider the segment

H n(U) -  H n + 1( V \ U ) -  H n+1(V ) -  H n+1(U)
of this cohomology sequence. According to (10), (15) and (11) this segment has 
the form

Z2 -  H n + 1(V \U )  - Z 8 -  0.
Consequently we have either

H "+1(V \U )  = z 2
or else

H n+1(V \U )  = Z a®Z2.
Hence V \ U  is a nonempty open subset of Rn+1.

Now let Q = G, P=V  and M=U. Then by 3.2, P \ M = V \U  is non- 
connected and thus by 1.28 H n+1( V \U ) —Z 2 can not occur. Consequently 
H n+1(V \U )  = Z 2®Zi and thus by 1.28 V \ U = V \ X  has two components, say 
V1 and V2.

To prove the theorem we only need to show that V is a к-regular domain 
mod (X, A) (see 2.3 and 1.2). As we have seen above conditions 2.2(a) and 2.2(b) 
are satisfied for the domain V. We are going to show that condition 2.2(c) is sat­
isfied as well.

Let q'£U. We have to show that q' is a limit point of both Vx and V„.
Let W ' be a neighbourhood of q in Rn+1 and let U' be a connected subset of 

U such that q'dU 'czW ' and U' is open in X \ A .  Since X \ A  is locally con­
nected (see 1.17) it follows the existence of such a U'. Let V  be an open subset of 
R"+1 such that V 'a W 'O V  and V'P\X=U'. There clearly exists such a V .  
Now U \U '  is closed in U and thus it is closed in V. Hence O' = V \ ( U \U ')  is 
open in Rn+1 and U' = Q'P\X=Q'OU  is a closed subset of Q'.

Consider the segment

H n(U \U ')  -  H n+1(Q') -  H n+1(V) -  H n+1(U \U ')

of the cohomology sequence of the pair (V, U \U ').  By 1.22 we have Hn(U \U ') = 
— H"+1(U \U ')  = 0 and thus by the exactness of the cohomology sequence in ques­
tion (see 1.6) taking also (15) into account we get

H" + 1(Q') = H n+1(V )= Z .i .

Hence the open set Q  of Rn+1 is nonempty and by 3.1 and 1.28 it is connected.
Since Q '\U ' = V \U  it follows that Q ^ U '  has two components and these 

are Vx and Vs.
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On the other hand by V 'a V  and V'(1X= U ' we have U'czV'czQ'. Let 
P' = V ' and M '= U '. By 3.2 P' = V ' meets both components of Q '\M ' = Q '\U ' 
and thus taking also V 'c W '  into account W ' meets both Vx and L> as well, q' is 
a limit point of both V, and V2 as required. The closure of each component of V \ X  
contains v n X —U.

We have proved that V is a к-regular domain mod (X, A).
The proof of the theorem is complete.
3.4. Theorem. Let (X, A) be a к-manifold in Rn+1. Then X \ A  is an n-cpm.

Proof. X \ A  is clearly a nonempty locally compact T2-space.
We now introduce a new concept.
An open ball G of R"+1 is said to be normal mod (X, A) if it is contained in a 

к-regular domain mod (X, A) and G D X ^0.
Observe that since each normal ball G is contained in a к-regular domain V 

and VClA = 0 we have GDA = 0 and thus СПА=(?П(.Т\Л).
Let Sd be the family of all components of the sets G П ( T \ / i ) = G D T where 

G runs over all normal balls mod (X, A). Since X \ A  is locally connected (see 2.4) 
it follows that á? is a basis of X \ A  (cf. also 2.3(b)).

To prove the theorem we only need to show that each satisfies condi­
tions 1.2(a) and 1.2(b).

Let G be a normal ball mod (X, A) and V a к-regular domain mod (X, A) 
containing G. Let U be a component of С П Т -С П (X \A ). Let V  be a domain 
in /?"+1 such that U aV 'aG czV  and V'D X=U. There clearly exists such a V  
and V  is a regularly intersecting domain of (X, A). Since V 'c V ,  it follows by 
2.6 that V  is a к-regular domain mod (X, A) and thus V '\ X = V '\ U  consists of 
two components. Now consider the segment
(16) H"(U) -  H n+1(V '\U )  -  H n+1(V')

of the cohomology sequence of the pair (V', U). V  and V ' \ U  are nonempty 
open subsets of the (n +1 )-cpm R"+1 (see 3.1) where V  is connected and V '\ U  
has two components. Thus according to 1.28, H"+1(V')=Z2 and H"+1(V '\U )  = 
= Z 2®Z2. Consequently the segment (36) is of the form

H n(U) - Z 2®Z2 - Z 2

and since the cohomology sequence in question is exact (see 1.6) it follows

(17) H"(U) Z 0.

(L U \U ) is clearly a fc-manifold in Rn+1 as well and G is a regularly inter­
secting domain of (U, U \U ).

Since U czX \A  and X \ A  is nowhere dense in Rn+y (see 2.4) it follows G a U. 
Thus U is a proper closed subset of G, consequently by 1.23 and 3.1 we have

(18) H n+1(U) = 0.
Consider the segment

tf  "(GO -  H"(U) -  H n+1(G \U ) -  H n+1(G) -  H n+1(U )
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of the cohomology sequence of the pair (G, U). By (18), 3;3(13) and 3.3(12) this 
segment is of the form
(19) 0 -+Hn(U) -~H n+1(G \U )  - Z 2 - 0
and thus by the exactness of the sequence (see 1.6) and by (17) we have H"+1 (G \U ) A 
A Z 2. Hence by L28, G \U  is nonconnected and thus by 2.5, G is a fc-regular 
domain mod (U, U \U ). Consequently G \U  consists of two components, say 
Gx and G2, and this implies by 1.28

Hn+1(G \U )  =  Z 2®Z2.

Hence by the exactness of the sequence (19) we obtain # '’( t / )= Z 2.
Condition 1.2(a) is fulfilled for t/€á?.
Now_let U' be a nonempty open subset of U. Since G is a к-regular domain 

mod (U ,U \U )  and U=GC\U it follows that U' is on the boundary of both 
Gx and G2 (see 2.2(c)). Hence GX[JU' and G2{JU' are connected sets and thus 
Q = G1{JG2{JU' is connected as well. However Q is open in R"+1 and G \Q  = 
= U \U '.  Consequently U \U '  is a proper closed subset of G and thus by 3.1 
and 1.23 we have
(20) H a+1(U \U ')  = 0.
Consider now the segment

(21) H n(G) -  H "(U \U ')  -  H"+1(Q) -  H "+1(G) -  H n + 1(U \U ')

of the cohomology sequence of the pair (G, U \U '). G and Q are domains in Rn+1 
and thus by 3.1 and 1.24 we have

H" + 1(G) = H"+1(Q) = Z 2.

On the other hand 3.3(13) shows that Hn(G) = 0. Thus taking also (20) into accoun 
the segment (21) is of the form

0 -  H "(U \U ')  - Z 2 - Z 2 -  0

and thus by the exactness of the cohomology sequence in question (see 1.6) we get 
Hn(U \U ')  = 0.

Now U' is a proper closed subset of the domain Q of Rn+1. Hence by 3.1 and 
1.23 we have Hq(U') = 0 for q ^ n + l ,  i.e. for all q>n.

Condition 1.2(b) is fulfilled for as well.
The proof of the theorem is complete.
3.5. Theorem. The k-manifold (X, A) in R"+1 is bounded if and only i f  the 

homomorphism /*: Hn(X )^ H n(A) induced by the inclusion i: Ac:X is a mono­
morphism.

P roof. Let V be the component of R"+1\ A  containing X \A .  According 
to 2.10, (X, A) is a bounded k-manifold if and only if F \ Z  is connected.

Consequently (X, A) is a bounded k-manifold if and only if distinct components 
of R"+1\ X  lie in distinct components of R"+1\ A .
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Hence, introducing the notations P=Rn+1\ A  and Q = Rn+1\ X ,  and taking 
also 3.1, 1.30 and 1.31 into account, we find that (X, A) is a bounded k-manifold 
if and only if tQjP: H"+1( 0 — H"+1(P) is a monomorphism.

Observe that tp r»+itq p= tq r-> + i where t P Rn+i = %P R„+i: Hn+1(P)-+ 
-*H"+1(Rn+1) and tg,я-+1 = tq,к-+1: H"+1(Q )^H "+1(R"+1) (see [5] p. 13). Hence 
ker tg pczker TöiRn+i and thus ker T{2iP=ker (те>Р|кег tQjr»+i), i.e. tq>p and the 
restriction r0jP|ker Tg^n+i have the same kernel. Consequently we can state that 
(X, A) is a bounded k-manifold if and only if т0>Р[кег тд1К» +1 is a monomorphism.

Consider now the segments

H"(R"+1) -  H n(A)— - ^ - ~ H n+l{P),

H"(Rn+1) H n(X) H"+1(Q) H n+1(Rn+1)
of the cohomology sequences of the pairs (Rn+1, A) and (Ä"+1, X). Since these 
sequences are exact (see 1.6) and H"(R"+1)= 0 (see [5] p. 46) it follows that dR« + i>/4 
and őRn+i'X are monomorphisms and the relation
(22) im dR»»+î  ̂ — ker TQtR>*+i

holds. Also, consider the commutative diagram

H n(X) — H n(A)
jíRn + ljX |‘5Я"+1,Л
* +

Я '+1( 0 — .  H"+1(P)

(cf. Theorem 1.1.6(2) of[5]p. 18). Since <5r» + iiA: and <5rh+itA are monomorphisms, 
taking also (22) into account it follows that i* is a monomorphism if and only if
so is

r Q , P  l ™  ^ R n + ' , x  —  t q , p I ker r g , R "  +  l  >

i.e., as we have seen above, if and only if (X, A) is bounded k-manifold.
The proof of the theorem is complete.

4. The main theorems

We are going to prove the theorems of [2].
4.1. First observe that a compact pair (X, A) in R1 is a k-manifold in R 1 if 

and only if X \ A  is a singleton.
We have to mention that A need not be the empty set. The respective assertion 

in [2], namely that A must be empty (see [2] § 5), is false.
Observe also that each k-manifold (X, A) in R1 is clearly a closed k-manifold 

in R \
4.2. Theorem. Let n be a positive integer and let {X, A) be a compact pair 

in R"+1 such that X \ A  is a connected n-manifold. Then (X, A) is a k-manifold 
in Rn+1.
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This is Theorem 5.2 in [2] and it is an immediate consequence of 1.4 and 3.3.
4.3. Theorem. Let (X, A) beak-manifold in R" ( n = l )  and let (Y, B) be a 

compact pair in Rn homeomorphic to (X, A). Then (Y, B) is a k-manifold in R" 
as well. Moreover i f  (X, A) is a bounded k-manifold then so is (Y, B).

This is Theorem 5.5 in [2] and it is an immediate consequence of 4.1 and of 
Theorems 3.3, 3.4 and 3.5 (cf. also 2.3(a)).

4.4. Theorem. Let (X, A) be a k-manifold in f?"+1 ( n ^ l )  such that ,4 =  0. 
Then (X, A) is a closed k-manifold in R"+1. Moreover R"+1\ X  consists o f two 
components and X  is the boundary o f these components.

Proof. According to 3.4 and 1.25, taking also A = 0 and 2.3(a) into account, 
we have H "(X )= H "(X \A ) = Z 2 and Hn(A) = 0. Hence the homomorphism 
/*: Hn(X)->H"(A) induced by the inclusion i : AczX  fails to be a monomorphism. 
Consequently by 3.5 (X, A) is a closed fc-manifold in R"+1. However Rn+1 is the 
only component of =  R,1+1 and thus by 2.10, f?'l+1\ A  is nonconnected.

On the other hand R"+1 is a regularly intersecting domain of (X, A) (cf. 2.1 
and 2.3(a)) and thus by 2.5 R"+1 is a к-regular domain mod (X, A). Hence R"+1\ X  
consists of two components and the closure of both components contains /?'1+1П 
O X= X  (cf. 2.2). Thus the boundary of each component of Ä"+1\ T  is X  itself 
indeed.

Observe that this Theorem 4.4 is the same as Theorem 5.4 in [2].
We are going now to prove Theorem 5.3 of [2]. First we introduce a new notion.
4.5. D efinition. Let n be a positive integer. Let (X, A) be a compact pair 

and p£A. p is said to be an n-euclidean boundary point of (X, A) if there exists a 
neighbourhood W  of p in X  and a homeomorphism cp of W  onto the halfball

{л- = (a,, ..., x„); (xj)2+ ...+ (x„)2 < 1, A'„ a  0}
of Rn such that

(p(WnA) = {л- =  (лу, ..., x j ;  2  C*,-)2 < U n =  0}.
1=1

Theorem 5.3 of [2] reads as follows.
4.6. Theorem. Let (X, A) be a k-manifold in R"+1 (n =  l )  with at least one 

n-euclidean boundary point. Then (X, A) is a bounded k-manifold in R"+1.
Proof. Let p  be an n-euclidean boundary point of (X, A) and let W and (p 

be the same as in 4.5. Without loss of generality we can clearly suppose that <p(p) = 
=  0 = (0 ,..., 0). Let int W be the interior of W  in X. Then p£int W and cp(intW) 
is an open neighbourhood of 0 in cp{W). Hence there is a positive real e such that

Q = [x£(p{W)\ 2  (Á;)2 -c 62}C(p(int IV).
1 = 1

Let lV' = cp~1(Q) and (p' = (p\w.: W'-+Q. W  is an open neighbourhood of 
p in X  and cp': W '-^Q  is a homeomorphism. Since

Q\(p'(W'C]A) = Q \(p(W f)A) 0
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it follows
(23) W '\A = W 'C \(X \A )  *  0.

Q is a proper closed subset of the open ball

{ x  = (*!, . . . , x n); (atj)2 + • • • + (x „)2 -< e2}
of R" and since R" is an и-dimensional manifold by 1.4 and 1.23 we have H"(Q) = 
Hn+1{Q) = 0 and thus
(24) Hn(W )  = H n+1(W ') = 0.

Q is connected, consequently W  is a domain in X. Hence there is a domain 
V  in Rn+1 such that V 'f]X = W ' and thus W  is a closed subset of V . By 3.1 and 
1.24 we have
(25) H n+\V ')  =  Z2.

Consider now the segment

H n(W') -  H n+1{V '\W ')  -  H n+1(V') -  H n+1(W')

of the cohomology sequence of the pair (V', W'). By (24) and (25) this segment 
has the form

0 -  H n+1(V '\W ')  - Z a -  0

and thus by the exactness of the cohomology sequence (see 1.6) we get 
Hn+1(V '\W ')= Z 2.

Consequently V '\W 'X 0  and taking also 3.1 and 1.28 into account we find 
that V '\ W '= V ' \ X  is a domain in R"+1.

Let q €14/ , П(А"\^) = С 'П (1'\/1). By (23) there exists such a point q. Let V 
be a к-regular domain mod (X, A) such that е/£ Vс  V'. By 2.3(b) there exists 
such a domain V. Since the two component of V \ X  lie in the connected set 
V'\iV-'-= V ' \ X  it follows that the two components of V \ X  lie in the same com­
ponent of Rn+1\ X .  (X, A) is a bounded /с-manifold, indeed (cf. 2.9, 2.7 and 2.8).

The proof of the theorem is complete.
■ Finally we prove Theorem 5.1 of [2].

4.7. Theorem. Let (X, A) be a k-manifold in R2. Then X \ A  is either a closed 
Jordan curve or it is homeomorphic to the real line IV.

■ Proof. The proof proceeds in several steps.
(a) There is no open subspace of X \A  which is a singleton or which is homeo­

morphic to a closed halfline.
Indeed, the singleton and the closed halfline may be considered as proper 

closed subspaces of the connected 1-euclidean manifold R1. Hence for such a sub­
space W by 1.4 and 1.23 we have H 1(W)=0 while for each nonempty open sub­
space W  of ЛГ\Л by 3.4 and 1.26 we have H 1(W')X^0.
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(b) A triódé is a space homeomorphic to the union of three distinct segments 
of R2 issuing from the same point and lying on distinct lines.

(c) There is no triode in X \ A .
We argue by contradiction.
Suppose the existence of a triode in X \ A .  That means there is a point q and 

three simple arcs wls v2, i>3in X \ A  such that q is the endpoint of each arc vb /=  1,2,3, 
and for iA j  (/,/£{1,2,3}) we have viC\vj = {q}. For /= 1 ,2 ,3  let r; be that 
endpoint of Vi for which rtAq. Let K(q, e) be a closed circular disc around q 
such that

A U  (r4, r2, r3} cz R2\K (q , s)

and let C(q, e) be the boundary circle of this disc. Going from q to r ; on the arc 
V j  let r'i be the first point of vt ( T C(q, e )  and let u j be the subarc of vt with the end­
points q and r'i. Then by the Jordan curve theorem and the decomposition theorem 
(see [1] Zerlegungssatz, Korollar p. 390) the compact set C(q, e) U v{ U ráU v'3 divides 
the plane in four domains Dx, D», D 3, D4 such that q is on the boundary of three 
of them, say
(26) q£Dt for / =  1,2,3
and D4 =  J?2\ K ( ^ ,  e) .  Hence Du D2, D3 lie in K(q, e).

Now let К be a /с-regular domain mod (X , A )  containing q and lying in K(q, s). 
By 2.3(b) there is such a domain V and

V \ x  =  ( (D 1 n  V  ) \ X )  U ( (IX  n  V  ) \ X )  U ( (D 3 n  К ) \X ) .
However X \ A  is nowhere dense in R 2 (see 2.4) and thus taking also (26) into 
account for /= 1 ,2 ,3  we have

(Д П Н )\Х  = Щ Г Ж )\(Х \Л ) A 0.

Consequently L \X  is the union of three nonempty pairwise disjoint open sets. 
But this is impossible by 2.2(b).

Hence there is no triode in X \ A  indeed.
(d) X \ A  is completely metrizable.
Indeed, this is obvious if X \ A  is compact. On the other hand if X \ A  is 

noncompact then its one point (Alexandroff) compactification (see [4] p. 222) is a 
compact metrizable space and each metric of this space is complete. Moreover 
X \ A  is an open subspace of this complete metric space. However since complete 
metrizability is hereditary with respect to Gs sets (Theorem 4.3.23 of [4] p. 342) it 
follows that X \ A  is completely metrizable as required.

(e) Taking also (a) and (c) into account Х\^4 can be considered as a separ­
able connected and locally connected complete metric space which is not a singleton 
and fails to contain any triode. Hence according to a theorem of Á. Császár (see [3]), 
X \ A  is homeomorphic either to a circle or to the line R 1 or to a segment of R1 or 
to a closed halfline of R1.

However according to (a) X \ A  is not homeomorphic to a closed halfline or 
to a segment of R1. Hence X \ A  is either a closed Jordan curve or it is homeomorphic 
to the real line R1 as required.

The proof of the theorem is complete.
All theorems of [2] are proved. Our program is finished.
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ILIADIS ABSOLUTES FOR ARBITRARY SPACES

Á. CSÁSZÁR (Budapest)*, member of the Academy

0. Introduction. According to V. I. Ponomarev [2], the absolute of a Hausdorff 
space X  is an extremally disconnected (see Section 1 below for the terminology) 
Hausdorff space PX such that X  is the image of PX under an ultraperfect map; 
this property determines PX up to a homeomorphism. S. Iliadis [I] has constructed, 
for a Hausdorff space X  again, an extremally disconnected Тя-space EX  such that 
X  is the image of EX  under a ,9-perfect map; uniqueness up to a homeomorphism 
is still valid. (For more historical details, see [5].)

The construction of PX has been extended for arbitrary topological spaces 
by V. M. Ul’janov [4]; it is an extremally disconnected space whose X  is the image 
under an ultraperfect and separated map.

The purpose of the present paper is to define EX for arbitrary topological 
spaces X  and to show that its fundamental properties remain valid with suitable small 
modifications.

1. Preliminaries. A topological space is said to be extremally disconnected (EDC) 
iff the closure of any open set is open. In an EDC space, if G and H  are disjoint 
open subsets, then G П H = 0. An EDC space is zero-dimensional (i.e. has a base com­
posed of clopen sets) iff it is regular (this being understood without postulating T0). 
A  dense subspace of an EDC space is EDC as well, and it is C*-embedded (i.e. 
every continuous map from the subspace into a compact Hausdorff space possesses 
a continuous extension to the whole space).

Let X  and Y  be topological spaces, and / :  A— Y. The map /  is said to be 
closed iff f(F )  is closed in Y provided F is closed in X. It is said to be compact iff 

is compact for yd Y. it is said to be irreducible iff it is surjective and / ( F) ?-■ Y 
whenever F ^ X  is closed in X. A continuous, closed, compact, irreducible map 
will be called ultraperfect (perfect usually means closed and compact, sometimes 
continuous, closed and compact).

The map / i s  said to be 3-continuous iff, for xd X, f{x)d f c F ,  V open in Y, 
there is an open U<^X suchthat xdU  and f(U )  c f .  A continuous map is 3-con- 
tinuous; the converse is true provided Y  is regular. The composition of two 3-con- 
tinuous maps is ,9-continuous as well. A ,9-continuous, closed, compact, irreducible 
map will be called 3-perfect.

The map / i s  said to be separated iff x ,, x2dX, x, ^ x2, fix ,)  = f(x2) imply that

* Research supported by Hungarian National Foundation for Scientific Research, grant 
27-3-232.
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Xj and x2 have disjoint neighbourhoods in X. If X  is / , ,  then every map / :  X— Y 
is separated.

Let / :  X —T be surjective. For A a X ,  we define
1(A) = Y  - f ( X - A ) .

Then f(A)c=XA),f-i(f(A))<zA, f(X )= Y ,
f(A f)B )  = f(A )f)f(B ).

I f / is  closed and G e l  is open, then /(G) is open in Y; i f / is  closed and irreducible, 
then /(G) A 0 provided G ^0 is open in X.

Let X  be a topological space. A filter in X  is said to be open iff it is generated 
by a filter base composed of open sets. A maximal open filter is said to be ultra- 
open. Every system of open sets that is centred (i.e. has the finite intersection prop­
erty) is contained in an ultraopen filter. An open filter s is ultraopen iff Gdsec s 
implies Gds whenever G is open; here

sec5 = { d c Z :  TH S Ф 0 for every S/s}.

Consequently, if s is an ultraopen filter and A is either open or closed, then either 
A or_ X —A belongs to s. If s is an ultraopen filter and G c J  is open, then G£s 
iff Gds. If 5, И s2 are ultraopen filters, then there exist open sets G /s ; such 
that G1flG2 =  0. Every xdX is limit of at least one ultraopen filter (because the 
neighbourhood filter of x is open); the space X  is EDC iff every xdX is limit of 
one and only one ultraopen filter.

Let us denote by UX the set of all ultraopen filters in X. The following state­
ments have been formulated in [1] for Hausdorff spaces, but they are easily seen 
to hold for any space X.

For an open set GcX, define
s(G) =  {seUX: Gds}.

Then j(0) = 0, s(X)=UX,

siG.DG,) = siGJDsiGz),

hence the sets s(G) constitute a base for a topology on UX that is compact and 
Hausdorff. It is also EDC because

u x(G;) = á(U  Gt);
i £ I  i d

hence the clopen subsets of UX are precisely those of the form s(G).
A  space X  is said to be almost compact iff, in each open cover of X, there are 

finitely many members whose union is dense, or equivalently, iff every ultraopen 
filter is convergent. A compact space is almost compact, and the converse is true 
if the space is regular. Any product of almost compact spaces is almost compact. 
The image of an almost compact space under a d-continuous map is almost com­
pact. A T2-space is almost compact iff it is //-closed.

In a space X, a set R is said to be r-open (regular open) iff 7?=int R or equiv­
alently iff R is the interior of a closed set. In an EDC space, r-open sets coincide
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with the dopen sets. The space X  is said to be semi-regular iff there is a base com­
posed of / -open sets. A regular space is semi-regular.

The /--open sets of X  constitute the base for a semi-regular topology, coarser 
than that of X. The set X, equipped with this topology, is said to be the semi-regular­
ization of X  and will be denoted by RX. The map idx : R X —X is ^-continuous. 
If X  is EDC then so is RX.

2; Construction of EX. Let X  be an arbitrary topological space. Denote by 
IX  the same underlying set equipped with the indiscrete topology. Consider the 
product space T X = IX xU X  and the subspace

EX = {(x, s): s -  x in X} c  TX.

Theorem 2.1. TX is a regular EDC space and EX is dense in TX, so E X  is reg­
ular and EDC as well.

Proof. Both IX  an UX are regular. The open subsets of TX have the form 
X x H  where H a U X  is open, and X X H = X X H  is open since UX is EDC. Hence 
TX  is EDC.

Let (x0,s 0) fT X . The sets XXs(G), where G fs0 is open in A, constitute a 
neighbourhood base of (x0, s0). For a set having this form, choose x fG  and an 
ultraopen filter s containing the neighbourhood filter of xfX . Then s —x in 
X, Gd$ds(G), (x, s)dEXG{Xx.s(G)). Thus EX is dense in TX, therefore it is 
EDC. □

Let kx : EX-+X be defined by
kx (x, s) =  x.

Then we have:
Lemma 2.2. For x()fX , let {s;: i f i )  be the set o f  all elements o f UX that con­

verge to x0 in X, and let GfiSj be open for i f  I. Then there is a finite subset /0с  I 
such that (J Gi is a neighbourhood o f x0.

nr0
Proof. Assume G— IJ GjXO for every open set G containing x0 and every

it I о
finite set /„<=/. Then these sets constitute a filter base of open sets that is con­
tained in an ultraopen filter s. Since Gf s for every open neighbourhood of x, 
necessarily s->-x0, and s =  s/o for some i f f .  By definition, X —Gio£sio which is 
impossible. □

Theorem 2.3. k x is a 9-perfect, separated map.
Proof. For (x0, %)fEX. let V be an open neighbourhood of x0fX .  Then 

V f s0, and U=(XXs(V))C\EX is a clopen neighbourhood of (x0, s„) in EX. 
If (x, s)dU, then V fs  and s —x in X, hence x fV . Hence kx is 3-continuous.

kx is surjective because the neighbourhood filter of any x fX  is contained in 
some: s€f/X for which s->-x, (x, s)fE X , kx(x)=x.

In order to see that kx is irreducible, it suffices to show that DczEX is dense 
whenever kx(D)=X. Now if Е=(ХХ^'(С))П£'Х, 0 # G c T , G open, is a basic

s Acta Mathematica Hungarica 57, 1991



114 Á . CSÁSZÁR

open set in EX, choose x£G  and s£UX such that (x,s)££>. Then s — x, 
G£s(zs(G), (x,s)aDG\V.

For x0£X, assume kx 1(x0)ci (J (XXs(Gt)) where G jC J is open for t£/.
i t l

Then every sdUX  converging to x0 is contained in some л(С;), i.e. G fs ,  so that,
by 2.2, V = \J  Gi is a neighbourhood of xa for some finite set 70c7 . Thus, for

i£J0sdkx 1(x(i), we have V£&, consequently G f s for some t6/0. In fact, otherwise 
X —Gi would belong to s for every /£/„ so that X — (J G fs  would hold which
is impossible. Therefore 7cj1(x0) c  |J  (ATXi(G;)), and k x is compact.

i€/0
Suppose now that F cE X  is closed and x0£ X —k x (F). Then (x0,s,)$F  when­

ever s f  UX, Si~+x0 so that, for every 7, we can choose an open set G f s; satisfying 
(TX j(G ,))nF=0. By 2.2, V = \J  Gi is a neighbourhood of x0£X  for some

i€/0
finite 70. If A'^int V and sf UX, s —x, then V£s and G fs  fo ra  suitable i€ ki­
l l  cncc (x, $)€XXs(Gi), (x, s)tr F. Therefore k x (F ) is closed, and k x is closed.

Finally kx is separated because, if (xt, Si)£EX, (xt , 51)т^(х2, s2), k x(xi,Si) = 
= k x(x2, s>), then х г—х2 and SjXSo, thus there are open sets G, such that Gf£s;, 
Gi riG2=0, and XXs(G,) is a neighbourhood of (xt, s ;) in TX satisfying (TXf(Gl))n 
n(TXJ(G2)) = 0. □

Let us denote by UC(X) the subspace of UX composed of the convergent ultra­
open filters.

Theorem 2.4. The following statements are equivalent:
(a) X is T2.
(b) The projection from TX onto UX, restricted to EX, is a homeomorphism 

from EX onto UCX.
(c) EX is T>.

Proof. (a)=>(b): If X is T2, then the restriction described in (b) is bijective. 
It is continuous, and it is open since the image of (TXí(G))riFT is á(G)í 1GcT.

(b) =>(c): Obvious.
(c) =>(a): If X  is not T2, then there are хг, x 2fX , хгХх2 such that every open 

neighbourhood of х г intersects every open neighbourhood of x2. Let s be an ultra­
open filter containing all these non-empty intersections. Then (xl5s) and (x2, s) 
are two points of EX  without disjoint neighbourhoods. □

By this, the construction in [1] furnishes in the Hausdorff case a space homeo- 
morphic to EX.

T heorem 2.5. The following statements are equivalent:
(a) X is regular and EDC,
(b) kx : E X -<■X  is a homeomorphism,
(c) EX and X  are homeomorphic.

Proof. (a)=*(b): If X  is EDC then kx is bijective. It is continuous whenever X  
is regular, and it is closed, too.

(b)=Kc)=>(a): Obvious. □
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T heorem 2.6. A space X  is almost compact iff EX is compact.

Proof. X  is a ^-continuous image o f  EX. On the other hand, i f  X  is almost 
compact, then UCX —UX, hence E X a  |J  (XXs(GJ), G, open in X, implies UXa

»£/
a  U s(G;) and then, by the compactness of UX, finitely many sets s(G{) cover 

>£/
EX. □

3. The mapping/. In this section, let X  and Y  be topological spaces, / :  X—T 
9-continuous, closed and irreducible. The statements 3.1—3.5 are formulated in 
[1] for T2-spaces X  and Y  with very short hints of proofs.

Lemma 3.1. I f  UX, then the system

(3.1.1) {/(G): G£s is open}
is a filter base in Y  that is contained in one and only one t£ UY. For an open set 
H a Y ,

(3.1.2) H et iff intf - ч ю е в .
Proof. Since / i s  irreducible and closed, (3.1.1) is a filter base composed of 

open sets in Y. Assume t£ UY contains (3.1.1), and let H  be open in Y. Then
(3.1.3) int Я = / ( in t / - 1(G)).

In fact, let у e int H, у  =/(л) for some x£X. By the 9-continuity of/ ,  there is 
an open set G e l  such that x£G and

/(G) c i n t f l c  Я.
Then G a f -ЦН) and G a'm \f~ '(H ), so that

x^X -in t f -ЦП), yeY  —/(X —in t/-1(H)) = /( in t /-Ч Я )).
Hence c: holds in (3.L3). On the other hand, the right-hand side of (3.1.3) is an 
open set contained in H.

Now if H et is open, then int H ei so /hat int Я intersects every set /(G) 
with G£s open, i.e., by_ (3.1.3), intf ~ l (H) intersects_every such G, and 
i n t / / 1(H)£sec s, intf ~ 1(H)£5. Conversely, if int/ -J (П)е.ь, then by (3.1.3) 
int H ei, Hei-

Thus the open elements of a t£ UY containing (3.1.1) are uniquely determined 
by (3.1.2) and so is t itself. □

For seUX  let us denote by /(s) the only element of UY that contains (3.1.1). 
Corollary 3.2. For s£ UX, H a  Y open, we have

Я£/(б) iff in t / -1(.H)£5. □

Theorem 3.3. The map / :  U X -U Y  is a homeomorph ism.
Proof. /  is continuous because, by 3.2,

(3.3.1) / - Ч М Я ) )  =  S j i m t f - н т )
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where sx and sY denote the operator .v defined for X  and Y, respectively, and HczY  
is open. , .

/  is injective because, if s fU X ,  s ^ s , ,  then, there arc open sets G /s ; such 
that G1C\Gi =0, and then /(G ;)€/(s;), J(G1)f]f(G2)=&, /К ) ^ / ( з 2).

/ i s  surjective. In fact, if t£ UY, then the: sets int Hf where HZ t is open, 
clearly constitute a filter base in Y. By (3.1.3), the system composed of the sets 
in tf~ '(H )  is centred so that it is contained in some s(LUX. By 3.2, Hff(z,) for 
every open set H Z t, i.e. tc;/(s), t= /(s). ,.i . ; ui ,

The proof is completed by observing that UX is compact and UY is 7). □
T heorem 3.4; I f  sZUX, s —x, then /(s )—/(x). Hence f(Ú cX)czUc(Y).

Proof. Let H  be an open neighbourhood of f(x)ZY. By the 9-continuity 
of f  there is an open neighbourhood G of x such that /(G)crH. Hence 
xein t/'-H H H s, and HfJ(s) by 3.2. □

T heorem 3.5. I f f  is 9-perfect, then

f(U cX) = UCY

so that J\UCX  is a homeomorphism from UqX  onto UCY.

Proof. According to 3.3 and 3.4, it suffices to prove UcYczf(UcX). Now if  
s£UX, f(s )—yZY, then s -*x for some xCf~y(y). In fact, otherwise every point 
of f ~ l(y) would have an open neighbourhood that does'hot'intersect a suitable 
element of s, and, by the compactness of f~ '(y ) ,  there wóüld exist an open set 
G 7Df~1 (y) that does not meet some open G'Zs. Then clearly f(G) is an open 
neighbourhood of y, f(G ')fj(f), /(G) П/(G ,) = 0, which contradicts /(s )— y. □

4. The mapping/*. We are now able to prove that good m aps/ :  X- - Y induce 
continuous maps from EX into EY\ \ , i ‘

Theorem 4.1. Let X, Y be topological spaces and /': [Xe^Y be 9-continuous, 
closed and irreducible. Then there is one and only one continuous map f * : EX-> EY  
such that . . • .. "
(4 . 1 . 1)  f ° k x = icyof*.

This map is defined by
(4.1.2) f* (x , s) = (/(x ),/(S)), ' : '

P roof. By (3.3),/* given by (4.1.2) is continuous>and clearly satisfies (4.1.1). 
The part concerning unicity will be derived from a more general statement. 

In order to formulate it, let us consider the product space X'XUX ánd let us denote 
by PX the subspace ... , r ,\ i;-

{(x, s)ZXX.UX: S i X  in vL}.,.

i.e. the same set as the underlying set of EX  bub equipped with'an obviously finer 
topology. It is shown in [3] that PX  is, up to homeomorphism, the only EDC space 
whose X  is the image under an ultraperfect, separated map. Now we can prove:
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Lemma 4.2. I f  f :  X-*Y is ^continuous, closed and irreducible, and g : PX-+EY 
is continuous and satisfies
(4.2.1) f ° k x = k Yog,
then g=f*.

Remark. The unicity stated in 4.1 clearly follows from 4.2 because 
idP̂ : P X ^ E X  is continuous.

Proof of 4.2. Assume that 
Then there is a map

such that

g : PX-*EY is continuous and satisfies (4.2.1). 

h: UCX  — UCY

(4.2.2) g(x, s) = (f{x), h(s)) ((x,s)ePX).

In fact, (4.2.1) implies that the first coordinate of g(x, s) is f(x). Now if 
(xi,s)£P X  (/=1,2), then g(Xi, s)= (/(x ,), t.) and tyX t2 would imply that 
( f( x i), t,) and (f(x 2), t2) have disjoint neighbourhoods in EY. By the continuity 
of g, (xx, s) and (x2;, s) would have disjoint neighbourhoods in PX. However, this 
is impossible because, if G(, Я ;С 1  are open for /= 1 ,2 , and x fG t, sc,sx(//,), 
then <7\ П (7, П Hx П I l f s ,  and if x[ is an element of this intersection and s /  UX, 
Si— x[, then clearly (x j, Si)€ (<7X Xsx(Я ,))П(С,Xsx (H,,))Г) PX. Therefore the sec­
ond coordinate of g(x, s) does not depend on x.

Assume /?(s0)x /(s0) for some s0€ UCX. Choose x f X  suchthat s0—x0 in 
X. Then, by 3.1, there is an open set <706s0 such that f(G 0)$h(s0), thus /((7П)ГШО = 0 
for some open H fh (s 0). By the continuity of g, there are open sets (7, HczX  
such that x fG ,  s f s x (H) (i.e. Hds0), and
(4.2.3) g((G Xsx(H ))nP X a  (YX sY(H0))r)EY.
Since s0 —*"X0 implies G£s0, necessarily GDG0f)H xQ , hence f(G(~)Gnr iH ) ftt  
because f  is closed and irreducible. Choose у£/(СГ\СаГ)11), then x fX  such that 
y=f(x), whence х(С П С 0ПЯ, finally s£UX such that s-~x. Then #£s, 
(x, s)£(GXsx (Hj)f)PX, so h(s)£sy(H0) by (4.2.3), i.e. H fh (s). On the other 
hand, g (x ,s)= (f(x ),h (s)) implies h(s)=/(xK/(<7ПG0Hitf )c/(G„), /(<70)€A(s) 
which contradicts /(Со)П Я о = 0. □

/*  defined by (4.1.2) has essentially better properties if f  is 9-perfect:
T heorem 4.3. I f  f :  X-+Y is 9-perfect, then f * : E X ^E Y  is ultraperfect 

and open.

Proof. /*  is surjective. In fact, let (y, t)££T be given. By 3.5, t= /(s )  for 
some $dUcX. If s — x£X , then f(x)= y  by 3.4, so that /* (x , s) = (y, t).

According to the surjectivity of f*  and the bijectivity of f\U cX: UCX -  UCY, 
we obtain from (4.1.2)
(4.3.1) f*((XxA)C]EX) = (F XJ(A))C\EY
for any A(zUcX. Consequently, by 3.5,/* is both open and closed. Again by the 
bijectivity of f\U cX, we see that f*  is irreducible.
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If (у, t)£EY, then t ) c l x / _1(t) =  lx{5} , where s = / -1(t). If an
open subset of E X  intersects Ix { s} , then it contains (ЛГX{s})П EX. Therefore 

t) is compact, and /*  is compact as well. □
Theorem 4.4. I f f :  X ^ Y  is 9-continuous, closed, irreducible and separated, then 

f * : E X ^E Y  is injective.
Proof. Suppose (x;, s ^ E X ,  (xt , Sx)yí(xa, sa), f* (x lt s1)=/*(jca, Sg). Then 

J(sj)~f(sj), so s1= s2= s  by 3.3, thus х г^ х г. Moreover, /(x 1)= /(x 2) implies 
that Xj and x2 have disjoint neighbourhoods in X. This fact contradicts s-*xlt 
s— x2. □

Corollary 4.5. I f  f :  X —Y is a separated, 9-perfect map, then /* :  EX-*EY 
is a homeomorphism. □

Theorem 4.6. For two topological spaces X  and Y, the spaces EX  and EY are 
homeomorphic iff there is a topological space Z  whose both X and Y are images under- 
separated, 9-perfect maps.

Proof. If such a Z  exists, then, by 4.5, both EX  and EY  are homeomorphic 
to EZ. Conversely, if h: EX --E Y  is a homeomorphism, then Z = E X  can be 
chosen using k x and k Yoh. □

Theorem 4.7. Let X  be regular and EDC. I f  f  : X^-Y is 9-continuous, closed 
and irreducible, then there is one and only one continuous map g : X -E Y  such that 
f= k Yog. I f f  is 9-perfect, then g is ultraperfect. I f f  is separated, then g is injective. 
I f  f  is both separated and 9-perfect, then g is a homeomorphism.

Proof. By 2.5, kx is a homeomorphism. Hence g=f*okx 1 will do by 4.1, 
4.3, 4.4 and 4.5. □

The following statement serves as a fundament in recognizing the character 
of an absolute with respect to E X :

Corollary 4.8. I f  Z  is a regular EDC space whose X is the image under a 
separated, 9-perfect map, then Z  and EX are homeomorphic. □

By this, all essential results for EX  contained in [1] in the case of Т»-spaces are 
established for arbitrary X.

5. The category 3-Top. A part of 4.7 admits an elegant formulation if we 
introduce a suitable category.

Lemma 5.1. I f  f :  X^-Y  is surjective, 9-continuous, closed and compact, then 
У-1 (AT) is compact whenever Kcz Y is compact.

Proof. Assume f ^ x{K)cz 1J G,, where G ,riX  is open for every i. For y€K,
• e/

/ -1(y) is compact, hence it is contained in the union G(y) of finitely many sets (7, . 
Then f(G (y)) is an open neighbourhood of y, and Kcz (j f(G(y)) for a finite set

3>€F

FczK. So
f~ 4 K )cz  U / - '( / ( G W ^ c  U G(y). □

y £ F  y € F
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C orollary 5.2. I f  / :  X ->- V and g: Y ^ Z  are 9-perfect, then so is g o f  □
Therefore we can define a category 9-Top whose objects are all topological 

spaces and the morphisms are the 9-perfect maps. Now we obtain from 4.7:
T heorem 5.3. The full subcategory o f 9-Top whose objects are the regular EDC 

spaces is coreflective. The coreflection o f X  is EX with the coreflector kx . □
The statement of 5.3 remains valid if we replace 9-Top by the subcategory 

j9-Top in which the morphisms are the n-separated 9-perfect maps; we say that a 
map / :  X-+Y is и-separated iff xl5 x 2£X, хгА х2, f{xf)= f(xf) implies that xx 
and x2 have disjoint closed neighbourhoods. This is a category indeed, because the 
composition of 9-continuous, n-separated maps is clearly и-separated. We deduce 
from 4.7 the analogue of 5.3 by observing that a separated map starting from a 
regular space is n-separated.

In general, a separated map need not be и-separated. In fact, let T b e a  T2-space 
that is not Urysohn, a, b£X, aAb, and suppose that a and b do not have disjoint 
closed neighbourhoods. Let / :  X ^ Y  be a surjective map such that f(a)=f(b), 
but f \ X — {u} is injective. Let us equip Y  with the quotient topology. Then / i s  
ultraperfect, separated, but not n-separated.

6. EX  and PX. We show that PX determines EX  in a certain sense.

Lemma 6.1 (see [3]). I f

U =  U (GtXs(Hj)nPX,
i€/

where G;, Ht are open in X, then the closure o f U in PX is (XXs(H*j) Pi PX, where

H* — U № П Я ().
■ er

Proof. If (x0, s0)£UDPX, then, for open G ,H a X  and x fG ,  s0ds(H), 
we have

(GXs(H))n(GtXs(H,))nPX X 0

for some i. Let (x, s) be an element of this intersection. Then Я, Я / s ,  and s —x 
implies G /s ,  so that Я П 6 ,-Л Я /0 . A fortiori ЯПЯ*?£0, H*£sec s0, Я*б50, 

(x0, 50)е(тх^(я*))П Р Х
Conversely, if (x0, s0)£PX, s0ds(H*), then, for open sets G, / / с X, x0£G, 

s0£s(H), we have G£s0£s(G), hence Gr\HC}H*A& and СПЯЛС,-ПЯ|#0 
for some i. Let хССПЯГК/ПЯ; and s£UX, s —x. Then (x, s)6(GX i(ff))ii 
n(G;X j(ff,))nPT  so that every neighbourhood of (x0, s0) intersects U. □

C orollary 6.2. The space PX is EDC. □
Corollary 6.3. The r-open (i.e. the clopen) sets in PX are precisely the sets o f 

the form  (XXs(H))C\PX where H (zX  is open. Consequently EX is the semi-reg­
ularization o f PX. □

Corollary 6.4. The map idEX: E X ^P X  is ^-continuous. □
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Theorem 6.5. I f  f :  X-+Y is continuous, then there exist (in general several) 
continuous maps g: E X —EY such that fo k x = kYog.

Proof. In [3], it is shown that there exist continuous maps h: P X - P Y  such 
that fo k x —k Yoh. Let g: EX-+EY be defined by g= idEYohoidEX; it is ^-con­
tinuous because idEX: EX■—PX is ^-continuous and id£y: PY-+EY is continuous. 
However, g is continuous since EY  is regular. □

Observe that many of the results on EX  (e.g. the proof of 2.3) can be derived 
from the analogous properties of PX, but their direct proofs (given above) are 
simpler than those concerning PX.
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HOMOGENEOUS CONNECTIONS AND THEIR 
OSCULATIONS ON THE VERTICAL SUBBUNDLE

B. KIS (Debrecen)

1. Introduction

In the recent treatments of Finsler geometry the notion of Finsler connection 
over a manifold is usually considered as a pair composed of a general and a linear 
connection, the first of which is given in the tangent bundle, and the other one in 
the vertical subbundle of the tangent bundle. It seems that it is not uninteresting 
to search for structures which can determine Finsler connections. As it is already 
known [7], [2] a regular linear connection in the vertical subbundle induces a non­
linear connection in the tangent bundle. Therefore, if we are given a regular linear 
connection in the vertical subbundle, then we have a Finsler connection over the 
base manifold too. However, in the classical Finsler geometry mainly homogeneous 
connections are used instead of general (i.e. nonlinear) connections, so we will 
consider homogeneous connections mostly.

Our aim in the present paper is to investigate the converse way in this case: 
we will construct a linear connection in the vertical subbundle from a given homo­
geneous connection in the tangent bundle. This of course means that a homogeneous 
connection in the tangent bundle completely determines a special Finsler connec­
tion over the base manifold. We note that our construction can be performed easily 
in the case of complete nonlinear connections also. The completeness of this non­
linear connection is a significant point in this paper, but after slight modifications 
it is possible to use our method even to non complete nonlinear connections.

All the discussions presented here are general also in the sense that we do not 
assume that the stage for our considerations is a tangent bundle; rather we will 
take an arbitrary vector bundle for our startpoint.

After introducing some notions and notations in Section 2, in Section 3 we 
define and describe the Berwald—Hashiguchi connection as a special Berwald con­
nection (V). Then we characterize homogeneous connections by completeness and 
by the 1-homogeneity of the holonomy map using a theorem of W. Barthel [3]. 
Finally in Section 4 we investigate the osculation on the vertical subbundle of a 
homogeneous connection by a linear connection, and we show that the arising os­
culating connections are identical with the Berwald—Hashiguchi connections.

The central idea of the paper is the notion of osculating. In this way our con­
struction may be regarded as a continuation of the osculating method given by 
O. Varga [11], [10] for the Finsler metrics, under different conditions.
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2. Basic notions and notations

In this section we will introduce some basic notions and their notations which 
will be used in the following parts.

We will denote the total space, base space and projection of a vector bundle 
£ by tl £, bs £ and pr £, resp. The tangent bundle of the manifold M  is denoted 
by гM. We also use the following notations: TM = t\xM , (PM =  pr £.

The pair (a, ß) means a bundle map between the vector bundles £ and ij if 
the diagram

tl £ — - Üt]
|pr? |ргч

bs £, — - bs rj

is commutative and the maps a, ß are smooth. When the map ß is the identity we 
say that the bundle map (a, ß) is a strong bundle map. If (a, ß) is a bundle map 
between vector bundles and the restrictions of the map a to the fibers are linear 
we say that (oc, ß) is a vector bundle map. We also use the terminology “strong 
vector bundle” , a completely determines the map ß, so we will use the simpler nota­
tion a instead o f the more deductive but longer (a, ß).

Let (p: M —bs be a smooth map, where £ is a vector bundle. We construct
the pull-back bundle (p'-i; of £ by (p in terms of the commutative diagram

tl (cp'c)
ad £<p

t i i
pro?k) pr£

bs ( (p '0 = M —^-*  bs£

which is the so-called pull-back square associated to q> and The bundle cp'-l; is not 
canonically determined: its usual representative is the bundle ( MX (fl tl £, pr2, M).  
However, the vector bundle map ad,* cp is canonical relative to the bundle <p' £, 
i.e. cp'-t; determines ad *<p canonically.

3. Local expressions and holonomies

A trivialization of the vector bundle £ and an atlas of its base space bs £ com­
pletely determine the canonical local description of the bundles (pr £)'■ t;, г bs £, 
(pr £)!t bs С, T tl £, г tl (pr c )!c; and their component spaces and maps induced by 
these spaces and bundles. This local description includes local trivializations, atlases 
and local representatives of maps. From now on the existence of these local de­
scriptions are assumed. The best property of these local descriptions is perhaps 
the fact that local representatives of bundle projections are restrictions of some 
component projections of some product manifolds to certain open subsets. We 
usually do not make distinction between the notation of an object and its local 
representative.
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A) The local description o f a connection on f  Let

( V ) <5 -  (pr №  x  11 * ^  (Pr

be a connection in the vector bundle £, ([12], [9]). If n = dimbs £, к = ran к £ then 
the local representatives of maps

to some open sets, where calx1, v1) : R" -»IF is linear and smooth in its argument. 
The connection (V) is called linear iff m(x1,y 1) is linear in y1.

B) The local description o f x tl £ associated to (V) and linear connections in
x tl ((pr £)'■£). If (x‘)i=1.... „ is a local coordinate system on bs £ and (ej)j=li and
(yj)j=i, are a local basis of tl £, and the local coordinate system associated to it

From this we can construct another basis provided that (V) is a connection on

and (cof) is the matrix of ( » ( x 1, y 1) . (We are using the Einstein summation conven­
tion; the range of Latin (resp. Greek) indices is the set (1, ri) (resp. (1, k))).
(3.2) is called the basis of x tl £ associated to (V). The bases of the cotangent bundle 
x* tl £ associated to the bases (3.1) resp. (3.2) are denoted by (dxl, ..., dx", dy1, ..., dyk) 
and (dx1, ..., dxn, dy1, ..., <5yk) respectively, where

J? : (pr — T tl f ,
: x  tl t;  — (pr £) 'x  bs c, 

vv  : x tl c -  (pr f ) ' - f  

hv : (pr ^)!rbs £, — x  tl £

then a canonical local basis of т tl £ is

(3.1) ( д д d d )
dx1 ’ dxn ’ dy1 ’ dyk)

(3.2)
where

(_s_ _d__ _d_ _d_
dx1 ’ öx" ’ dy1 ’ dyk )■

= dy(t—ofj dxi (a = 1, ..., k).

Now, if (V) is a linear connection in the vertical subbundle of  ̂ and
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are local bases of tl Vb, resp. tl F*c then the local representative of the connection 
form of (V) (described in terms of covariant derivative) can be formulated with 
respect to these bases in two ways:

a) Using the canonical basis (3.1) o f г tl £:
A 1

Ajyclxj igidyyig) + B f  dyß 0  d f  ® .

b) Using the basis (3.2) o f  т tl c associated to (V):

vA f  dxJ ® dyy® +vB f  Syß <g> dyy <g> — ■.

The last description is called the Carton normal form  of connection (V). We can 
state the following relationship between coefficients A, В and VA, VB:
(3.3) A f  =  v A f -  o/j Щу, B f  =  Щ у.

D efinition 1. The pair S' =  (V, V) is called a Finsler Connection ([6]) on f  If

(3.4) 
and
(3.5)

V4“j :
dcOj
dyy

= 0

then we say that S' is the tl Berwald connection associated to (V). Omitting the last 
condition, we get the notion of the Berwald—Hashiguchi connection ([1], [4], [5]).

C) Parallel translation: Let y(t) be a curve in tl c; whose local representative is 
(x(t), y(t)). If 7 =  ((pr 0°У )(0  then its local form is x(t). The necessary and 
sufficient condition of parallelity of у by (V) is locally the equation

(3.6) y(t)-a>(x(t), y(t))(x(t)) = 0.

D) The case o f linear connection: In case (V) is linear equation (3.6) can be 
considered as a system of ordinary linear differential equations and so it has a unique 
solution for any initial condition. From the theory of ordinary linear differential 
equations (see for example [8]) we know that this solution is determined everywhere 
where all the coefficients are continuous, and depends linearly on the initial con­
ditions. The global translation of this fact can be summarized as follows:

A general (i.e. nonlinear) connection (V) on a vector bundle c is complete if 
the parallel translation of any vector along any curve 7 of bs i; by (V) is defined on 
the whole range of 7.

Corollary 1. Every linear connection is complete.
Let (V) be complete and 7 be a smooth curve in bs q. If p = y(t0), q = y(t^) are 

two points of 7 we can define the map

a,to, <1 .  у: Ép -
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v = the parallel translation of v€gy(,0) into c,q by (V) along y.
This map is called the holonomy map o f (V) along у associated to t0, ti . The family

^ y ,\  = Wto, n, у • íy«o) ^^(mUodi^domy} 
is tlie holonomy о/ (V) along y.

Referring to the classical results of the theory of systems of ordinary differential 
equations we get the following

Proposition 1. (a) aij(>?=id?y(t).
( b )  З - ь . с . у ^ ^ а . Ь . у  ^ a , c , y *

(c) aa,b,y ,s a diffeomorphism.
(d) The connection (V) is linear iff it is complete and all o f its holonomy maps 

are linear.
We can generalize the last statement to the case of homogeneous (V).
D efinition 2. The connection (V) is called homogeneous if mix1, yx)(x2) is 

1-homogeneous in the variable y1, and maps determined by (V) are smooth only on 
the “dotted” bundle | ; i.e. on bundle arising when the zero section is splitted out 
from the corresponding vector bundle f

Theorem 1. The connection (V) is homogeneous iff
(1) The connection (V) is complete and
(2) Every holonomy map o f (V) is a 1 -homogeneous smooth map between the 

fibres of f .
Proof. Sufficiency. The homogeneity of the connection (V) follows from the 

condition (2). This condition means that Ay0€ijp is taken by а(0.(.у into 
whenever y0££P is taken into yi€Íq- But both y= y(t) and Xy(t) must be solutions 
of equation (3.6), and thus

y — co(x, y)(x) = 0 and Xy — co(x, Xy)(x) = 0

front- which one can conclude the 1 -homogeneity of o> in y.
Necessity. Consider the initial value problem

(3-7) у = /(/,> '(/)), У ( П  = У *

for a system of ordinary differential equations, where

. - /: [a,h]XRm - Rm, y\[a ,b ]-*  Rm (a,beR, a < b)

are..smooth, f( t ,  y) is 1-homogeneous in the variable у  and t*d(a,b), y*£Rm. 
Thé system (3.7) has a unique solution y(t), tc[a. b] and this solution depends in 
1-homogeneous way on y*. (For the proof see Barthel [3] Theorem 2.)

Now we can prove the necessity part of the statement. Since со is assumed to 
be' 1-homogeneous in y, the local condition (3.6) of the parallel translation can be 
considered as an initial value problem of the form (3.7). By Barthel’s theorem we 
get that any homogeneous connection is complete. By completeness we can define 
the holonomy of (V). Now the holonomy maps are 1-homogeneous because of the 
solution’s 1-homogeneous dependence on initial values. Q.E.D.
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4. Osculation of a homogeneous connection

As we have seen the holonomy maps are not necessarily linear in the case of 
homogeneity of (V). To get linear maps we take their tangents:

Definition 3. Let Jf={a,0,,ljy} be the family of holonomies of (V). Associate 
to every holonomy map

ato,!i,y: !,(f0) — ^(n) smooth, t0, domy,
the map

D«,o. n. У, и ■ ((p r0!|)u ((prO!<j)a,„, (1> y(u) (и€ l y(,o)),
у (и))(иО

where (da,^,uy(u)) is the fiber derivative of a,0>(l>y at u. The map Da,0>(l.yj„ is called 
the osculating holonomy map induced by a(o>(l>y; the family

D jf := {Da(0_(l> y>„ | a(0>fl y< E u£y,0} 
is called the family of the osculating holonomy maps.

Now we can associate to the map Da(oj(liy>u a map between fibres of (pr £)’£ 
to get a situation more similar to the case of holonomy maps. The curve у and 

£y(to) determine a curve yu of tl which is the parallel translation of и along у 
by (V) and for which domy„ =  domy. The data (tQ. / , , yu) completely determines 
the map Da,o (l>r>u, so we can transcribe it to the form /J,0i,1?u. If we realize that yu 
is a curve in tl (pr £)'■£, naturally emerges the following question: does there exist 
a linear connection (V) on (pr c)! <j whose holonomy maps are exactly the maps 
ßio.ti.yj The answer is negative if we formulate the question in this way, because 
the maps ßto,tl,ya are defined only for those curves y„ which are parallel to (V). How­
ever, slightly modifying the question we will get an affirmative answer.

Question. Is there a linear connection (V) on (pr £)!£ whose family of holonomy 
maps include the whole family of the osculating holonomy maps {/?,„,(1>Уц|У„ is 
parallel along some у from bs c, t0, /^dom y, n€|y(,0)}?

In order to answer this question recall that the Dombrovski map of a linear con­
nection (V) on (pr c)!i; can be written locally as
(5.1) D(x1, y 1, z \  x2, >'2, Z-) =  (л1, у1, z2-(o 1(x1, у1, zr)(x2) - o x ( x \  у1, zr)(y-))
where co1(x1, y 1, zl)(x2) and 0}2(хг, у1, гг)(у2) are linear in z1, x 2 and z1, y2 re­
spectively.

With regard to (3.6) and (5.1) the map ßlo,tl,ya is a holonomy map of (V) iff 

ß > o , t У(0,  ßt„,г,, Уи(и’))(x ( t) ) -ох(x (/), y(t), ß,0' tl'iu(w))(y(.t)) =  0 
for every w£(pr c)!|„ s R k, where (x(t), y(t)) is the local form of y„ and

Äo.n,j„ := ( ^ 7  ßto.4.».)[• So we £et У(0  = * , and

y(/)-ü>(x(0 ,y (0)(*(0) = o.
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Composing the above equations, we obtain:
(5-2) ß t0, , , y u ( w ) - a > 1( x ( t ) ,  х , 0' , ' У( и ) ,  ß to, , , y u ( w ) ) ( x ( t ) ) —

- c o 2( x ( t ) ,  a t0' t y ( u ) ,  ß , 0.u f u ( w ) ) ( - a > ( x ( t ) ,  a.t<ht, y ( u ) ) ( x ( i ) ) ) = 0
for every u, wf R \ Similarly, is the holonomy map of (V) iff
(5-3) át0't'y(u)-a>(x(t), al0 ^y(u))(x(t)) = 0 for every иб1,(,о).
Differentiating this by и and taking into consideration that according to the first
part of this section ß = —^ a  and thus ß = —r - d , we get du du

(5-4) (^u[áío>í>y(n)-co(v:(0, а,о,г>у(и))(х(0)])(и0 =

=  a<„,r,?(w))(x(0)(Ä„,u?Jw)) = 0
for every wf Rk. Now comparing this last equation with (5.2) we get 

(5-5) d2co(x(t), aio, у (и)) (x (0) {ßto,t, ju (w)) =
= cô-víí), oi/0,f,j(n), ß , 0' U yu ( w ) ) ( x ( t ) ) - ( O 2 ( x ( t ) ,  cct0 iUy( u ) ,  ß t0, t , 9u( w ) ) x  

X (-w (a'(0, x l0, , , y ( u ) ) ( x ( t ) j ) -

Let t= t0. Then
(d2co(x(t0), u)(x(t0)))(w) = оТ(л'(1и), и, w)(x(t0))-(o2(x(t0), и, w)(u)(x(t0), и) (Á (/„))). 
After these we formulate and prove the following

Lemma 1. I f  (У) is a linear connection on (pr c ) ' - ( f )  with Dombrovski map (5.1) 
then the equation

(d2w(x, r)(p))(s) = w1(x, r, s)(p)-<x>2(x, r, s)(co(x, r)(fij) (r, j€Rk, /if R")
is the sufficient and necessary condition for the osculating holonomy maps o f connec­
tion (V) to be the holonomy maps o f (V).

Proof. The considerations following the Question show that the condition of 
the Lemma is necessary. So we have to prove only the sufficiency. If the condition 
of the Lemma is satisfied for every values r, s, /i then it is satisfied also by the special 
values а,0>1>у(м), ,?u(w) and x(t). So equation (5.5) is satisfied. ((5.3) and (5.4)
hold good, since a is supposed to be the holonomy map of (V).) From (5.5), (5.4) 
and (5.3) follows however (5.2) which is the local condition of the Lemma.

Note that the homogenity of connection (V) were used only because of the 
completeness of the homogeneous connections, and only in the definition of the 
osculating holonomy maps. If we define these osculating holonomies as partially 
defined maps the whole discussion presented here remains valid for general non­
linear connections, too. Q.E.D.

D efinition 4. If a linear connection (V) on Vc satisfies the condition of the 
Lemma, then we say that it osculates the connection (V). The family of the connec­
tions which osculate the connection (V) is denoted by {dV}.
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Now we can state and prove the following
Theorem 2. There exists a natural correspondence between the family {dV} and 

the family o f the Berwald—Hashiguchi connections associated to (V).

Proof. A linear connection (V) is an element of (dV) iff it satisfies the condition 
of the Lemma. Now comparing this condition with condition (3.3) in the case of 
the Berwald—Hashiguchi connection we can see that they coincide. Q.E.D.
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EXTENSIONS OF THE SPACES c AND c0 FROM 
SINGLE TO DOUBLE SEQUENCES

F. MÓRICZ (Szeged)

1. Convergence in Pringsheim’s sense and regular convergence. We will consider 
double sequences A = {amn: m, n= 1,2,...} of complex (or real) numbers. We 
remind the reader that A is said to converge in Pringsheims sense if there exists a 
number / such that amn converges to / as both m and n tend to <=° independently of 
one another:
(1.1) lim amn = l.m, n-~oo

It is almost trivial that A =  {am„\ converges in Pringsheim’s sense if and only 
if for every e>0 there exists an integer N=N(e) such that

\aJk—am„\ á  e whenever min {/, k, m, n} ' N.

The crucial difference between the convergence of single sequences and the con­
vergence in Pringsheim’s sense of double sequences is that the latter does not imply 
the boundedness of the terms of the double sequence in question.

Following Hardy [1], a double sequence A = {amn) is said to converge regularly 
if it converges in Pringsheim’s sense and, in addition, the following finite limits exist:

(1.2) lim amn =  kmП-*- oo (m = 1, 2,

(1.3) lim amn = /„ (n = 1, 2, .

(For more details, see also [2].)
Obviously, the regular convergence of A implies the convergence in Pringsheim’s 

sense as well as the boundedness of the terms of A, but the converse implication fails.
2. Linear spaces of double sequences. We will consider the following linear 

spaces of double sequences A =  {amn} :

2 This research was completed while the author was a visiting professor at the University of 
Tennessee, Knoxville, during the academic year 1987—88.
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130 F. MÓRICZ

l \  =  { A :  I IЛ H l  =  2  2 j \ a mn\ < o ° } ;

I? = {Л: MIU = sup \amn\ < °°};

cf, the space of regularly convergent sequences;
0cf =  {A : amn -  0 as max {/?;, n} — }; 
c£, the space of sequences, convergent in Pringsheim’s sense; 

0cl = {A: amn -  0 as min {/?;, n)
r P B  _  J f l t o  r P B  _  , ,P f )  /oot-2 — 1-2 1 1 *2 ’ 0l 2 — (A 2 I I >2 '

As is known, /J and /|° are Banach spaces. We will prove that cf, 0cf, cfB and 
0c£B endowed with the norm || • |U are also Banach spaces.

Furthermore, we define the pseudonorm

for A£c%. We will prove that c£ is complete under this pseudonorm and observe 
that ||у4||р = 0 holds identically for any ^ d 0c£.

R emark 1. It is impossible to introduce a nontrivial norm in c£ or 0c£ in such 
a way to make them Banach spaces. This follows immediately from the following 
two well-known facts:

(i) The linear space m of all single sequences cannot be complete under any 
nontrivial norm.

(ii) On the other hand, tu can be imbedded into 0с£ in a trivial way. Namely, 
given any single sequence {a,-}, define aJk — aj if к — 1; j=  1, 2, . . . ;  and =0 other­
wise. Clearly W }€ otf-

Theorem 1. cf and 0c§ are Banach spaces under the norm || • ||TC.
P roof. The only thing we have to prove is completeness. We present it in the 

case of c§.
To this effect, assume that {AM : q = 1,2, ...} is a Cauchy sequence in c£. 

Let A<q) = { a ^ : m, n =  l, 2,...}. By assumption, for every £>0 there exists an 
integer q0=q0(e) such that

(2 . 1) \\A||p =  lim sup \am„\
H  —  .V

||^(9)_Л<г)||те Ä £ if min {q, r) S  q0.

This implies that for all m and n,
(2.2) 1 a\q)n -  ai'lI ^  £ if min {(/, r) q0.
Consequently, the finite limits

(2.3)
exist for all m and n. Lettingг у  —>- oo in (2.2) yields

к ™ - 0  = £ if 4 = 4»
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for all m and n. Setting A =  {a,,,,,}, (2.3) shows that

(2.4) lim P<«> —v4|U =  0.
q-*~ oo

We still have to verify that A£c$. By (2.3),

(2.5) \aJk- a mn| == I —aj-gi| + 1 |  + 1«<?„> — am„| ^  2 е+ \а $ -a%l\

where q~q0 is fixed. Even simpler inequalities hold for the differences \aJn — amn\ 
and \amk—amn\. Since 4<4)6cf, we can conclude Af_cf, as well.

Theorem 2. cf is complete under the pseudonorm || • ||P.
P roof. Completeness follows in a standard way if we take into account that 

||T||P= |/ | where / is the limit of A in Pringsheim’s sense (cf. (1.1) and (2.1)).
A norm II • И is said to be a norm “with continuous coordinates” if for each pair 

(m, n) there exists a constant Kmn such that for every A =  {amn} belonging to the 
space in question we have
(2.6) k J s s K .J M II .

Theorem 3. There exists no norm in 0cf with continuous coordinates.
Clearly, cf also enjoys the same property.
Proof. On the contrary, suppose that || • || is a norm in 0cf satisfying (2.6) for 

each pair (m, ri). We define amn = mKml if m=  1 ,2 ,...; n= 1 and; =0 otherwise. 
Then A £0cf and ||T||^ \a ml\/Kml = m for each m. This implies ||T||=«>, which is a 
contradiction.

R emark 2. There exist “artificial” norms in cf and 0cf. To get one, we choose 
a Hamel base for cf, say, i.e. a maximal linearly independent subset {Ay: Г] 
in the linear space cf, where Г is a set of indices (see, e.g. [3, p. 52]). Then any T£cf 
has a unique representation

к к
A = Z  -M  , and consequently, ||Л|| = 2  Щ  

j =1 j=i
provides a norm in cf. But we cannot expect this norm to be complete.

Theorem 4. cf® and 0cf® are Banach spaces under the norm || • ||TO.
Proof . We prove the completeness in the case of cf®. To this end, assume that 

{A(q): q = 1,2,...} is a Cauchy sequence in cf®. Then, as in the proof of Theorem 1, 
the {a(ql : q= 1,2, ...} are Cauchy sequences with the limits amn for all m andn. 
Furthermore, given any i> 0  there exists q„ = q()(c,) such that (2.3) is satisfied for 
all m and n, and consequently, (2.4) is also satisfied.

It remains to check that AGcf®. The convergence of A in Pringsheim’ sense 
follows from (2.5), while the boundedness of A follows from (2.3) since T(?)£cf®.

3. Linear functionals in cf and 0c f . In this paper, by a linear functional we always 
mean a bounded (or continuous) one.
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Theorem 5. Every linear functional L in eg is o f the form

(3.1) L(A) — lß0 0+ 2  kmßmO+ 2  Inß 0п+ 2  2  атп ßmnт = 1 и = 1 т = 1 п = 1

where А = {am„}, the I, кт and /„ are defined in (1.1)—(1.3), and the ßmn are complex 
numbers for which

(3.2) Hill = Í  i l / u
m=0 n = 0

Remark 3. In the particular case where Afc*  we have l= km = ln=0 for all 
m and n. It follows from Theorem 5 that every linear functional L in 0c£ is of the 
form

Ш ) =  2  2  amnßmnm=1 n = 1
where B = {ßmn}£l\ and ||Z,|| =  Ĥ IU.

Thus, the dual space of both cf and 0e£ is isomorphic to the same space l\. 
This phenomenon is well-known in the case of single convergent sequences.

Proof of T heorem 5. Sufficiency. It is almost immediate. Since |/ |, |fcm|, |/„ |S  
Щ А и  ,r° r аЧ m and n, it follows from (3.1) that

(3.3) ||i|| S  2  2  I ßmn I •m=0 n = 0

By (3.2), this means the boundedness of L.
Necessity. We assume that a linear functional L is given in e£ and prove the 

existence of a double sequence {ßm„. m ,n = 0, 1, ...} of complex numbers such 
that conditions (3.1) and (3.2) are satisfied.

To this effect, we define B(-qr)={b(qf>: m, n = \, 2, ...}, B(q) = {b(̂ } ,  C(r) =  {c(f n} 
and C = {cmn} as follows. For all m, n, q, r we set b<gp = 1 if (m ,n)=(q,r) and =0 
otherwise; b(q)n= l is m=q and =0 otherwise; c ^  = l if n = r and =0 otherwise; 
and cmn = 1. Furthermore, we set

(3.4) £>(«r) = A —1C— 2 ( k m- l ) B (m)- 2  ( /„ - / )C(">-
m = 1 n = 1

-  2  2  (a.......- k m- ! n +  l)B<'™\
m — 1 n = 1

where A = {amn}£c2 . It is not hard to see that ’ 1

l|i>(ar)IU =  max { sup \am„-l„\, sup \аШп̂ к т\, sup \amn- l \ ) ,
m>~q and n̂ kr n>q and m^r m>q and л>г

whence
lim ||£»(̂ >|U = .0.
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Letting Cj —*-°° and r —►oo in (3.4) yields

A =  IC+ 2  (km- l ) B ^ +  Z O n - l ) C ^ +  2  2(<*mn-km- l n + l ) & mn).
m = 1  n =  1  m  =  l n  =  l

Now we set
y = L(C), ßm = L{B™), yn =L{C (">), ßmn =  L(B^mn)).

Since L  is linear and continuous, it follows that

(3.5) L(A) = ly+ Z ( k m- l ) ß m+ 2  On-l)Yn+ 2  2 ^m n-km ~ In  + l)ßmn-m—1 n=l m=ln=l

We reveal a few properties of the coefficients ßm, y„ and ßmn. For this aim, we 
define A(qr) = {a%?} as follows: =sgn ßmn if m = l ,2, n = l ,2 , . . . ,q ;
and =0 otherwise. Then by (3.5),

2  2  IA J =  l(a^ )  == iiz.ii |M(4r)|u  =  liz.||.
m = 1 n = 1

Letting q —►со and /* —► GO yields

(3.6) 2  2  \ßmn\ < co-
m = 1 n = l

Next we define А(в) = {а£Ц), where a(q)n =sgn ßm if m=  1, 2, ..., q; n=  1 ,2 ,...; 
and =0 otherwise. Again by (3.5),

L(A(q)) = 2\ßm\+ 2  2 ( sgnßm~l)ßmn,
whence

m =  1 n =  1

L(A<«>)ё 2  \ßm\~2 2  2  \ßmnl
m =  1  m = l  b  =  1

Combining this with the boundedness of L gives

2  \ßm\ — l|Z.|| +2 2  2  l /U
m =  1  m = l  n = l

Letting q -*°° and taking (3.6) into account, we get that

(3.7) 2  I A,

We can conclude similarly that

(3.8) 2  IrJn=1
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Thanks to (3.6)—(3.8), we can rearrange the right-hand side of (3.5) as follows

(3.9)
where

L(Ä) — Iß»a + 2  kmßmO+ 2  hßün +  2  2 amnßmnm = 1 n = l m = 1 /1 = 1

ß00 = y-  2  ßm -  2  Уп+ 2  2  ßmnm = 1 n = l m — 1 n = l

ßmO — ßm 2  ßn = 1 mn  5 ßon Уп 2  ßmn*m 1
By (3.6)—(3.8) we have {ßmn: m, n= 0, 1, ...}6/ f , while (3.9) concides with (3.1) 
to be proved.

Finally, we prove the equality part in (3.2). For this purpose, we define C(?r) =  
=  {4 ,' )} as follows

sgn ßmn if m =  1, 2,..., q; n = 1, 2, ..., r;
sgn ßm0 if m =  1, 2, ..., q; n = r+ 1, r+2, ...;
sgn if m — q + \, q+ 2, .. .; n = 1, 2, ..., r\
.sgn ßoo if m = q+ 1, q + 2, ....; n = r+ \, r+2,

Then by (3.5),

L(C(qr)) — \ ß j  + 2  \ßmo\ + 2  \ßon\ + 2 2  \ßmn\ +f?i = l /i = l m = l/i = l

+ 2  ßm» Sgn ß m  + 2  ß o n ^ ß o ü  +  2  2  ß m „ S g n  ß 0n +m = q-f l  и = r +1 rn=q +1 n = 1

+ 2 2  ßmn S g n j 8 m0+  2  2  ßmn Sgnß0„.»j = l /i = r + l m = q-fl n = r + l

By the boundedness of L,

||L|| =  ||L|| ||C(,,)||„ ё  \L(C™)I ё

ё  2  2  \ßmn\~ 2  2\ßmn\~ 2  2  \ßmn\- 2  2  \ßmnlm=0 n — 0 m = q + l n = 0 m = 0 n = r+-l rn=q + l n=r-fl

Letting Cj —> oo and ► OO yields

(3.10) ЦТII ё  2  2  \ßmnlж = 0 // = 0

Combining (3.3) and (3.10) results in (3.2).
4. Linear functionals in c f. We recall that || • ||P defined by (2.1) is only a pseudo­

norm in cf, but it is complete.
Theorem 6. Every linear functional L in cf is of the form L(A)=yl where 

у is a complex number and l is the limit o f A in Pringsheim’s sense, and ||L||=|y|.
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Proof. Sufficiency. Trivial.

Necessity. Let C={cmn= l ;  m,n —1,2,...} and y = L(C). Next, we observe 
that if A(1) and A<2> have the same limit / in Pringsheim’s sense, then

\L(Aw ) -L (A ^ ) \  S  iiz.ii \\А™-А™\\р =  0,
whence Ц А ау) = Т(А(-2)). Since A and 1C have the same limit, we can conclude that

L(A) = L(IC) = IL(C) = ly.
5. Linear functionals in cPB and 0cPB. We recall the following commonly used 

notations. If SC is a Banach space, then c(3C) means the space of the sequences 
X={Xjd2£: j=  1, 2,...}  such that the finite limit

jim Их-Har =  /j - “
exists. If /=0, then we write Xdc0(SC). As is known, c(3C) and c0(SC) endowed 
with the norm

m m .  = sup iî -iu
is  1

are also Banach spaces. Furthermore, l1 (SC) stands for the Banach space of the 
sequences X={xj€S£} suchthat

nm iii = i=i
In the sequel /“ is the familiar Banach space of the bounded single sequences 

endowed with the supremum norm.
Theorem 7. The following isomorphisms hold true:

(5.1) t{B % c(/“ ) and 0cBB %c0(/“)‘
Proof. Let A = {am„: m, /?=1,2, ...} be given. We relabel the elements amn in 

the following way: let
ű}1) =  an , a if = a12, af> =  a21, = a13, af> =  a31, ...

and more generally, for / = 1, 2,. . .  let

Ojj, alf* ^2i(+i 2, ...).
Furthermore, let A(J) — {alj): k = l,2 ,  ...} and sd = {AU): j=  1,2,...}.

It is easy to see that for each <7= 1, 2 ,...

sup |fl,J =  sup sup
m , q  j^q k^l

•
Consequently, sd£c(l°°) or c0(/“) if and only if A £ cPB or 0cBB, respectively; 
the mapping A — sd is one-to-one and М ||„ =  |||.я/|||ов.

In order to find the dual spaces of cPB and 0c£B, we refer to the commonplace 
that if SC is a Banach space, then the dual space of c(SC) is isomorphic to l l(S£*) 
where SC* denotes the dual space of SC. The dual space of c0(3S) is also isomorphic
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to ЩХ*). In particular, м
(5.2) (<;(/“))* *  and (c0(/~))* ^  /‘((/-Г).

We remind the reader that the dual space of /“ is the Banach space ba(Z+, 3P, p) 
of all bounded and finitely additive set functions ц defined on the class SP of all 
subsets of the positive integers Z + and endowed with the norm

M l = sup |/l(P)|,
P<Z&

the so-called total variation of p on Z +. (See, e.g. [4, pp.l 18—119]. where the example 
of (£“)* is presented in details; but this covers (/“ )* by using counting measure.) 

Combining (5.1) and (5.2) provides our last result.
Theorem 8. The following isomorphisms hold true:

(c fT  ~  Н (П * )  and (0clBr  ((/“)*).
In other words, an element M  in /x((/“)*) is a sequence M={pj-. j=  1, 2, ...} 

of bounded and finitely additive set functions defined on SP and such that

IIIm h i ,  =  2  IN I — •
j =1

R emark 4. The spaces introduced and results proved in this paper extend in 
a natural way to J-multiple sequences, as well, where d is a fixed integer, d^3 . 
(Concerning the definition of regular convergence for (/-multiple sequences and 
series see e.g. [2].)
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ON BANACH SPACES OF ABSOLUTELY 
AND STRONGLY CONVERGENT FOURIER SERIES. II

I. SZALAY (Szeged) and N. TANOVIC-MILLER* (Sarajevo)

1. Introduction and preliminaries

Let (sk) be a sequence of real or complex numbers. If sk-*t in the ordinary 
sense, we write sk-+tl; and if 2  I-5*- in which case sk-*t I, for some 
number t, we say that (sk) converges to t absolutely and write sk-*■11/|.

The latter notion was extended to larger indices A>1, called the absolute 
convergence of index 1 and denoted |7|я. The strong convergence of index 
denoted | 7|я, is a convergence type that lies between the absolute convergence 
|/ |я and the ordinary convergence 7, i.e., |7|я=>[7]я=>7. We shall denote the strong 
convergence of index 1 simply by [7]. For definitions and basic properties of these 
notions we refer the reader to [7], [8] or [11].

Given a trigonometric series

( 1 . 1 ) 2 + 2  akcos kx+ bk sin kx
k = l

let s„(x) and <r„(x) denote the ordinary and the Cesäro Cj, л-th partial sums of 
(1.1), resp. As usual, let Lp, p s l ,  be the Banach space of all real or complex valued
27i-periodic integrable functions / with the norm ||/||jy> = where
the integral is taken over any interval of length 2n. Let C be the Banach space of 
all continuous real or complex valued 27t-periodic functions / with the norm ||/ | |c =  
= sup \f{x)\. If (1.1) is a Fourier—Lebesgue series of a function /Р 72 we shall

X  ^  ^

write snf ,  anf  and f c(k), f j k )  for the partial sums .v„, an and the coefficients ak, bk 
respectively.

In a series of recent papers [5] through [11], the above concepts of the absolute 
171я and strong [7]я convergence were applied to trigonometric and Fourier series. 
This led to questions about properties of classes of functions whose Fourier series 
are |7|я or [7]; convergent, pointwise a.e. or uniformly, defined for A 1 as fol­
lows :

У* = {Л С : snf  ̂  f  17|я uniformly},
= {/£C: J „ / —/  |7|я uniformly},

5^ =  { /£U : s j ~ f \ l \ k a.e.}, 
Ax =  {/€L1: snf —f  |7|я a.e.}.

* The work on this paper by the second author was partially supported by the Research 
Council of the SR Bosnia and Hercegovina.



138 I. SZA LA Y  A ND N. TANOVIC-M ILLER

The first two are naturally related to the following well-known Banach spaces of 
uniformly and absolutely convergent Fourier series, respectively:

= {/€C: s j ^ f l  uniformly}, [|/||* = sup |k„/||c ,

s* = { /€C : s j ^ f  | / |  uniformly}, Ц/||* =  Щ ^ +  2  \ Ш \  + \Ш \-  
We recall that

s f  a  Tl a  { feL 1: snf  - /  I a.e.}
properly, while

*  = {/£& : s j ~ f \ l \  a.e.} =  {/: ^ f \ I \  a.e.}.
For these well-known facts see Theorem A in [7] or [4]. Clearly stf1 = A1= s/. By 
our previous results, see [8], S 4 We shall denote i f x and S 1 by i f  and S
respectively.

The class i f  was studied in [6] and the classes i f k, A>1 and S \  1 have 
been investigated in [11]. It was shown there that both S l and S \  X ё  1 are 
Banach spaces with the respective norms determined by the partial sums s„f. For 
convenience of this presentation, in the following theorem, we list some of the basic 
properties of the classes.

Theorem A. Let Аё1. Then
(i) f f  S l i f  and only i f  /6  I f  and

(1.2) —5-j- 2  к \ \ Ш \  + \Ш \У  = o{\) ( и - с о ) .

f<HTl i f  and only i f  JCC and (1.2) holds.
(ii) Let E = U , C. I f  f£ E  then (1.2) holds i f  and only i f

(1.3)
I f  1 » I 1/A

= o( 1) (n — °°).

(iii) i f xc z ifx' and SxczSx' for  А>А'ё1.
(iv) d  i f  properly and Sx, || ||t A is not a Banach space. i f xc.aU properly

and i f x, is not a Banach space.
(v) S x and i f x are Banach spaces endowed with the norms

Ilf 1 n V/All
(1-4) II/lls*о = sup 2  № + \)skf - k s k_1f \ x\И ИV n + 1 k= 0 / IIL*

Ц/ 1 n Л1
(1.5) 11/ 11̂ ,0 = sup ——  2  K ^ + lK Z - b t - ! / ^ ]П IIV n+ 1 kz=0 )
respectively. Moreover

( l -б) ll/lll* =i SUP IK/lliA =2 | |/ | |SA 0

vl/A||
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II/lie =  sup Ik /llc  =  11/11« 52 ||/ | |^ .on

(vi) I f  f £ S x then II s„f-f\\s*.0= 0(1) (и-=о). I f  f ^ x then l k / - / | | ^ , „  =
= 0(1) (и-°°).

Here in (1.4), (1.5) and later expressions like s_xf  and are to be inter­
preted as zero. Statements (i) through (iv) are contained in Theorem 1, Lemma 1 
and the Remark 1 in [11]. Statements (v), and (vi) are Theorems 2 and 3 in [11], 
respectively.

By Theorem A (i), S' and У х are characterized as the respective subspaces 
of Lx and C satisfying (1.2), a condition expressed in terms of the Fourier coeffi­
cients only. However the above norms (1.4) and (1.5) are given in terms of the partial 
sums skf  It is therefore natural to consider other norms on these spaces, describable 
by the Fourier coefficients and equivalent to those given by (1.4) and (1.5). For 
the classes £fx this idea was already explored in [7]. Namely we have introduced 
there certain new norms denoted || | | ^  ;, г =  1, 2,3, equivalent to the original 
norm given by (1.5), see Theorem 1 in [7]. As a corollary of those results we have:

T heorem B. Cfx is a Banach space under the norm
(  1 n \ V A

(1.8) \\f\\s*3 = sup — —  Z  кх{ \Ш \  + \Ш \У \  + 11/ 11*.л V n+  1 *=o /

The classes séx were introduced and studied in [7]. Using some earlier results 
of the first author, on the absolute |/ |я convergence of trigonometric series [5], 
and inspired by the above mentioned properties of the classes У х we have shown 
in [7, Section 3] that the classes séx can be endowed with the corresponding mutually 
equivalent norms || || i= 1,2,3. The most interesting among these norms is 
II 11̂ , 3. Collecting some of the results proved there (see Theorems 3 through 6 in 
[7]) we have:

T heorem C. Let 2^1. Then
(i) /С я /Я i f  and only i f  f£ C  and

(1.9) 2 к х- \ \ Ш \ + \ Ш \ У ^ ^
k = 0

(ii) I f  f£C  then (1.9) holds i f  and only i f

(1.10) | | ( i f c A- 1k / - * * - i / l * ) 1/1|c
k  =  0

(iii) sdx and sdx' are incomparable for 2> A 's l .
(iv) sdx<̂ ,9>x properly and sdx is not a Banach space under the norms || ||^л г 

/= 1 ,2 ,3 .
(v) sdx is a Banach space under the norm

(1.11) H/IU.3 = { 2 к х- \ \ Ш \  + \ Ш \ ) ^  + \ \ / и ,
k =  0

Acta Mathe matica Hangar tea 57, 1991



14 0 I. SZALAY A N D  N. TA N O V IC-M IIX ER

moreover
(1.12) \ \ f \ U ^  | | / | | , a.3 S f l /H * * , .

(vi) I f  f<íséx then l k „ / - / | | ^  3=o(l) (n-°°).
Theorems A, В and C show an obvious analogy between the spaces £fx and s i x. 

The difference is illustrated by properties (iii). Moreover, the above mentioned 
norms, given by (1.8) and (1.11) are described in terms of the coefficients and the 
4Anorm. However for 1 = 1, séx=stf and the norm | | / | | rf is determined by the 
coefficients only. This will turn out to be natural in view of the properties of the 
spaces Ax and the fact that Т1=.л/ also.

The objects of this paper are the classes S x and Ax. Inspired by the just de­
scribed results on the classes f f x and ,s /\ proved in [7] we shall consider the cor­
responding norms for the classes Sx and Ax, 1 ^ 1 . Naturally we will obtain anal­
ogues of the properties listed in Theorems В and C, i.e., of the corresponding theo­
rems proved in [7]. Whenever an analogy between the classes S x and £fx, respectively, 
Ax and séx, is discussed, we shall avoid repeating the arguments that are similar 
to those presented in [7]. Moreover, we shall prove that the spaces Sx and Ax, A>1 
are Banach spaces endowed with the norms determined by the Fourier coefficients 
only. This is clearly consistent with the above mentioned fact for A1—^ .

2. Banach spaces Sx and some equivalent norms

The essential properties of the classes S x have been recalled in Theorem A, 
Section 1. Our goal here is to show that S x can be endowed with a norm described 
in terms of the Fourier coefficients. Due to the obvious similarities with the classes 
,9pX we should naturally define the new norms on Sx simply by substituting || ||c 
by II Hi* in the definitions of the norms || ||^л>; /= 1 ,2 ,3  in [7, Section 2]. The 
most interesting among those norms was certainly || ||^a>3, consisting of a part 
determined by the Fourier coefficients and the tAnorm, see (1.8). It will be shown 
here that more can be achieved in the case of S x, /> 1 . Modifying a little the ap­
proach used in [7, Section 2], we define the following norms on Sx, /=£ 1:

ll( 1 " А/я||
(2.1) ll/Hur = suP -ГГ!-  2 ( h + \ ) x\skf - s k^ f \ x\n lit П+ 1 fc = o > III/1

( I » л „ V/A
(2.2) ||/ | |w  = s u p 2  (к+1)х( \Ш \  + \Ш \У )  ,

n V n + 1 fc=o >

(2.3) ll/llsA,2 = ll/ll[A]' + sup lk„/j|r.A,
n

(2.4) ll/llsA,3 =  ll/llw +  sup \\s„f\\L*.
n

Clearly | |/ | |sa>2 and ||/ | |sa>3 correspond to the norms ||/ | |уа(2 and ||/ | |^ A,3 
introduced in [7, Section 2] and we could define, similarly, the norm ||/Ц5лд cor­
responding to ll/Ц^лд. In view of the results of this section this later norm is how­
ever, less interesting.
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Re m a r k !. Let A s l .  Then for each f £ S \  | | / | |w , | | / | |w - and | | / | | SAf, i= 2 ,  3  
are finite and do define norms. Moreover

(2.5) ll/llw' ^  ll/llw
and
(2 .6) [|/||s^0 ^  liyils-2 ^  ll/IU-3-

Proof. Glancing at (2.1) and (2.2) the inequality (2.5) is obvious. That these ex­
pressions are finite for each /6  Sx follows from Theorem A (i). By Minkowski’s 
inequality

( 1 ” Vм
— г  2  l(k+l).vt / - b k_1/ | 4  s

V ПT 1 k = 0 '

( 1 и \1/Я ( 1 n
^  — T  2 № + i f k / - ^ i / ! i  +  — T  2  к / 1 я G + l  M  J v n+ 1 t=0 '

and clearly 

(2.7) 1 Ы т . | И
1//ЦЛ

n + 1 kfo2  Ik/llt* .

Hence the inequality (2.6) follows immediately from (1.4), the above definitions 
and (2.5). That | | / | |sA,i, i—2,3 are finite for each /6 5 я is clear from (1.2), (1.6) 
and Theorem A. Finally that all of the above expressions, given by (2.1) through
(2.4), do define norms on 5я can be easily verified, applying Minkowski’s inequality.

Theorem 1. Let A ^ l. The norms || ||w - and || ||[Я] are equivalent. Further­
more, the norms || ||ял>;, z'=0, 2, 3 are mutually equivalent.

Proof. We prove the first statement by showing that for each /6  S x:

(2.8) ll/llur =  11/11 ш = 4 ||/ | |U]'-

Now the left inequality is (2.5) and the inequality on the right follows by the same 
argument as in the proof of Theorem 1 in [7]. Namely, by [7, Lemma 1] we have

(  1 n f 1/A I l f  1 » У / я |]-гг 2(*+0Wc(*)l + l/.(*)IH S4 - T 2(Hi)1kM-i/l1
\ H - j - l  fc =  0 /  11V H i  1 fc=0 /  II L a

Hence (2.8).
To show the equivalence of || ||5л>г, / =  0, 2, 3, by (2.6) it suffices to prove that 

there exists a constant К  such that

(2.9) ll/Hs*.a ^  *ll/llsA,o-

But from (2.8) clearly | | / | | s a , 3 = 4 | | / | | s a ,2  and by Minkowski’s inequality and (2.7)

II/IIsa,2 = II/IIsa,o+ 2 sup l l^ /1/я .
n

Consequently by (1.6) | | / | |SA,2 = 3ll/llsA,o and (2.9) holds with K= 12.
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As a corollary of Theorem A and the second statement of Theorem 1 we can 
now write the following analogue of Theorem 2 in [7], and in particular of Theo­
rem B.

Theorem 2. Let Я & 1.
(i) For each i= 0, 2, 3, S x, || ||SAjf is a Banach space and

(2.10) ll/lli* sup \\snf\ \L*. ^  ||/ ||sa>;.
n

(ii) For every f f  S x and for each / = 0, 2, 3, / | | хл, = о(1) (и—°o).
(iii) S'- a  I f  properly; Sx, || | | l a  is not a Banach space and

(2.11) sup ||/ ||sv /ll/IL * = ~ , i=  0 ,2 ,3 .0
Proof. Statements (i) and (ii) are immediate consequences of (v) and (vi) of 

Theorem A and Theorem 1. The inequality (2.10) follows from (1.6) and (2.6).
Statement (iii) can be proved similarly as the corresponding claim of Theo­

rem 2 in [7] or the Remark 1 in [11]. That S xc L x properly follows from (iv) of 
Theorem A. So take f£ L x\ S x and suppose that (2.11) does not hold for some 
/ = 0,2,3. Then by a well-known fact, see [3] or [12], \\onf —/ | | la= o(1) (я—°°), 
consequently ||er„/—/ | |s \ i  = 0 (l) (и—°°). But onf£ S x for each n and (<t„ /)  is 
a Cauchy sequence in S x, || ||la. Thus (cr,,/) is a Cauchy sequence in S \  II ||SA,i, 
which by the above contradicts statement (i) because we have assumed that f $ S x.

The most interesting among the norms appearing in Theorem 2 is certainly 
II/IIsa,3 = II/IIca] +  suP IK/llzA- Our next result will show that for Я >  1, Theorem2n
can be improved, i.e. that, S x, || ||w  is a Banach space for Я>1.

Lemma 1. Let /. > 1 . Then there exists a constant K, such that for each f£ S x

(2.12) sup \\sJ\\L* si Kx\\f\\M .
n

Proof. Suppose Я=-1 and let ц satisfy 1/Я + l//r= 1. Choose 1 <p<m in (Я, f)  
and let q be such that 1/р +  1/#=1. Arguing separately for 1 <  Я S 2 and Я>2 it 
can be easily verified that </>max (Я, 2).

Suppose fG Sx. Then by Theorem А, / с I х and (1.2) holds. Moreover, since 
1 <p<k, f d S p and (1.2) holds for p. An application of Holder’s inequality for 
q/k yields
(2.13) \\snf\\L.  == \\sJ\\L4.

By the Hausdorff—Young theorem we have

Ik /IL . ^  ( 2 ( \ Ш \ 2+ \ Ш \ 2)Р,2У1Р-
k =  0

Consequently from (2.13) it follows that

(2.14) Ik/IL* ^  ( i  ( \Ш \+ \Ш \У ) 1,Р-
k =  0
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On the other hand, by partial summation, using the assumption that 1 
< min (A, / / ) we have:

(2 ( \Ш \+ \Ш \)РУ,Р s  Y z U  T T ^ w )  i ( * + i ) p( i/e( /) l+ l/.(O I )'+
k = о Lfc=o V ( . A +  l )  )  i = o

+
1

(n+ l)p i=oZ O '+ i)p(l/c(OI + l/s(/)l)p =
1 I p

1
(k+ l)p

-+  1 )1/p= U l Y p
1 (n + l y - 1) U - l J II/IIm -

By Holder’s inequality, once more, ||/ ||[р]<|!/||[я]- Hence from (2.14) and the 
last two inequalities we conclude that

\ \ S n f h >  S  ( ^ f  \ \ Л \ ш

which implies (2.12).
T heorem 3. Let A >1. Then S x endowed with the norms || ||[Я] or || ||[A]. is a 

Banach space. For each f f  Sx |[ y„ / —/ | | [Я]= о (1) (n
Proof. By Lemma 1, (2.4) and (2.12) there exists a constant Kx such that

(2-15) l l / l lw ^ l l / l l s - ,3 ^ ( l+ ^ ) l l / l l t A ] .

Hence by (i) Theorem 2, S x, || ||U] is a Banach space. Furthermore by the first 
statement of Theorem 1, S x, || ||[я]. is also a Banach space. The second statement 
of the theorem is obvious by Theorem 2 (ii) and the above inequality (2.15).

R emark. 2. From (2.3), (2.8) and (2.12) it is trivial to see that also:
(2.16) ll/llur =  ll/lls-ba ^ (1 +4/^я)ПУПся]-.

3. Banach spaces A' and their relationships to s4'’ and S x

The spaces s i 1 have been studied in [7, Section 3] and their basic properties 
have been collected in Theorem C of Section 1. Theorem A shows an obvious 
correspondence between the classes tT1 and Sx. Here we will investigate the classes 
A'\ the analogues of the statements listed in Theorem C and other properties of 
these classes. Furthermore, by considering several norms on Ax, paralleling the 
approach used in [7, Section 3] and in Section 2 here, we will prove that Ax, Аё1 
are Banach spaces endowed with the corresponding norms || Цщ determined by 
the Fourier coefficients only. This will illustrate a similarity of the spaces Ax, A sl 
with the spaces Sx, A >  1 and a difference in regard to the spaces s4x, A =»■ 1.

T heorem 4. Let A s l .  Then:
‘ (i) Ax i f  and only i f  /€  Lx and

(3.1) ll/llui = { 2 { к + \ ) х- \ \ Ш \ + \ Ш \ П ' х
k =  0

<  CO,
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Moreover i f  f l  Lx then (ЗА) holds i f  and only if

( 3.2)  l l / l l u r  =  | | ( i ( * + i ) A - 1k / - ^ - 1/ l A) 1/A l k -= 0
(ii) si= A  and for  A> 1, .rJ xa  Ax properly.

(iii) /Iя and A'-' are incomparable for  А>А'^1.
(iv) AxczSxci i f  properly and Ax is not a Banach space under the norms || ||sa ;, 

/= 0, 2,3.
(v) Ax = {f: sn-~f | / |я a.e.j, Axc  П LP and for A>1, AxfL°°.

p^ i

P roof . We begin by remarking that AxczSx, since | / | ; => |/|л for all A ^l, see 
[8] or property 3) in [7, Section 1] and the references cited there.

(i) Suppose /£  Ax. Then by the above and Theorem A (i), clearly, /£  i f .  
Moreover by the definition of the \I\X convergence, see either [5], [7], [8], [10] or [11],

(3.3) 2 Ч ^ + 1)Л 'W f-S k - iA *  < °° a.e.
k  =  0

Consequently (3.2) holds. Writing
■ h fl f -S k -J ix )  = Qk cos (kx + y.k)

where el=}?(k)+fs(k) and <xk depends only on the coefficients, it follows that
1 2 7t

(3.4) 2  (к+ \)х~1вк^г- f  |со5(кх + а*)|яс/лг <=°.

By Lemma 1 in [7], (3.4) implies (3.1). That (3.3) implies (3.1) follows also from 
(1) Theorem 1 in [5], but the later discussion is needed in the rest of this proof too.

Conversely, suppose that f ^ L x and that (3.1) holds. Then by the Fejér—- 
Lebesgue theorem f  a.e., i.e., snf - » f  Ck a.e. and (3.1) clearly implies (3.3). 
Consequently, by property 4) in [7, Section 1], snf - » f  \I\X a.e. Thus f \ A x if and 
only if f£ L x and (3.1) holds.

Moreover (3.1) clearly implies (3.2). The converse is also immediate from the 
above, since we have already proved that (3.2) implies (3.4) which in turn implies 
(3.1) by Lemma 1 in [7]. Hence for each f£ L x (3.1) if and only if (3.2) and this 
completes the proof of (i).

(ii) By the well-known properties of the class si, described in Section I, clearly 
A = s i. That s ixc:Ax is also clear by part (i), which we have just proved, and by (i) 
of Theorem C, because (1.9) and (3.1) are obviously equivalent. It remains to be 
shown that this inclusion is also proper. Consider the series

(3.5) vZj
=1

1
к log (k + 1) cos kx.

Then by a well-known result, see [3, Vol. 1], the series (3.5) converges a.e. to a func­
tion f ^ L 1 and is the Fourier series of that function. Moreover its coefficients sat­
isfy (3.1). Thus by statement (i), J f A x. However (3.5) does not converge for x= 0  
and consequently it does not converge uniformly, so that f \ s i x.
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(iii) Suppose A>A'^1. We will show that Ax and A x' are incomparable by 
considering precisely the same examples as in the proof of (iii) of Theorem C, that 
is of (ii) of Theorem 4 in [7]. Namely let:

(3.6) 
and

(3.7)

/;.(*) = Z ^ J ] jrcos2Jx7=0 ^

where 1/A+1/^=1. Then by [3, Vol. I] or [12, Vol. I] / я and gr  are well defined, 
fx,gx-£C  and each series is the Fourier—Lebesgue series of the corresponding 
function. Arguing the same way as in the proof of (ii) of Theorem 4 in [7], it is easily 
seen that:

Ш ц - |<0° and H/J Ul =°°;

. . Ill'll ui =°° and Ill'll m <0°-
Consequently by statement (i) we conclude that:

f ^ A k’ and / Л<МА; gr $A;/ and gr £Ax.

Thus Ax and Ax' are incomparable.
(iv) We have already remarked that Axa S x. To see that this inclusion is also 

proper, consider the function gx defined by (3.7). Then it is enough to observe that 
by the above gx$Ax; while by Theorem A (i), g ^ S x. The second proper inclusion 
is true by Theorem A (iv). That Ax, || | | s a >; is not a Banach space for /=0, 2, 3 can 
be shown similarly as in the proof of Theorem 2 (iii).

(v) This statement is clearly true for A = l. So let A=-l. Then clearly Axc  
c {/ :  s„-+f\I\x a.e.}. To show the converse inclusion suppose that sn-» f\I \x a.e. 
(Here sn is the и-th partial sum of (1.1).) Then .s„ -+f [7], and consequently, since 
A>1, by Theorem 1 (iv) in [11], / £ S x. In particular then (1.1) is the Fourier— 
Lebesgue series o f/an d  hence f^ L 1 and s„f-*f[I]x a.e. Thus f£ A x. Consequently 
Ax = { f: sn^ f [ I ] x a.e.} for all A=rl.

Now by Theorem 1 (iv) in [11] again, SJc  f | F  and therefore A xcz f) Lp.
pÊl P—1

Finally , to see that Ax<t L°° consider the sum function /  of (3.5). Then by the pre­
vious remarks f£ A x. However, by [10, p. 131] / $ £ “ . This completes the proof of 
the theorem.

Remark 3. By the same argument as in the proof of (v) of Theorem 4 and using
(iv) of Theorem 1 in [11] we also have the equality s^x—{f:  sn->/ | / | я uniformly}. 
This fact was not pointed out in [7]. Thus by the above, Theorem 4 (v) and by Theo­
rem 1 (iv) in [11], the equalities of this type hold for all the classes í f x, S x, séx and 
Ax and for all X:=\ except for the class S  for which 5>с:{/: sn^-f\I\ a.e.} properly, 
by a much deeper result, see Theorem 1 (v) in [11] and the references cited there.

In the remainder of this section we discuss the norms on Ax and prove that 
for A>1, Ax is a Banach space endowed with the norms || ||щ or || Цщ, defined 
by (3.1) and (3,2) respectively. Following the approach used for the classes S x

10 Acta Mathematica Hungarica 57, 1991
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in Section 2 and the classes ,rJ x in [7, Section 3] it is also natural to define, for A S 1:

(3-8) 11/ 11̂ ,2 =  ll/llur + sup К /H i/,n
(3.9) II/IL-.3 =  H/Hui+sup 11̂ /Hr.A.1 n

R emark 4. Let A sl. For each /€ Л \  | | / | | u r , | | / | |m and ||/|L*,n /=2,3, 
are finite and do define norms.

P roof. That | | / | | |Д|., ||/|l'ui and H/H^.n /= 2 ,3 , are finite follows imme­
diately from Theorem 4 (i) and the above definitions. Moreover, that these expres­
sions do define norms on Ax follows easily by several applications of the Minkowski’s 
inequality.

Now it is trivial to see that || ||m is equivalent to || ||^ and that sup ||j„ / ||Li ^n
— II /II lip Thus for A=1 the norms defined by (3.1) and (3.9) are both equivalent 
to the standard norm on A — si. It turns out that this fact extends also to the other 
two norms for л =  1. Our goal here is to show the mutual equivalence of all four 
norms, also for A>1. It will be shown that the classes Ax for all A ^l behave 
like sé. Hence there will be no need to consider distinctions such as those expressed 
by Theorems 2 and 3 for the classes 5 я, separating the cases A s l and A>1.

Lemma 2. Let A ^l. Then there exists a constant K, such that for each / 6  Ax

(3.10) \\s„f\\L̂  K A f\\w .
Moreover
(3.11) ll/llw ^D /ll HI­

PROOF. We first verify (3.11). By partial summation it is easily seen that:

- Ц -  2  ( к + Щ \Ш \ + \Ш \У  =n+ 1 о

= —U - 2  1 ( /+ 1)я- 1(1/с(/)1+ 1Л(/)0А^  2  +
n  +  l = 0 i = k ' i=  0

Hence by the monotonicity of the power function it follows that (3.11) holds.
The inequality (3.10) is trivial for A =  l. Now for A=-l by Lemma 1 there 

exists a constant Kx such that (2.12) holds and (3.10) follows immediately from (2.12) 
and (3.11).

Remark 5. The above inequality (3.10) can be also proved directly, using an 
argument very similar to the proof of Lemma 1.

Theorem 5. Let Аё1. Then there exists a constant K- such that for each f f  A1:

(3.12) ll/llui'Si l l / IU 2S ( l + J Q | | / | |w,,

(3.13) II/II|a| =  И/!Ы,з =  (1+^;.)И/И|л|>
(3.14) 4-41/llu, ^  ll/llup ^  ll/llu,-
Consequently the norms | | / | | |A|., | | / | | |A| and Ц/Ц^л^, /=2,3 , are all equivalent.
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Proof. By (3.8) and (3.9), inequalities (3.12) and (3.13) are immediate con­
sequences of the preceding Lemma 2.

Now the right side inequality in (3.14) is also trivial. To show the inequality 
on the left of (3.14) we apply again Lemma 1 from [7]. Namely as in the proof of 
Theorem 4 (i), writing

Skf{x)-Sk--J(x) =  Qk COS (kx + otk)

we have clearly,

( д  ( ^ + 1)Л_10л 2“ /  |cos(kx + txk)\xdxj =£||/||U|..

Consequently by Lemma 1 in [7] it follows that

2- 1( 2 (* + 1)А- 1^ ) 1/я^  ll/llur
k = 0

and therefore since el=f?(k)+f?(k) we conclude that

4-M I/!lpi^ ll/llur
which verifies (2.14).

Theorem 6. Let 2 =£ 1. Then Л'- endowed with the norms Ц/Цщ-, ll/llpi or 
| | / I U „  /= 2 , 3, is a Banach space. Furthermore for every Ak, II snf —f\\ щ = o (l)
(n—“ )■

Proof By Theorem 5 it sufficies to prove that Ax, || || ̂  is a Banach space. 
First, we notice that by the definition of || ||sai3, see (2.4), and by Lemma 2, 

there exists a constant Kk such that for each /£ Л Я

(3.15) ll/llsA.a =  ll/llw + sup ||j„/||t A ^  ( l+ ^ )ll/l lu i-
n

Suppose that (/„) is a Cauchy sequence in Ax, || |||Я|. Then clearly (/„) is a 
Cauchy sequence in S l, || ||sa>3. From Theorem 2 we conclude that there exists a 
function /€  S x such that

(3.16) ll/-/Js* . з =  о(1) (h — o o ).

We will show now that f ^ A x. Since (/„) is a Cauchy sequence in Ax, || |||A|, given 
e>0 there exists an integer n0 such that

(3.17) ( 2 ( k  + \Y ~ 4 \L A k )4 Z (k ) \  + \ U k ) - f mm f ) vX ^
k = 0

= Wfn-fmWu\ <  e/2 for n. m a  na and for all N.

From (3.16) and (2.10) it follows that ||/„—/ m||iy=o(l) (/n—=«=). Consequently

fc ( k ) - fmc(k) =  o(l) and f s(k )-f„ Jk )  =  o( 1) as /н - ° ° ,

10* Acta Mathematica Hungarica 57, 1997
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uniformly in k. Letting in (3.17) we obtain the estimate

( 2  (k+ 1 )* -Ч \£с(к)~ Ш \ + \ £ ( к ) - Ш \ П ,х^ е
k  =  0

for all n ^ n 0 and for each N. Hence

ll/„-/llui = 0(1) ( » — ).
But f n—f£ L x clearly and therefore by Theorem 4 (i), /„ —/ £ Ax. Since f£ L x and 
11/11|л| = 11/-/п11|д| + 11/„11ц|<°° it follows that also f ^ A x. Consequently A x, || ||U[ 
is a Banach space.

The second statement of the theorem is trivial observing that

ik „ / - / i iu i= (  i  ( к + 1 у - \ \ ш \ + \ / > т ху /х
k  =  n +  1

so that clearly \\snf —/|||л | = o(l) (и— °°) for each f £ A x.
R emark 6. Among the norms appearing in Theorems 5 and 6, the most inter­

esting is clearly || |||A(. Due to the fact that Ax, || Цщ is a Banach space for all 
1 =  1, where the latter norm is determined only by the coefficients, the norms || \\A*ti, 
i= 2,3, are not very important. We have, howevpr, included them in the above 
presentation mostly for the sake of comparison with the results obtained for the 
classes sdx, £ fx and S x.

R emark 7. We have observed already in Theorem 4 (iv), that for all A s l ,  
A xczSx properly and that Ax is not a Banach space with respect to the inherited 
norms. Moreover we can now write that for all A ^l

sup ll/llm/ll/lls\i = c°, ‘ =  0, 2, 3./  € Ая, f?6 0 a.e.
R emark 8. We have also observed by Theorem 4 (ii), that for all A s l, s / xczAx 

properly. Using Theorem C and the results of [7, Section 3] and arguing the same 
way as in the proof of Theorem 2 (iii) or Theorem 4 (iv), it can be easily established 
that sdx is not a Banach space under the inherited norm; moreover

sup | | / b \  i/ll/llm =°°, /= 1 ,2 ,3 .

A corresponding statement is also valid for the spaces 9>x, that is ,9>xa S x 
properly and У х is not a Banach space under the inherited norms.

In conclusion of this paper and using the results proved here, we can now 
deduce the following theorem about the Banach spaces i f  x and sáx, slightly improving 
the corresponding statements of Theorems В and C and illustrating another look at 
these spaces.

Theorem 7. The spaces STx, A is I and sdx, A>1, respectively, endowed with 
the norms

l i / l l^  = /llw  +  11/Нс and WfU* =  ||/ || Ul+ ||/ | |c 
are Banach spaces.

Acta Mathematica Hungarica 57, 1991



ABSOLUTELY A ND STRONGLY CONVERGENT F O U R IE R  ESRIES. II 149

Proof. By statements (i) of Theorems A, C and 4, clearly 9 >i-=--CC\Si- and 
sf'-=CC\Al . Moreover clearly C, || ||c is a Banach space. Now by Theorems 3 
and 6, S x, II II [д] and Ax, || |||A( are Banach spaces for A=»l and by Theorem 2, 
S, II ||s>3 is a Banach space. Moreover A ^czS^aL1', L \  || j|Li is a Banach space 
and II ||li =  || ||c- Assuming first that 2>1 and noticing that by Lemmas 1 and 2,

II b=M I h ^ K xII ||U]s / i : j  ||UI,
by a well-known result, it follows that and séA are Banach spaces under the 
corresponding sum norms : II II**, respectively || Ц^л, for all A>1. For A = 1 the 
statement follows from the above, noticing first that similarly, У* is a Banach space 
endowed with the sum norm || ||Si3+|| lie- Now by Theorem 4 in [10], | | / | | s,3= 
— И/Иш +  11/IIli for each f£ S  and consequently

\\flt, ^  l l / l l s ,3 + l l / l l c  ^  I l / H w + 2 | | / I l c  S  2 Ц /Ц * .
Hence endowed with the norm || ||^ is a Banach space.
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ON THE WEIGHTED MEAN CONVERGENCE 
OF INTERPOLATING PROCESSES

I. JOÓ and J. SZABADOS (Budapest)*

In [2], the first named author defined the positive linear operator

(i)  « / ;  x) =  Z f ( x k) { ^ x - A i l ( x ) .
k=1 V Xk /

Here — l< asO , O ^ x ^ . . .^

Ш  =

x„ are the roots of the Laguerre polynomials L ^ (x ) ,

L<*4x)
W  (xk) ( x - x k) (к = 1, n)

are the fundamental polynomials of Lagrange interpolation based on the Laguerre 
nodes, and f(x)  is an arbitrary function defined on (0, °°). It was proved in [2] 
that for — l< a ^ 0  this procedure has a remarkable stability property, and under 
certain growth conditions on /(x), uniform error estimates can be given on finite 
intervals.

In this paper we investigate the weighted mean convergence of (1) on [0, °°). 
As a corollary, we shall get the same result for the Hermite—Fejér interpolation. 
We will consider the following class of functions:
(2) C(A) = {/(x)|/(x) is continuous on [0, oc) and lim f(x)e~Xx = 0}.

To an /(x)£C(A), we shall associate the function

(3) F(x) = Дх*)е-**ш
uniformly continuous on (— °°, °°). co(F, h) will denote the usual modulus of con­
tinuity of F(x) on (— ° ° 5  °°].

T heorem 1. I f  — l < o c ^ 0  and 1 then

f  Xхe x If{ x ) - PnM (/, x)| dx = О (ш ^F, —

for any J (x )tC (/.). Here the О sign indicates a constant depending only on ct and A.
We break the proof of this theorem into a series of lemmas. In what follows 

the О sign will always be meant as a constant depending possibly on a and A, but 
always independent of n and x.

* Work was partly supported by the Hungarian National Science Foundation for Research,
grant No. 1801.
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L emma 1. Given Л< д < 1 and integer, to every /(x)£C(A) there
exist polynomials p (x )f Пп such that

(a) |/(x) —p{x)\ = О(e**){ш ( F’ ~ )  + (~ ) } (0 S  x ^  a2),

(b) / У е - ' | / М - , М | Л  =  о { < » ( ^ )  +  (А) + ( ^ ( ^ )  j i

(c) |/>'(x)| =  0 (e>x) \^ - =  CO |V, + l j  ( 0 < x S  a214).

Proof, (a) Applying Jackson’s theorem to (3) on the interval (— a, a), we get 
a polynomial д(х)£П„ such that

(4) |F(x)-<?(x)| = Ola)■И) (|x| ^  a).

Since F(x) is even, we may assume the same about q(x). (4) implies

(5)

Let

(6 )

Then by (4)

|/ ( x ) -* A*?(/x )| =  О(eix) со | f , (0 si x a2).

p(x) =  q(Yx) 2  € i7"-k=0 K ■

* |р (х ) -е л*^(/х)| Si \q(Yx)\ 2
Ox)k 

■a к ! °Цтг*,И
(0 si x si a2).

Since xke~,lx attains its maximum on [0,» )  at x  = k/p, we get

(7) e- - | p ( x ) - ^ ? ( / x ) | = o ( i ( ^ )  ~ )  = o( (^- j

(0 si x  ^  a2).

Thus we get from (5) and (7)

|/(x )-p (x ) | =  О ( Ó  со ( f , I )  + 0(еП  ( ^ )  = 0(с>П \co ( f , + (~ ) }

( O S x S  a2).
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(b) We obtain from (a)
а г

J  xxe~x \f(x)—p(x)\ dx =  О Hen/-
И)Ш'|

Xх e (1 ц)х dx =

=  0\(o\

On the other hand, by (2) and (6)
OO CO

(8) f  xxe-*\f(x)-p(x)\ d x ^  f  Xae~x {\f(x)\+e*x\q(Yx)\}dx =
qZ

= О [ f  jc*e-(1-A)* {1 + |<?(/;t)|} dx].
a*

Since q{yх)^П п/2 is uniformly bounded in O s^ S a2 (see (4)), its increase in

[a2, °°) is restricted by 
Corollary). Hence and from (8)

°№ 1

f  Xхe x \f(x)-p (x)\ dx =  О j  f

( n In/2
e,c , S .  •

/  ^ - № Ь , рМ 1

-Ш 1

(see e.g. Natanson [3], Theorems II.6 and

xnl2e l1 • xxe 9* '^x dx.

we obtain

e- 0i -V х dx  =

(c) We obtain from (6)

q'(Vx ) v  (Яа )4(9) \p\x)\ = ’- M l O-I ( d ~ \  V (lx)k 0l/-  ^  L, + ^ i  r*) 2  - T 7 - 2|/.Х fc = 0 AC! fc = 0 AC!

(0 <  x  ^  a2).

= o (e" ) { M 2 L + i}
 ̂ 2}fx >

By a well-known result of S. B. Steckin (see e.g. A. F. Timan [6] Problem 20 to 
Ch. IV) we have

№ )l = °  ( f s e ? )  “  ("•ír )" 0 В  ш («• ír) (W s  ■
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where co(q, •) is the modulus of continuity of q(x) on the interval (-a , a). This 
yields by (4)

k '0 i*)| =  О ( I )  {<0 ( ,  -  F,-i) + « .( f , J  = (■£) a, ( f ,  (0 S .« S  <,74).

Substituting this into (9), we get (c). □

Lemma 2. For the polynomial p(x) defined in Lemma 1 we have

J  xae~x Ip (x )-P nW(p, *)l dx = О Iсо( f ,  ^ - ^ j]  ■

Proof. From the theory of Hermite—Fejér interpolation (see e.g. Szegő [5], 
(14.1.7), (14.1.9), (14.5.5)) and (1) we get

P(x)=  2  \p (xk)
k  =  1 I

Xk (xk -  a) + X (a +1 -  xk)
+ P ' ( x k) ( x - x k) J l l (x)

= Pjx)(p,x) + 2  {p'(xk)- P(**)}(X- Xk)ч (x),
k  =  1

whence using Lemma 1 (a) and (c) with

(10) a = [\ n log2 n]

we obtain

( П ) Ip(x)-Fn(x)(p, *)l =  2  \p'(xk)-p(Xk)\ ■ ll(x) =
k =  1

V n
— = = -------------CO
У2У log2 n

First we show that

(12) LW (x  )2 ~ 0 ( n~x~112) V*k e~VXk (k  =  1» •••> n; v <  1).

Namely, if xk^ n  then this follows from the relations (9)—(13) of Névai [4] and 
Szegő [5], (15.3.5):

Xk = О (nx)x k 1 L (2  (x*)“ 2 =  0(n~1/2)x k+112 в-**,
i.e.

LP'(xk) - 2 = О (и~а~1/2 Уxk e~',xk) xk +1 e_(1_v)** = О (n~x~1/2 Уxk e~xx*) (xk S  n)

Acta Mathematica Hungarica 57, 1991



ON THE W EIGHTED M EAN CONVERGENCE OF IN TER PO LA TIN G  PROCESSES 155

since the function xx+1e~(1~v)x is uniformly bounded on [0, °°). Now if xk>n 
then by Freud [6], Lemma III.1.5 applied to G(x)=xevx we get

Лкхке'*к ~  raevxkL^'(xk)2 ^  J  xa+1e (1 v)x clx <

i.e.

Ц*у(хк) - 2 =  C)(n-y) e - vx* = О (n-* -1/2 Í x ke~vxk) (xk S  и); 
whence (12) is completely proved. Using (12) with /i< v< 1 we get from (11)

log2 n ) '

(13) |/>(x)-7),<*>(/>,*)! = 0
CO

l ]/«
/Iя log2 n 

(0 <  г <  v —/i).

*=i |x -x* |

(Here we used the fact that co(F, • )>0. This follows from (2) and (3) if f ( x ) já0, 
and the latter may be evidently assumed.) Thus in order to show Lemma 2 we have 
to prove the estimate

(14) f  xxe x 2  ~r----- г  e z*k dx = 0(n x log2 n).J kt i  |x-x*|

Case 7; 0gxs=x,/2. Then using the relations

k2xk ~  —  (A: =  1, ..., n)

(Szegő [5], (6.31.11)) and
(15) L<*> (x) = О (пя) ( O S i i  xJ2 ~  c/n)
([5], (7.6.8)), we obtain

*d2 n T (cc) cx \2 П 1 x)j2
f  x*e~x 2  ■ " u , e “ 1** i/x =  0 ( n - x)  2  —  f  xx dx =  0 ( n 2*+1)x?+1 =  0 ( n a). 

о *=i I*- t =i  xk J

Case 2: x j l ^ x ^ n .  Then let |x—*y|= min |x—x j. Using

|x - x k| S  Yx |)/x-x*| ( 1 A -  • A| (A = 1, ..., n)
z (n

(cf. [5], Problem 35), the relations

L(x)(x) = х " я/2_,/4 0(n“/2_1/4) ex/2 (c/n ^  x S  n)

([5], (7.6.8) and Theorem 8.91.2),

L<*'{x) =-!£?■ l1)(x)
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([5], (5.1.14)), as well as the mean value theorem we get

f  Xх e~x У  У " -  - 7 - e~zx>< dx  =  o {  f  (xxx ~ x~1/2nx~1/2 Z
4*  *=* [4 t {

72 ■ dx\ =  О (if log /1) f  —
’ J xJZ

Y n

+xxxÄ *-«/2-1/4 „*/2-1/4 p - */:

Yx \ j - k \  

dx

+

■ +

+ О (nx/2~1/i) f  *«/*-i/«e-*/2 |l£ .Y > (f)| rfx = О («“ log2 «)-
x,l2
П

+ 0 ( i f ) f  xe/2- 1/4<j;_a/2_3/V i - *)/2 dx = 0 («“log2 «) +
x , / 2

+ 0 ( i f ) Г" —  = 0 (n x log2 n) ( Í6(x, Xy); |x -£ | =  0 (1)).
x , / 2  x

Can? 5; n s x <  This is the only case when we make use of the factor 
in (13). Now instead of (15) we use

|L<a>(x)| =  0 (п х/2+2/3) х~х/2~гех/2 (x = 1)

([5], Theorem 8.91.2) to get

“  и T(xHx ) 2 л 2
f  x*e~x 2  I '  g~"* = Í  xxe - x Lix)(x)2dx Z  — +

*  fe =  l  -- I .  ^ n / 2  ^2Xf-̂ n/2

+ a- 1,1/2 f  x x e~x \L (x> (x)2 ^
*„s»/2 I*-** Ik*j

■ + |£í*)(x)£í->'(öl}<i* =

=  0 ( 0  f  X x e ~ x  {L^H x)2logn + \LixHx)L<,x_+114 0 \}  äx

= 0 ( 0 + 0 ( e - In/2) f  xxe~x nx/2+2/3 • x~x,2~1 ■ е*/20 2+7/6̂ _а/2_3/2е_4/г </x =
n

00 Их
= 0 (0 + 0 (е -1Л/2«“+п/6) f  —q z = 0 (r f)

( £ € ( x ,  x , ) ;  | x — <S| = 0 ( 1 ) ) .

Hence Lemma 2 is completely proved. □

L e m m a  3 .  / / / ( x )  гТ defined in ( 0 ,  ° ° )  /Л а п

f  xxe~x\P„(x)( j \  x ) \ dx =  О ( max | / ( x fc) | <? '“*) (// <  1 arbitrary).*1 41 0
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Proof. First we prove that

(16) V(x) =  eXx — P f:) (<?"*, х)+ц 2  eli*k(x ~~xk)tk(x) = 0 (x 0).
*=i

Namely, it is easy to see that V(xk) = V'(xk) = 0 (k= l, Thus if we had V  ( t ^ O
for some £i=0, then repeated application of Rolle’s Theorem would yield а §2> 0  
such that F (2n)(^2) = 0. But this contradicts F (2”)(x) = /r2"e";t=>0.

Multiplying (16) by xae~x and integrating over (0, °°) we get
со CO

J  x*e~xP ^  (eMX, x) dx ^  J  dx <  °°,
о о

where we used the orthogonality property of L ^ (x )  as well. Thus we get by the 
positivity of the operator

j  x* e x I P,Z (/, a) I dx — 
о

^  max {\/(хк)\е~*х«) f  x*e~x Z  ецхх (  ̂ ^ x  — a) lk(x) dx =lSk̂ Sn J к = 1 v xk )

= max (\f(xk)\e '**») f  xae xP„<x) (eßX, x) dx = 0  ( max |/(xt)|e "N). □l^k^n v y -/ l^k^n

After these preparations the proof of our theorem is easy. We have by Lemma 1
(a), (b) with (10), Lemmas 2 and 3:

f  xc‘e - x \f(x)-P„(a)(f, x)| dx S  J  Xхe X\f(x )~ p(x)\ dx +
0 Ü

CO oo

+  J  xae~x\p(x)—Pn(a)(p,x)\dx+  J  xae~x\Pn(a)(p—f,x ) \d x  =
о о

= ° H f ’ 7 r ) ) +0(S  = o (o,(f, ^ ) j .  □

(Notice that the only part where as=0 is used is Lemma 3, namely the positivity 
of P„x)( f ,  x)). We do not know if the mean convergence in the class C(X) holds 
for a>0. (In fact, it holds for any polynomial by Lemma 2.)

Finally, consider the Flermite—Fejér interpolation
т а

(17) H ^ ( f ,x )  = Z f ( x k)
k =  1

xk(xk- y )  + x { a + \- x k)
x k

4(x)-

T heorem 2. I f  — l< a ^ 0  and 2<1 then we have

f  xa e x\J(x) -  (/, x)| dx =  О log2 » I)
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Proof. (1) and (17) imply

Hn } ( f  x) = P,!*] (/, x )~  Z f { x k) ( x - x k)ll{x).
k =  l

Thus using Theorem 1, (2), (12) with A <v<l, 0<=t< v—A and (14)

f  xae~x\f(x )-H jia)( f x ) \ d x ^  f  xae~x\ f(x )  -P n<x>( fx ) \  dx +
0 0

+  f  x*e x 2  l / ( * * ) l  • Ix ~ x k\ll{x)  =  О
о *=i

+ 0(n -“~1'2) f  x*e~* i ^ T T T ^
J  k  =  i  1 ^  ^fcl

CO +

Xt e -(v-A)^ dx =

L ^ ( x f
\ x - X k \

e~ix« d x  =

log2«!)
\n  ) ) '

□

It is interesting to note that Theorem 2 holds for a=0, while it is well-known 
that (x, 0)-4*0= /(0) (cf. Szegő [5], the proof of Theorem 14.7).

The process (1) was introduced and investigated for a = 0, from the point of 
view of pointwise convergence, in [7], resp. [8].
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FACTORIZATION OF PERIODIC SUBSETS

A. D. SANDS (Dundee) and S. SZABÓ (Budapest)

1. Introduction

Questions concerning the factorization of finite abelian groups first arose when 
Hajós [4] solved a long standing problem of Minkowski. He reduced this problem 
to one involving a direct factorization by simplices and solved it by showing that 
one simplex must be a subgroup. Fuchs [3] asks whether or not, if a direct product 
of simplices is a periodic subset of a group, one of the simplices must be a sub­
group. He may have had in mind the possibility of finding a shorter proof for Hajós’ 
theorem. If a direct product of simplices is equal to the group then it is easy to 
show that either a given simplex is a subgroup or the product of the remaining 
simplices is periodic. We note that in this case this periodic set is also a direct factor 
of the group.

Fraser and Gordon [2] gave positive answers to Fuchs’ question in the cases 
of /^-groups and of cyclic groups, but gave a negative answer in general by providing 
a counter example in the non-cyclic group of order 18. In this example the periodic 
subset has order 16 and so cannot be a direct factor of the group.

Any simplex is a direct product of simplices of prime order. Rédei [5] generalized 
Hajós’ theorem by showing that if a group is a direct product of subsets of prime 
order then one of these subsets is a subgroup.

In this paper we shall consider Fuchs’ question and similar questions concerning 
periodic direct products in finite abelian groups. We show that Fuchs’ question 
has a positive answer if the additional condition is imposed that the periodic subset 
is a direct factor of the group. However we make use of Hajós’ results on zero divi­
sors in group rings and so cannot claim any essentially new proof for Hajós’ theo­
rem. For p-groups we show that Rédei’s generalization can be applied to the Fraser 
and Gordon result i.e. that the direct factors need not be simplices but can be taken 
only to be subsets of prime order containing the identity element of the group. The 
example by Fraser and Gordon shows that this cannot hold in (p , r/j-groups, where 
p , q  are distinct primes. In these groups we obtain a positive answer with the addi­
tional assumption that the periodic subset is a direct factor of the group. These two 
results make use of a generalization of Hajós’ results on zero divisors in group 
rings as well as Rédei’s methods using group characters.

In [6] it is shown for cyclic groups that Rédei’s result holds for subsets of prime 
power order. We give an example, in the cyclic group of order 30, which shows 
that it is not possible to replace “simplex” by “subset of prime order” in the Fraser 
and Gordon result for cyclic groups nor to replace p-group by cyclic group in our 
earlier result. However using the methods of [6] involving cyclotomic polynomials 
we show that if a periodic subset is a product of subsets of prime power order and 
is also a direct factor of the group then one of these subsets is periodic. For cyclic



160 A. D. SANDS AND S. SZABÓ

groups whose order involves at most two prime factors we can drop the condi­
tion that the periodic subset is a direct factor but need to restrict the factors to being 
of prime order.

In any abelian group a periodic subset of prime order is essentially a subgroup. 
In general this result fails to hold if the order is not prime. In an elementary abelian 
2-group any subset of order 2 is periodic and it follows from this that any periodic 
subset of order 4 is essentially a subgroup. We show that for elementary abelian 
2-groups previous results for subsets of prime order holds for subsets of order 4.

Finally we state an open problem concerning a possible common generaliza­
tion of the main theorems in [5] and [6]. By using a previous result in [7] and Theo­
rem 6 we are able to give a positive answer in one case.

2. Preliminaries

Throughout the paper the word group will mean multiplicative finite abelian 
group. The product of subsets A, , ...„ Ak of a group G is said to be direct if each 
g£Ai-..Ak can be expressed uniquely as g= a1...ak, with afcA,, lS /^ fc . If 
hA — A for some subset A of G we say that h is a period of A. The set H of all periods 
of A forms a subgroup of G and there is a set A1 such that A=HAt is direct. If 
H-/-{e), the identity subgroup, we say that A is periodic. Since in any direct product 
factorization of G any subset At may be replaced by gAt, which has the same periods, 
we shall assume throughout that the identity element e belongs to each subset Ah 
A subset A is called a simplex if A = {e, a, a2, ..., a"-1}, where n is not greater than 
the order of a.

Hajós [4] made use of the integral group ring Z(G). Corresponding to each 
subset A of G we have an element A of Z(G), where

Ä =  2  a.
aG A

If b = 2  nigi> n&Z, gi£G belongs to Z(G) we shall denote by (b) the subgroup of 
G generated by the support of b, i.e. those elements such that >ц A 0. We shall 
also use (A) to denote the subgroup of G generated by the subset A of G and 
(bk, ..., b,„) will denote the subgroup generated by the supports of bfcZ(G), 
1 = г 55 m. If

|<hl5 bnt)\ =  pV—Pkk>
where pk, ...,pk are distinct primes we shall denote the exponent sum 2  ei by 
r(bk, ..., b j .

Rédei made use of group characters i.e. homomorphisms /  from G to the 
multiplicative group of complex numbers. These extend to ring homomorphisms 
X from Z(G) to complex numbers, where y ( 2  niSi) — 2  niX(gi)■ He called the set 
of all x such that y(/l) = 0 the annihilator of the subset A of G and denoted it by 
Ann (A). He observed that A =B if and only if y(/l) =  /(ß )  for all characters 
X of G. In particular the product A1A2...A k is equal to G if and only if \Ak\... \ Ak\ = 
=  |G| and for each non-identity character y_ there exists A; with /(Л;)=0. So if 
\Ai\ = \Bi\ and Ann (74,)cAnn (Д) in any direct factorization of G involving At 
we may replace A-t by Bt .
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Our first result tests, by means of characters, whether or not a given subgroup 
is a direct factor of a subset.

Theorem 1. I f  A is a subset and H  is a subgroup o f G then H  is a direct factor 
of A i f  and only i f  Ann (Я)с: Ann (A).

Proof. Let A = HAX. Then y£Ann (Щ implies x(Ä)=x(H )x(Äx)—0 and 
so y€Ann (A). Hence Ann (Я)сА лп (A).

Conversely let Ann (H)czAnn (A). Let h£H,_x(h)A 1. Then у(Я )=0, since 
Я  is a subgroup. Hence y(A) = 0. Therefore x(hA) = y(h)x(A) = 0 = y(A). Clearly 
if y(/i)=l we have у(/гЛ) = у(Л). It follows that hk = A. Thus Я  is contained 
in the subgroup of periods of A and so there exists a subset Ax with A = HAX.

This result generalizes to a result involving two subgroups. We use the nota­
tion U to denote a disjoint union.

Theorem 2. I f  A is a subset and H, К are subgroups o f G then there are subsets 
Aj, A2 such that A = HA1ÚKA2 i f  and only i f  Ann (Я)ПАпп (Я)сАпп (A).

Proof. Let A= H AX U KA2. Then, for any character y, we have

X(A) = x(H )x(Ä1)+x(K)x(Ä2).

Hence у(Я) = у(Я) = 0 implies у(Л) = 0.
Conversely let Ann (Я)ПАпп (Я )с  Ann (A). We assume first that Я, Я are 

cyclic subgroups with generators h, к respectively. Let A3 be a maximal subset of 
A with period h and let A4 be a maximal subset of A —A3 with period k. We claim 
that A = A3ÚA4 = HA1ÚKA2. We need to show that B = A —(A3UA4) is empty. 
As у (Я )=0 implies у(Л,)=0 and у(Я) = 0 implies у(Л4)= 0  we have that 
X(h)Al, x (k )A l implies y(5)=0. It follows that in the group ring Z(G) we have 
\e—h)(e—k)B  = 0 i.e. B + hkÉ=hB + kB. Elements of BCihkB and hBClkB have 
coefficient 2. Then there exist subsets Bt of В satisfying the following equalities. 
B1=BDhkB=hBnkB, Bx=hkB2=hB3=kB4 and hB2=B4, kB2=B3. Also B - B x= 
= B3ÚB6, where B3=hB-, Bt = kBs. From this we have Bf\hB — B10 B5 = 
=h(B3\JB7) and so B=B1ÖB&ÚBe = B3\jB 7(jB9, where hBa=hkB10, B9 = kBlf). 
Similarly ВГ)кВ = В10 Bt = k(B40 B s) and so B=B4Ci B30 B n , where kBn — 
=hkB12, Bl l=hB12. From BPihB = B1ÜB5 it follows that B4ÜBn czBxiJB5 and 
so that B3a B s. Then B6 = kBa implies i/IJ = |Я8| and so I f  — Bs. Then from 
Be = kBe and the definition of A4 it follows that Я6= 0 .  Similarly using ВГ\кВ we 
obtain B3= 0  ■ This gives B=BX and so B —hB — kB. Hence B = 0  and A = 
— A3 U A4 as required.

We now assume, using induction on |Я | + |Я|, that if A3 is a maximal subset 
of A with Я  as a direct factor then the complement A4 — A — A3 has К  as a direct 
factor. Suppose say that К  is not cyclic. Then K=KXK2, where Kx, K2 are proper 
subgroups of K. x(H )= x(K x)=0 implies y(H) = y(TQ = 0 and so у(Л) = 0. By 
the inductive assumption with A3 as above Kx is a direct factor of A4. Similarly K2 
is a direct factor of A4. It follows that every element of Я is a period of A4 and so 
that Я is a direct factor of A4 as required.
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We have mentioned that cyclotomic polynomials can be used to study factoriza­
tions of cyclic groups. If G is cyclic with generator g and \G\=n, then with each 
subset A = {e, g'2, ..., g**} we may associate a polynomial A(x)= \ + xr- + ...—xw. 
Since r=s (mod и) if and only if x '= xs (mod х" — 1) we have a factorization 
A1...Ak = G if and only if (modx”- l ) .  Since G(x) =
— (x" — l)/(x—l) each cyclotomic polynomial Fd(x) divides some At(x), where d 
divides n and d > \. This method relates to the group character approach since if 
X(s)~Q  is a primitive d-th root of unity then Fd (x) divides A,(x) if and only if 
A { ( q ) = 0 and so if and only if у(Л;) = 0. In the case where p, q are distinct primes, 
n=paqb and Fn(x) divides A(x) of degree -<n, there is a result of de Bruijn [1] 
showing that A = A1UA2 where Ax has period gn,p and Аг has period g"'f Theo­
rem 2 generalizes this result. If H = (g"/P) and K = (gn,q) then у(Я) = у(К) = 0 if 
and only if x(g) is a primitive n-th root of unity. Thus F„(x) divides A(x) if and only 
if Апп(Я)ПАпп (Я)сАпп (A).

We now turn to the needed generalization of Hajós’ result on zero divisors in 
the group ring Z(G). We model our proof on that of Fuchs [3, Lemma 84.8]. We 
wish to apply the result to subsets of prime order instead of just simplices and so 
we have to consider elements of Z(G) which are sums of a prime number of any 
elements of G.

T heorem 3. For each i = l , . . . , k  let bt£Z(G) have one o f the forms

(i) e -a „

(ii) e+ üi+ űf+ . . .+ of1‘ ,
(iii) e + ai2+ ... + aipi,

where pt is prime, and suppose that, in case (iii),

Ann (e + aig+ ... +  aip)  c  Ann (e + au + afj + -. • + afj ~
for each /= 2 , Now let h£Z(G) be such that bb1...bk—0 and that no term
bicanbe omitted from this product without violating the equality. Thenr(b, bi , ..., bk) — 
—r(b)<k.

Proof. We proceed by induction on k+d, where d is the number of elements 
bt which are of type (iii) but not of type (ii). If d=  0 then this is just Hajós’ result 
as presented in [3]. Let k=  1 with bbk—0, where bk has type (iii). Let blj=e + 
+a1J+alJ+ ...+al}~1, j= 2, ...,/?!• Since /(ó1)= 0  implies y.(blj)=0  it follows 
that bbij = 0. Now we have r(b, bLj) ~r(b)=(), i.e. ак̂ (Ь ). This implies ( b fa  
cz(b) and so r(b, bi)—r(b)=0, as required.

From (bb1...bs)bs+1...bk= 0, for j = l ,  . . . ,k — 1, we deduce, as in [3], that
( 1) r(b, bk, ..., bk)-r (b , bL, ..., b f  <  k - s  
and similarly, by recording the terms, that
(2) r(b, bk, ..., bk)—r(b, bk)  <  к - 1.

If bk has one of the forms (i) or (ii) the result follows as in [3]. Otherwise we 
may replace bk by bkJ=e+akj + dkj + ... + ak]~1 to obtain bb1...bk_1bkj = 0, which
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has fewer terms solely of type (iii). The term bkJ cannot be cancelled. When all 
possible terms bt are cancelled we obtain, on reordering, either that bb1...b,bkj = 0 
or that bbkJ=0. If the first case occurs for any у then, even if t = k — 1, we obtain 
by induction on k+ d  that r(b,bk, ...,b t, bk])  —r(b )< t+ 1 and so that r(b, bs, ..., b,) — 
— r(b)^t. Upon adding this to the s = t  case of (1) we obtain the desired result. 
In the second case from bbkj — 0 we have akJ£(b), for each j,  and so (bk)c(b ). 
This gives r(b, bk) —r(b) = 0 and adding this to (2) gives the desired result.

3. Results

We give first a positive answer to Fuchs’ question, [3, Problem 82] with the extra 
condition imposed that the periodic subset is a direct factor.

T heorem 4. Let G be a finite abelian group and let the periodic subset A be a 
direct factor o f G and be itself a direct product o f simplices. Then one o f the simp I ices 
is a subgroup.

Proof. Let AB=G  and let A = A 1.. .A k where each At is a simplex of prime 
order. We prove the result by induction on k. If k=  1 then A —A, is periodic 
and a periodic simplex is a subgroup. So we may assume that no product of k —\ 
simplices in A1...A k is a periodic subset. Let g be a period of A with g ^ e .  We can 
assume that the order of g is a prime. Then in Z(G) we have (e—g)Ä1...Äk= 0 
and no term Л,- may be omitted here, as if the product in Z(G) were still zero the 
corresponding direct product in G would have g as a period. Hajós’ zero divisor 
theorem now applies and gives that r(g, Au ..., Äk)<k+1. Let K = (A k, ...,A k). 
Them AB = G and A a /^implies А(ВПК) = К. This implies that | A\ divides |AT|. From 
\Ak\...\Ak\ — \A\ and r (K )^ k  we deduce that A = K. Let Ak = {e, ak. a\, .... a£к_1}. If 
akk=e then Ak is a subgroup. Otherwise A1...Ak- 1 is periodic as it can be seen 
from Ä1...Äk_1(e — akk)=0.

We now generalize the result of Fraser and Gordon forp-groups replacing the 
simplices by subsets of prime order. In order to use Theorem 3 we need to have 
available the extra condition there. However Rédei [5, Satz 10] has shown that in 
ap-groupif His a set of prime order q different from p then /(Я )^0  for any char­
acter x, as a sum of q roots of unity orders a power of p  cannot be zero. Thus Ä can 
always be omitted from any product equal to 0 in Z(G). If A has order p  then y(Ä)=0 
if and only if {x(a): a£A} = {g‘: i = 0, 1, 1} where q is a primitive p-th
root of unity. Thus each element a£A, a ^ e  is sent to such a root and

X(e + a + a2+ ... + ap~1) =  0.
Thus Rédei’s results show that the additional hypotheses of Theorem 3 are satisfied 
in p-groups.

T heorem 5. Let G be a finite abelian p-group. I f  a direct product o f  subsets o f G 
o f prime order is periodic then one o f the subsets is a subgroup.

Proof. Let A = A 1...Ak be periodic, where each subset At of G has prime 
order. Assuming as before that no product of k — 1 terms is periodic we have in
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Z(G), for any non-identical period g of A, (e—g)A1...A k= 0. As we have already 
shown the conditions of Theorems 3 are satisfied. Hence r(g, A1; ..., Ak)< k + 1 if 
g is of prime order. Since G is a /7-group we have |(g, A1, ..., Ak)\^ p k. However 
pk = \Ak\ ...\Ak\^ \(A 1, ..., Л*)|^/7*. It follows that A1...A k = (A1, . . . ,A k) and we 
have a factorization of a subgroup into sets of prime order. By Rédei’s theorem one 
of these subsets At is a subgroup.

We now consider (p , ^-groups where p  and q are distinct primes. The example 
of Fraser and Gordon shows that Theorem 5 does not extend to this case. How­
ever when we introduce the extra condition, as in Theorem 4, we have a corresponding 
result. The subsets must then have order equal to either p or q. It follows as in Satz 6 
and Hilfsatz 14 of Rédei [5] that the additional conditions needed in Theorem 3 do 
hold for the annihilators of such subsets in (p, ^-groups.

Theorem 6. Let p, q be distinct primes and let G be a finite abelian (p , q)-group. 
I f  a periodic subset A o f G is a direct factor o f G and A is a direct product o f subsets o f 
prime order then one o f these subsets is a subgroup.

Proof. Let G = AB, A = Al ...A k where each At has order p or q. We may 
assume that no product of A:—1 subsets here is periodic. Let g be a non-identical 
period of A of prime order. Then (e—g)A1...Ak = 0 and no term may be omitted. 
As we have already mentioned the results of Rédei show that Theorem 3 may be 
applied. It follows that r(A1, ..., Ak) ^ k .  Let (Ak, ..., Ak) = H. Then AaH_ and 
AB = G implies А(ВПН) = Н.  Since \Ak\ ...\Ak\ = \A\, \A\ divides \H\ and r(H )^k  
we must have A = H. Hence A1...A k = H. It follows by Rédei’s theorem that one 
of the subsets A{ is a subgroup.

We now turn to cyclic groups. Rédei’s theorem on factorizations of the groups 
by subsets of prime order had already been shown to hold in cyclic groups for fac­
torizations into subsets of prime power order [6]. Fraser and Gordon gave a posi­
tive answer to Fuchs’ question in cyclic groups. The following example shows that 
we cannot prove Theorem 5 in the case of cyclic groups.

Let G be a cyclic group of order 30 with generator g. Let A = {e, g, g10, g16, g20}, 
B = {e,g5}. Then \A\=5, |R |=2, В is a simplex but A is not. Now

AB = {<?, g, g5, g6, gla} {e, g15}
and so is periodic with period g15, but neither A nor В is periodic. We should also 
note that AB is not a direct factor of G.

We now show that we can generalize the result of [6] to periodic subsets of 
cyclic groups provided that the periodic subset is a direct factor of the group. The 
proof uses cyclotomic polynomials exactly as in [6] and we only indicate the necessary 
changes to the proof there.

T heorem 7. Let G be a finite cyclic group. Let the periodic subset A be a direct 
factor o f G and let A be a direct product o f subsets o f prime power order. Then one 
o f these subsets is periodic.

Proof. Let G have order n with generator g. As has been pointed out already we 
can associate a polynomial with each subset of G. Let G — AB and A = At ...Ak 
where the subset A-, has order for some primep t. We have A fix)... Ak(x)B(x) = 
=  G(x) (mod xn — 1). Exactly as in [6] it follows that et cyclotomic polynomials Fd(x),
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d=p{iS, divide A fx )  and from this that the elements in the 7̂ -component of the 
elements of At are distinct. Let H  be the set of periods of A. Then A=HC  and so 
A1(x)...Ak(x) = H(x)C(x) (mod x" — l). Now H  is a subgroup of order greater than 
1 and so F„(x) divides II(x). It follows that F„(x) divides some A fx). As in [6] it 
follows that this subset Ал is periodic.

For cyclic groups of order paqb and subsets of order p or q we can use Theorem 2 
to remove the condition that the periodic subset be a direct factor of G.

Theorem 8. Let p, q be distinct primes and G be a cyclic group o f order paqb. I f  
a subset A o f G is periodic and is a direct product o f subsets At o f orders p or q then 
one o f these subsets is a subgroup.

Proof. Let n=paqb and let g be a generator of G. As in the proof of Theorem 7 
we may show that F„(x) divides A fx)  for some i. Now Theorem 2 may be applied 
to give Aj = (g",p)CL) (g",q)D. If |T,|=p then we have p=p\C\+q\D\ and so 
JCI =  1, \D\ =0. It follows that At is a subgroup. Similarly \At\=q implies |C |=0, 
|D| =  1 and again At is a subgroup.

In any group a periodic subset with a prime number of elements is a subgroup. 
This need not be the case if the order of the subset is not prime. However in an 
elementary abelian 2-group a periodic subset of 4 elements is a subgroup and we 
now show that previous theorems involving prime orders hold in such groups for 
subsets of order 4. We first consider a factorization of the group.

Theorem 9. Let G be an elementary abelian 2-group. I f  G is a direct product o f 
subsets A, o f order 4 then one o f these subsets is a subgroup.

Proof. Let G=Ax...A k with \A,]=4. If k=  1 then the result is trivial. So 
we may use induction on k. Let At={e, at, bt, c,} where ci = aibidi. Since the 
product is direct the elements of {at, by. l ^ i ^ k }  are independent and so are a 
set of generators for G. Let ff; =  {c, ah bh aft}. Then G is the direct product of 
these subgroups . Let у be a character of G with y(Tj = 0. Since у sends ele­
ments to 1 or — 1 and y(e)=l it is routine to check that y(d,) = 1. It follows that 
y(H,) =  0. By the result of Rédei we may replace A, by Я, in the factorization of G. 
This gives

G/Ht = Ц (Aj Я,)/Я,.
jVi

By the inductive assumption, some subset (Т7Я ;)/Я; is a subgroup. This implies 
that djdHi. Thus given any i, there exists an/( /)  with f( i)A i  and df(if l l i .  There 
is a cycle ( f , i2, ..., ir) suchthat f0 \)  = ii, ...,/(/r_1) = ir, f( ir)—h ■ If r-^k then 
AijczHh ...H ir = H  for ./=1, ..., r. Since the products of the Atj is direct and its 
order is 4r = \H\ we have a factorization of the subgroup H. The inductive assump­
tion then implies that one of these subsets is a subgroup. Otherwise r — k. If no 
Aj is periodic the elements dj are different from e and belong to к distinct subgroups 
in a direct product giving G. This implies that {dx, ..., dk} is an independent set of 
elements. Thus there is a character у of G with x(dj)= — 1, 7= 1, ..., k. For this 
character у we have у (Aj) и  0 for all j, but у (G)=0, and this contradicts A1...Ak = G. 
Hence some dj=e and the corresponding subset Aj is a subgroup.

We now extend this result to cover the case of a periodic subset which is a product 
of subsets of order 4.
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Theorem 10. Let G be an elementary abelian 2-group. I f  a periodic subset В is 
a direct product o f subsets o f order 4 then one o f these subsets is a subgroup.

Proof. The result is trivial if В has order 4. We proceed by induction on the 
order of the periodic subset. Let B = A1...A k, where At = {e, ah b:, ct} and Hj — 
=  {<?, ah bh üjbj}. Let g be a non-identical period of B. Suppose first that g f  /7,. 
We need consider only g=Oj and g= aibi . Let g=üj. Let

j^ i

Then B = aiB = aiAiD = A iD. It follows that {Ojbj, я;сг}Я = {й;, cj)D. Since 
£)Пи;Т>=0 it follows that aibiD=ciD. Hence either D is periodic and the induc­
tive assumption implies that some set Aj is a subgroup or ct =  a; bt and Aj is a sub­
group. Let g=aibi. Then as above, { a fi , aibici}D={e, c,}Z). Now from ajDf) 
ПbiD = 0  we obtain а,£;£>ГШ= 0  and so aibiD=ciD. Once again the desired 
result follows.

Now we consider the case when g i l L  for any /. As before, for any character / ,  
X(Äj)= 0 implies /(H ;) =  0. We also see above that H,D is a direct product, though 
not necessarily equal to B. Now B = {e, g}C since gis ^period of В and s o_x(g)= — 1 
implies x(B) = 0. Then B = A;D implies either x(D) — 0 or else x(Aj) = 0 and 
hence у(Я,) = 0. Thus x (s )= ~  1 implies /XHiD) = 0 = x(gHiD). Of course 
^ (g)= l implies x(HiD) = x(gHiD). By Theorem 1 g is a period of Я ;£>. g iH t 
then gives a period gHt in 61/7/, of

П  (■AjHd/H;.
j^i

The inductive assumption then implies that some set (A jH fH ;  is a subgroup. 
If we let Cj = ajbjdj it follows that given any i there exists an /( /)  with f ( i )A i  and 
dfii)GHt. As in the previous theorem there is a cycle (i\, i2, ..., i,) with a factoriza­
tion of a subgroup H into a product of r of the subsets Aj. By Theorem 9 one of 
these subsets is a subgroup.

Results about factorizations of periodic subsets may be useful tools to study 
factorizations of groups. We illustrate a case of this now and also state an open 
problem.

As has been stated already Rédei’s theorem on factorizations using subsets of 
prime order holds for cyclic groups for subsets of prime power order. The following 
open question arises concerning a possible generalization of both results. Let рг, ...,Pi 
be primes and let the px, ...,Pi components of G be cyclic. If G — Al ...Ak and 
for each i either the order of A: is prime or is a power of one of the primes рг, ...,pi 
does it follow that one of the subsets Aj is periodic? We do not know the answer 
to this question in general but we can use our results to settle positively the first 
unsolved case.

T heorem 11. Let p, q be distinct primes and let G be a ip. q)-group whose p-com- 
ponent is cyclic. I f  G = Al ...AkB1...B l, where each Aj has order a power o f p and 
each Bj has order q then one o f these subsets is periodic.
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Proof. Let B=Bx...B l. Then the factorization G — A1...AkB satisfies the 
conditions of [7, Theorem 2]. It follows that either some A, is periodic, giving the 
desired result, or that В is periodic. If В is periodic then Theorem 6 applies to show 
that one of the subsets Bj is periodic.
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SATURATION THEOREMS 
FOR HERMITE—FOURIER SERIES

I. JOÓ (Budapest)
Dedicated to Professor Paul Erdős on the occasion o f his 75th birthday

The Bernstein theorem states that if /  is a continuous 27t-periodic function
then / 6Lip a, 0< a < 1 is equivalent to the norm estimate ||<т„/—/ | | c =  0
where an denotes the и-th Fejér mean. If / € Lip 1 then only \\o,,f~f\\c = О {\og n/n) 
is valid. The function dass for which \\o„f—f\\c = 0{\ln) was described by G. Alexits 
[2] by the condition /6  Lip 1. The notion of the Hermite conjugate function was 
introduced by Muckenhoupt [4], he proved the boundedness of the conjugation 
operator in the weighted Lp space

{/: ||/!IP:= ( f  \ № \ ’e-* d y)Vp

The following version of the Hermite-weighted Lp space is also frequently used:
Ще~*Ч*):= {/: e~yi/2f£ L p(R)}.

The corresponding norm estimate of the conjugate function is valid. In the papers 
[6], [7] we initiated the possibility to apply this conjugate concept to obtain Alexits 
type theorems. These investigations were continued by A. Bogmér [9] for the Jacobi 
expansions. A saturation theorem for the Abel—Poisson means will be also proved 
below. In [10] M. Horváth obtains both Alexits and Abel—Poisson saturation 
theorems for the Jacobi and Laguerre expansions. In [8] we give the same theorems 
for the Walsh expansions, based on the Walsh conjugate defined by Hunt [5].

The Hermite polynomials hn(x) are given by

f  e X2hn(x)hk(x)dx = S„tk.

Remark that the polynomials are dense in Lp(e~y2/2), l ^ ^ o o ,  see [12]. If 
f e - x~ßcLP(R), then there exists the Hermite—Fourier expansion of f

(1) f ( x ) ~ 2  aJ h M , ak =  f  f(x)hk(x)e~x‘ dx.
— oo

Denote by R„ the и-th Riesz mean of parameter --  of/ ,  i.e.

R n( f , x )  =  i f l — f i = r ) a khk(x ) .  
о V y n + 1 >
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The boundedness of the Riesz means

(2) \\e~x2'2Rn( f  *)ll, S  c\\e-*'l*f(x)\\p (1
can be proved just as the corresponding estimates of Freud on the Fejér means, 
see in [3]. Remark that for Laguerre expansions this fact is much more complicated 
to prove ([13]). The following statement is a variant of of the Alexits lemma ([2]) 
and has a similar proof.

Lemma 1. Let (<7?„)iT i>e an arbitrary sequence in a Banach space E. Fix a sequence 
(а )Г with

0 ^  л0 c  lim X„ =  A0 ^  ö, A„+1 S  <5A„ (5 >  0, n = l,2).
Define the means

°n=  2  1 -
h

<Pk, = 2 \ l ~ 9k A c

a) U  II0% И ё  К, then there exists o fE  with

\\cn- a \ \ ^ 4  K/YTn.
b) I f  \\a„ — a\\ ̂ К /\ 'л п for some o fE  then

c(S) \ K + \ / ^ L  M

The case A„ =  n will be used below since the corresponding means cr„, <r* are 
Riesz means in this case. Remark that if a„ denotes the ordinary Fejér means then 
the implication

М 2 1 ak9k)-<*II = О Í - L ]  => \\an{2  ik a kq>k)|| =  0(1) 
V \  n )

does not hold; that is why we prefer Riesz means to Fejér means in the case of 
classical orthogonal expansions on infinite intervals.

The Hermite conjugate function /of f ^ L p(e~y2i2) is defined by

(3) e -* * fe L ”(R), f(x)~2 akhk-i(x).
This is essentially the definition of Muckenhoupt [4]. He proved the boundedness 
of the conjugation operator in Lpe~y2/2, the case of Lp(e~y2/2) can be
dealt with similarly:
(4) !k“*2/2/!lp 3= c\\e~x*l2f\ \p, 1 <  p <  oo.

Introduce the following modulus of continuity defined by Freud [3]:

(5)
where

<o(f,S)p:= sup \\f(x + 0 e - ^ 2l2- f ( x ) e - x’-/2\\p+\\t(0x)f(x)e-*2l2\\p,

T
if |jc| S  1
if |JC| ^  1.
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Denote further
(6)

Е Л Л ' : =  ,i?»J 0-*2/2( f - P n )

where Pn is the set of polynomials of order rSn. In [3] the following Jackson type 
inequality is proved for and e~x‘,2f£ L p(R):

The following converse statement can be obtained:
Lemma 2. Let l ^ / i ^ o o ,  fe  *!/2£Lp(R), then

(8) « i / , - L } ^
К 1!n )p

^  ~ A = -  Z  4 = + ll« ? o (^ -((x+B‘, /W - ^ - * ,/2)llp+IK(«-1/2x)/(x)e-^/2||
j/n+1 k=o yk  + 1

where g0 is the best approximating constant polynomial.
For the proof we need the following 
Lemma 3. Let and pn{\3PK. Then

( 9 )  \\(pne ~ x V * ) ' l i p  ^  c ] / n  | | / ? и е - xS /2 | |p .

Remark that G. Freud proved a similar inequality in [15], namely

(10) \\p'ne *г/2||р^  c\ln \\pe *г/2||р.
Further information on this topic can be found in [16].

Proof of Lemma 3. Denote 9 „ := ‘̂ " + ‘S'”+1 + ̂ 2'1 1 the и-th de la Val-
lée-Poussin means of an Hermite series. We see that leaves fixed the polynomials 
of order — n. We shall use the result of W. E. Milne [17] who proved the case 
p=cx> of (9). To prove the case p=  1 we use duality:

II(Pn? Jc2/2)/ ||i = sup I J  (p„(x)e x‘P)'g(x)e x'/2dx\ =
\\ge~x2̂ \ Joô l — oo

=  sup I f  (pn(x)e-xll2)'9n+1(g,x)e-xl/2dx I =
\ \ g e~ •x2/^ ||00̂ l  -o o

= sup I f  P„(x)e-Xtl2(9n+I(g, x)e~xtl2) 'd x
||9e-W2|Usl

= ILP„<?-*2/2Hi • sup ||(9n + 1(^,

= сУ" \\pne - x‘,2\\i sup ||9n+1(g, х)е~х2'г\\„ ^  c \  n ||/7„<?-*2/2||i.
||ee-^Z/2|Usl
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Here we used the norm estimate

(11) \\e-xll2U \ \P ^  c(p)\\e-*4*f\\p ( 1 S /» S « ,  e-*4*fdU № )

proved by Freud [3] and mentioned also after (2). Now consider the operators

T„: LP(R) -  L '(R), g e - ^ z ~  [3e+ife, х )е~ хг'2]'. 

We know that for p = 1 and p  =:oo the estimate

l|r„(ge x42)\\p ^ Y n \ \3 n+1(g ,x)e хЧг\\р ^  c]/n \\ge *2/2||p

holds. By the Marcinkiewicz interpolation theorem the same is true for l«=p«=o 
with a constant c(p) instead of c :

\\Tn{ge-xlli)\\P^c (p )} /n \\g e -x'l% .

If g is a polynomial of degree we obtain (9).
Proof of Lemma 2. Let g be the best approximating polynomial of и-th 

order, i.e.
\\e-xtl4 f - g n)\\P =  E„(f)p.

Then
( 12)

\\f(x + t)e <-x+,y/2—f(x )e  *2/2||р ё  ||f ( x + t)e <-x+,y/2—gn(x+t)e  (*+‘>*/*ц +  

+ \\gn(x)e-x'li- f ( x ) e - x'i2,\p+\\gn(x+ t)e -ix+,yi* -g n(x)e-xli \  =

= 2E„(f')p+\\gn(x + t)e~<-x+,y/2 — gn(x)e~x2/2\\p.

Here the first member can be estimated by

o r m  -  c  ^  En( f ) P _ c •, Ek( f) ,  
p ~  Y~n+r k=o I/k + \ -  у т т  f k + r  ■

The second member is

\ \g n (x + i)e~ (x+t)iiz- g n ( x ) e - x44 p  =  ||g„(e^(x+,)2/2-£>-x!/2||p +

+ \\gn(x+i)e~(x+t'>*l2-gn<,x)e-xil* -g 0{e-(x+tyl * - e - x4*)\\p =:1г+12,

4  = | | / [gn(x + т)е (x+zy'2- g 0e (*+t)2/2]' dx\\p =s 
0

3= f  \\[gn(x+T)e-lx+'y l* -g 0e-<x+'yl2]'\\p dr =
0
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Using the fact that i s l / / n  and Lemma 3 we get for r satisfying 2r+1̂ n < 2 r+2:

•7 = -{ ||[(g 'nW -^W )e“x2/2]/||p+ 2  ||[(ft‘W -№ -*(jf))e_*,/,]/|| =
\  П -*-ni  =  0

^  ~7={Vn \\(gn-gr)e x2/2|lP+  2  2i,2\\(g2‘- g 2‘-*)e x2/2llp} — \  n 1=0

У n
{Уп (En(f)p+EAf)„)+  2  2'l2(E2i( f)p+E&-1 ( /)p)}•

Taking into account that
E i(f)p + E0( f)p S  2E0(f)p,

2‘' \ Е А Л р + Е*-г(Лр) ^  cE2‘- i( f)p * 2  1 - Л = г  S  с
k =  2‘ - 2 / k + 1  k =  2‘ -2  / f c + l

(i =  1, r),
_  2r — 1 1 2r —1 Г  (  f \

y n {En{f)p+ E A f ) p) ^ c E A f ) p 2  2  p
t  =  2’- - i  Ук+ 1 fc = Г-1 Ук+ 1

we get
c E^ p c__  j?  Ek( f)P

/ n  + 1 t=o /к  +  1 Уn + 1 k=о Ук + 1
which proves Lemma 2 by (12). □

Define the de la Vallée-Poussin means

Ш х ):=
1

/ 2 -1
( t 2 R *,n(f, * ) - « . ( / , * ) ) -

1/ 2— 1 fc=n+i / n +1
Since .9,, leaves fixed the polynomials of order ^ и , hence

03) £ 2„+i ( /)p S  \\e-x' l \ f - S nf)\\p S  c£„(/)p.
Using the ideas from the proof of the corresponding trigonometric result of Steckin
[14] we obtain for 1 f e~x2l2£Lp(R) the estimate

(14) \ \ e - ^ ( f - R nf)\\p S  -77J =  2  Ek(f)p
/ и + 1  k = o  / k + l

Indeed, let m fN  be given such that 2m̂ n < 2 m+1. Using the formulas (they follow 
by Abel transform easily):

( и + 1 ) г ^  =  Í [ ( H l ) r - l r l S t ,
2n +  l

(2r— l)(n+ l)rő' =  2  P + l ) r- ^ ] S t
k =  n +  l
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we get

(n+ \)rK  = So+(2' - l )  2  2 * 9 ^ -!+  2  Р + 1)г- т ,
fi =  0 k  =  2m

] m — 1
Rrn —f  = ТГГТУ {(^o —/ )  + 2  2'"' (2r — 1) (02m_i —/ )  +V'*“I д = 0

+ [(и+ l)r —2mr]
2  [(fc+iy-A /]

k  = 2m

(n+ ])r-2 " ,r
An obvious modification of the proof of (13) gives that

- х * / 2
2  [(k + i y - k '] S k

k = 2m

(n +  l)r -  2m - f S  CE2m (f)p ,

and hence from (13) we get

\\е-хг' \ К - т Р s  7- ^ T-r {£ o (/)+  m£2>"-E2„(f)p + l ( n + i y - 2 ”' ]E M f)P}{'t~r У) /i = 0
Now from

2"r =s c{(2>‘- 1+ 1)г- 1 + (2"-1 +  2)г- 1+ ...  + 2',(r- 1)}
it follows

2M-1
2» E * (f)p ^ c  2  ( f c + iy - ^ C f l ,

k  = 2“ ~ '

and by (h+ l)r — 2mr̂ c2mr we get

[(я +1 )r- 2mr]£*-(/)„ ^ c ’S -'1 (к + iy-*Ek(f)P■
k  =  0

Finally

\ \ e - ^ 4 K - f )||p ^ - V  2  ( * + 0 r- 1̂ ( / ) ptn+U  fc=о
and (14) follows.

Define the Lipschitz classes by the aid of the Freud modulus. Namely if 1 S p  
and fe~x*/2£Lp(R) then let for 0< a ^ l :

def
/€L ip  (a, p) о  со(/, <5)pSc<5a.

Now (7)—(14) gives the following Bernstein type theorem.

T heorem 1. Lei l ^ p ^ o o  and e~x,/2fd L p(R). 
a) I f  f( lLip (oi,p), oc<l, then

\\e-x2'4 R J - f ) \ \p ^  cn-42,
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and i f  f£  Lip ( I, p), then
\\e-x2i2{ R J - f ) \ \p c log n/n

and this estimate cannot be improved.
b) I f  a < l  and xf(x)e~x*ß£ Lp(R), then

\\e~x2ß(R J - f ) \ \p = 0(n~a/2) ^ /€ L ip  (a, p).
Next we come to the Alexits type theorems. Some lemmas are needed.
Lemma 4. Let <p„iC1(R), ex2,2<p„, ex2ß(p'n, ex2,2g. ex2,2h^ LP(R) for some 1 = p ^  

sco, Suppose that

\\ex42(4>'n~g)\\p -+ 0, \\ex2'2((Pn-h)\\p -* 0 (n - 4

Then h is locally absolutely continuous and h' =g a.e.

Proof. Let x^O (the case x< 0  is similar). The improper integral f  <
X

exists since ср'п(х)ехг,2а LP(R) and e~x~/2£Lq(R) + — =  1 j . Consequently the
limit lim cpn(x') exists and from ex2l2<p„£Lp(R) it follows that this limit is zero, thus

J  9 n  =  - < P n ( x ) .
X

It is clear that (for p ^  1)

ex2>21cp„ (x) + f  g| = ex*>2 j f  (<p'„ -  g)| S  e*2/2 ( J  e - ^ qi2dy]Vq \Wn-g)ex'l2\\

and for p = 1

exl'2\<p„(x)+ f  g|=g J  ey2l2\(p'n-g \dy^\\{(p 'n- g ) e y-l2\\p.

Since

f  e~y’4l2dy ^
if x =§ 1

— f  ye ytq/2 dy -Л — e x"qß if x S  1,
X J X

hence for 1 s /iS t»  we get

(15) ex2ß\(pn(x)+ f  g| —- 0 (n-*oo, x - 0 ) .

On the other hand, ex‘/2(<pn(x)—h(xj)-*- 0 in LP(R) so for a subsequence denoted
again by cpn,

ipn(x) ^  h(x) a.e. (n -°°).
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From (15) we see that
CO

h (x) + J  g =  0 a.e.
X

and this was to be proved. □
Lemma 4'. Let (ijjJcC 'fR ), e~x2/2cpn, e~xi/2(p'„, e~x*/2g, e~x2/2h£

£LP(R). Suppose that
\ \ e - x2/4cp'n- g ) \ \ p -  0, \ \e -* ‘/ \ ( p n - h ) \ \ p -  0 (n — ).

Then h is locally absolutely continuous and li  =g a.e.
The proof is similar.
Theorem 2. Let 1 fe ~ x2/2£Lp(R). Then the following two statements

are equivalent
a) \\e-xi' \ R J - f ) \ \ p = o \ ^ ,

b) /  is locally absolutely continuous and
[ e ~ x* f ( x ) Y  e x2/2d L p ( R ) .

Proof. We shall use the following equivalence from [6]: if l< p ^ ° °  then a 
formal Hermite series Z  akhk is the expansion of some /£  Lp(e~y2/2) if and only 
if the Riesz means are bounded in norm:

I \ e - x2 /2R n( Z a kh k)\\p = 0 ( l ) .

Using the above observations we see that in case

\ \ e - x* ! \ R nf - f ) \ \ P =  О  ( - L )
if and only if

\\e-x^ R n{ 2 i k  akhk)\\p = 0(1)

if and only if there exists gdL p(e~y2/2), Z  У к akhk. Since ([]])

(16) [К -Л х )e~xt]' = - У 2k hk{x)e~x2

this is equivalent to the fact that [e~x2f(x)Y ex2/2£Lp(R). Indeed, suppose first that 
there exists g£Lp{e~y2!2) with

(17) g ~ Z - ^ a khk.
By (16) we get

[e-*2 R j(x )Y  e*2 = R„ ( Z  ~  У2k ak hk) 
and then ' •' ' ) : •

] |e x2l2( g ( x ) - [ e - x2 R „ f ( x ) Y \ \ p -  0, \ \ e ^ 2( f ( x ) e - ^ ~ R j ( x ) e - %  -  0.
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Using Lemma 4 we obtain that

[f(x)e~ x*Y =  g(x)e~x2 a.e.
Conversely, let

cp(x):= [e-xif( x ) \e x2 ~  2  М/с
be the Hermite series of <p£Lp(е~х*12). We see that for jc> 0

I /  [е~'шт  dt\ ^  И*'* [e-x2f(x)Y\\p ( J  d t )
X

f l “ ч1^ c \ — f  t e - ^ d t j
hence

Now

V i

.\!q

1*1
lim e X\f(x) hk(x) = 0.

bk = f  (p(x) hk(x) e~xl dx =  [e x2f(x) hk(x)Y

-  f  e  X ‘f ( x ) y 2 i c h k - 1 ( x ) d x = - f 2 k a k .

Theorem 2 is proved.
Using the formula

K(x) = \/2nhn- 1(x)
we analogously get

Theorem 2'. Under the conditions o f Theorem 2 the following statements are 
equivalent:

a) \\e-x2/4 R n f- f) \ \P= o { y = ] ,

b) f  is locally absolutely continuous and f'(x)e~ x2l2dLp(R).

Define the Abel—Poisson transform

Tx f ( y ) ■= 2  e~]fTnxakhk(y) (x >  0), 

and the conjugate transform

Txf{y):= 2  e~y'2nxakhk -i(y) (x >  0).

The semigroup properties

18) TX1 Тхг f  =  TXl+Xi f  TXl f X2 f  = TX1+X2 f

can be easily obtained from the definition. The continuity property
(19) \\e-x2l \T xf - f ) \ \ p -  0, \\e-x*l\Txf - f ) \ \ p ^ 0  (x -  0+)
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can be proved as in [4]. Define the infinitesimal generator A of the semigroups (71)
T f —fas follows. If * ---- converges to a function g in L p(e~y*/2) then we define A f —g.

We immediately get that if /'belongs to the domain D(A) of the infinitesimal gen­
erator A then

(20) A f ~ - Z ) f 2 k a khk.
Conversely if the right-hand side of (20) is the series of some g(: Lp(e~y2‘12) then 
g = A f  (since A(R„f)=R„g and A is a closed operator, see [11]). We know from [11] 
that a continuous operator semigroup is saturated with the order О (x) and the 
saturation class is D(A). Hence we have proved the following.

Theorem 3. Let l<p-=oo and fd L p(e~y'12). Then

a) \e-*'*(Txf - f ) \ r = o(x) (x -*■ 0 + ) o f =  c,
b) \\e~y2/2(Tx f —f)\\p = О(x) ~  [е-уг'*Ду)У eyA*C_IJ(\l).

Using the fact that Txf= T xf  we analogously get
Theorem 3'. Let 1 --p < »  and f£ L p(e~y*12). Then

a) le -M (T x f - f ) \ \ P = o(x) (x -  0 + ) «=>/= c,
b) \\e-y*'\Tx f - f ) \ \ p = O(x) o f ' € L p(e-ŷ ) .
R emark. Theorems 2 and 2' are also saturation theorems. E.g. in Theorem 2 

we can state that
||e“x2/2(R„ / —/)||p = о = j  ( л - « )  

implies f= c . Indeed, in this case

- 4 =  le*l =  Ke-x44 Rn f ~ f ) ,  e - K ) \  = о Ш  Ik— /« hk\\ =  о (4=) (» -  ~  
Vn+1 У]/п' V)In)

for any fixed k£{ 1, 2,...}, i.e. Ykak=o( 1) (n-— «>) hence ak — 0 (k= 1, 2,... ). 
Taking into account the well-known uniqueness theorem for Hermite—Fourier 
series (see e.g. Kaczmarz—Steinhaus: Theorie der Orthogonalreichen, Warsawa— 
Lwow 1935) we obtain f= c.
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A NOTE ON LACUNARY TRIGONOMETRIC SERIES

I. BERKES1 (Budapest)

1. Introduction

The following theorem was proved by P. Erdős [1]:
T heorem A. Let (nk) be a sequence o f positive integers such that

(1.1) nk+i/nk =£ 1 +ck/] /k , ck -  oo.
Then cos 2nnkx  satisfies the central limit theorem i.e. setting SN= cos 2nnkx

ksN
we have2

(1.2) (2/Ny/'2SN— * N(0, 1).
On the other hand, for every c> 0  there exists a sequence (nk) o f integers such that

п к + 1 / п к Ш  l + с /  i k  № 5  1)
and (1.2) is not valid.

Theorem A shows that in terms of the growth speed of (nk), (1.1) is a best pos­
sible condition for cos 2nnkx  to satisfy the central limit theorem. It is natural to 
ask if this condition implies more general independence properties of cos 2nnkx, 
e.g. the validity of the LIL and other standard limit theorems for i.i.d. bounded 
r.v.’s. For the law of the iterated logarithm Takahashi [5] proved the following

T heorem B. Let (nk) be a sequence o f integers such that
(1.3) nk+1 / п к 5e 1 +c/k\  a <  1/2.
Then cos 2nnkx satisfies the law o f the iterated logarithm i.e.
(1.4) (Alog log N)~V2 £  cos2rcnfc;t=l a.e.

JV -oo  k S N

Note that (1.3) is stronger than (1.1): it requires that (1.1) holds with ck in­
creasing at least as kE for some s>-0. A minor modification of the proof of Theo­
rem В shows that (1.4) holds actually if

nk+i/nk iE l+(log k)v/ У к

1 Research supported by Hungarian National Foundation for Scientific Research, Grant 
no. 1808.

2 The underlying probability space for cos2nnkx is ((0, 1), л) where M is the Borel 
с-field in (0, 1) and Я is the Lebesgue measure.



182 I. BERKES

for a sufficiently large у but for small у the proof breaks down. Thus the log log be­
haviour of cos 2nnkx  remains open if (1.1) holds with a very slowly increasing ck. 
The purpose of the present paper is to show that condition (1.1) does not imply 
the law of the iterated logarithm for arbitrary In fact we shall prove the
following

T heorem. There exists a sequence (nk) of positive integers satisfying (1.1) (and 
thus the central limit theorem) such that (1.4) is false, namely

(TV log log TV)~1/2 2 ” cos 2nnkx  <  у a.e.
N-~oa  k S N

for some constant у <  1.
In our example ck = const • (log log k)1/2. As we shall show in a subsequent 

paper, this example is not far from optimal in the sense that if (1.1) holds with ck = 
= (loglog/c)v for a sufficiently large у then cos 2nnkx  satisfies not only (1.4) but 
also Kolmogorov’s upper-lower class test. Whether there exists a similar example with

lim(...) s y > l  a.e.
remains open.

2. Proof of the theorem

L emma 1. We have

(2.1) /  ( У) cos 2njxY dx ~  y  TV2 as TV — oo3.
0 j = 1

P r o o f . Clearly

( 2  cos 2ф ) 3 =  ТГ 2  cos 2n(±Ji ±Á±ja)x
j =1 °

where the sum is extended for all values I =j\, j\ , /3 =  TV and all possible choices
t

of the signs ± . Since J  cos 2n!x dx=  1 or 0 according as the integer l equals 0 or 
0

not, it follows that the left side of (2.1) equals 1/8 times the number of solutions of 

(2-2) ± j \± j2± j3 =  0, 1 = ji ,  j \ , j 3 — N-

Clearly (2.2) has no solutions such that all signs are identical and the number of 
its solutions such that the signs are — and j \  = v ( l^ v S N )  is v —1. Thus

N
the total number of solutions of (2.2) is 6 £  (v — 1)=3TV2 — 3TV, proving (2.1).

V — 1

3 a „ ~ ö „  m ean s l im  a jb n=  1.
П  —00
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Lemma 2. Let a1<a2< ... be positive integers such that the ratios ak+Jak are 
also integers. Then there exist functions Qk(x) !) such that the Qk(x) are
independent r.v.’s. over the probability space ((0, 1), SS, X) and
(2.3) |^(л-)-{я*л'}| ~ ak/ak+1
where { } denotes fractional part.

This lemma is implicit in [3]; we give here the very short proof. Set 
4k~ak+Jak and

Qk(x) =
where []  denotes integral part. Clearly if j/qks{a kx}< (j+  l)/qk for some integer 
0 ^ j ^ q k — l then Qk(x)=j/qk. Hence (2.3) is valid. Further ok(x) is constant on 
each interval [j/ak+1, (J+ l)/ak+1) ( 0 ^ j^ a k+1—l) and is periodic with period 
1 /ak. From these facts it follows that the Qk(x) are independent r.v.’s.4

The following lemma is Feller’s generalization of Cramér’s large deviation theo­
rem (see [2]):

Lemma 3. Let (Yk) be a sequence o f independent r.v.’s such that EYk=0, EYk <
n

< + «  (k=  1,2,...). Set л2 = 2  EY? and assume that \Yk\sX ssk where k„ is a
k = 1

numerical sequence with Xn\0. Then for 0<xs± 1/(12/.,,) we have

P<yi + . . .  +  Y „ > s Hx) =  е х р { - 1 х 2б „ Ц - ( ( 1  ~Ф(х)) +  в).пе ^ х'-)

where \0 \^ 9  and Qn(x)— 2  is a function analytic for  |x[sl/(122„) whose
V = 1

coefficients qn v depend on the moments o f Xx, X,, ..., Xn. In particular

(2.4) 
and

(2.5)

4.. 1 =  "57Г 2  EYkk =1

\q nJ ^ — ( \2 X n) \  » S l . v = L

We now turn to the proof of the theorem. Let ak = 2кг and mk = [Ak/log log k] 
(k :xs3) where A is a small absolute constant to be chosen later. Let Ik = 
= {ak,2ak, ..., mkak}; clearly the sets Ik, k = 3 ,4 ,... are disjoint if A is small 
enough. Define the sequence (nk) by

(nk) = Ü h-
7=3

к
We show that cos 2nnkx  satisfies the requirements of the theorem. Set Mk= 2  mi\

i=3

4 For the rest of this paper, with the exception of formula (2.8), { } will denote ordinary 
brackets and not fractional part.
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clearly

(2 .6) M k A к2 
2 log log к '

Thus if Mk_ 1 -=/< Mk then letting i= j—M k_1 we have

nj+i
ni

1 __ , , log log к 
mk ~  ' Ak

a  j + (log log М кУ 2 ^  j + (log log /)1/3
2 1 /A ^ M ^ l  ~  2 i A f j

(k s  kn).

Also, if j= M k then nj=mkak, nJ + 1 = ak+1 and thus nj+1/rij^2  if k E k a. Hence 
(nk) satisfies (1.1) with ck = c (log log k)>/2. Set

(2.7)
Then

Xk
мк ,
2  cos 2nnvx, f ( x ) =  2  cos 2njx.

V =  M k _ j + l  j  =  1

(2-8) Xk = fmk(akx) = fmk({akx})

and thus putting
Z k = f mk(Qk(x)), Yk =  Z k — EZk

(where gk(x) are the functions in Lemma 2) we have by Lemma 2, \f{ (х)\^2тй2 
and the mean value theorem
(2.9) IXk- Z k\ 2nmkak/ak+1«  2 k.

(Here a„<<zbn means that \ajb„\=0(\) uniformly.) Moreover, Yk are independent 
r.v.’s. Since EXk =0, (2.9) impiies

(2 . 10) \Xk- Y k\ « 2 ~ k

and thus \Xk\ ~ m k and the mean value theorem yield

(2.11) \Xk —Yk \ «  2 ~kmk «  2~kl \

(2.12) \Xk —Yk \ «  2~km\ «  2 ~kl2.

We now apply Lemma 3 to the sequence (Yk). Clearly EXk =  mk/2 and thus by 
(2.11) and (2.6)

(2.13) sl=: 2 E Y k2 = ^  2>nk + 0 (  1 )~ 4
k = 3  z  /с = 3  ^

Further by Lemma 1, (2.7), (2.8) and (2.12) we have

ri2
log log n

(2.14) 2 E Y ? =  2  е х ц + o ( i ) ~  2  4 " ml
=  3 k  =  3 f t ~ 3  0

П3
(log log n)2 ‘
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(Note that, by periodicity, the integrals of /®fc (x) and f%k(akx) over (0, 1) are 
equal.) Set

К  =  8 У A (log log /i)-1/2.

Then by (2.10), (2.13) and \Xk\ ~m k we have

\Yk\ ^ k ksk, k ^ k 0.

Hence Lemma 3 implies for any 0 ^ c ^ 2  and A s l0 ~ 5

(2.15) P(Y3 + ... +  Yn >  csn (2 log log i„)l/2) <sc exp | -  у  x\ Qn (x„)| 2 -  exp | -  у  x2}

where x„=c(2 log log and Q„(x) = ^  #„>vxv is an analytic function for
V = 1

|x |' 1 /(12/.„) whose coefficients q„tV satisfy (2.4), (2.5). Now by (2.13), (2.14) we have

and

Thus

?n,i~ -^ -(lo g lo g n ) !/2

\qn,v\ S  у  (96/Л )" (log log n) v/2, и S i ,  v s l .

\Q„(x„)\ S  qnд х „ - 2, U nJK  S
v = 2

(log log«)_1/2x „ -  2  t (96 (lo8 log n )-v'2x vnО v — 2 ‘

У2А
12

°° j __  1/ 9 , 4  2
Г - 2 Т (% у  A у  (2 c)v s  2—-  c -  -  • 2002,4c2 s

v = 2 ' i /
У2А
24

for any 0s c s 2 and Л si 10 12. Hence by (2.15)
(2.16) Л Г 3 + ... +  F„ >  cj„(2 log log т„)1/2) <k

«  exp | -  - y 2 - сз i0g log -  у  c2(2 log log j„)| =

=  exp j - ^ y ^ c 3 + c2j (l +  o(l)) log log n j.

Now the function /(c )= c2+j/2,4 c3/24 satisfies / ( 1) >  1 and thus there exists a 
0 c y < l  suchthat f(y) >  1. Hence by (2.16)

(2.17) P(Y3 +... +  Yn >  ysn (2 log log jJ 1 2) «  exp ( -  (1 + £0) log log n).
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where e0>0. By the standard proof of the upper half of the LIL for independent 
r.v.’s (see e.g. [4] pp. 261—262), (2.17) implies

(2.18) lim sk
fc-*-oo

l(2 log log sk) - 1/2
к

i=  3
у a.e.

Setting S N=  2! cos In t i jX  and using (2.6), (2.7), (2.10) and (2.13) we get S Mk=
j^N

= 2  Yi + 0(1), s \~ M k/2 and thus (2.18) yields
i =  3

(2.19) hm (Mk log log Mk) V2s Mk =  у a.e.

But if MkiäN<M k+1 then \SN- S Mk\^ m k+1̂  Mk 
implies

Ihn (IV log log N)~1/2Sn s y < lN-+ CO

by (2.6) and thus (2.19) 

a.e.

completing the proof.
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ON THE FIRST CLASS OF BAIRE GENERATED 
BY CONTINUOUS FUNCTIONS ON R N RELATIVE 

TO THE ALMOST EUCLIDEAN TOPOLOGY

H. W. PU and H. H. PU (College Station)

1 .  I n t r o d u c t i o n .  Throughout this paper, functions are defined on R N. We shall
use topological terms without modifier to refer to the Euclidean topology for R N. 
Let ^ denote the class of continuous functions, s i  the class of ordinarily approxi­
mately continuous functions, and SP the class of almost everywhere continuous 
functions. If &  is a class of functions, then 2&X{SF) denotes the class of functions 
which are pointwise limits of sequences of functions in !F and á?2 (,'F)= 3$x (̂ F)).

In [3], Grande defined, for N —\, a class of functions (APj) and showed 
that r\&>)cz3S1(si)f]3S1(3P)f](APi). Then he asked if this inclusion is actually
an equality. Nishiura [5] investigated Grande’s question for N ^ l .  Cox and 
Humke [1] also tried to answer Grande’s question. Although this question is not 
settled, fruitful results are obtained in both [1] and [5]. They form the basis of the 
present research, in which two closely related classes of functions (API) and (API*) 
are introduced and the equalities and (A PD ^A PJ
are proved.

2 .  P r e l i m i n a r i e s .  Let fi  denote the Lebesgue measure on R N. If X a R N is 
measurable and x£RN, then d(x, X )  and d(x, X )  denote the upper and lower 
ordinary density of X  at x respectively (for definition, see [9]). It is known that 
s i  and siC\SP are the classes of continuous functions relative to the ordinary density 
topology d and the almost Euclidean topology ST for RN respectively [2, 5, 6]. 
A set X  is (/-open if it is measurable and the ordinary density d(x, X) is equal to 
1 at every x£X. A set is .Z-open if it is (/-open and can be written as GUZ, where 
Gis open and Z is null (i.e., n ( Z ) = 0). The term “almost Euclidean” is suggested 
by O’Malley [6, 7].

For X c R N,  we shall use X °  and X  to denote the interior and the closure of 
X  respectively. A ( X )  denotes the (/-closure of the (/-interior of X .  We shall use the term 
interval to mean an open interval {x:=(x:1, . . . ,x N): a ^ x ^ b , ,  /=1, ..., N)  in R N. 
We call the interval a cube if bt—аг = / > 1  —ax for / = , ..., N. Also, 21 and © are 
the collections of cozero and zero sets of sif\SP respectively.

The class of functions (AP,) is defined in two equivalent ways [1, 3, 5]:
/€(APj) if for each a<b  and nonempty sets U and V such that Ua{x:  f(x)_<a}, 

F c{x : /(*)>/>}, UczA(U), and VczA(V), it is true that U - V ^ ü  or
/€(A Pa) if whenever and U, V are nonempty sets such that l/c {r :/(x )< a }, 

Vcz{x: /(x)>h}, then £/UFctzl((/nF).
We shall need the following results. (2.1)—(2.6) are from [5], (2.7) and (2.8) 

are from [1] and [8] respectively.

l*
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(2.1) I f  X  i s  m e a su r a b le , th en  A ( X )  =  { x \  3 ( x ,  A")>0}.

(2.2) I f  X  i s  c lo s e d , th en  А ( Д Х ) )  =  А ( Х ) .

(2.3) X  i s  ЗГ  - p e r f e c t  i f  a n d  o n ly  i f  X = A ( X ) .

(2.4) I f  X  i s  c lo s e d , th en  X — A ( X )  i s  c o n ta in e d  in  an  Fa n u ll s e t .

This result is not listed but used in ([5], p. 327). We give a simple proof here. 
For n = 1 ,2 , . . . ,  let Fn =  ^ x d X :  /i(Jf(T/)<-j p(I)  for every cube 7 with x £ l

and <5(/)<-^j, where 3 ( 1 )  is the diameter of I .  Then each Fn is clearly closed. It 
can be shown that

{ x £ X :  3 ( x ,  X )  <  1 }  c  UF„c {*£*: d ( x ,  X )  = S  1 } .

Hence UF„ is an Fa null set. By (2.1),

X - A ( X )  =  { x d X :  3 ( x ,  X )  =  0 } c  { * € 3 7 :  3 ( x ,  X )  <  - i } .
2.4) is proved.

(2.5) ££93 i f  a n d  o n ly  i f  В  i s  d -c lo s e d  a n d  c a n  b e  w r itte n  in  th e  f o r m  F —Z ,  
w h ere  F  i s  c lo s e d  a n d  Z  i s  an  F„ n u ll  s e t .

(2.6) f d S ä f s d  F\3P) i f  a n d  o n ly  i f  f o r  e a c h  a d  R , w e  h a v e  (i) { x : / ( x ) > a } € © ff 
a n d  (ii) ( a:: / ( x ) S f l } £ 9 I a. C l e a r l y  (ii) can  b e  r e p la c e d  b y  { x :/ ( л : ) < а } £ 5 8 „ .

(2.7) ( A P J c ^ í n
(2.8) @x(sd)=@f<e).
(2.9) I f  F  i s  a  c lo s e d  n u ll  s e t ,  H d .G ia a n d  H c z F ,  then  H £ i B a .

P roof. Let # = U # „ , where each H „ d G s . Then H =  U(F—( F —H„))  and 
we need only show that F — ( F —#„)£S for each n.  Let b  be fixed. Since 
p ( F —( F — H „ ) ) ^ p ( F ) = 0, F — ( F — H„)  is iZ-closed. F —H n is clearly an Fa null set. 
The conclusion follows from (2.5).

(2J 0) L e t  H  b e  a  F T -p erfe c t s e t .  I f  {AT,.} i s  a  se q u e n c e  o f  3 ~ -c lo se d  s e ts  su c h  
th a t H c z U K n, th en  th ere  e x i s t s  an  n0 a n d  a n  in te r v a l  I  su ch  th a t  0 ? П П Я с А Г „ о .

P roof. For each n ,  since K „  is ^"-closed, there exist closed set F„ and null 
set Z„ such that K n= F n—Z n . Being closed in R N, H is of the second category in 
itself. Hence_ H a  ÜK„<z UFn implies the existence of n0 and an interval I  such 
that 0И /П FIc/v,0l_ It follows immediately that IDH^Q.  Let xdlOH.  By (2.3) 
and (2.1), H = A ( H \  3(x, H )> 0  and hence 3(х,7П Я)>0. Thus 3(x,Knf  =  
=3(x, F„o)^3(x,  /П Я )>0, which implies x £ K„0. The proof is complete.

3. Result, We start with defining two classes of functions.
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D efinition 1. /£(A PÍ) if for each nonempty ^"-perfect set Я  each and г>0, 
there exists an interval I  such that /ПЯ?^0 and о ( /,/П Я )^ е , where

o(/, /П Я ) =  sup {IД х)-Д у )\:  x, Д /П Я } .
D efinition 2. Д  (A PJ1*) if for each nonempty ^"-perfect set Я  and each e>0. 

there exist an interval I  and a set 7Д23 such that 0 ^ /П Я с /П 5  and о ( / , /П й)^£.
It is trivial that (APÍ*)c(APj). We shall show that 

HfAPÍ*). The proof is strongly suggested by that of Baire’s theorem concerning 
«!(«). (See [4], pp. 143—148.)

Theorem 1. ^ ( j /П  á*)c(APÍ*).
Proof. Suppose f^39x{siiC\&>). Then there exists, in_ s/C)2?, a sequence 

{/,} converging to / everywhere. Let s> 0  and Q?±H=A{H) be given. Set

Bnm =  jx: |/я( х ) - / я+|я(х)| S  j } ,  Bn = П {Bnm: m = 1, 2, ...}.

Then, for each n, m /?„,„€ 33 and since S  is closed under countable intersections, 
ВД 93. For each x£RN, since lim fn(x)=f(x), there exists nx such that x£B„ c
cU B„. Therefore HczRN= UBn. By (2.10), there exist n0 and an interval Tx, 
such that 05^/1ПЯсЯ„о. Let x0 be a fixed point in /,П Я. By ^'-continuity 
ofy^0 at x0, there exists a •^'-open set U such that хД Я с/*  and

(1) l/«M -/»„W I <  у  whenever x j f i / .

Since Я is ^"-open, H =A(H ), and х0€ЯПЯ, we have 3(x0, Я П Я )> 0  and 
hence ^ ([ /П Я )> 0. Also, since U is ^"-open, n(U—U°)=0. It follows that 
/|(Я 0П Я )> 0  which implies Я °П Я ^0. Therefore there exists an interval I a U °  
such that /П Я ^ 0 . Now we have О ^ /П Я с Я П Я с Д П Я с Я ^  and hence 
0 ^ /П Я с /П В „ о.

To show that о(/, /ПЯ„0)ёг , let x, Д /П Я„0. By the facts xeB noczB„om for 
all m and lim / no+m(x)=/(x), we have

fft-Ф-ОО

(2) l/»0( x ) - / ( x ) | s |  and |/„0( y ) - / ( y ) | s |

(the latter can be seen similarly). We see easily from (1) and (2) that | / ( x ) —/(y )|< e . 
Theorem 1 is proved.

Theorem 2. {sd)П (АР?*)c ^ ( j /  П 0>).

To prove this theorem, we need the following lemma.
Lemma. Let Д ^ 1(^/)n(APi*) and a<b. Then there exists S€33„ such that 

S c{x : / ( x) > ű) and RN—S c {x : f(x )< b } .
Proof. Let e be a positive number less than (b—a)/3. We shall define four 

transfinite sequences of sets Ka, Я„, Bx (a<Q) as follows. Let K0= R N. When 
the closed set Ka is defined, we take Ha=A (KJ and distinguish between two cases.

Acta Mathematica Hungarica 57,1991



194 H . W. PU  A N D  H. Н . PU

Case 1: Нх = в. Then we take Ix=Bx=ß.
Case 2: Яа^ 0 . By (2.2) and (2.3), Hx is ^"-perfect. Since /€(APjf*), there 

exist an interval Ix and a set ВХ£Ъ  such that д^1хГ\Нхсс1хГ\Вх and о( f  IxC]Bx) ^ e. 
Suppose now 0 < a <  fl and that the closed set Kß is defined for every /J<a. If a 
is a limit ordinal, then we let KX=C\{Kß: /?<«}. Otherwise, a has a predecessor 
a —1. We put KX = HX_1- I X̂ 1. Clearly Kx is closed.

In this way we define Kx, Hx, Ix, Bx for every «-= ß . Since Kx is closed, from 
the construction, Кх+1с Н х=А(Кх)а К х holds for every a < Í2. Thus {Яа: a<fl} 
is a decreasing transfinite sequence of closed sets. By the Cantor—Baire Stationary 
Principle (see [4], p. 145), there exists A<£2 such that KX=KX for every a^A. 
We claim that Kx=0. Indeed, suppose first ц(Кх)> 0. Then Ял^0  and Kx+1~ 
= Hx—Ixc:Kx—Ix<^Kx since 1хПКха1хГ)Нх^&. This contradicts KX+1=KX. 
Therefore we have ц(Кх)= 0. It follows that Hx—A(Kx) —& and KX+1=Q. Con­
sequently KX = KX+1 = 9. Let Я be the first ordinal with Kx = 0. We shall show
(3) RN =\J{H a- K x+1: 0 s  a <  A}UU{Kx — Hx: 0 rs a <  A}.

Let x£R n be given. Since Kx = 0, there exists a0^A such that a0 is the first 
ordinal that x$K Xo. In view of the way we define Kx (a<  fi), oc0 is not a limit ordi­
nal. There is a /?<A suchthat a„=/?+l. If x£Hß, then x&Ú{Hx—Kx+1: 0^a<A}. 
If x iH ß, then x £ U {Kx—Hx: 0^a<A}. (3) is proved.

Recalling that if Яа^0 , then l x is an interval, Bf4B, ^ П Я ^ с^ П В ,,
o(f, ГхГ)Вх) ^ е< ^ ( Ь - о), and KX+1=HX- I X, we find

U {Hx- K x+1: 0 ^ a <  A} < = 0(7 ,05 ,: 0 ^  a < A}
and each IXC\BX is a ©„ set contained entirely in at least one of the sets (x: f(x)>ci\ 
and {x: /(x ) <6}. Also, since Kx is closed and HX=A(KX), by (2.4), Kx—Hx is 
contained in an F„ null set and hence so is U {Kx—Hx: 0sa<A}. Therefore

Я* =  и{/*ПЯг: 0 ^ a< A } U U { F „ : n = 1,2,...},
where each Fn is a closed null set. Let

P = U{1ХПВХ: 1ХПВХ с  (x: /(x ) >  a}}
and

Q = и { /хПВх: 1ХПВХ ф {x: Д х) >  a}}.

By the above observation, P, Q are ©„ sets, Pci (x : Дх)>я}, 0<c{x: /(x)<h), 
and RiV= P U Ö U U F n.

Let 5,=  PU(UFnD{x: Дх)>о}). Since by (2.8), {x: f(x)>a}£GSrt
and hence, by (2.9), {x: /(х)>а}П/^(:© 1Г for each n. It follows that 56©ff, 
5c{x : /(x)> a}, and

RN- S  c  Ö U ÍU /'.n ix : f{x) == a}) с  {x: /(x) <  b).

The lemma is proved.
Proof of Theorem 2. Suppose Д  ̂ (,я/)П(АР£*). Let a£R be given. First we 

show that (x:/(x)>a}6© „. For each positive integer n, a<a+(l/n). By the lemma,
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there exists S„£SBa suchthat $ncz{x: f(x)> a) and RN -  S„ c  {x :/(x ) <  a +(! /и)}. 
Let S=  U S),. Clearly S £93 „ and »Scilx:/(х)=-а}. We now show that {x: f(x)>a}czS. 
If /(x 0)> a , then there is an n0 such that /(х 0)>а+(1/и0). Therefore x0(j RN—S„0. 
That is, x0£S„e<zS. Consequently {x: / ( x)> ű} =  S,í S í .

To show that {x: /(x)<a}€93„, we need only note that —f  is also in the 
class ^ г(л/)П(AP**). By what we have just shown, {x: —/ ( x ) > — Owing 
to (2.6), (s4C\&') and the proof is complete.

Theorems 1 and 2 clearly indicate that П 0>)=&1(л/)Г\(.APÍ*).
Theorem 3. (APÍ)=(AP,).
Proof. First we show that (AP^ciAP!). Let /€(AP*) be given. We assume 

that Д (А Р г). Then there exists a-=h and sets U, V such that Q^Ucz{x: /(x)<u}, 
0^Fc:{x :/(x )> b}, U<=.A_(Ü), Fcrd(P), C -F = 0  and F -£7=0. It follows that 
UaV, VczU, and hence U=V. Let H=A(U). Then Яг>Я^0. By (2.2) and (2.3), 
H  is ^"-perfect. Let s —b—a. Since /£(APÍ), there exists an interval 7 such that 
7П Я ^0 and o ( fI£ \H )S E .  On the other hand, H=A(Ü)=A(V) and /П Я ^ 0  
imply 7ГШД0?ЯПР and hence 7П Я ^0^7П К . Let х^Л Т Я  and x2€7lTF. 
Then /(x l)< a  and f ( x 2)>b. Moreover, x1̂ IC\UaIC\A(U)=IC\H  and х2£7ПКс 
с7П/4(Р)=7ПЯ. This contradicts о (/, 7ПЯ)йе. Consequently (APj')c(AP!).

Next we prove that (APJciAP*). Let /([(AP^ be given. Let Я  be a non­
empty ^"-perfect set and e>0. We need to show that there exists an interval 7 such 
that I П Hyi0 and о( /1 Г \Н ) ^ е. Since H=A(H), we can define functions g, 
h on Я  by setting
(4) g(x) = limsup f(y )  and h(x) =  liminf f(y).

y ~ x  y ~ x
y i n  у е н

It suffices to show that there is a point x€77 with g(x)—h(x)<£. Suppose this is 
not true. Then Я = и Я я, where

(5) Hn =  {х€Я: g(x) , h(x) <  (W~ 1)£}.

By (2.4), П —Н = Н —А(Н) is contained in an Fa null set. Let H —H(zUFk, 
where Fk is a closed null set for each /с=1, 2,_.... Then each Fk is nowhere dense 
in Я. Indeed, if 7j_was dense in a portion 7 П Я ^0 _then, as Fk is closed, Fkz^IC\B 
and hence /1(7ПЯ)=0. But H=A(H) and 7П Я ^0  imply that /г(7Г)Я)=-0. 
This is a contradiction.

_Therefore H —H  is of the first category relative to Я and hence Я  is residual 
in Я. Since _ Я = и я „ , it follows that there is an interval 7 and an integer n such 
that 0^7П Я сН „. Let

Я =  |x g 7 с Я :  /(x ) <  (П~31)£ } and V = {х€7ПЯ: Дх) > у } .

Then,by (4) and (5), IC\H„c:ÜfW  and hence 7П7/2с 7 П Я „ с I/ПК Consequently, 
Я11 F c7 f) Я =7П  A (H)cz А (7П H ) cr А (7П H„) czA (О П F). This is a contradiction to 
the hypothesis / ^ A P j .  The proof is complete.
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Finally we remark that, owing to (2.7) and our theorems, Grande’s problem is 
equivalent to the following:

Is the inclusion 38x(s f)П(APJ*)c ( s f)П(AP*) actually an equality?
A c k n o w l e d g e m e n t .  The authors would like to thank the referee who made 

valuable suggestions for this paper.
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APPROXIMATE SMOOTHNESS AND BAIRE* 1
L. LARSON (Louisville)

It is well-known that / :  R —R is in the class Baire 1 if and only if  for every 
nonempty perfect set P ,  the restricted function f \ P has a point of continuity. The 
real function /  is defined to be in the class Baire* 1 if and only if for every non­
empty perfect set P ,  there is an open interval I  such that / П  ZV0 and f \ I n P  is con­
tinuous. From this definition, it is immediate that Baire* 1 is a subset of Baire 1. 
The terminology Baire* 1 was introduced by Richard O’Malley [3]. Various types of 
functions have been shown to belong to Baire* 1, such as the approximately dif­
ferentiable functions [4] and the Lp -smooth functions [3]. The purpose of this paper 
is to show that the collection of functions which are both approximately continuous 
and approximately smooth is in Baire* 1.

A function is said to be a  - s m o o th  (a SO) at x, if and only if,

where
limл-»о

A 2f ( x ,  h )  
hx

A 2f ( x , h )  = f ( x + h ) + f ( x - h ) - 2 f ( x )

is the second symmetric difference of / .  In the case when a=0, the function is 
said to be s y m m e tr ic  at x and when a = 1, / i s  said to be s m o o th  at x. I f /  is a-smooth 
at each point in its domain, then we just say it is а -sm o o th .  The generalization to 
a p p r o x im a te  a -sm o o th n e s s  is done in the obvious way.

In the following, R is the set of real numbers, N denotes the natural numbers 
and Q is the set of rational numbers. Let AciR. The complement of A is written 
Ac. If A is measurable, then the density of A at x is written <5(x, A). The distance 
between x and A is d ( x ,  A)= inf ( |x —y|: y€A}.  The oscillation of a function /  at 
x is written a ) ( f ,  x).

T heorem. I f  f :  R—R i s  a p p r o x im a te ly  co n tin u o u s a n d  a p p r o x im a te ly  sm o o th  
a t  e a c h  p o in t  o f  a  p e r f e c t  s e t  P , th en  th e r e  i s  a  p o r t io n  Q  o f  P  su ch  th a t f  | c  i s  c o n ­
tin u o u s.

P roof. For each n £ N, define Q„  to be the set of all x£ P  such that whenever 
0 < a < l In, then

|{h€(0, a): |zl2/(x , h )/h \  < 2}| >  a/2.
It is clear that

P = UQ„-n€N0 )
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Suppose that 0<а-=1/я, й€(0, а) and x£g„ suchthat
\ A \ f ( x ,  h) /h\  <  2.

This implies both
/(x ) — h  <  max { f ( x + h ) , f ( x — h ) }  and f ( x ) + h  >  min { f ( x  +  h ) , f ( x  — h)}.

It follows easily from these inequalities that for all oc£(0, l /и) either
(2) |{ f t€ ( 0 ,  a): f ( x + h ) > /(x )-a } | >  a/4, 
or
(2') |{h€(0, a): f ( x - h ) > /(x )-a } | >  a/4
and that for all a€(0, l /и) either
(3) \ { h e (0, a): f ( x  + h)  < /(л:) +  a}| >  a/4 
or
(3') |{h£(0, a): f ( x - h )  < /(x ) +  a}| >  a/4.

Now, fix n€N and choose x 0e Q „ .  We wish to show that
(4) lim f ( x )  = f ( x 0).

x —x B

Assume (4) is not true. Then, there exists a sequence { x m} a Q „  such that 
x m -+ x u, but f ( x m)  does not converge to f ( x 0).  Without loss of generality, we may 
assume
(5) xmtx0, f ( x j - f ( x 0) >  2<5 >  0 and x0—xx -< min(l/n, S).

Let am= x0—xm for each m £  N .  If h d ( 0 ,  am) and f ( x m +  h )  >/(x,„) — am, then 
-vm+A€(xm, x0) and

f ( x m + h)  > / ( x 0)+2<5—am > / ( x 0)+£.
Hence, if (2) holds for x = x m and а=а,„, then we have
(6) |{x£(xm, x0): /(x )  > /(x 0) + <5}| >  (x0—x,„)/4.

On the other hand, if both /z£(0, am) and f ( x m —h ) > f ( x m) — a m. then xm— 
—/z£(2xm—x0, xm) and

f ( x m- h )  > / ( x 0)+2«5-am > / ( x 0)+<5.
Thus, if (2') holds for x = x m and а=а,„, then we have
(6') |{x£(2xm- x 0, x0) : /(x ) > /(x 0)+<5}| >  (x0- x m)/4.
However, for m  large enough, both (6) and (6') contradict the fact th a t/is  approxi­
mately continuous at x0. Therefore, (4) is true for each x„€ßm, which immediately 
implies / ] Sm is continuous for each hz£ N.

To finish the proof, we apply_the Baire category theorem and (1) to find an 
z‘£N and an interval /  such that Q ,n /=  Р П /^ 0 .

Corollary 1. I f  a  fu n c t io n  f  : R - R i s  b o th  a p p r o x im a te ly  co n tin u o u s a n d  
a p p r o x im a te ly  s m o o th ,  then  f  i s  in  B a ire*  1 .
Acta Mathematica Hungarica 57,1991
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With little change in the proof of theorem, we can also prove the following
C orollary 2 . I f  a  f u n c t io n  f : R —R i s  a p p r o x im a te ly  c o n tin u o u s  a n d  a p p r o x ­

im a te ly  a .-sm ooth  f o r  a n y  ooO, th en  f  i s  in  B a ir e *  1 .
It is shown in [1] that in Corollary 2, if the requirement for approximate 

a-smoothness is strengthened to a-smoothness, then the requirement that /  be ap­
proximately continuous can be weakened to the point where only measurability is 
required. In fact, the set on which a measurable а-smooth function can be dis­
continuous is characterized as precisely a s e p a r a te d  set in the sense of Hausdorff [2]. 
The assumption of measurability is required. This can be seen by noting 
that any nonmeasurable solution of the Cauchy functional equation f ( x + y ) ~ -  
— /(* )+ /(  у) has the property that A - f ( x ,  h ) —0  for all x  and h  and is therefore 
smooth.

The example given below shows that Corollary 2 cannot be extended to ap­
proximately symmetric functions.

E x a m pl e . There is an approximately continuous symmetric function / :  R —R 
which is discontinuous precisely on the rational numbers.

P roof. Let /„ be any sequence of closed intervals from [0, 1] such that /„10 
and ő(0, |J  7„)=0. Define h: R —R as follows:

n£N

A

h(x) =

when xe[0, o o ) \u
b £N

d(x, I f )
2 — — — , when x £ l „ ;

,— h ( — x ) ,  when л* <  0.

It is easy to see that h has the following properties:
(a) h  is continuous, and consequently symmetric on R \{0};
(b) h  is odd and /г(0)=0, so h  is symmetric at x=0;
(c) h  is approximately continuous at x= 0;
(d) |A(x)|=si, for all x€R, and
(e) co(h ,  0) =  2.
Let Q = { q n: n£N} and for each n define

/„(*) = h(X0„ Чп) and f(x )  = 2  U x).
-  n € N

From (a)—(d) and the fact that the series defining /  converges uniformly we 
see that /  is continuous on Qc as well as approximately continuous and symmetric 
everywhere. To see that /  is continuous precisely on Qc we note that 2  f  is con-

Í9*n
tinuous at qn. Since (o(fn,qn)= 21_и>0 it follows that f=f„ + 2  f  is discon-

iŷ n
tinuous at qn.
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ON GENERALIZED LEHMER SEQUENCES

BUI MINH PHONG (Budapest)*

1. Introduction

Let G=G{G0, Glt A, B)={G„}%‘ be a second order linear recurrence defined 
by integer constants G0, Glt A, В and the recurrence

where AB^O, D —A2—48=^0 and IGqI + IGjI^O. If <70= 0 and (7,= 1, then we 
denote the sequence (7(0, 1, A, В) by R=R(A, B). The sequence R is called Lucas 
sequence and R„ is called a Lucas number.

In 1930 D. H. Lehmer [2] generalized some results of Lucas on the divisibility 
properties of Lucas numbers to the terms of the sequence U=U(L, M ) = {Un}^ 
which is defined by integer constants L ,M ,U 0=0, 1 and the recurrence

where LM?±0 and K = L —4M ^0. The sequence U is called a Lehmer sequence 
and U„ is a Lehmer number. It should be observed that Lucas numbers are also 
Lehmer numbers up to a multiplicative factor.

Here we shall define generalized Lehmer sequences. Let H0, Hlt L  and M  
be integers with the conditions LM^O, K —L —AM^O and |# 0| + |# 1|=^0. A gen­
eralized Lehmer sequence is a sequence H0, Hlt ..., H„, ... of integers satisfying a 
relation

We shall denote it by H =H (H 0, # l5 L, Л/)={Я„}~=0, and so H (0 ,l ,L ,M )  is 
the Lehmer sequence U(L,M ).

The purpose of this paper is to study the properties of the generalized Lehmer 
sequences H(H0, Hlf L, M). We show that the terms of sequences G are also 
terms of sequences Я  up to a multiplicative factor and we give and explicit form 
of Я„. We improve a result of P. Kiss [1] concerning the zero terms in the sequences 
G and Я. Furthermore we give lower and upper bounds for the terms of the se­
quences H.

* Research (partially) supported by Hungarian National Foundation for Scientific Research 
Grant No. 907.

( 1) G„ = AGn- 1—BG„-i (n >  1),

LU„^1-M U n- i for n odd 
MU„-2 f°r n even,

(2)
ХЯП_1—МЯП_ 2 for n odd 
,Я„_1—МЯ„_2 for n even.
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2. Preliminary results

Throughout this paper we shall use the notation

{1 for n odd 
0 for n even.

Using the function e(n), the relation (2) can be written in the form

(3) Hn =  U<"> Нп- г—МНп- 2 (for n >  1).

We prove some properties of the sequence H(H0, H1, L, M).
Proposition 1. I f  H0=G0, H1=AG1, L —A2 and M=B, then

(4) Gn(G0, Glt A, B) = A~«*Hn{G0, AGlt A2, B)
for any и ё 0.

Proof. We shall prove (4) by induction on n. The statement is obvious for 
n= 0  and и=1. If (4) is true for и—1 and n (n ^ l) , then using (1) and (3), 
we have

Gn+1 =  AGn-B G n_! =  л*("+1>+'М G„—/Т4с(л-1)-£<"+1) G„_i =

=  A -cin+1)[A2̂ n+1) Hn-B H „ ^]  =  A~c("+1) [Z.£(n+1) Hn-M H n^ ]  = A - ‘(n+1) Hn+1, 
which proves the assertion.

R emarks, a) From Proposition 1 it follows that the sequences H(H0, I f ,  L, M ) 
are more general than the sequences G(G0, Gx, A, B). 

b) In particular we have

(5) Rn(A, В) =  A - '("> tf„(0, A, A2, В) =  A1~e(n) Un(A \ B).

Proposition 2. I f  Un=Un(L, M) and Hn=H n(H0, H1, L, M ) then

(6) Hn =  # ! Un—L‘(n) MH0 и й-г

for any n^O  with the convention M U — — 1.
Proof. From the definition of the sequences U and H, (6) is obvious for n= 0 

and n= 1. Suppose that (6) is true for и—1 and n. Then by (3) using that г(и+1) = 
=e(n—1) we have

tfn+1 =  Lt(n+1) H„—MH„-i = U (n+1) [H1 U„—L‘M MH0 

— M[Hx  {/„_! —Те(п_1)МЯ0С/„_2] =

- 1 г("+1)МЯ0[Р (”) tf.-x-J lf J =  Я х Un+1- l f " +1)MHn un, 

which proves (6) by induction on n.
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Proposition 3. L e t  a. a n d  ß  b e  t h e  r o o t s  o f  t h e  e q u a t i o n  z8- / t z + M = 0. I f  

a  =  H x — } / L H ü ß  a n d  b  =  H 1 — \ / L H u a . ,  t h e n  w e  h a v e

( 7 )  H n (H0, # j ,  L ,  M )  =  ( ) 7 Z ) * ( "> .

Prooe. It is well-known that

( 8 )  U n =  U „ (L , M )  =  ( / Z ) ‘ <»> -

(see e.g. [7]). Since a + ß  =  f  L  and < x ß = M ,  using (6) and (8) we get

H„ — Lt(n) MHaU„-1 =

t f !  ( / Z ) ‘ (n > (a" -  ß n) -  L 'M  Я 0 (a" ß - a ß n)( У L ) t(n ~

a.2 —ß2

= -J r r fiT  [ {^ - fL H o ß y - fa -V L H o O ^ ß " ]  =

= (l/Z)'(n) a a "  —  bß"

a  2 - ß 2 ’

where a = H 1 — ] / L H 0ß  and Ь = Н 1 — У Ь Н 0 a.

R emarks, a) From (4) and (7) we get the well-known formula
c ő n — dvn( 9 )  G n{ G 0, G l t A , B )  =  C ° .  Qy ,о—у

where <5 and у are the roots of the equation x 2—A x + B — 0 and c = G 1— G 0y,  
d — G l — G 05  (see e.g. [5]).

b) In what follows we say that the sequences G ( G 0, G l t  A ,  B )  and 
H ( H 0 , Я 15 L ,  M )  are non-degenerate if c d ő y ^ O ,  ő/ у  and a b a ß ^ O ,  tx/ß  are not 
roots of unity, respectively.

P roposition 4. F o r  a n y  n  SO

(10) H „ ( H 0, H l t  L ,  M )  = -/*+‘<">Ял( - Я 0) H l t  - L ,  - M ) ,  

w h e re  i * =  —  1 .
P roof. We shall prove (10) by induction on n. Our statement is obvious for 

и=0 and n =  1. If (10) is true for n — 1 and /2, then using (3) and /*= —1, we have
Я „ + 1 ( Я 0 ,  H l t  L ,  M )  =  H n+1  =  =

=  / 2 ‘ ( » + 1 ) ( _ £ , ) « ( » + 1 ) ( _ , - " + « ( ») ) я в ( - Я 0 , Я 1 ,  - L ,  - M ) -
—ilf(—1я_1+*(" -1))Я11_1(—Я„, Я 15 — L, —M ) =

=  _ /n+i+'(,,+i)[(—1.)Е("+1)ЯЛ(_ Я 0, Я!, —L, - M ) -
- ( - М ) Я Л _ 1 ( - Я 0 ,  Я „  — L ,  - M ) ]  =  - 2 - < " + 1 >+ *( " + 1 > Я л + 1 ( - Я 0 ,  Я , ,  — L ,  - M ) ,

which proves (10).
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Propositions. Let d=(L, M ), L '—Ljd and M '=M /d. Then

( 1 1 )  H „ ( H 0, H x, L ,  M )  =  ( Y d y + ™ - * H n( d H 0 , H x, L ’, M ' ) .

Proof. I f  a and ß are roots o f z2 —У L z+ M = 0, then <хх= а / У  d  and ß x= ß l i ~ d  

are roots of zz — ̂ L 'z+ M '= 0. Let

a  =  H x — y L H 0ß ,  b  =  H x — У 1 н 0а,
and

űi =  # i ~  ÍT7{dH0) ßx, bx = Hx — yU (dH 0) a*. 
It can be easily seen that ax=a, bx=b. Thus by (7) we have

tf„(tf0, h x , l , M ) = (|/Z )£(n) = {Ídyn)+n- \y i7 y * . aal-bßl
« t-ß t

= (^d)n+£<n>-2. ()/ L' )'(n) 
which proves (11).

* i-ß !
= { f d f ^ - *  ■ Hn(dH0, Hx, L \  M%

3 .  Z e r o  t e r m s  i n  t h e  s e q u e n c e s  H
Some authors have studied the lower and upper bounds for the terms of non­

degenerate sequences G=G(G0, Gx, A, B). Let у and <5 be the roots of the equa­
tion x2—A x+ B = 0. We can assume that |y| ^  |<5[. In [3] K. Mahler proved that if 
D=A2—4B<0  and s is a positive constant, then there is an effectively computable 
constant n0 depending only on e such that

|G„| S  |у|<1_Е)и for n >  щ.
From a result of T. N. Shorey and C. L. Stewart [6] it follows that

|G„| ё  lyl"-'.108»
for n>c2, where cx, c2 are positive numbers which are effectively computable in 
terms of G0, Gx, A and B.

A similar result was obtained by M. Mignotte [4] for linear recurrences of 
higher order.

‘ In [1] P. Kiss gave the explicit value of the constants proving that G„^ 0 for 
n>nx, where

nx = max [2510 (log |85|)25, (log |G0|+log 4 /|Z>|)],

furthermore if D<0 and n=~nx, then
|c| 2|c|

2 У \й \^  " уЩ  M ’

where c —Gx—G0y and
c3 =  2e • 200« lo g \W  \ ■ (1 +log log |851). log 11651 (Gg+Gf).
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We extend the results mentioned above to the sequences Я(Я0, Hlt L, M). 
We give necessary and sufficient conditions for sequences Я  which have zero terms, 
and give lower and upper bounds for the terms. These improve the reults of 
P. Kiss [1].

Theorem 1. Let H=H(H<), Hlt L, M ) be a non-degenerate generalized Lehmer 
sequence with (L, M )~  1 and (//„, H1)=h. Then the following statements are equiv­
alent:

(О Hn = 0 (пш  0),
(ii) H0 = eh U„, H1 =  e h L '^ M U ^ ,

(iii) Hk = ehLeWcWM k U„-k for к =  0, 1, n,
where Un = Un(L, M), M U — 1, and g =  l or Q= — 1.

Corollary. Let Я = Я (Я „, Hit L, M) be a non-degenerate generalized Lehmer 
sequence with (L, M)=d. Then Hn = 0 i f  and only i f

(1 i d y ^ H 0 = ± ( d H 0, H 1) U n,
and

(Yd)n+cM # i  =  ±(dH0, И ,)Lc(n)MUn_1, 
where Un=Un(L ,M ).

Theorem 2. Let H=H(H0, Hlt L, M) be a non-degenerate generalized Lehmer 
sequence with (L, M) = d.

I f  LK > 0 then H„ * 0 for n>max[13, min (|Я0| + 1, |Я1| + 2)].
I f  LK-^0 then Н„9^0 for n>-max (JVj, N.J = N0, where

Nk =  min (267 log 14M I, e398)
and

N*= min [1 ^ 2 108 m °u t o b log Ы  •
Theorem 3. Let Я = Я (Я 0, Hl, L, M) be a non-degenerate generalized Lehmer 

sequence with condition LK< 0. Then for

we have

where

n > 2 ” log |4М |(Я*+Я|)

M
2  ]/ \ L K  I |a| "n~co <  \ H n \

2 \a\_
1 \ K \

|a|",

c0 =  280 log |4M I • log log |4M I • log |4M | (H i+ H\),

and a is any solution o f zi —'fLz-\-M = 0.
Proof of Theorem 1. Let first Hn=0 for an integer иёО. If л=0 or л =  1 

then (ii) follows easily. Suppose л>  1. By (6) H„ = 0 implies that

H1Un = L‘toMH0U„-1,
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from which it follows
(12) H{ U„ — L^n)MH'0
where and H'0=H0/h. Since (L, M )= 1, it can be easily seen that
(Un, D M)= 1, (U„, M)=  1 and (Un, и п-г)=  1. Thus by (12) we get

H0 = ±h • U„ and H1 = ± h -L °M -MUn- 1,
which proves that (i) implies (ii).

Now we prove that (ii) implies (iii). Suppose
H0 = h-U„ and tfj =  h • Le(n)MUn- x.

Thus (iii) is true for k = 0 and к — 1. If (iii) is true for к —1 and k, where /с<я, 
and e = l, then from (3) we have

Hk+1 =  L‘lk+1) Hk—MHk-x =
=  Lt(k+V)hLtWl(k) M k Un- k—MhL*,ii*k~X) M k _ 1 C/„ _ *+x =

= hLcMc(k+1)M k[L«n- k+1) Un- k- U n- k+1] =  hL‘M«k+» M k+1U„-ik+1),

since
e(fc+ 1)+е(я)е(/с)—e(n)e(k+1) =  e(n—k + 1)

and
e(/c+1) =  e(k — 1).

This proves (iii) in the case e =  l. If q= — 1, then we can similarly show that (ii) 
implies (iii).

Finally (i) follows clearly from (iii) with k = n. □
P r o o f  o f  t h e  C o r o l l a r y . Let d=(L, M ) and U =L/d, M '=M /d. By (11) it 

can be easily seen that H„= Hn(H0, H l , L, M ) = 0 if and only if Hn(dH0, Hk, L', M ')= 
=0. From Theorem 1 we obtain that # „= 0  if and only if
(13) dH0 = ±(dH 0,H 1)Un(L ',M ')  and Hx = ±(dH 0, H ^ L '^ M 'U n- 1(L', M'). 
Since

U„(L, M ) =  (1/(/)"+£<">-2 • Un(L', M '), 

by (13) and its conclusion we have

( fd )n+cMH0 = ±(dH0, H1)Un(L, M )
and

(1/d)n+£Wtf 1 =  ±(dH0, Hk)L t(n)М и п-х(Ь, M ), 

which proves the corollary.
Before proving Theorem 2 we introduce some notations and recall some results 

due to M. Waldschmidt [8], M. Ward [9] and C. L. Stewart [7].
Denote

N
aoXN+ . . .  +  aN = a 0 / 7 ( * - « , ) 6 Z [ v ]

i = 1
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the minimal polynomial of an algebraic number a= a1. Put

M(a) = |a0|- П  max{l, |a,|}
i —1

and

h(a) = log M  (a).

Theorem A  (M. W aldschmidt [8]). Let ay, ...,am be non-zero algebraic numbers, 
and let ß0, ßlt ßm be algebraic numbers. For 1 S i^ m  let lo g a ; beany deter­
mination o f the logarithm o f at . Let D be a positive integer, and let Vy, .... Vm, W, E  
be positive real numbers, satisfying

D  — [ 6 ( a 1» •••> am» ßo> ß l >  •••> ß m ) • 6]>

^  3= max {/!(«,), |logocf|/D, 1/Z)}, l S / S m ,

fV s  max {h(ßß},
and

1 <  E  S  min ; jn in  {4Z)^/|loga,|}].

Finally define ^ += m ax{^, 1} for i —m and i=m — \, with V f = 1 in the case 
m = 1. I f  the number

Л := ^0+ A loga1+ ...+ /?m logara
does not vanish, then

\A\ >  e x p . . . F m(lF+log {EDV+))(\og EDVmU)(\og 

where c ( l ) s 2 3S, c(2)^253, c(3)^271 and c(m)==28m+51-w2m for m>3.

We shall use a result of C. L. Stewart [7] on a linear form in two logarithms. 
Let a be an algebraic number of height at most A ( se4) and degree d\ further let 
bx and b2 denote integers with absolute values at most В (^4 ). Set

A — bj log ( -  1) +  b2 log a,
where the logarithms are assumed to take their principal values.

Theorem В (C. L. Stewart [7]). I f  A^O  then |Л|>ехр (— C log A log B), 
where C = 2435 • (3J)49.

Finally, we recall a result due to M. Ward [9] on primitive prime divisors of 
Lehmer numbers. Recall that a primitive prime divisors of the Lehmer number 
Un(L ,M ) is a prime dividing U„ but it does not divide LKU3...U„-1, where 
K = L -4M .

Theorem С (M. Ward [9]). Let U(L, M ) be a non-degenerate Lehmer sequence 
with conditions L>0 and K > 0. Then U„(L,M) has a primitive prime divisor for  
и =-12. Every primitive prime divisor o f U„(L, M ) is o f the form nx±  1.

Now we prove the following result.
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Lemma. Let U(L, M) be a non-degenerate Lehmer sequence with conditions 
£ > 0  and 0. Then M ^ 2  and

(14) I U„(L, M)| >  M n,i
fo r

n >  min (2B7 log 4M, e398) — \N1.
Proof. Since £ > 0  and U (£, M) is a non-degenerate Lehmer sequence, 

we have
<£, M) *  <1, 1>, <2, 1>, <3, 1), <4, 1).

Thus if £ = £ - 4 M < 0  then M=s2.

Let a and ß be the roots o f z2—\fL z+ M = 0. By our conditions we obtain

|a| = \ß\ =  УМ.(15)
By (8) we have

(16) \Un\ = \Un(L,M )\

l«l"

{ fL )A”) a"-ß"
tx2—ß2

\L\K \
L ( ß y \  |a| ß

1 ( j = 2)/£|7s:| t lo g ( - l ) - n lo g  —

where log denotes the principal value of the logarithm function and |/|^2и, 
because 1-(4Г is the length of a chord of the unit circle which is greater than 
the half of the smaller circular arc. Set 

(17) A: ßt log ( 1) ri log “  .

Since ß/a. is not a root of unity, we have Л^О.
First we prove that (14) holds if n>267 log 4M. We apply Theorem A to (17). 

In this case m — 2, !F=log2n; oq = —1, M(oq) =  l, h(a1)=0; a2=ß/a, M(a2)=M . 
The algebraic number a2=ß/oi is a root of the equation

M x2—(L—2 M )x+ M  = 0 

so A(a2) = -^-log M. From these

D  = 2, =  VS = j ,  V2 =  VS = log 4M, E  = 4

follow. By Theorem A we have

IЛI =- exp j— c (2) • 24 у  log 4M (log 2 n+ log (8 log 4M)) • log 4n • (log 4) 3} >  

>  exp {— 9 • 2s® • log M(log 2и+log (8 log 4M))},
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and so if n >4 log 4M then
(18) \A\ > e x p { -9 -2 57-logM-log2«} = M -9'3" 10*2".
On the other hand it follows from 0< L < 4M  that

and so 
(19)

|AT| ^  \L—2M\ +2M  S  2M + 2M  = 4M,

1 1 1— = =  >  —  ■ =  —  s  m ~*.
2]/L\K\  2 1/4M-4M 8M

By (15), (16), (18) and (19) we get
(20) I Un\ >  Д/л/2-9-257-1ое 2n—4

for n> 4  log 4M; furthermore a short calculation shows that

(21) y - 9 - 2 57lo g 2 n -4  s - j  
if n>288.

Thus by (20) and (21)
(22) |t/„ |> M "/4 
for и >2®7 log 4M.

Now we prove that (14) holds if «> e398. We apply Theorem В to (17). It is 
easily seen that in our case A=2M  and B=2n, furthermore d —2. From Theo­
rem В we get

(23) \Л\ /log (- l) -n lo g -^ - exp ( -  2484 ■ 349 • log 2M • log 2n) S

exp (—2485 • 349 • log M • log 2n) =  M -2‘“ -3<e ,°8*".

Thus by (15), (16), (19) and (23) we obtain

|i/n| >  М"/*-г“ -з1,|ог1”-1,
and so
(24) |i/„| > M "/4
if n> e398.

By (22) and (24)

I t/J  >  M"/4 if я >  min (287 log 4M, e398) =  Nt , 

which proves the Lemma. □
Proof of Theorem 2. Let H„=H„(H0, # , ,  L, M )=0. By Proposition 4 we can 

assume without any essential loss of generality that L > 0.
First we assume that K>- 0. By Theorem C and the Corollary of Theorem 1, 

if n>13 then U„ has a primitive divisor of the form nx±  1 which divides H0; 
and U„-x has a primitive divisor of the form (n— l)y ± l dividing Ht . Thus

n s  \H0\ + 1 and n s  1^1 +2,
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from which
n ^  min ( |//0| +1, |Я1| +  2) = : Ns

follows. This implies that Hn?£0 if «>max (13, N3).
Now let K < 0. If (L ,M )— 1, then by Theorem 1 we have

H0 = ± (H 0,H 1)Un and //,. = ± ( t f 0, / / 1)Ll(")Mt/„_1.

If n^N x, then by the Lemma
|tf0| S  I Un\ >  M n,i is 2"/4 

and
|ffj| ^  \MUn^ \  =► M  ■ >  2n/4

which imply

n -= min ( i ^ T log |Яо|> b i T log := Ni ■

Thus Hn9±0 if и ё т а х  (ЛГ15 Я4).
Finally let Я < 0 and (L ,M ) — d. By Proposition 5 it follows that 

H„(H0, Hi, L, M ) =  0 if and only if Hn(dH0, Hlt L/d, M/d) = 0. 

But we have proved that if Hn(dH0, Ht , L/d, M /d) = 0 and n>N l5 then

n <  min ( j 0g 2 log |4/я°1» 1^ 2 ' log = :Я г '

Thus Hn(H0, Hi, L, M )t±0 if n=»max (Nlt N2)=: N0.
P roof of T heorem 3. As in the proof of Theorem 2 we can assume without 

any essential loss of generality that 0.
Let K<  0 and n>N0 (N0 is defined in Theorem 2) and so \Hn\>0. The 

numbers a = Нг—УL H0 ß, b—Ht — \ L  H0 a are complex conjugates therefore — as 
in the proof of the Lemma — for some integer t

(25) ItfJ = (I
N l«l"
y\LK\ -Kin*

M Mn
2}/\LK\

i lo g (-  1) fi log ~  log -̂ -1

where the logarithms take their principal values and ts2n+ 2. 
Theorem A can be applied to

О
0 # i  =  ilog(—1) —nlog-^-—log —.

In this case m —3, W —2 log n, at =  — 1, a2=/?/a, a3=b/a, D —2 since ajb is a root 
of ux2—vx+u=0, where

и = Щ -  LH0 Hi + LMHq , v = 2H I -  2LH0 tf, +  L- Щ +2LMHg.
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Using these, F1= r/2, F2=K2+=log 4M, F3=F3+=2 log 4М(Я02+ Я 2) and £ = 4  
follow. Thus for и> Я 0 we have

|/1| >  exp {—c4 log 4M -log (8 log 4M) ■ log (4M (Я02 + Щ)) X
X (2 log и + log 16 log AM {Hi + Яг2))},

where

c4 =  0,86 • 27e c(3)25 • у  • 2 • (log 4)-4.

Since log (8 log 4M) < 4  log log 4M, we have
(26) IЛI >  exp { - 4 c4 log 4M log log 4M log 4М(Я02+ Я 2)(2 log n+log n)} —

__ ^ —12c4 log 4M*log log 4M -log 4М (Я; +  Н Ь

if и>2в7 • log 4M (H S+H })(^N0). 
Thus, by (25) and (26), we get

!Я„| >

for n>256 • log 4М(Я02 +  Я 2), where

1д| -N ” 
2]/Т1Я|

Tl~co

с0 = 280 log 4M • log log 4M • log AM {Но +  Я 2) =»
>  12c4 log4M •loglog4M ■log4M (Яoa +  Я 12),

which proves the first inequality of Theorem 3. The second inequality is obvious 
by the explicit form of Я„.
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BOUNDEDNESS IN UNIFORM SPACES, 
TOPOLOGICAL GROUPS, AND HOMOGENEOUS SPACES

C. J. ATKIN (Wellington)

Some twelve years ago, I observed that certain Banach Lie groups have the 
property of “boundedness”, whilst others which appear very closely related do not. 
In fact, the natural context for this notion of boundedness is in uniform spaces, and 
this note aims to present the definitions and theorems that seem likely to be useful 
in further work. All the material is very straightforward, and much of it may be 
connected to well-known results (for instance on symmetric spaces). However, it is 
not entirely trivial, and in some respects is even rather confusing.

The idea of a bounded Banach Lie group has been of some slight use in work 
of Banaszczyk (see, for instance, [3]). I hope subsequently to show that it has other 
and more powerful applications.

Where my notation and terminology in this paper are not self-explanatory, 
they are in accordance with Chapter 6 of [5].

§ 1. Boundedness in uniform spaces

(1.1) D efinition. Let (X, У ) be a uniform space. Say that the subset A of 
X is bounded in X  when, for each V€У, there exist a finite set FQ X  and a positive 
integer m such that A Q V m[F],

(1.2) R emarks, (a) It evidently suffices that the condition hold for vicinities 
which form a base for У  —  for instance for symmetric vicinities (those which sat­
isfy V = V ~ 1) .

(b) If A is bounded in X, so is any subset of A. If A and В are bounded in X, 
so is AUB.

(c) The subset A may be given the subspace uniformity
Ул = {VO(AXA): ve -r} .

Say that A is bounded in itself if it is bounded in the uniform space (А, Уa). This 
implies boundedness in X  (see below, (1.6)), but is usually more restrictive (see
(3.5)).

(d) If A and В are bounded in themselves they are both bounded in 
(AUB, FÄub), by (1.6), and consequently, by (b), AUB  is bounded in itself. How­
ever, a subset of a set bounded in itself is usually not bounded in itself (see (1.8)).

(1.3) Let У £У  be symmetric. Define a relation on X  by saying that x ~ v y
if and only if x£V m[y] for some positive integer m. Say that if  and only
if x ~ v y  for every symmetric vicinity У .
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(a) Both ~ F and ~  are equivalence relations on X. I shall call the ~ F -equiv­
alence classes the F-components of X, and the equivalence classes of ~  the pseudo­
components of X. The pseudo-components of a subset A of X  are of course defined 
with respect to the subspace uniformity VA.

(b) Each F-component of X  is both open and closed. Hence any connected 
subset of X  is included in a single F-component, and in a single pseudo-component. 
More precisely, each quasi-component of X  (see [4], p. 430) lies within a single 
pseudo-component.

(c) If X  is compact (so that it has only one compatible uniformity), each com­
ponent is a quasi-component and a pseudo-component. (See [4], p. 431.)

(d) If X  is bounded, each F-component is bounded in itself.
(1.4) Lemma. The subset A o f X  is bounded in X  i f  and only if, for each symmetric 

vicinity V^.% A meets only finitely many V-components o f X, and, for each V-com­
ponent W, there exist wf_ W and a positive integer m such that AC\W Q V m[w]. When 
A is bounded in X  and W is a V-component o f X, there exists for each v£ W an integer 
n S l such that A O W Q V lv].

P roof. The condition’s sufficiency is obvious. Suppose that A is bounded in 
X, and F -1 =  F 0 F  Then, as in (1.1), A Q V m[F]; so A is included in the union 
of the F-components of the points of F, and meets no others. Let IF be a F-com­
ponent; then A r\W Q V m[FClW]. Therefore, if /€ F fH F  and u£lF certainly 
there is an integer т ( / ) ё 1  with f£  Vm<f>[v], Set

n =  max {m (f)+ m : f fW  OF}.
It follows that A D W Q V n[v].

(1.5) C orollary. I f  A is bounded in X  and V^V, the set F o f  (1.1) may be 
chosen to be a subset o f A. When V = V ~ 1, the number o f elements o f F cannot be 
less than the number o f V-components o f X  which meet A, and F may be chosen both 
to be a subset o f A and to have exactly that number o f elements (indeed, form F by 
taking one element arbitrarily from WO A, for each F-component IF that 
meets A).

(1.6) Lemma. Let <p: (X, ~V)^(Y, W ) be a uniformly continuous map o f uniform 
spaces, and AQX. I f  A is bounded in X, <p{A) is bounded in Y. I f  A is bounded in 
itself, so are cp(A) and cp(A).

P roof. Let W£iV; thus (cpX(p)~1W£.ir, and, if A is bounded, there exist a 
finite set FQ X  and a positive integer m such that (((pXq>)~1W)m[F] ^ A .  However,

<?{((<?X ^ -W y -fF ]}  QWm[(p(F)).
Therefore, (p(A)QWm[cp(F)], and in turn

^ ( Ä j  g iF m+1[<p(F)].

As <p(F) is finite, this proves <p(A) is bounded in Y.
The concluding assertion follows by noting that both

cp\A: (A,~rA)~(cp(A),irHA))
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and inclusion

are uniformly continuous.
(1.7) Lemma. Let A be a subset of the locally convex topological vector space E. 

Then A is bounded in E with respect to the standard uniformity on E if  and only i f  it 
is bounded in E in the sense o f von Neumann ([7], p. 25).

P roof. Suppose A is bounded in the uniformity; let U be any absolutely con­
vex neighbourhood of 0 in E. Then

Vv -  { (x,y)£EXE: y - x £ U }

is a vicinity of the uniformity, so there is a finite subset F of E  such that, for some m, 

A Q V™[F] =  F +  U+ U + . . . +  U (m repeats of U)

— F-\-mU (as U is convex).

As F is finite, there exists q such that FQqU,  and so AQ(m +  q) U. Hence A is 
bounded in the sense of von Neumann. Conversely, if A is von Neumann-bounded 
and U is an absolutely convex neighbourhood of 0, then there is an integer m with 
A Q m U —Vij‘[0], so that A is bounded in the uniformity.

(1.8) N otes, (a) If В is convex and von Neumann-bounded, it is also bounded 
in itself in the uniformity. Without loss of generality, suppose 0£B, and let U be 
as above. Then there is a positive integer q such that BQqU\  given b£B, q^b^UClB.  
Consequently

b =  q - l b +  q - 1b +  ... +  q - 1b<i{(BxB)C\Vuy[0]

(since mq~1b^B for OsraS?).
(b) An infinite orthonormal set in Hilbert space, for instance, is von Neumann- 

bounded but not bounded in itself in the uniformity. See (1.2) (d).

§  2 .  F u r t h e r  p r o p e r t i e s
(2.1) Lemma. Let Abe  a subset o f the uniform space (X, V ). Then A is bounded 

in itself i f  and only if  Ä is bounded in itself.

P roof. Clearly one may assume Ä = X .  One implication follows from (1.6). 
So now suppose X  is bounded (in itself). Take F£lC; thus V0=VC\(AxA)  is a 
typical vicinity of УА. Choose W £ "Г suchthat W = W ~ \  W 3<=V. Then there are 
a positive integer m and a finite subset F of X  such that W m[F] =  X. For each 
x£X, choose х£АГ\1У[х] (which is possible, as A is dense). Let / = { / :  /€ F }, 
which is a finite subset of A.

Take any a£A. As a£Wm[F], there are points f£F  and xlt x2, ..., xm. x̂ X  
such that ( / ,  Xi)£fF, (xm„x, a)£W, and (xt, x i+1)£lV for 2. Thus
(/>*i)€J^3> (xm-i, a ) £ W ~ ,  and (x;, xi+1)EIVs for l ^ i ^ m —2. Since W 3 Q V ,
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this proves that
a£(V H ( A x A ) ) m [F ]  =  V0m[F].

Hence, as required, AQV™[F],

(2.2) P roposition . Let {(Xy, Уу)'. у£Г} be any indexed class o f uniform 
spaces; let X — ]J  X.., and let лу: X-*Xy be the projection. Then A Q X  is boun-

y e r
ded in the product uniformity У  i f  and only if, fo r each ydF, лу(А) is bounded in Xy.

Proof. лу: (X, У)-+(Ху, Уу) is uniformly continuous by definition, so one 
implication results from (1.6). Suppose, therefore, that лу(А) is bounded in Xy 
for each у£Г. There is a base for У  consisting of sets of the form

V =  П (ГСуХл,,)-1^ ,

where A is an arbitrary finite subset of Г and Vy is an arbitrary member of Уу for 
each y£A. Now, for each y£A,  there is a finite subset Fy of Xy, and a positive 
integer m(y), such that

ny(A)QVy”M[Fy\.
Take m=max {m(y): y(zA], and let F be any finite subset of X  for which the map

F -  П Xy-f ~ {Ky(f)\iAyiA
has image including f j  Fy. For instance, choose x.fX., arbitrarily when y<$A, and

yiA
let F consist of all points whose 7 -coordinate is xy for 7 $ A and lies in Fy when 
y£A. For any such set F, clearly

А Я  П n ; l (ny( A ) ) Q V ” [F],УСА
since each coordinate may be treated independently.

(NOTE. The analogous statement with ‘in itself’ in the places of ‘in X ’ and 
of ‘in X j  is in general false, even when Г has only two elements; the reason is that 
one may have ny(A)=Xy for each 7  although A^X.)

(2.3) Le m m a. Let Г be a directed set, and nyi: Xd -*Xy an inverse system over 
Г of uniform spaces (X.., Vy) and uniformly continuous maps nyS. Suppose that X  
is the limit o f  the system, and the canonical projections ny: X-*Xy are all surjective. 
Then A Q X  is bounded in X  i f  and only if, for each 7  £Г, л y(A) is bounded in Xy.

Proof. Because Г is directed, sets of the form (луХ л у)~1Уу (where 7 and 
Vy£."Vj) constitute a base for the uniformity of X. If Fy is a finite subset of Xy and 
m a positive integer with лу(А)ЯУут [Fy], choose a finite subset Fof X with лy(F)— 
~Fy\ then, trivially,

A £  п ^ ( л у(А)) g  {(ityXitj) - 1  V}m[F].

(2.4) T heorem . Let A be a subset o f the uniform space (X, У). The following 
three statements are equivalent.

(a) A is bounded in X.
(b) Every real-valued uniformly continuous function on X  is bounded on A .
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(c) A  i s  o f  f in i t e  d ia m e te r  w ith  r e s p e c t  to  e v e r y  u n ifo rm ly  co n tin u o u s  p s e u d o ­
m e tr ic  o n  X .  [A pseudo-metric is described as uniformly continuous if it defines a 
uniformity included in Х~.]

Proof, (a) implies (b) by (1.6). If d  is a uniformly continuous pseudo-metric 
on X ,  and a d  A ,  define, for all x £ X ,  f ( x ) = d ( x ,  a ) .  Thus / :  T -R  is uniformly 
continuous. Ergo, (b) implies (c). It remains to prove that (c) implies (a).

Let F be a symmetric vicinity; if possible, let Щ, Ж, ... be an infinite 
sequence of distinct F-components (see (1.3)), all meeting A .  Define, for any x ,  y £ X ,

d ( x , y )  =  \< p ( x ) - ( p ( y ) \ ,

where c p ( x ) = n  when x £ W n, < p (x ) = 0 when x $ \ J  W„. Now (p is a uniformly
n=l

continuous function on X ,  and d  is a uniformly continuous pseudo-metric. If (c) 
holds, then, d ( x ,  y )  is bounded for x ,  y £ A ,  and this is a contradiction. Therefore 
A  meets only finitely many F-components.

The standard construction ([5], pp. 185-6) gives a uniformly continuous 
pseudo-metric d v  such that, if x and у  lie in the same F-component and m  is a positive 
integer, d v ( x ,  y ) ^ m  if and only if x<E V m[y ] ,  Hence, if (c) holds and IF is a F-com­
ponent, w £ W C \A ,  A f ] W Q V n[w ]  for any integer n  greater than the d v -diameter 
of A .  So both conditions of (1.4) are implied by (c); (a) follows.

N ote. It is insufficient in (c) to consider only a class of pseudo-metrics defining 
the uniformity; they might all be bounded, and also not distinguish F-components.

(2.5) The uniform space (X , "Г) is uniformly locally compact (or precompact) 
if there is a vicinity F£ У  such that V [x ]  is relatively compact (or precompact) in 
X  for each x £ X .

In such a case, suppose U  is a symmetric vicinity with U 2 Q  V, and let A  be a 
precompact subset of X .  Then there is a finite subset F  of X  with U [ F ] ^ .A \  so

U [A ]  g  U 2 [F ]  g  V [ F ] ,

and V [F ]  is relatively compact or precompact, as the case may be, in X .  One con­
cludes inductively that, for any finite subset F0 of X  and any positive integer m ,  
U m[F0] is respectively relatively compact or precompact in X .  One instantly deduces 
the next lemma.

(2.6) Lemma, (a) I f  A  i s  a  p r e c o m p a c t  s u b s e t  o f  th e  u n ifo rm  s p a c e  ( X ,  i r ) ,  th en  
A  i s  b o u n d e d  in  X .

(b) I f  ( X ,  V )  i s  u n ifo rm ly  lo c a lly  p r e c o m p a c t ,  th en  A  i s  b o u n d e d  in  X  i f  a n d  
o n ly  i f  A  i s  p r e c o m p a c t .

(c) I f  ( X ,  У )  i s  u n ifo r m ly  lo c a lly  c o m p a c t,  th en  A  i s  b o u n d e d  in  X  i f  a n d  o n ly  
i f  A  i s  r e la t iv e ly  c o m p a c t.
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§  3 .  B o u n d e d n e s s  i n  t o p o l o g i c a l  g r o u p s
My notations for groups will be standard ( e  denotes the identity element).
(3.1) L emma. L e t  H  b e  a  su b g ro u p  o f  th e  g ro u p  G . S u p p o s e  e £ A Q G ,  a n d , 

f o r  s o m e  p o s i t i v e  in te g e r  r ,  A r in c lu d e s  a  s u b g ro u p  К  o f  H  o f  f in i t e  in d e x  in  H . T h en  
th e re  i s  a  p o s i t i v e  in te g e r  s ^ r  su ch  th a t  A s  П  H  is  i t s e l f  a  su b g ro u p  o f  H  o f  f in i te  
in d e x  in  H .

Proof. К ,  А К Г \ Н = ( А Г ) Н ) К ,  А 2К Г ) Н ,  А 3К П Н ,  ... is an increasing sequence 
of unions of left cosets of К  in H ,  of which there are only finitely many. Thus there 
is a positive integer m  such that
( 1 )  L  =  А тК { Л Н  =  А Й К А Л И  =  А т +* К П Н  =  . . . .

However, as L f H ,  for any q ^ l

( 2 )  L  g  A qL f ) H  =  ( A q n H ) L  =  ( А * П Н ) ( А тГ ) Н ) К  =
=  ( .A m +qf ] H ) K  =  А т+чК Г \ Н  =  L .

By hypothesis, A ' C i H ^ K .  By the chain (2) of equalities,
L L  =  (A mf ] H ) K L  g  ( А тП Н ) ( А ' Г \ Н ) Ь  g  ( A m + rí ) H ) L  =  L ,

so that L  is closed under multiplication.
Take /£ L .  As К  is of finite index in H ,  there are distinct exponents n , p  such 

that T  and l p both lie in the same left coset of K .  Consequently there is a negative 
integer t  such that l ' £ K .  Since K f z L ,

l - i  =  h i - , p € L - i - , K  c  l - i - ' l  g  L

(for — 1— t ^ O  and L  is closed under multiplication; read L °  as meaning { e } ) .  
Hence Z ,  is a subgroup of H ,  and, as it includes K ,  is of finite index in H .

Finally, L ^ A nC \H  for any n ^ m ,  by construction (1), whilst by hypothesis 
L = A mK O H Q A m+rn H .  It follows that L = A m +rf ] H ,  as required.

(3.2) Henceforth I shall write for the left, and Vr for the right, uniformity 
on a topological group G .  A base for is furnished by the vicinities

Vv =  {Cx,y): x- 'y t iU },

where U  runs through a base of neighbourhoods of e  in G .
In the same way, a base for %  is given by the vicinities

V v  =  { ( * ,  У )- х у ~ х£ U } .

Lemma. L e t  A ,  В  b e  s u b s e ts  o f  th e  to p o lo g ic a l  g ro u p  G .
(a) A  i s  b o u n d e d  in  G , o r  in  i ts e lf ,  w i th  r e s p e c t  to  %  i f  a n d  o n ly  i f  A - 1  i s  b o u n d e d  

in  th e  s a m e  se n se  w ith  r e s p e c t  to
(b) I f  A  h a s  f in i t e l y  m a n y  p s e u d o -c o m p o n e n ts ,  a n d  i s  b o u n d e d  in G , w ith  r e s p e c t  

to  V T, th e n  i t  i s  a lso  b o u n d e d  in  G  w ith  r e s p e c t  to  i r,;  a n d  c o n v e rse ly .
( c )  I f  A ,  В  a r e  b o th  b o u n d e d  in  G , o r  in  th e m s e lv e s , w ith  r e s p e c t  to  % ,  th en  A B  

i s  b o u n d e d  in  th e  s a m e  s e n s e ;  a n d  s im i la r ly  f o r  " / f .
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P roof. For (a), note that the inversion x —x _1 is a uniform homeomorphism 
of ( G ,y r) with (G ,  T )̂. For (b), form a set F with one point from each right pseudo­
component of A .  Given any neighbourhood U  of e  in G ,  one may choose another 
neighbourhood W  such that W f Q f U  for every /£F ; it follows that W nf Q f U n 
for every n ^ l  and f £ F .  Now, by (1.3) (b) and (1.4), there exists m ä l suchthat

A  g  ( V w )m [F ]  =  W m F

(an easy computation). Consequently A Q F U m—(V v ) m [F], which proves the result. 
Notice that the connectedness hypothesis is needed to obtain a set F indepen­
dent of W .

For (c), suppose first that A  and В  are ^-bounded in G .  Given any neighbour­
hood U  of e  in G ,  there exist a finite subset Fl  of G  and an integer p ^ l  such that

A  Ü  ( V V) P[F1] =  U PFX.

Now, there is a neighbourhood W  of e  in G  such that f W g  U f  for each /£FX; and, 
in turn, there are a finite subset F2 of G  and an integer 1 such that В  g  W q F2. 
Hence

A B  g  U p F1W qF2 g  U p+qFxF2 .

This clearly proves the result in this case.
Suppose that A  and В  are "^-bounded in themselves, and let U  be a neigh­

bourhood of e  in G .  Take a neighbourhood U 1 such that U 1 U 1g  U .  Then there 
exist a finite subset Fx of A ,  and an integer wife 1, such that, for any a £ A ,  there 
is a sequence a 0= a ,  a xd U xa ü, . . . ,  a m£ U xa m- x( \F x of points of A .  Choose a neigh­
bourhood U 2 of e  such that j ' U f F U xf  for every /£FX. Now there are a finite 
subset F2 of B ,  and an integer п ш \ ,  such that, for any b £ B ,  there exists a sequence 
b0= b ,  b x£ U 2b 0, b n£  U 2b n- i r)F 2 of points of B .  Take F=F1 F2, a finite subset 
of A B .

Then, for any element a b  of A B  (where a £ A  and b € B ) ,  there exist sequences 
a0, a x , . . . ,  a m and b 0 , b x , . . . ,  b n as specified above. The sequence x 0= a nb n, x x— 
= а хЬ0 , . . . , х т= а тЬ0, х т +1= а тЬх, x m+n= a mb n of points of A B  is such that 
*i+i€i7iXi for each i  (since am€Fls and so a m U 2 Q U 1a m),  and a mb nZF . This 
proves the result. (In fact the same argument could be used for the first case, if all 
terms of the sequences after a 0 and b 0 were allowed to lie anywhere in G .)

(3.3) R emarks. In (3.2) (b), note that A  may have finitely many pseudo-com­
ponents with respect to %  but not with respect to "F[. Thus one might say, slightly 
less exactly, that for symmetric or for connected subsets of G  it does not matter 
which uniformity, %  or is used to define boundedness in G .  This is false when 
one asks whether a set is bounded in itself.

Since continuous homomorphisms of topological groups are uniformly con­
tinuous with respect to left or right uniformities, various results of §§ 1 , 2  translate 
instantly to statements about such homomorphisms.

(3.4) T heorem. L e t  F l b e  a  su b g ro u p  o f  th e  to p o lo g ic a l  g ro u p  G . T h e  f o l lo w in g  
s ta te m e n ts  a re  e q u iv a len t.

(a) H i s  b o u n d e d  in  G  ( in  e i th e r  u n ifo rm ity ;  s e e  (3.3)).
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(b) F or a n y  n e ig h b o u rh o o d  U  o f  e  in  G , th e re  i s  an  in te g e r  1 su ch  th a t  U m 
in c lu d e s  a  su b g r o u p  o f  H  o f  f in i t e  in d e x  in  H .

(c) F o r a n y  n e ig h b o u rh o o d  U  o f  e  in  G , th e re  i s  a n  in te g e r  n  ё  1 su ch  th a t  U nf ) H  
i s  a  su b g ro u p  o f  H  o f  f in i te  in d e x  in  H .

P roof. Certainly (b) implies (c), by (3.1). Assume (c). Given a neighbourhood 
U  of e  in G ,  there exist a finite subset F  of H  and an integer n S l such that 
F ( U nC ) H ) = H ;  hence H Q F U n —(V u)n[F ].  This proves (a). Now, assume (a), 
and let U  be a symmetric neighbourhood of e  in G .  So there exist a finite set F Q H  
(see (1.5)) and an integer р ё 1  such that F U p — (Vu) p [F ]  2Я .

Consider the increasing sequence U f )  F, U 2pC\F, U 3pC\F, ... .  As F  is finite, 
there is an integer / ё 1 such that for all кё1, U lp C \ F = U kpC\F. Certainly i / (,+1)p 
is symmetric and contains e .  Suppose x ,  у££/(,+1)ПЯ. Then С/2((+1)рП //, and, 
for some f £ F ,  x y £ f U p (~)H. As U  is symmetric, it follows that /£  u (2l+3)p, and 
therefore that f d U lp (by the choice o f /). Hence x y f i  С/(,+1)рПЯ. Thus £/(,+1)рПЯ 
is a subgroup of Я, and it is of finite index therein, since F U P 1±H . This proves 
(b) when U  is symmetric; the general case is an obvious corollary.

(3.5) Let ( 2 denote the Hilbert space of square-summable complex sequences 
indexed by all the integers, and let U  be the group of its unitary operators, topologised 
as a subset of the Banach space of all bounded operators on / 2. Then U  is a top­
ological group — in fact a Banach Lie group — bounded in itself (see (6.5), (6.8) (a), 
and [2]). However, the powers of a shift operator form a closed subgroup which is 
not bounded in itself; compare ( 1 .2 ) (d) and ( 1 .8 ).

§  4 .  T h e  s t a n d a r d  u n i f o r m i t y  o n  a  l e f t  c o s e t  s p a c e
(4.1) Let (X, У )  be a uniform space and n: X-+Y a surjection. Define

п*У = {V: V  g y  XT and (л Хя)"1 Г €^ }.

Then п^У is a filter in YXY,  every member of which includes the diagonal. If 
%  is a base for У  then { ( n X n ) W :  W í i t y  forms a base for .

In general, will not be a uniformity, although only because the “triangle 
inequality” ([5], p. 176, (c)) may fail. When it is a uniformity, it may be called the 
quotient uniformity induced by n. It is the finest uniformity on Y which makes n 
uniformly continuous.

Suppose a group H acts on X  on the right. Say that У  is (right) Я-invariant 
if there is a base %  of "V which consists of Я-invariant sets; that is, for each h£H,

V =  {(*,у): (xh,yh)€V).

Equivalently, У  is Я-invariant if the class of right translations by elements of FI 
is uniformly equicontinuous with respect to У  (for, in that case, define for V ^ y

? =  П {(xh,yh): (x,y)£V);
h£H
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the sets V, as V varies over У, form a base of У, because of the uniform equicon- 
tinuity, and they are Я -invariant).

(4.2) Lemma. Let У  be an H-invariant uniformity on the right H-space X, and 
let n: X-+X/H be the quotient map on the orbit space. Then л^У  is a uniformity 
on X/H.

Proof. If Qdn+У, there exist W a y  such that (nXn)W Q Q, and Wna У  
which is Я -invariant and satisfies W0oW0QW; set Q0—(nXn) 1%£п^У If 
(a. y)€Qo°Qo’ there exists ß£Q0 with (a, ß)iQ 0 and (ß,y)€Q0. Take a ,b ,c£ X  
with n(a)=ot, 7i(b)=ß, ж(с)=у. As (a, ß) and (ß, у) belong to Q0, there exist 
hi, h2, h3, hi in Я  such that (a/il5 bh2)aW0, (bh3, ch4)dlV0. Since W0 is Я -invariant, 
(ahihä1, chi h3 1)a_W0oW0Q.W, and, applying яХл, (a,y)a(jzXn)WQQ. So we have 
found Qo^n+У suchthat ö 0°öo = ö> and this proves that л^У  is a uniformity 
(see (4.1)).

(4.3) The case of most interest is when G is a topological group and Я  a sub­
group (not necessarily closed) acting by right multiplication on G. The quotient 
space G/H is the space of left cosets. The right uniformity Ут on G is invariant 
under the right action of Я, and indeed under the right action of G on itself; thus, 
by (4.2), there is a quotient uniformity on G/H, which I shall call, and treat as, the 
standard uniformity. Notice that the standard uniformity on a LEFT coset space 
is the quotient of the RIGHT uniformity on G.

When Я  is a normal subgroup of G, the standard uniformity on G/H is just 
the right uniformity of the group G/H. Symmetrically, the left uniformity on G 
quotients to the left uniformity on G/H. Notice that the quotient uniformity exists 
here — because the left and right coset spaces are identified — although У[ is not 
usually right Я -invariant; (4.2) is not a necessary condition.

(4.4) Theorem. Let H, К  be subgroups o f the topological group G, with KQH; 
and let n: G /K^G /II be the natural projection. Then:

(a) n is uniformly continuous with respect to the standard uniformities;
(b) i f  A is a subset o f G/К bounded in G/K (or in itself), then л (A) is bounded 

in G/H (or in itself);
(c) i f  АЯ/LG/ К and л (A) is bounded in G/H, and H/К  is bounded in G/K, 

then A is bounded in G/K.

Proof. Let <r: G-+G/K be the projection. Then the standard uniformity on 
G/H is
(0) {V g  G/HXG/H: ( л о Х л с у У a f/}  =

= {VQ G/HXG/H : ( n X n Y 'V t o r f )  =  ofT;,

thus it is, in fact, the quotient of the standard uniformity on G/K. This proves (a), 
and (b) follows by (1.6).

Suppose л (A) is bounded in G/H; let Я be a neighbourhood of e in G. There 
exist a finite set FQG and an integer m i l  suchthat

(1) n(A) £  ((лХл)(оХа)Уи)т[ла(Т)] = ло(UmFH),
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by an easy computation. Consequently
(2) A g  n ^ n fA )  = o(U mFH).
As F is finite, there is a neighbourhood W  of e in G such that f W g  Uf, and in­
ductively f W 4Q U qf  for all ц = \, whenever f£F. Since H/К  is bounded in 
G/К, there are a finite subset Fj of G and an integer и s i  such that

<7(я)д((<7х<г)к"7-[<7 (Fx)],
or, as at (1), H ^W F ^K . It follows that
(3) UmFH g  Um FW"F1K  g  Um+"FFlK, 
so that, by (2), and as at (1),

A g  a(Um+n FFXK) =  ((ffX<T)Ft7)m+',[(T(FF1)], 
which (as o(FFt) is a finite subset of G/K) proves the result.

(4.5) N ote. The standard uniformity on H/К, the quotient o f  the right uni­
formity on H, which is itself the subspace uniformity induced from the right uni­
formity on G) is the same as the subspace uniformity induced from G/K.

(4.6) Lemma. The left action o f G on a left coset space G/K consists of uniform 
homeomorphisms with respect to the standard uniformity.

Proof. Let cr: G-*G/K be the projection. A basic vicinity for G/K is 
(oX o)V v, where U is a neighbourhood of e in G (see (4.1), (4.4) (0)). Now

(oXo)Vu = {(o(x),o(y)): x, y£G  and x^UyK)-, 
thus, for any g£G,

(gX g)(oX o)V v =  {(o(gx),o(gy)): x ,y£G  and x^U yK )  =

=  {(<г(*х)> xx, y f G  and x ^ g U g - 'y ^ K )  = (o X o )V v»~1.

The result follows.
(4.7) C o r o l l a r y . I f  G, К, H, n are as in (4.4), all fibres o f n are uniformly 

homeomorphic (as subspaces o f G/K).
(4.8) Theorem. Let G, К, H, n be as in (4.4). Suppose H/К is bounded in itself 

and В is a subset o f G/H bounded in itself. Then n~l {B) is bounded in itself in G/K.
Proof. Let a: G-~G/K be the projection, and write Bt for (no)~1B. Take 

any symmetric neighbourhood U of e in G.
Then V v and (noXno)Vu are symmetric (see (4.4) (0)), and so must be 

V= (BxB)C \((noXne)Vv). By (1.4), В has only finitely many F-components, 
and, by (1.3) (d) and (1.2) (d), it will suffice to suppose it has exactly one. Further­
more, in view of (4.6), one may arrange by translation that no (e)£B. By (1.4), 
there exists m ^ l  suchthat V m[no{e)}=B. So, for any Ь£Вг, there is a sequence 
x0, Xi, ..., xm=e of points of such that м;+1= х ;х1г"+11€ U for 0 ^ /< m  and 
x0=bh~x£bH. Now H/К is bounded in itself; therefore there are a finite subset F

Acta Mathematlca Hungarica 57,1991



BOUNDEDNESS IN UNIFORM SPACES 223

of Я  and a positive integer n such that, as at (4.4) (3), H=(UC\H)n FK. (This 
is a simpler condition than for Bt because Я  is closed under multiplication.) Hence 
there exist elements w1, w2, ..., w„ of UC)H,f£F, and k£K, such that h = wxw2...w„fk. 
It follows that

b = x0h =  u1u2...umw1w2...w„fk,

where, since B1H —B1 and e£Bl , all the partial products b, upxb, ..., w„fk,fk, к 
lie in Bx. This proves that o(Bl) = n'~1(B) is bounded in itself, as required.

§  5 .  M o r e  o n  c o s e t  s p a c e s
(5.1) The standard uniformity on the left coset space G/H (see (4.3)) is always 

defined, but is not, in general, itself G-invariant, despite (4.6). For instance, let G 
be the group of self-homeomorphisms of a connected finite-dimensional manifold 
M, and let Я  be the isotropy subgroup of x£M. By [1], G is a topological group 
in the compact-open topology; the natural mapping G/Я —M  is (not quite trivi­
ally) a homeomorphism. But there can be no vicinities of M  which are G-invariant, 
no matter what the uniformity (if it gives the correct topology). It is not difficult 
to give other examples where G is even locally compact and the quotient uniformity 
is not G-invariant.

If, however, there is a G-invariant uniformity which induces the topology on 
G/H, then (as the projection is both open and continuous) it must be the quotient 
of the left uniformity; I shall call it the left quotient uniformity. By (4.2), the left 
quotient uniformity exists when the left uniformity on G is right Я -invariant. It 
also exists when Я  is normal in G, by (4.3). Thus, for example, it must exist if Я  is a 
compact extension of a normal subgroup of G.

(5.2) Theorem. Let G be a topological group, and H a subgroup. Suppose the 
left quotient uniformity on G/H is defined, and let A be a subset o f  G/H. Assume 
either

(a) that A has finitely many connected components, or
(b) that G is locally connected.
Then A is bounded in G/H in the standard uniformity Sf i f  and only i f  it is bounded 

in G/H in the left quotient uniformity S£. (Compare (3.2) (b).)
Proof. Define Vu, Vv as in (3.2).
(a) It suffices to assume A is connected. Let a—n(a0)^A; suppose W is any 

neighbourhood of e in G. Take a symmetric neighbourhood U of e such that Ua0Q 
QauW, and therefore Uqa0f a 0W4 for q ^ l .  If A is Abounded, then, by (1.3) (b) 
and (1.4), there exists m s l  suchthat

(1) A g  {(nXtt)Vv}m[a] = n(Uma0H ) =  n(Uma0).

(Compare (4.4) (1). As Я is symmetric, so is (nX n)V u.) Hence A ^ n (a 0WmH) = 
= {(TzXn)Vw}m[a], and this shows A is ^-bounded. The analogous argument in 
the opposite direction is now obvious.
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(b) Here G has a base of connected symmetric neighbourhoods of e. Take 
q = n(q0)ZG/H. Then, as at (1),

{(л Xя) F T  Ы  = A B mqo), {(яXu) VB)m [q] = n(q0B”).
Both these sets are connected. Hence the (n Xn)^"-components and the (nXn)VB- 
components of G/H are all open and connected (see (1.3)); consequently they 
coincide (irrespective of the choice of B^sM) with the connected components 
of G/H.

Suppose A is ^-bounded in G/H. By (1.4) and the last remark, A can meet 
only finitely many connected components of G/H. Choose a finite set FQG  such 
that n(F) contains one point from each such nonnull intersection. Now, given 

choose such that, for all /£F , UfQfW. By (1.4), there is a positive
integer m such that

A £  { (7 tX 7 t)F T № )] =  Jt(UmF) (see (1)) 
g  J t ( f r )  =  {(nXz)Vw}m[n(F)].

As W  was arbitrary in 38, this proves that A is if-bounded. The converse argument 
is, mutatis mutandis, identical.

N ote. Pseudo-connectedness is insufficient here, since it need not hold simul­
taneously for SF and for i f .  The hypothesis of local connectedness in (b) makes it 
possible to choose F before U.

(5.3) T heorem. Let G, К, H, n be as in (4.4), and suppose the left quotient uni­
formities are defined on G/К  and G/H.

(a) те is uniformly continuous with respect to the left quotient uniformities.
(b) I f  A is a subset o f G/К bounded in G/К (or in itself) in the left quotient 

uniformity, then n(A) is bounded in G/H (or in itself) in the left quotient uniformity.
(c) I f  AQG/K and л (A) is bounded in G/H in the left quotient uniformity, 

and H/К is bounded in G/К  in the left quotient uniformity, then A is bounded in 
G/К in the left quotient uniformity.

Proof, (a), (b) are proved as in (4.4), with 'Ll in place of Yt . If G is locally 
connected, (4.4) and (5.2) give (c); but I sketch a direct (and more general) proof.

Take a neighbourhood W  of e in G. There is a finite subset b\ of G such that 
HQF1WnK  for some integer я ё  1. Take a neighbourhood U of e in G such that, 
for all f£F 1, U JQ jW ; then there are an integer m s l  and a finite subset F of G 
such that (no)~1AQFUm H, where a: G-+G/K is the projection. Consequently,

z -Ц А) Я o(FUmF1WnK) Я o(FF1Wm+nK), 

which (as FFX is finite) gives the result. Compare (4.4).
(5.4) Scholia. In (5.3), the left quotient uniformity on H/К is necessarily

defined, and tallies with the subspace uniformity induced from the left quotient 
uniformity on G/К. The left uniformity 'f] on G is right //-invariant if and only 
if there is a base of neighbourhoods of e in G such that, whenever and
h£H, hUh~1—U. (This is the same as left Я-invariance of the right uniformity 
on G).
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(5.5) T heorem. Let G, К, H, n be as in (4.4). Suppose the left uniformity on G 
is right H-invariant, so that the left quotient uniformities on G/K and G/H are 
defined. With respect to these uniformities, suppose that H/К is bounded in itself 
and В is a subset o f G/H bounded in itself. Then n~1(B) is bounded in itself in the 
left quotient uniformity on G/K.

Proof. As before, let cr: G—G/K be the projection. The boundedness of В 
in the left quotient uniformity means that, for any neighbourhood U of e in G, 
there exist a finite subset Fx of B1=(no)~1B, and an integer и ё  1, such that, for 
any b£Bx, there are points x0, хг, ..., xm in Bi and hlt h2, ..., hm in H  with 
XffiFx, xm=bh^x̂ bH, and x f xxf+i€hi+1Uhf+1 for In view of (5.4), it
may be assumed here that hUh~1=U  for all h£H.

As H/К  is also bounded in itself, there exist a finite subset Fz of H  and an 
integer n g l  such that H = F2(UПН)"K.

In particular, there are elements f£F2, k£K, and t?m+1, ..., vm+n̂ UC\H 
such that

К  = fvm+1...vm+nk.

Define, for O s/<m , vl+1= f~ 1x r 1x i+1f^.U  (recall that fU f~ x=U). Ergo,

b =  xmh0 = x ^ f v j - 1 - fv ^ f-1 ...fvmf ~ l -fvm̂ . . . v m̂ nk  =  x 0f 'V 1v2...vm+nk.

Here x0/belongs to the finite set F1F2, which depends only on U and is included 
in B1H =B1; k£K; and, setting yi=x0f ■ vxv2...v,, one sees that, for 1 g /s m , 
yt= X ifíB 1H = B 1, and, for m < lsm + n , y,£xmH, which is a subset of Bx by 
construction. Of course y f 1y /+1í  U for O s/< » i+ n  (if one takes y0=*o/); and 
ym+„£bK. Hence o(B1)=n~1(B) is bounded in itself in the left quotient uniformity 
on G/K.

(5.6) Compare (5.5) with (4.8). I expect the weaker hypotheses that the left 
quotient uniformities on G/K and on G/H both exist (neither implies the other, 
in general) to be inadequate in (5.5), but I have no counterexample.

It was observed in (3.5) that one may easily find unbounded subgroups of 
bounded groups; so one cannot reverse (4.8) or (5.5) to conclude that the fibre 
is bounded. There is, however, a limited converse, when the base is compact.

(5.7) Theorem. Let G, К, H, n be as in (4.4). Suppose В is a compact subset 
o f G/H such that n~1(B) is bounded in itself in the standard uniformity. Then H/K  
is bounded in itself in the standard uniformity, provided that either

(a) H  is locally connected, or
(b) the right uniformity on H  is left H-invariant.

Proof. As previously, let cr. G^-G/K be the projection; let B1=n~1(B) and 
B0 = (T~1(B1). First, I shall show that in case (a) one may assume H/К  has only 
one pseudo-component.

Let #„ be the principal component of H. It is an open normal subgroup of H\ 
so H1=H0K=KH0 is an open subgroup of Я  which includes AT. Factorise n=ßn1, 
where n2: G/K-*G/HX and q : G/Hx-+G/H are the projections.
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Take a symmetric neighbourhood Ux of e in G such that U*f)HQH0. The 
covering
(1) {naixUj): x£B0}
of В has a finite subcover x 1U1H, . . . ,x mUxH, and there exists a symmetric open 
neighbourhood U of e in G such that, for each /, x['1UxiQU1. Suppose x£B0; 
wl5 u2dU; and щх, u2x  have the same images under no, so that ulxH=u.ixH. 
Then x~ 1u i 1u2x£H. However, there exist u£ Ux and i such that x=x,u, and 
therefore x~ 1u{1u2x= u~1x r 1u{1x ix f 1u2x iu, where x f 1u i1x i and x f 1u21x i be­
long to Ux by the construction of U. Hence x~1u{1u2x£ U?P\HQH0, so that 
u1xH0=u2xH0 and consequently u1xH1=u2xH1. This means that Q\nxo{Ux) is 
one-one for each x£B0. Since G/H and G/H1 both have quotient topologies, 
it follows easily that e is a homeomorphism of n1o(Ux) with no(Ux). (One may 
think of q as a uniform covering map.) Let Ж be a neighbourhood of e in G such 
that W W ^.U. Thus c\G/}I(no(IVx))Qno(Ux) and the homeomorphic counter­
image n1o(Ux)r\e~1(BC\c\G/H(no(lVx)) must be compact. It includes 5 X(T 
(^clcm^nyoiWxj), which is therefore also compact for each xf_B0. Hence q~1(B) 
is a uniformly locally compact subset of G/Hx, in the subspace uniformity. Since 
it is n1 (Вг), it is bounded in itself, by (4.4) (b); and therefore it is compact, by (2.6) (c). 
Suppose y, z belong to the same fibre of e |e-1(5), where y= n 1o(y1) and z= n1o(z1). 
If Tt^oiWy^f]q~x{B) and ni o{Wzl)C\Q~1(B) meet, they are both included in 
7ii<j(Ux') for some xdB0. As q is one-one on nxo(Ux), this proves that y= z. 
It follows that the fibres of eli?-1(2I) are finite, since otherwise the sets Wy, as у 
varies over an infinite fibre, — my notation uses the action of G on G/Hl — would 
form an infinite disjoint family, and this would contradict the precompactness of 
д~г(В). Consequently H/Hx is finite, and, for the conclusion of the theorem, it 
will suffice to prove that H JK  is bounded in itself, by (1.1) (d) and (4.6). But % 
and o~~1(B) satisfy the same conditions as were assumed for л and B, whilst H JK  
has only one pseudo-component (since H0 is also “pseudo-connected”).

Now return to the general case, and cancel the previous notations. One may 
conveniently suppose (by (4.6)) that e£B0. Let U be an arbitrary neighbourhood 
of e in G, and choose a symmetric neighbourhood U0 such that Co8 g  U. By com­
pactness, there exist y i ,y 2, ..., ymdBa such that

(2) {л(т(у;U0): l s / s  m} covers B.

Construct a symmetric neighbourhood W  of e in G such that

(3) y r 1Wyt g  U0 for 1 s  i = m.

Next, construct a section t : B-»B0 of no (t must usually be discontinuous) 
such that

T(B) g  U ytUo and t(no(e)) =  e.
I S i S m

This is clearly possible. Given any x£B, there exists y{ such that т(х)£у; t/0, 
and so
(4) tW W t(i ) g  U0y i 1Wyi U0 g  U l
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In turn, В  may be covered by

(5) 1 s ;  s  n},

for suitable points n t r ( e ) = z 1, z t t  ..., z„ in B .
By hypothesis, B x is bounded in itself. Let F  denote (B i y .B ^ ) C \( ( jY .o ) V w  \ 

then, by (1.4), B ,  has only finitely many F-components. For each F-component 
which meets <т(Я), choose a point of Я  whose image under a  lies in the intersec­
tion; these points form a finite subset F0 of H .  If one adds to ct(F0)  a point from 
each F-component that does not meet a { H ) ,  one obtains a set Fl Q B , , and there 
is an integer p S  1 such that FP[F1]= S 1, by (1.4). Thus V p [c7(F0) ] Q ( r ( H ) ,  for 
the F-components of the other points of Fi  do not meet а  (Я).

Say that a pair (a, ß) of integers between 1 and n, where n is as in (5), is a 
“good pair” if
(6) И -»т(О П т(г,)Я *0 .
If (a, ß) is good, so is (ß, a), and I choose

(7) A(a, ß) = h(ß, <x)~1£H r\‘i(zp)~1W 3z(zx).

Let F  be the finite symmetric subset of Я  consisting of all products with p  or fewer 
terms of elements of the form h(cc, ß ) .  (In fact much of F  is redundant, as 
will appear.)

Suppose that ad.F i.  Then there exists a sequence a = x 0 , x l t  . . . ,  x p in B 0 
such that
(8) x pd F 0K  and, for 0  ^  i  <  p ,  x tx r + id W .

(This is merely the statement that V p [a (F 0) ] ^ . a ( H ) )  For each / ,  О ^ Ш р ,  there 
exists j ( i ) ,  1 ^ /(/)= и , suchthat x t d íV z ( Z ja )) H  (by (5)), and one may assume /(0), 
j ( p )  are both 1, since x0, x p both lie in Я. From (8)

T (z m ) e W x t H  Q W * x i+ 1 H  £ W * r ( z j (i+1)) H ,

so that (7(«)J(/+1)) is a good pair (see (6)).
Let r ji—h ( j ( i + l ) , j ( i ) ) ,  so that

(9) * ( z K t+1)) Q V * T ( z m ) t i , .

As X id fV r (Z j(i) ) H ,  there exists h td H  such that

(10) Xi0VT(zm )h,.
It follows that
( 1 1 )  A ,  hp+\ d  t  ( z m )  - 1 W xt х Г+\  m  ( z K l + „ )  c  

g t y - W l f l f . H ' h y , , ,  by (8), (9)

S  U&'m g  Щь by (4).

In case (b), one may assume, by (5.4), that /i- 470A = i70 and h ~ 1 W h  = W  for 
all h d.F l.  Modify h t to where x0= e and x i = r i0ri1 . . . r i i^ 1 for l s /ёр .
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Then
iitfi+i =  ^М гЛ^Г-Л i  U^tlixr+i by (11)

= x, U ^ x r 1 = C/ u18 E t/-

Furthermore, ■z(zj(0/)=e=z(zj(p)) by the construction of the functions j  and t . 
By (10), therefore, q0Xo1€tV and qpZxpWxp= W x pxp. In consequence, the se­
quence a = x 0, q0, qp, XpXp, which I may call u0, щ, ..., np+2, has the prop­
erties that a = u 0, UiUf+^U for О ё /ёр + 1 , W;€# for a ll/, and up+2£FF0K. Since 
FF0 is a finite subset of H  which does not depend on the choice of a or of the se­
quence (xt) in В о, this proves that H/К is bounded in itself; in fact

H =  ( U f ] H y +2FF0K.

In case (a), it was proved that one may assume H/К to be pseudo-connected. 
So I may take F0={e}; and, since F is finite, there exists q ^ l  such that 
FQ(Uf)H)qK. By (11), М г Л е ^ П Я Г Л  whilst from (10) a£(WnH)h0 and, 
by (8) and (10) together, hpd(lVC\H)K. Consequently aZ(UC\H)p(q+1)+2K. This 
proves the result, since a was an arbitrary element of H  and p  and q do not de­
pend on a.

(5.8) In (5.7) (a) and (5.2) (b), local connectedness of a group is used only 
to prove that the pseudo-component of the identity (which is necessarily a closed 
normal subgroup, and is the same for both left and right uniformities) is open, 
and consequently is the F-component of the identity for all sufficiently small vicinities 
V of the uniformity in question. The same is true in many other circumstances, for 
instance if the group is dense in a locally connected space.

It should perhaps be emphasized that the subgroup H  in (5.7) need not be 
closed, but must have the subspace topology. The compactness of В is used at (1),
(2), and (5). If, as in case (b), the left quotient uniformity on G/H exists, (1) and
(2) require only precompactness in that uniformity, whilst (5) uses precompact­
ness in the standard uniformity.

(5.9) Theorem. Let G, К, H, n be as in (4.4), and let the left uniformity on G 
be right H-invariant. Then, if  В is a compact subset o f G/H and п~г{В) is bounded 
in itself in the left quotient uniformity on G/К, H/К is necessarily bounded (in itself; 
notice that the left quotient uniformity on H/К  exists and coincides with the stand­
ard uniformity).

Proof. The argument for case (b) of (5.7) requires the following modifications. 
Take Uq and W  to be invariant under conjugation by any element of H, and let 
V =(B1Y.B/)r\(GXo)Vw. Read in (6) W 2z(zJW  in place of W 3r(zx), with the 
corresponding change in (7). In (8), read хг-1хг+1 in place of xtxr+i. Choosing 
/( /)  as before, one finds t(zju+1))£W 2z (zfU)) W //, and so т (zJ(i+r))eW 2z(zjV))Wtji. 
for t]i = h(j(i + 1 ,_/(/))• (Notice that qiW=Wt]i.) With h- as in (10),

x r 1xi+1^Wnh't - 1x(zm ) - 1WWT(zJ0+1)) h'i+1,
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and so
Wh\ h'i+i r\'c(zJW)~1JV2T(Zjli+1)) 0, as Wh\ = h',W.

Hence h'ih'i+}^Wt(Zjii))~1lV2-W 2z(Zjlo)WriiQUoi t]l, using (4), and the rest of the 
proof follows as before. This proves H/К  bounded in the standard uniformity, 
but, as already remarked, both uniformities coincide on H.

§  6 .  R e p r e s e n t a t i o n s  a n d  g e o m e t r y
(6.1) Let £  be a normed space, with completion E. The group of bounded 

linear operators in E  which have bounded inverses is denoted by GL(E). (Thus 
GL(E) embeds in G L(E)) By a representation of the topological group G on E, I 
mean a homomorphism cp: G-*GL(E). If cp is continuous with respect to the 
weak operator topology on GL(E) (which is not a topological group in that topology, 
unless E  is finite-dimensional), call it a weakly continuous representation; if it is 
continuous with respect to the operator-norm topology on GL(E), call it a con­
tinuous representation. Say that cp is bounded on the subset A of G if there is a con­
stant M  such that
(1) (У*€Л) Hp WII si AT;

when (p is bounded on the whole of G, describe it as a bounded representation, and 
call it locally bounded if it is bounded on some neighbourhood U of e in G: for 
some constant N, and all U,
(2) \\cp(x)\\ m N.

(6.2) T heorem, (a) A continuous representation o f G on E is locally bounded.
(b) I f  G is metrizable and E complete, a weakly continuous representation o f G 

on E is locally bounded.
(c) I fH  is a subgroup bounded in G (see (3.3)), then any locally bounded represen­

tation o f G on E is bounded on H.
(d) I f  the representation cp o f G on E is bounded on the subgroup H, there exists 

a norm on E (defining the correct topology) such that <p(H) consists o f  isometries.
P roof, (a) is trivial. For (b), let ({/„), n = l ,2 ,  . . . ,  be a decreasing base of 

neighbourhoods of e in G. For positive integers n and M, set
C(n, M ) =  {(£, IX E X E ':  (V*€ Un) \X (*(*)£)| =5 M ).

It is clear that C(n, M ) is closed in E x E '  in the norm topology, and weak con­
tinuity of the representation implies

U  C(n, M ) = E X E '.
n ,M

Consequently C (p ,N )  has an interior point (£0, 20) in E xE ', for some positive 
integers p and N. But all four points (± ^ 0> ±Л>) must also be interior to C(p, N), 
and it follows that (0, 0) is interior to C(p, 4N). From the Hahn—Banach theo­
rem, one infers that cp is bounded on Up.

For (c), suppose U, N  are as in (6.1) (2). There are a finite subset F of G and 
an integer m s l  such that HQFU m (see (3.4) (1)). Given x£H, there exist f 0̂ F

Acta Mathematica Hungarica 57, 1991



230 C. J. ATKIN

and щ, u2, ..., um£U  suchthat x = f0u1u2...um; so

ll<H*)ll s  ||ф(/о)|| Il<p0h)ll IIФ MU ... \\<P(um)\\ s  N mmax ||ф(/)||,i 11
which is a number independent of x, as required.

For (d), let M  be as in (6.1) (1), and set for £dE
limn = sup \\cp(h)a s m Hin.

*€H
Since HI HI is evidently a norm on E not less than || ||, the above inequality shows 
it is equivalent to || ||; and it is clearly invariant under <p (x) for any x£H.

(6.3) By a Finsler manifold, I shall mean a manifold X  of differentiability class 
at least C1, modelled on a normed space E, and furnished with a Finsler structure 
II И (in the sense of [6]). The Finsler structure induces a metric g on each individual 
component of X. By the Finsler uniformity У  of X, I understand the uniformity 
of the disjoint union of the components {Xy: у£Г}, when each Xy has the metric 
uniformity Уу induced by g. That is,

f  =  X X X  and (Vy€F) ( i . X / , ) - ^ ^ } ,
where iy: Xy-~X is the inclusion, and Vy is the uniformity on Xy generated by a 
base consisting of sets of the form

= {(x,y)eXyx X y: g(x,y) <  e}

for arbitrary positive e. These notations will be used in (6.4) and (6.5) below.
(When Г is infinite, У  is strictly finer than the uniformity given by extending 

q to a metric g on X  in any manner whatever. Provided that q satisfies the natural 
condition that the distances g (x , y) between points x and у  in different components 
of X  have a positive lower bound, the results below still hold for such metric uni­
formities.)

(6.4) Lemma. There exists V0f such that, for any V ^ ' f  with V = V ~ 1QV0, 
the V-components o f X  are the same as the connected components.

Proof. Take V0= (J (XyXXy). If x£X y and then Vm[x]Q
у e r

QV0m[x]QXy for any m s l .  Now apply (1.3) (b).
(6.5) P roposition. A subset A o f the Finsler manifold X  is bounded in X  in the 

Finsler uniformity i f  and only i f  it meets only finitely many components o f X  and its 
intersection with each component has finite g-diameter.

Proof. Suppose A is ’V -bounded. By (1.4) and (6.4), it meets only finitely 
many components of X. Let v£A 0X y and e>0; by (1.4), there exists m i l  such 
that A n X yQVe™[v], By the triangle inequality, this implies that, for any х£АГ)Ху, 
g(x, v)<me.

For the converse, it evidently suffices to assume A is included in Xy and of 
finite g-diameter R. Take v£A. Then, for any x£A, there exists a C1 path joining 
v to x in Xy, of length less than Ä+1. Given e>0, let N(z) = N be the least in­
teger not less than (R+  l)/e. Choose successive points p0=v, рх,р й, ...,pN= x  on
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this path so that the length of the path-segment between pt and p i+i, for 1ёг'<Я, 
is less than (R+l)/N. Thus oipi,pi+1)<£ for each i, so that (Pi,Pi+i)£K,y 
and xdV£y[v]. The choice of N  was independent of x, and so AQV£y[v]. Finally, 
for any there exists e> 0 suchthat K,y~ ^  (see (6.3)), and then A Q V NM[v].
Hence A is i f -bounded in X.

(6.6) N o t e . If Y  is a (C1) submanifold of the Finsler manifold X, it carries an 
induced Finsler structure. Thus it carries two induced uniformities: its own Finsler 
uniformity, and the subspace uniformity derived from the Finsler uniformity on 
X, which is usually strictly coarser. When Y  is bounded in itself as a subset of X, it 
need not be bounded in its own Finsler uniformity.

(6.7) Now let © be a Banach Lie group, with Lie algebra g; let H  be any sub­
group. There is a one-one correspondence between norms on g which define the 
correct topology and left-invariant Finsler structures on © (see § 2 of [2]).

T heorem. Let the subgroup H be bounded in ©. Then there exists a left-invariant 
Finsler structure on © which is right-invariant by H.

P roof. By (6.2) (d), there exists a norm on g which is invariant under the 
adjoint representation of H. The corresponding left-invariant Finsler structure on 
© is also right Я -invariant, by a trivial verification.

(6.8) R emarks, (a) Any left-invariant Finsler structure on © defines a Finsler 
uniformity (see (6.3)) which coincides with the left uniformity of ©. Thus (5.3) and
(5.9) apply in the circumstances of (6.7).

(b) In particular, on a bounded Banach Lie group the left and right uni­
formities coincide. This superficially remarkable statement is not true for a general 
bounded topological group. Let D be the group of orientation-preserving self- 
homeomorphisms of the closed unit interval in the compact-open topology. The 
left and right uniformities of D do not coincide (see [5], p. 212, for a discussion and 
for original references). But D is bounded. Let Un be the basic neighbourhood of 
e in D

{/6Я: (Vf€[0, 1]) |/ (0 -* l  <  Щ , 

and suppose g£D. Define, for О^Ш п, and O s t s l ,

Zi(0 = (l~i/n)t+ (i/n)g(t).

Then gi+ig f16 ^ n for 0 and so D=U".
(c) The assertion (b) may be generalised; compare the remark of Weil [8] on 

right-handed completion, cited on p. 212 of [5]. Say that a mapping h: (X, i r) — 
-+(Y, iV) of uniform spaces is uniformly continuous over the subset A of X  if, for 
every WcW, there exists V ^'V  suchthat

( к х Н ) - ^ ^ Г П ( А х Х ) .

Then one has the following generalisation of (b).
(6.9) Proposition . Let H be a subgroup bounded in the topological group G; 

suppose there is a neighbourhood U o f e in G such that inversion is uniformly con­
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tinuous over U D H  with respect to the left uniformity o f G. Then the left uniformity 
o f  G is right H-invariant.

P roof. Take any neighbourhood Ux of e in G. Then, by the uniform con­
tinuity, there is a neighbourhood U2 of e in G such that, for any h£UC)H,

(hU2)~1 = U 21h Q h U 1;
consequently П hU1h~1 is a neighbourhood of e in G. Since there exist a posi- 

heun и
tive integer m and a finite subset F of H  such that H=F(UC\H)m (see (3.4) (1)), a 
finite induction now yields the result — recall (5.4).

N ote. It is evidently immaterial which uniformity one considers, left or right, 
when defining uniform continuity of inversion over a symmetric set in G. Also, it 
suffices for (6.9) that there be a neighbourhood W  of e in G such that inversion is 
uniformly continuous with respect to the subspace uniformity on WC\H induced 
from the left uniformity on G and the left uniformity on G itself; the proof first 
shows the existence of such a U as is required in (6.9).
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CONVERGENCE OF FOURIER SERIES OF A FUNCTION 
ON GENERALIZED WIENER’S CLASS BV{p(ri)t°°)

H. KITA (Oita)

§ 1. Introduction

Let /  be a function defined on (—<*>, °°) with period 2л. A is said to be a parti­
tion with period In, if

A: <  t0 - =  tk <  t2 <...<  tm < tm +i  < . . .

satisfies tk+ m — tk + 2 n  for k = 0, ±1, ±2, , where m is a positive integer. We
shall generalize the concept of bounded variation.

D efinition 1.1. When 1 =p(«)tp as where 1 = p =  +°°, / i s  said
to be a function of BV(p(n)\p) if and only if

m
v  ( /; p(n)ip) = sup sup {( 2  IA O-/(fic-i)lp(n))1/i’(',); ßUO s  2 л / 2 " }  <  +  <B l̂

where e(d )= in f \tk- t k. k\.
When p{n)=p for all n, BV(p(n)\p) coincides with BVp which is the Wiener’s 

class of bounded /^-variation [5]. When p = + ° t h e  space BV(p(n)t°°) plays an 
important role for the uniform convergence and quasi-uniform convergence of the 
Fourier series.

In [3], some fundamental properties of the space BV(p(n)t«=) and the in­
clusion relations between Chanturiya’s class V[v] and our class are given.

In this paper we consider the uniform convergence and the quasi-uniform con­
vergence of the Fourier series of / i n  BV(p(n) t°°).

Let S„ (f;x)  denote the и-th partial sum of the Fourier series of/  at the point x. 
Wiener [5] proved that if /  is a function of bounded p-variation, that is, fdBVp 
(1 = p <  +°°), then lim S„(f; x )—f(x)  almost everywhere in [0,2л], and that intl—oo
particular if f£BV2, then

(1.1) lim S„(f; x) = (1/2) { f(x + 0 )+ f  (x-0)} at every x£[0, 2л].
/t-fOO

Siddiqi [4] proved that if f€BVp (1 +«=), then (1.1) holds.
Wiener [5] showed that functions of the class BVp could only have simple dis­

continuities. It is proved in [3] that for the class BV(p(n)t°°) there exists a func­
tion which has a discontinuity not of the first kind. We also consider the control 
function of (1.1) which introduced in [6] by Yoneda.
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In [3] we have proved that

U BVP £  Д К (р(п )Н  g  B[0 ,2л]
l^p< + oo

and BV(p(n)^)= B[0,2n] if and only if the sequence {/>(«); n ^ l}  satisfies the 
condition sup {n/p(n): n s l} < + ° ° .  (5[0, 2тг] denotes the space of real valued 
functions/ with period 2л such that | | / | |B=sup ( |/(x ) |: x£[0, 2л]}<  +°°.)

In Section 2 we consider the uniform convergence of the Fourier series of 
functions in BV(p(n)t°°). In Section 3 we give a concept of quasi-uniform con­
vergence. In Section 4 we show that there exists a function f£BV(p(ri)t°°) and 
Д  V[v] such that the Fourier series of/  is quasi-uniformly convergent.

§  2 .  U n i f o r m  c o n v e r g e n c e  o f  f u n c t i o n s  i n  BV(p(n)t°°)

Let/ be a real valued continuous function with period 2л, and co(f; S) (<5>0) 
be the usual modulus of continuity of a function /  in the class C (О, 2л). It is well- 
known (see [1] p. 310) that if / i s  continuous and fdBVp for some p (1 =p< +°°), 
then the Fourier series of /  converges uniformly in [0,2л]. When f£BV\p(ri)t°o), 
we have the following theorem.

Theorem 2.1. Let f  be a function in the class BV(p(n)t°°). J f p(2n)^Cp(n) 
for all n ^  1, where C >0 is a constant and

(2.1) to(/; л/и) = o(\ Ip ([log и]) log p ([log и])) as n — +  <=°,

then the Fourier series o f f  converges uniformly in [0, 2л].
Proof. Put f x{ t)= f(x + t)+ f(x —t) —2f(x) for real x, t. Since/ is continuous 

on [0, 2л],
(2.2) lim f x(t) =  0 uniformly on [0,2л].
Then, it follows that

S„(/; x ) - f ( x )  = л“1 / sin nt jn ln

f x(t) dt+o(l) = л -1 2  f
1 j =1U-l)n/n

sin nt 
t f x(t)dt + 0(l),

where o(l) is a magnitude which tends to zero uniformly.
As is described in [4], by change of variable the above expression can be written 

by (2.2) as follows:

(2.3) ,  ( f . , f ^ 4 L 0 + 2 j n / n )Sn( f ,  x ) - f ( x )  -  л J  2  { t+2jn/n

fx (t + (V + l)n /”) \
< + (2 /4 - l)n/n J sin ntdt + o( 1) =

= ff  Ш ' + у * п - М ‘+ а п -  mu
Í  l - i  I 1+2jnln I
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+ * ' 7  [Т л ( '+ ( У +  -  штi) , / J si"

First we consider

t + ( 2 j + 1) n/n

/ « ( / ;  x)+/„(2)( /;  x)+o(l).

(2.4) №« 4 ft *)l а  {и/(2яЕ)} /
0 J=1 j

For any positive integer n we choose an integer k(ri) such that 2 i M ~ 1^ 2 n < 2 kM. 
Let {e„; иёО} be a decreasing sequence of positive numbers such that
(2.5) 1 = e0 0 and e„iO as л — +  °°,
which we will select later. Set s„=p(k(n))/e„ and l/s„ + l/tn= l.  If we apply Holder’s 
inequality on the sum of the integrand of (2.4), we obtain from the fact л /л ё  
ш2п/2кМ that

%21 \ f x ( t + 2 j n / n ) - f x( t + ( 2 j +  l)n/n) \ _
7=1 J

[n/2]

= 2 1 1
l/ ,( ,+ 2 > /„ ) - / i( , + (2/ + ,) nlnf.|/Л «+ 2у,/В) - / . ( , + (2У+1)»/4)|- -  e

. f"/2]
S  { ^  |Л(Г+2У7г/и) - Л ( г + (2У+1)я/и) | ^ (",)}'>(*(п))х

J=1
\ f x( t + 2 j n / n ) - f x( t + ( 2 j + 1) 7г/и)[»-еп)'п\г/>'r ["/2;

: 2
Ч/-1

■l1""
I -

{^(Л ; /»(«)t«>)}'» {<»(/,; 7г/и)}1-'»{ 2 (1 // ) ,"}1/'" -

S  {2V ( f ;  /»(n)t~)}«-{2®(/-; 7t/W)}i-«n{Í(l//)'-}V .„.
Now consider the sum

J  (1//)*- S l  +  /(1 /x ) '"  rfx г» 1 +  l / ( t„ - 1) =  =  p(k(ri))/en.
J- 1 1

Hence we obtain from (2.4)
I4(1)( /;  *)l ^  ОАО { F ( /;  p(n)too)}«„{co(/; n/r)}1-^p(k(n))/en.

Since 2*(п)ё4л, к (/2) ̂ 4  [log n] for л ё Л  So we have р[к(п})^С1 pillog «]) and
(2.6) I/л(1)(/; x)| =s (CJn) {F(/;p(«)t°°)}e"{cu(/; n /n ^ - '-p ftlo g и])/«„.
C ,C 1,C 2, ... will denote positive constants not necessarily the same at each oc­
currence.

Put /1 (x)= {log (1 /х)}/( 1 — x) for 0 < x <  1. Then h is a decreasing function 
on the interval (0,1) and lim^ /2(x) = 1, limo/i(x)= +=». Now take a sequence
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{£„; лёО} defined in (2.5) as follows: h(e„) =  log log/?([log n]) for sufficiently large и. 
Then it follows that
(2.7) e„(log/?([log л]))1“ 1» = 1.

Therefore we get from (2.1), (2.6) and (2.7)

K(1)( /;  *)l ^  o(\){V {f\ /)(n)t°°)}'»{l//)([log и]) (log/) ([log и]))}1— -/)([log ri\)/en =

= 0(1) {V {f\ /’W t“ )}'" M [log »])}'"•
From (2.7), we get

e„ log^([log и]) =  {1/(log/7([log n]))1- 1»} log/)([log n]) =

= {log/>([logn])}e» = exp {£„ log log/)([log и])} =

= exp {(log log/)([log n]))/(log p([log и]))1"'"}.

Hence the sequence {/) ([log n])E»} is bounded, and therefore we obtain

(2.8) | / « ( / ;  x)| ^  n(l){F(/;/)(n)t»)}En.

We will now estimate |7„(2)( / ;  x)|. Let s> 0  be any positive number such that 
0 < e<  1/2. Then we get

* /n In 12]
,|/,<2>(/;х)|=ё(1/я) f  2  \fx{ t + ( 2 j + l ) n / n ) l

3 = 1

1 1
t+2 jn /n  t + ( 2 j + 1) n/n

d t  =

=  (1 /„ ,  T  'f| / , ( > + ( v + d ^ ) I
о 3=i ( t + 2 j n / n ) ( t + ( 2 j + 1) n/n)

= (1/n) T  §  |/ .( -+ P 3 + !)■/»)[ Jl+
0 3=1 ( t + 2 j n / n ) ( t + ( 2 j + l )  n/n)

H m f  f  T j e g U * . « 0 ! » ) W t ! ( f t 4о 3=U*]+1 (t +  2 j n / n ) ( t + ( 2 j + l ) n / n )

Let и>1/е, then it follows that

dt  S

S  sup { |/,(j)| : O á s á  4гя}(1/4я) ^  ( l/ /)2 S  C2a>(/; 4 en).
3 = 1
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Next we will estimate |7j®i(/; x)|.
*J* Ш  

x)\ == (1 /n) f 2
0 j= [ e n ] + l

411/11,
(2jn/nf d t  =

= (\\ЛШ 2  O /У)* s  ( Ш в/я )(1 /М ).
j=l*n]+l

Therefore we get
(2.9) I/„<2)(/; *)| S  C2co(f; 4ея)+( ||/ ||J n ) (l/[en]).
Hence from (2.3), (2.8) and (2.9), we obtain

|S„(/; * )-/(* )! ё  o(l){K(/;p(n)t «=)}'-+ C 2w(/; 4ея) + ( ||/ ||в/я)(1Деи]) + о(1). 
Taking limits as n - + we get lim sup |5„(/; x) —/ (x ) |s C 2 co(/; 4ея), where

П-*-со

£>0 is an arbitrary positive number. This completes the proof of Theorem 2.1.

§  3 .  Q u a s i - u n i f o r m  c o n v e r g e n c e

(3.1)

Let (p be a function defined on [0, «=) satisfying the following properties:

<p(0) = 0, <p(t) =- 0 if /= -0 ,
<p(i)t + ~  as f-*■ + «»,
<p(i) is continuous on [0, “ ).

Denote by Ф the set of all functions cp satisfying (3.1).
Yoneda [7] introduced a concept of quasi-uniform convergence. When 

{ /,;  n—1,2 ,3 , ...} is a sequence of real valued functions defined on the closed 
interval [a, b] and
(3.2) lim /n(x) = /(x )  a.e. on [a, b],

П —► oo

then there exists a positive and a.e. finite valued function <5 such that for every e> 0 
there exists a positive integer n(e) satisfying | /„ (x) —f(x)  | <  e<5 (x) everywhere for 
all и>и(е). The function <5 is termed a control function of the a.e. convergence (3.2).

D efinition 2.1. When 5 is a control function of (3.2) and S(x)> a for some 
a>0, if (p(5(x)) is also a control function of (3.2) for each <p£ Ф, then we say that
(3.2) is quasi-uniformly convergent.

Yoneda [7] proved that if f£BV2, then the Fourier series o f/is  quasi-uniformly 
convergent. We have the following theorems.

T heorem 3.1. I f  f n—f£L°°[a, b] for  n ä l ,  then the following statements are 
equivalent:

(1) (3.2) is quasi-uniformly convergent,
(2) the majorant function M (x)=sup{|/„(x)—f(x)\: n ä  1} is essentially bounded,
(3) for each (p£ Ф, there exists a control function S = öv of (3.2) such that

(3.3) meas (x€[a, b]|<5(x) >  t )  s  C/cp(t) for all t > 0, 
where C is a constant.
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T heorem 3.2. Let f£BV(p(ri)\ oo )• v
(3.4) ft)(/; n/n) = 0 ( l /p ([log и]) logp ([log n])),
then the convergence o f the Fourier series o f f  is quasi-uniformly convergent.

Proof of T heorem 3.1. The equivalence of (1) and (2) was proved in [7]. We 
prove that (2) and (3) are equivalent.

First suppose that ||M ||„< + °°  and ср£Ф. We shall construct a control 
function ö=őv of (3.2) which satisfies the condition (3.3). Set
(3.5) /„*(*) =  max {l/и, sup {!/*(*)-/(x)|}} for и = 1, 2, 3, ...,

k ^ n
then it follows that

IIMIU +  1 £ M (x ) + l ^ / 1* ( x ) ^ /2* W s . . . S / n* (x ) s .. .s O  a.e.
and / n*(x)|0 a.e. on [a,b]. Let {s„; и=0, 1,2, ...} be a decreasing sequence of 
positive numbers such that
(3.6) £о =  1 ё £ 1 ё Е ! ё . . . ё £ к 5 . . .> 0  and £*|0 as A — +  °°.
By the Egoroff’s theorem we can choose a sequence of measurable sets 
{Ek; k = 0, 1, 2, ...} such that
(3.7) Е1 Я Е ъЯ ...Я Е к Я ... ,  Ек Я[а,Ъ],
(3.8) шеа5(^ )^ { (Ь -а )< р ( ||М |и  + 1)}/{2^((||М |и +  1)/е,)} for A =  1,2.......
(3.9) lim/,*(x) = 0 uniformly on Ek, for k = 1 ,2 ,3 ,....

n-+oo

From (3.9) there exists a monotone increasing sequence of positive integers 
{nk\ A=0, 1, 2, ...}, n0= l ,  such that for k = 1, 2, ...

(3.10) max {(l/ei)f*(x): / =  0, 1, 2, ..., A:— 1} S  (1 /£*)/„* (x) on Ek.

Define a sequence of functions {ők; £ = 1 ,2 ,3 ,...}  and S by the following way: 

6k(x) =  max {(1/£,)/„*(.*): / =  0, 1, 2, ..., к -  1} for к = 1, 2, 3, ..., 

sup (<5*(х): к ё  1}, if 0  Ek,

+ “ , if x£[a, b] IJ Ek.
k = l

From (3.10) and (3.11), it follows that Sk(x )^ (\/e k)f*k(x) on Ek. Hence we 
get ^ (x) =  (5t+1(x) and ő(x)=ök(x) on Ek. Therefore it follows from (3.6) that

(3.12) <5(x) =  Sk(x) ^  max {(1 /£,)//(х): / =  0, 1, 2......A -l}  =

=  0/Sk-i)A*(x) on Ek.

Since meas ( (J Ek)—b — a from (3.8) <3 is an a.e. finite valued function.

( 3 . i i ) { 5(x) =
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Now, we prove that the positive function <5 constructed above is a control func­
tion of (3.2). Let £>0 be an arbitrary positive number. Then there exists a positive
integer k' = k(e) depending only on e such that 0. If x£ \J  Ek, then from

fc=i
(3.5) and (3.11) it follows that

eő(x) >  sk.S(x) S  e*A'+i(*) = %-(!/%')/„*, W  =Пк
=/„*,(*) =  sup { |/„(x)-/(x )|: n ё  nk).

Hence we have that if пШпк-, then

\f„ M -f(x)\ <  £<5(x) for all x€[a, b],

and S is a control function of (3.2).
We prove (3.3). For each t> 0, we get from (3.7) and (3.8)

meas {x£[a, b]  |<5(x) >  t) =  meas {х£Ек\ ó{x) >  /} +
oo

+ 2  meas {*£.e*\-E*-i I<5(x) >  í} =  л + / 2.
k =  i

Since b(x)=(51(x)= /1*(x)sM (x) + l on Ex,

/ j  =  meas {x€JE’1|^*(x) >  t} =  meas {x£[u, b]|/i*(x) > ^

^  meas {x£[a, b]|M (x)+l >  /}.

By hypothesis, ||M ||oo<+°°. If t>\\M\\„ + \, then J k = 0 holds. If 0 
s ||A f||„  +  I, then J ^ b —a and <р(г)Л=(Ь —á)q>(\\M\\„ + 1). Therefore we get

(3.13) Jk {(b-a)<p(||Af|U +  l)}/<p(i) for all t >  0.

On the other hand, from (3.12) we have

Л  =  2  meas {x6£'t\ £ ' i _i|(5(x) >  t} =s j r  meas {x€i?jk\^ík-il/i* W  >  e*-i0 ==
fc =  2 fc =  2

S  J? meas {xe£’f_1|^ (x )  >  e*-^} =  J ’ meas {x<EAcl/i*M >  £*i}.
fc=2 fc= l

Since 0^/]*(x)^M (x) + 1 ^ ||Л /||М + 1 almost everywhere, it follows that 

meas {x£Ek\fk (x) =- efc/} = 0 for each t  >  (||M||„, +  l)/et .

And if 0 < /S (||M |U  + l)/£t , then from (3.8) we get

4*

<P(0 meas {х£Е£|/j*(x) >  efcr} =s (p(t) meas (££) ё  <p((||M|U + l)/£t) meas (££) ==

á(b-ű)<p(||M|U + l)/2k.
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Therefore, it follows that

(3.14) J 2 ^(b -a )cp (\\M \U + \)  Í{l/(y>(í)2*)} =
k =  I

= {b — d)<p(lM§a, + \)l<p{t) for i >  0.
From (3.13) and (3.14), we get (3.3).

Conversely, we prove (2) from (3). If 5=0^ is a control function of (3.2) such 
that (3.3) holds, then there exists a positive integer n0 such that

(3.15) l/„(*)-/(*)! = <5(x) everywhere for all n0.
Hence we have from (3.15) that
meas {л:£[а, Ь]|М(л:) =- /} ^  meas {xg[a, b]\ sup {!/,(*)—/(x)| : l S n S  n0— 1} >  i} +

+ meas {x£[a, b]\ sup {\f„ (x)-f(x)\: n ^  n0} >  f} á

S  meas {x£[a, b]|sup {!/,(*)—/(* ) |: l s / i s  n0— 1} >  /} + meas {x£[a, h]|(5(.x) >  i}.

Put a(«0)=sup {\\fn—/II» : lS n S n 0- l} .  Since { /„—/ ;  n^ l}  is a sequence of 
bounded functions, a (n0) is finite. If />а(и0), then from (3.3) it follows that

meas {x^[a, b]\M(x) >  t} ^  C/q>(t).

Further if 0 < /^ а (и 0)> then we get

cp(t) meas {x£[a, b]\M(x) >  i} ^  <р(а(и0))(Ь — a).

Hence it follows that

(3.16) meas {x€[u, b]\M(x) >  /} S  CJ(p(t) for all t =» 0, 

where Cj=max {C, (p(ot(n0))(b—a)}.
Finally, we prove from (3.16) that M  is a bounded function. Now suppose that

\Jj(t) =  meas {x£[u, b]\M(x) >  /} =- 0 for all t =- 0.

Since i/i is a decreasing function tending to zero as there exists a function
<р£Ф suchthat l/(i//(t))2̂ <p(t) for sufficiently large 0. Then we get

<p(/) meas {лг£[а, Ь]|М(х) >  i) =  (p(t)i//(t) ё  1/«Д(г) —+ °° as t -* +  ».

From (3.16) we arrive at a contradiction. This means that there exists a positive 
number /„>0 suchthat ij/(t0)=0. Therefore we get M£L°°[a,b\. Theorem 3.1 is 
proved.

P roof of T heorem  3.2. This is done by the same way as in the case of Theo­
rem 3.1. From (3.4) we have

sup {|S„(/: x)|: n s  0} ^  C  < + oo for all x6[0, 2n].

By Theorem 3.1, the Fourier series of / i s  quasi-uniformly convergent.
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§  4 .  A  r e l a t i o n  t o  C h a n t u r i y a ’ s  c l a s s  f o r  q u a s i - u n i f o r m  c o n v e r g e n c e
Chanturiya [2] has introduced the concept of the modulus of variation, de­

fined by

t>(/; n) = sup 2  l/(4)l 
л„ *=i

where П„ is an arbitrary system of n disjoint intervals Д£[0, 2л] and /(4 )  = 
=/(sup 4 )—/(inf 4)- V[v] denotes the class of functions for which v( f; n) = 0(v(n)) 
as n-* +'=°. In [3] we proved that V[v]=B[0,2л] if and only if Um n/v(n) < +°°.

П-*- oo

Now we have the following theorem.
T heorem 4.1. Let Urn n/v(n) = +«= and l<p(n)t+°°. Then there exists a

П~*-оо

function f£BV(p(n)ico) and Д  V[v] such that the Fourier series of f  is quasi-uni- 
formly convergent.

Proof. Let {nk; fcfel} be an increasing sequence of positive integers such that
(4.1) p(nu-i) S  log к for к ^  2.
Put
(4.2) ak =  27г/2"х and ßk =  ak exp(l/2k) for к = 1, 2, 3, ... .

We shall define a function/ constructed on the interval [—n, n] as follows. Set

,,ч  = Í1 if a x ^  ßk < n for к = 1, 2, 3, ....
10 otherwise,

and extend f  to (—°°, °°) with period 27t.
First we prove that f£.BV(p(ri)\°°). Let Л: . ..< r_ 1< 4 < r1< . . .< /m< ... be 

any partition with period 2n and д(А)ш2л/2". Then there exists an integer к such 
that nk_1< n ^ n k. Then we get p(nk^l)^p(n)^p(nk). Since 2к/2пк^2л/2п<  
<2я/2"»-1, it follows from (4.1) that

{  2 \f( t j ) - f ( t j - i ) \pM}1,pM s  C(2k)1/pM s

Ä 2Ck1/p(n) s  2C k}l^ -0  =§ 2Ck1ll0Sk =  2Ce < + « .
Therefore we have f£BV(p(ri)\°°).

Next we shall prove that Д  V[v]. We choose a system of non-overlapping 
intervals {Ik; k ^  1} as follows:

4  — lak> &*] and ak < ak <  bk <  ßk for k = 1 , 2 , 3, ... .
Then we get

n =  2  \f(bk) - f ( a k)\ ^  v(f; n).
k=>l

If f£V[v\ ,  it follows that v(f;n)^Cv(n)  for all 1, and we get Пin л/г?(л)<
П- + 0 0

We arrive at a contradiction. This proves that Д 7[с].
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Finally we shall prove that the Fourier series o f / is  quasi-uniformly convergent. 
It follows from the definition of f  that

5.СЛ  *> =  ( ■ »  r ™ " " -* ' * +om
_ y  t  X  * =  1 J  i  —  x— re ak

When x=0, we get

Sn(f; o) =  ( l /тг) i  f k dt+ o(l).
‘= 4  *

Then it is easy to see that

л* sin n(t—x )

| S „ ( / ;  0 ) |  s  ( l / л )  2  | l ° g ß k ~ l o g x k \ + ° ( 1 )  =  О / * )  2 ( l / 2 fc) + o ( l )  =  0 ( 1 ) .k=i fc=i

When 0< x<27t, there exists an integer m=m(x) such that «я+1< х 5 я ш. Then 
it follows that

ßrk sin n(t—x ) “  "(/,V~x) sin t
- X

2  f  d t=  2  f  ™ ± d t =Á J  t - x  tL n(ak - x )

m x ) c i r j  /  “  П̂ кл  s i n  t
= 2  J — — dt+ 2  f  ~~l—  dt — T(n, m,x)+U(n,  m, x).

* = 1 n ( a , ; - x )  f  t = m + l  „ Г с . - х !  ‘n(xk~x)

Now we estimate |T(n, m, x)|.

IT(n, m ,x)I ё  |Г(л, m - \ ,x ) \  + nU>y X) sin t .
/  — л  n(am-x)

It is well-known (cf. [1] p. 106) that there exists a positive constant C > 0 such that

ь '
f  ^ — dt s  C for all a, h€(— »).* ta

Therefore we have
m—1 "Wie-*) 1

\(T(n, m, x ) \^ \T (n , m - l ,x ) + C  s  2  f  — dt+C =
k = 1 „к-*) *

= 2  log {(A ~ *)/(«*-* ) }  + C = 2 ” log{(afc-A )/(x -a* )+ l}+ C .
fc=l fc=l

Since 0 < x S am< a m_ i< ...< a s< . . .< a 1 and

at = 27i/2"k ^  2u/2nm-i >  2n/2n™ =  am ^ x,
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we get aks-txk/2 ^ x  for k — 1, 2, 3, ..., m — 1. Then it follows that
m —1
2 1

k= 1\ T ( n , m , x ) \ ^  2  ^ { ( а * - / ? к) / ( ( а * /2 ) - а * ) + 1 } + С  =k = 1
m—1 m—1

= ^  lo g {2 ((A /« J -l)+ l}+ C  ^ 2  2 {(&/«*)-1}+C =
k = l

m—1 m—1
=  2  2 {exp (1/2*)-1}+C ё  2  2 -3(1/2*)+C < 6 +C < + °°.

* = 1 fc=l

Next we consider |(7(л, m, x)|. We obtain by the same way as the estimate of 
\T(n, m, x)| that

m +  2
\U(n, m, x)| s  2

k — m + 1
" V " 1 sin I , /  — dt

n(ttfc-x)
4-|C/(n, m +  2, y)| S

\\U{n,m+2,x)\+2C ^  2  log {(x- ak)/(x- ß k)}+2C
fc = m +3

=§ 2  { ex p (l/2 * )-lR 2 C = s3 + 2 C <  +  °°.
k =  m  +3

Therefore we get
|5„(/; д:)| S  Cj for all n and x.

By Theorem 3.1 the Fourier series of / i s  quasi-uniformly convergent.
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ON THE IMPROVEMENT OF THE SPEED 
OF CONVERGENCE OF SOME ITERATIONS CONVERGING 

TO SOLUTIONS OF QUADRATIC EQUATIONS

I. K. ARGYROS (Las Cruces)

I n t r o d u c t i o n .  Consider the equation
(1) x =  T(x),
where Г is a nonlinear operator between two Banach spaces Ex and Ei given by
(2) T(x) = y+ B(x, x).
Here y£Ex is fixed and В is a bounded bilinear operator from El XE1 to E2.

A number of very interesting problems appearing in astrophysics [3], [4] and in 
elasticity theory [1], to mention a few, are special cases of (1). For example, the 
famous Chandrasekhar equation (Nobel of physics 1983)

x(i) =  1+Ax (j ) f  —-—x(t)dt 
S s + t

with A€R and EX=C[0, 1] is a special case of (1).
Using the contraction mapping many authors have found existence and unique­

ness results for a solution x* of (1), [2], [7].
The results obtained here are applied where the ones already known cannot. 

Moreover motivated by the work in [6] and the references there, we define the rate 
of convergence of an iteration of the form

(3) xn+1 =  Г(хп), n =  0, 1, 2,...

as a function and not as a number as it is the case in [2], [7].
In particular we will find a function or. N —R+ such that

(4) ||л:я—лг*|| ё  а (и), n =  1, 2,... 

where x* is a solution of (1).
This allows us to improve the rate of convergence of (3) to a solution x* of (1).

I .  P r e l i m i n a r i e s
D efinition 1. An operator В : E1XE1-*E2 sending (x, y)dE1x E 1 to B(x, y)£E2 

is called bilinear if it is linear in each variable separately and symmetric if
B(x, y) =  B(y, x) for all x, y£Ex.
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D efinition 2. Then mean В o f  В on E1x E l is defined by

Note that 

and

B(x, у) = j ( 5 ( x ,  y)+B(y, x)) for all x, y£Ex. 

B(x, x) =  B(x, x)

B(x,y) = B (y,x) for all x,y£Ex.

Therefore the operator В appearing in (2) can  ̂always be assumed to be symmetric, 
otherwise we replace it with the mean of В, В which is symmetric.

D efinition 3. A bilinear operator В : E1X E 1-*E2 is said to be bounded if 
there exists c > 0  such that

||Я(х,у)|| S  c ||x|| ■ ||y|| for all (x,y)eE1X E 1.

The quantity ||S|| =  sup ||ß(x, y)|| is called the norm of B.
From now on we assume that В is bounded symmetric bilinear operator and 

ЕХ=Е2.
D efinition 4. Let /= { r£ R +|/-1̂ /*<r2} for some fixed rx and r 2 . A function 

со: / —/  is called a rate of convergence on I  if the series

(5) a { r )  = j ?  c o M ( r )
n =  0

is convergent for each /-£/, where the iterates ш(,,) of со are defined by w(0) (>) = /- and 

ш(п+1)(г) =  w(coM(r)), n =  0, 1, 2, ... .
Note that

(6) a ( a > ( r ) )  =  a ( r ) - r .

I I .  M a i n  r e s u l t s
We now prove a consequence of the contraction mapping principle for (1).
Theorem 1. Let В be a bounded bilinear operator on ELX E 2 and suppose у 

and z belong to E2. Set

r2 = 2\\B\\ — 2 Гг = r2
\\T(z)-z\] 11/2

ll̂ ll J

and assume rx is nonnegative and r2 X 0. Then
(i) T has a unique fixed point in U(z, /•2) =  {xíF1| ||x —z|| < r 2};

(ii) this fixed point actually lies in U (z, rx).

Acta Mathematica Hungarica 57, 1991



THE SPEED OF CONVERGENCE OF SOME ITERATIONS 247

Proof. The hypothesis, and r2 j t  0, imply that r2> 0  and

ll̂ ll
Fix r such that гх^ г < г г.

Claim 1. T is a contraction operator on U(z, r). If xlf x2dÜ(z, r), then it is 
routine to show

Set
(7)

II7 4 * ,)-r ^ l l  =  \\B{Xl, Х1) -В {х г, *2)|| S  2(r+||z||)||2?|| • I*!-*,!!.

By hypothesis
q* =  2(r+ M )-\\B \\.

1
2 ||B|| — z

so, 1 and the claim is proved.

Claim 2. T maps Ü (z, r) into U(z, r). We have

m x ) - z \ \  =  \\{T {x)-T {z))+ {T {z)-z)\\ s  
^  \\B (x ,x )-B (z,z)\\+ \\T (z)-z\\ S  ||B ||r42||B|| .||z|| ■ r + \\T (z)-z\\. 

Define the real quadratic polynomial g(r) by
g(r) = ||B|| riJr(2\\B\\ • ||z|| — 1)г+ ||Г (е) —z||.

To establish the claim we must show that g (r)s0 , for all r, rL̂ r < r 2. Now the 
quadratic function g(r) is convex, with smallest root at rx and minimum occurring 
at r2. So for

||2?|| • /-a+2||i?|| • ||z|| /•+||7’(z)—z|| S  r.
The theorem now follows from the contraction mapping principle [5], [8 ]. 

Corollary 1. I f  4 1| В  || • || у || <  1 t h e n

(i) t h e  e q u a t i o n  x = y + B ( x ,  x )  h a s  a  u n i q u e  s o l u t i o n  x *  i n  {7(0, r2), w h e r e  

_ _  1
r'l ~ 2 \ \ B \ \  ’ _  v

(ii) moreover, x * d U ( 0 ,  rj, where

_ 1 —] /l—4ЦДЦ • ||y||
1 2\\B\\

Proof. Take z=0 in Theorem 1.
We now state Rail’s Theorem for comparison. The proof can be found in [7].
Theorem 2. I f  4 ||R || • || y|| <  1 then
(i) equation (1) has a solution x*£EL satisfying

11*11
У1-4ЦД1МЫ1 .

2 ||B||
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(ii) moreover x* is unique in U(x*, R), where

\  1 —4 И Д|| • Ĥ ll 
2\\B\\

Note that Theorem 2 and Corollary 1 provide the samejestimate on ||x*||, but 
Theorem 2 guarantees uniqueness in U(x*, R) and not in 1/(0, r).

Corollary 1 is a crude application of Theorem 1. Sometimes it is possible to 
introduce an auxiliary quadratic equation which is “close to” ( 1 ) but easier to handle. 
In particular, we have the following theorem.

Theorem 3. Consider the equation

(8 ) z  =  y+ F (z , z)

where F: E1X E 1 -► £ ’1 is a bounded symmetric bilinear operator and у  is fixed in El . 
Suppose that there exists a solution z of (6 ) satisfying

(9) M  -  [2  / P Í ( / P ^ F j i  +  / Щ ) ]  - 1.
Then

(i) equation (1 ) has_a unique solution x*ZU(z, r2);
(ii) moreover, x*£U(z,r3), where

r3 = {1 — 2||ß|| • ||z|| — [(2||5|| • ||z|| — l)2—4Ц.В —F|| • II51 ■ |[̂ ||2]1/2}(2||5||)_1
and

(iii) iteration (3) converges fo r  any x0£U(z, r3) to the solution x* of (1) such that

(10) ||х ,-х * Ц  =a ll*i—*oll, и = 0 , 1 , 2 , . . .

where
q =  1 —[(2||5|| • ||z|| — l ) 2 —4||ß —T|| • ||z||2]1/2.

Proof. We have

(И) ||Г (г)-2 || =  \\(B — F)(z, z) +  F(z, z) + y — z\\ S

S \\(B—F)(z, z)H +||F(z, z ) + y —z\\ ^  ||£—F|M|z||*.
в

Now, (9) implies the hypothesis of Theorem 1 since

2\\B\\ => r3 >  0.

while by (9) and (11) we have

1
2 ||ß ||

or
f

В - F  II 
\\B\\

Гг Í
\\T(z)-z\\

IWI
^  0.
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Part(i) and (ii) now follow from Theorem 1. Moreover, by Theorem 3, we have

q =  2(ri +  \\z\\) • II5 II = 1 -[ДО И  • И  - 1)*—4||Ä —F|| • ||£|| • ||z||2]1/2.
Example. Theorem 3 may be applicable even if the hypothesis in Corollary 1 

or Theorem 3 is violated as the following example in F1 = R easily inducates. 
Let

x =  — .251+ x 2 for x =  y+ B (x , x)
and

z =  — .251+.8z2 for z = y + F (z , z).

Proposition 1. Assume:
(i) the hypotheses o f Theorems 2, 3 and Corollary 1 are satisfied;

(ii) (||F|| —||F —F||)||zP-|MI+IWI>0.
Then Theorem 3 provides a sharper estimate on x* than Theorem 2 or Corollary 1. 

Proof. By Theorem 3,

||x*-r|| r2, so ||**ll s r 2+IIz||.

By Theorem 2 and Corollary 1,

11**11 S
so it is enough to show

1-/1-4Ц Д Ц -Ы 1
2\\B\\

[1 —((2||-S|| • ||z|| — l)2—4||F || • ||B —F|| • ||z||2)1/2] (2 ||B ||)-1 <

< [ l - ( l - 4 | |B ||. | |y | |) 1/2](2||F||)-i
or

( | |B | | - | |F - F | | ) . | | z | |2 - | |2 | |+ | |>;|| > 0  

and the result now follows from (ii).
Note that up till now the rate of convergence of (3), q was defined as a number. 

But we can find better error estimates if we define the rate of convergence of (3) as 
a function.

Proposition 2. Let c be such that 0 < c <  1 and /= [ г х, r2), where ry and гг are 
as defined in Theorem 1. Then 

(a) the function со, given by

(12) co(r) = r ( l - c )

is a rate o f convergence on I and the corresponding function о is given by

(13) o(r)

(b) Moreover, the following equalities hold:

(14) co™(r) = r ( l - c ) n, n = 0 ,1 ,2 , . . .
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and

о-(ш(л)0 ) )  = - £ - • ( ! - c ) n, и =  0, 1 ,2 , . . . .

P roof. Let us consider the real polynom ial / ( í ) = c ( j —p), for any real num ber 
p  an d  0 < c < l .  C onsider the iteration

■Уп+i =  sn- f ( s n), n =  0,1, 2, ... 
cw here s0= p  +  — ; th en  we have s0—s1= f(s0) =  r. N ow  taking

(o(r) = Sl- s 2 = f ( s 1)

we o b ta in  the expression (12). T he sequence {.v„}, n =  0, 1, 2, ... is a  decreasing 
sequence which converges to  p. U sing induction  on n we can easily show th a t

coM(r) =  s„—s„+1, и =  0 ,1 ,2 ,.. .
and  consequently

a(r) =  s0 — a =

P a rt (b) now  easily follows from  p a rt (a) an d  using induction on n, 
n = 0, 1, 2, ....

W e now  state the  following sim plified version o f  the Induction Theorem  whose 
p ro o f  can be found in  [6].

P roposition 3. I f  со is a rate o f convergence on I and a family of sets Z (r )a E 1, 
r£ l exists such that for some x f E x the following are true:

(16) x0e z ( r 0) for a fixed r0£ l,

(17) ( r£ l  and x£Z(r)) => T(x)£ U(x, r)flZ(co(/•)).

Then iteration (3) converges to a solution x* o f  (1) such that

(18) x ne z ( c o (" H r0)) ,

(19) II rll ^  coM(r0) 
and
(20) l |x „ -x * || S  <r(<u(B)(/•„)), n =  1 , 2 , . . .  .

W e can now  p rove the m ain result.

T heorem 4. Let x f E l be fixed. Assume:
(a) the hypotheses of Theorem 1 for x0= z  are true;
(b) there exists c, with 0 < c <  1 such that

(21) rcs+(||5|M lTlla-/-)c2+(/-o-/-)(2||5M I^II +  l ) c + ||5 ||( r o - r )2 ^ 0
for any r^l1czl= [r1, r0], where r1 and r2 are as defined in Theorem 1 and /у ̂ < r2.

Then iteration (3) generates a sequence {дг„}, n =  0, 1, 2, ... which converges to 
a solution x* of {1) such that

(22) ll*„-*oll S  2 , oiw (r0), n =  0, 1, 2, ...
* = 1
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l l* « -* * || =  «г(й)(и)(/•„)), n =  0, 1, 2 , . ..

where со, a are given by (14) and (15) respectively for r=r0.
P r o o f . We attach to iteration (3) the rate of convergence a> given in Proposi­

tion 2 and the family of sets

(24) Z(r) = {xejE’il | |x -x 0|| ^  a(r0)-o (r ) ,  and ||:Г(х)-х|| S  r), /•£/.

According to Proposition 3 we need to show (16) and (17). Note that Z (/•„)= 
= {x0} =  {z} so that (16) is satisfied. Now let x£Z(r) and set

v = x+ {T(x)—x)
then
||г>—z|| =  ||(v -x )+ (x -z ) || ё  ||i>-*||-H |x-z|| s§ r+(o(r0) - o ( r j )  = a(r0) - o (со(/•)). 

To show (17) we need to show also that

(25) ||Г(х)-х || co(r)
But,

||Г (х)-х || S  ||B(x, x)|| + ||z -x || S  ||B (x -z+ z , x -z + z ) || + ||z -x || ^

IIВ II ||x—z||2+2||B|| • ||zl| \\x-z\\+\\B\\ • ||z||2+ ||x -z || ^

S  1|5||^(т0)-сг(/-))2+2||В|| .||z||(n(/-0)-cr(r))-H|B|| .\\zV+(a(r0)-<7(r-)).

That is (25) holds if (21) is satisfied.
Therefore (17) is satisfied. The rest of the theorem follows from Proposition 3 

and (14) and (15).
R e m a r k s , (a) The number r0 is usually chosen as r0=r1.
(b) Note that the estimate (23) on the solution x* is better than the corre­

sponding estimate (10) with q=q* given by (7) if c can be chosen to satisfy (21) and

0 <  1 —2(r+||z||) • IIВ II <  c <  1, /•€[/1, r2).
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ON SOME QUESTIONS OF GER, GRUBB 
AND KRALJEVIC

M. CRNJAC (Osijek), B. GULJAS (Zagreb) and H. I. MILLER (Sarajevo)

Roman Ger (Katowice, Poland) has asked if there exist compact subsets A 
and В of the real line such that one of the sets A+ B  and A —В contains an interval, 
while the other one does not.

Dan Grubb (DeKalb, U.S.A.) has asked if A + cB must contain an interval 
for all c sufficiently near 1 if A+B  contains an interval.

Hrvoje Kraljevic (Zagreb, Yugoslavia) has asked about the connectivity of the 
set {c: A+cB contains an interval}. More precisely, he asked: If cx and c2 are 
positive reals and the sets A+ c1B and А+сгВ both contain intervals, does it 
follow that A+cB  must contain an interval for each c between c\ and c2?

In this paper we will prove two theorems which will provide answers to the 
questions of Ger, Grubb and Kraljevic. In addition, other related questions will 
be considered.

1. Introduction. We will start by mentioning some results related to the material 
that we will present.

T heorem of Steinhaus. I f  A and В are measurable subsets o fR ( th e  real line), 
each having positive measure, then the set A+B = {a + b: a£A, b£B} contains an 
interval.

T heorem of Picca rd . I f  A and В are both Baire subsets (i.e. have the Baire 
property) o fR  and both are o f second Baire category, then A+B contains an interval.

Proofs of the theorems of Steinhaus and Piccard can be found in [6] and [12]. 
Various authors have generalized these results, for example see [3], [4], [5], [7], [8], 
[14], and [15].

Of course the conditions in the theorems of Steinhaus and Piccard are suffi­
cient but not necessary. This is the case since C+C  equals [0, 2], where C is the 
Cantor set. In a recent article [2] the present authors have shown that /(C x C ) =  
=  {/(x , y ): x, ydC} contains an interval for every / :  R x R —R satisfying ap­
propriate conditions.

In [9], using transfinite induction and assuming the continuum hypothesis, a 
set N  is constructed that is concentrated on the rationals (see [13], p. 74) and such 
that N -N = R .

F. Bagemihl[l] has observed that m(A)>Q (here m denotes Lebesgue meas­
ure) and В a Baire set of second category does not imply that the set A —B=  
— {a—b: a£A, b£B} contains an interval. For example, if В is the set of Liouville 
numbers and A is taken to be R \B ,  then m(B) = 0 and A is of first category

5
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(see [12]) and A —В contains no rational numbers (see [10]) and hence A —В 
contains no interval. This negative result is generalized in [10], where it is shown 
that if / :  R x R —R satisfies appropriate conditions then there exist a set A of 
positive Lebesgue measure and a Baire set В of second category such that f (A x B )  
contains no interval.

In [11], using transfinite induction and the continuum hypothesis the following 
theorem is proved.

Theorem. Assume that f  and g are functions on R.XR into R such that
(a) f x, f y, gx and gy (partial derivatives) exist and are continuous on an open 

neighborhood oj the origin;
(b) f x(0, 0 ),/y(0, 0), gx(0, 0) and gy(0, 0) are all non-zero;
(c) /(0 ,0)=g(0 , 0)=0;
(d) the numbers f x(0, 0)/fy(0, 0) and gx(0, 0)/gy(0, 0) have opposite signs.
Then there exist sets A, В such that A, BczR and f ( A x B )  contains an interval,

but g (A x B )  does not.
2. Results. Our first theorem will provide answers to the questions of Grubb 

and Kraljevic mentioned at the beginning.
Theorem 1. I f  (p„) and (q„) are any two sequences o f non-zero real numbers 

suchthat pnXpm and qn X qm for all nX m  and p„ X qm for all n,md  N (the set 
oj natural numbers), then there exist subsets A and В oj the reals such that

(a) A-\-p„B = R Jor every and
(b) A + q„B contains no interval Jor each nd N.
Proof. We remark at the outset that A+pB stands for the set

{a+pb: adA, b£B}.

Let wc denote the first ordinal number having cardinal c, the cardinal of the 
continuum. Let {xa}a<Wc be a well ordering of R. By transfinite induction, for each 
a<wc we will construct two sequences, (yan)Z°=i 2nd (za„)“=1 in such a way that 
the sets

A =  {yan: a < w c and ndN} and В = {zan: a <  wc and ngN) 

satisfy the conditions of the theorem.
We first construct the sequences (pi„)r=i and (zln)“=1 by ordinary induction. 

To start the inductive process we need у г1 and zu . We will show that we can pick 
yn and zn  such that Уп+рлг1У=х1 and >’n+^„zn is an irrational number for 
each n£N.

If we take yn = x  to be an arbitrary real number, then in order for yu + 
+PiZnz=x1 to hold we must have zn = (x1~ x )p {1. Using this value for zir we have

Уп +  Чп* и  =  qnX i P l 1+ ( \ - q nP i 1)x.

Clearly, by our hypotheses on the sequences (p„) and (qn), the last expression is 
irrational for each fixed n for all x£R with denumerably many exceptions.

Finally, if yn = x  and zn =(x1—x ) p f1 then yn +PiZ1i= x1 and y n +q„zn 
is irrational for each nd N provided x d R \D ,  where D is a denumerable set.
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Suppose that (yln)l=1 and (zln)*=1 have been defined so that yln+pnzln= x1 
for each и = 1 ,2 , ..., к and Уи+ q A j  is irrational for every /,уб{1, 2, ..., к} 
and n£ N.

If we take yltk+1—x  to be an arbitrary real number and г1Л+1=(х1—х)рк+1, 
then arguing as before, we have yln+p„zln=Xi for every и=1, 2, ..., fc+1 and 
yu+q„Zi/ is irrational for every i,j€ {l, 2, ..., k+ 1) and every n£N provided 
x £ R \E ,  where E  is denumerable.

Therefore, by mathematical induction there exist two sequences (yi„)r=i and 
(zin)n=i such that the following holds: yln+p„zln = x 1 for every n£N and yu + qnzkj 
is irrational for every i,j, nd N.

Now suppose that a<wc and for every b<a  the sequences (yb„)“=1 and 
(zb„)r=i have been defined in such a way that Уьп+Рп2ъп= хь for every b<a and 
for every ndN and ybi+qnzdJ is irrational for every b, d<a and i,j, n£N.

By the definition of wc, arguing as before (using mathematical induction), the 
sequences (yan)f=1 and (zan)~=1 can be defined in such a way that: yan +p„zan= xa 
for every n€N and y bi+ q nzdj is irrational for every b, d ^ a  and i, j ,n £ N.

Therefore, by transfinite induction, for each ű< wc we obtain two sequences, 
(У«Х= 1 and (za„)“=1 and if we set

A = {yan: a <  wc and n€N} and В = {zan: a <  wc and n£N}

we have A+pnB = R for each n£N and s + qnt is irrational for each «CN, s£A  
and t£B. Therefore, for each «6N the set A+ qnB contains no interval.

The following results are immediate consequences of Theorem 1 and provide 
answers to the questions of Grubb and Kraljevic mentioned at the beginning.

C orollary 1. There exist subsets A and В o f the reals and a sequence (pn), 
pn9̂  1 for each n, with lim p„ = 1, suchthat A+ B contains an interval and A+pnBЛ-*-оо
contains no interval, for each nd N.

C orollary 2. There exist subsets A and В o f the reals and positive reals c, < 
< c < c2 suchthat A + c1B and A + c2B both contain intervals, but A + cB contains 
no interval.

The proofs of these corollaries are immediate and are therefore omitted.
We will now proceed to provide a positive answer to the question of Roman Ger 

mentioned at the beginning, namely we will show that there exist compact sets A 
and В such that A —В contains an interval, but A+ B  does not.

T heorem 2. There exist compact subsets A and В o f the real line such that A —В 
contains an interval, but A+B does not.

P roof. Let

S =  { Í ű;/7‘; fli€{0, 2, 6}}.i = 1

We will show that if we set A and В equal to S  then the conditions of our theorem 
will be satisfied. To see that A+ B  contains no interval it is sufficient to show that
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A+B  has Lebesgue measure zero. However

A +B = {2 ■ Z  b j l b £ { 0, 1, 2,3,4,6}}.
i=l

This clearly implies that m (A+ B)~  0.
We will now show that A —B=[— 1, 1]. To see this observe that 1 =  2! 6/7*

i=i
and therefore

1 —B — { 2  c j l1', cf6{0, 4, 6}}.i = 1
This in turn implies that

A + ( 1 -B )  = { J  d j l </,€{0, 2, 4, 6, 8, 10, 12}}.

This last equation implies that

A + 0 -B )  = {2 • 2  ei/l‘’ et€ {0, 1, 2, 3, 4, 5, 6}}
f = 1

and hence A + (l-B )= [0 , 2] or A - B = [ - \ ,  1].
We conclude this paper with a few remarks.
R emark 1. The facts that, in the proof o f Theorem 2,

S+ S = {2 ■ 2  b j l b £  {0, 1, 2, 3, 4, 6}}
i = l

and S’—5 = [ — 1, 1] can be shown geometrically imitating a proof of Utz (see [16]).
R emark 2. If A, ^czR, is a measurable set of positive measure or a set of 

second category that has the Baire property then clearly, by the Theorem of Stein­
haus and the Theorem of Piccard A+pA  contains an interval for each p£R\{0}. 
Professor H. Kraljevic has asked if sets that are not in these classes can have this 
property. The answer to this question is in the affirmative. From a recent result of 
the present authors [2] it follows that C+pC  contains an interval for each p€R\{0}, 
where C is the Cantor set.
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LOCAL LIPSCHITZ CONSTANTS AND KOLUSHOV
POLYNOMIALS

M. W. BARTELT (Newport News) and J. J. SWETITS (Norfolk)

1. Introduction. Let A' be a compact subset of [a, b] and C(K) the space of
continuous real valued functions on К  endowed with the uniform norm || ||. Denote 
the set of algebraic polynomials of degree n or less by П„. F o r/in  C(K), let /?„(/) = 
—Bn(f, K) denote the best uniform approximate to /  on К  from П„. Denote the 
set of positive extremal points of by

(1.1) E :  ( / )  =  { * € * :  ( f - B n(f))(x) =  1 / - A ,( /) ll} .

Let E ~ ( f) denote the set of negative extremal points. Let E„(f) be their union and 
\En(f) \  denote its cardinality.

Lipschitz constants for the best approximation operator have been extensively 
studied ([3—6], [8, 9]). Recently local Lipschitz constants have been the focus of 
research [1, 2] which related the local Lipschitz constant to the derivative of the 
best approximation operator, Lebesgue constants and Cline polynomials [5]. 

Following [2], let the local Lipschitz constant for /  be

(1.2) 4 C 0  = lim sup {\\Bn(f+ cp)-Bn(f) \ \IM  ■■ 0 <  Ml <  <5}.ö-*-U +
It was observed in [2, p. 146] that if \En(f)\= n+ 2  for all sufficiently large n and 
K=[a,b], then
(1.3) lim A' ( / ) = « ,n-*-00

This observation relied on the Losinski—Kharshiladze Theorem that if P is a linear 
projection from C[a, b] onto Я„, then ||F|| =log(n)/8 ^n ([4,10]).

In this paper, a class of polynomials introduced by Kolushov [7] (hereafter 
called Kolushov polynomials) are used to investigate the behavior of 2ln(f) .  Theo­
rem 1 characterizes Xln( f )  for fixed n and finite К  in terms of Kolushov polynomials. 
Theorem 2 shows that (1.3) holds in the more general case when En( f ) contains at 
most m alternants, where m is independent of n.

2. Kolushov polynomials. For n fixed, an alternant of f —Bn( f ) is a set 
{x0, ..., xn+1}QEn( f )  with

(/-*»(/))(*,•) =  ( -  т/~В„(Л\\ sgn (/-£ „ (/))(* ,) , i =  0, ..., и+1.
Kolushov showed that given <p in C ( K ) ,  there is a unique real number, a= a  (<p), 
and a unique polynomial pn(f, 4>)=p„{<p) in П„ such that
(2.1) (<p(x)-pn((p)(x))sgn(f-Bn(f))(x) == a, x£E„(f).
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In addition there is an alternant of /  where equality holds in (2.1). Kolushov then 
proved that
(2.2) Km (Д, ( /+  tcp) -  Bn = p„ (cp)

with convergence being in the uniform norm.
Let A9( f ) = A v denote an alternant of /  associated with cp. The following 

properties of the Kolushov polynomials follow from the above, the theorem of 
de la Vallée Poussin on К  [4] and, in part (vi), from Lemma 3 in [1]. Let B„(cp, X) 
denote the best approximant to (p from Пп on X. We prove only (vi).

Proposition  1. (i) I f  (р£Пп, then pn(cp)=cp and x(cp)=0.
(ii) PÁ<p)=Bn(cp, Af).

(Hi) I f  IE„(f)\=n+2, then pn(cp)=Bn(cp, En(fj) .
(iv) I f  c> 0 , then pn(ccp) = cpn(cp), cc(ccp) = cx(cp), and Ac4, = A(p.
(v) I f  А,р = Аф, then p„((p + ̂ ) =pn((p) +PnWO, а(ср + ф) = а(ср) + а(ф), and

Ар+ф Аф Аф.
(vi) I f  n + 2 ^ |K |« » ,  then there exists d>0 such that pn(cp)—Bn(cp, К ) i f  

II9 -/II «5 .
(vn) pn( f)= B n( f )  and x ( f ) = \ \ f—Bn(f)\\.

(Viü) Pn(f+(P)=Pn(f)+Pn(<P)-
Proof of (vi). If <5>0 is sufficiently small, then from Lemma 3 of [1] it fol­

lows that En(cp)QEn( f )  if II/— <p||<<5 since К is discrete. Furthermore, cp—Bn(cp) 
and f —Bn( f )  have the same sign on En(cp). Hence any alternant of cp is an alternant 
o ff .  Thus (2.1) is satisfied with p„(cp)=Bn(cp, K), a = ||cp—B„(cp, K)||, with equality 
on any alternant of cp.

3. Main results. The following lemma gives a lower bound for A '(/)  valid for 
any compact subset of [a, b] having at least n+2 points. Theorem 1 which fol­
lows shows that the lower bound is also an upper bound when К  is finite. We then 
define a collection of projection operators which are used in Theorem 2 to provide a 
lower bound for X\[(f) when К  is infinite.

Lemma 1. Let К be a compact subset o f [a, b] and fdC(K). Then
(3.1) A' ( /)  S  sup {\\Pn( f  9 ) ||: \\cp\\ ^  1, veC(K)}.

Proof. Let cp£C(K) and ||<p||sl. Then
A'( /)  = lim sup {||A?n(/+g)-A ?n(/)||/i|g ||: 0 <  ||g|| <  8} So-*-0-r

a  lim sup {\\Bn(f+ tcp)-B n(f)\\/t: 0 <  t <  á} So-*- 0+

S  Hm IIBn( /+  t<p)—Bnif)\\lt =  \\pn( f  cp)II,

where the last equality follows from (2.2).
T heorem  1. Let К  be a finite subset o f  [a, b] with [К |ёи + 2  and let f£C(K). 

Then
(3.2) A'(J) =  sup {!/„(/, 9)11: II9 II ^  1, <?>€C(K)}.
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Proof. Without loss it may be assumed that Д ,( /)= 0  and ||/[| =  1. By (vi) 
of Proposition 1, choose <5>0 so that p„ (fg)= B n(g, K) if ||/-g||<<5. For 0, 
define (p£C(K) by g=f+tq> and ||<p|| =  l. By (iv), (vii), and (viii) of Proposition 1 
we have B„(g, K)=pn( f g )  =pn( f  f+  Up) =pn(/ , / ) + pn(/, Up)=tpn(f, <p). Thus

\\Bn(g,K )\\/\\f-g\\= \\pn(f,cp)\\,
and, hence,

A'( / )  S  sup {\\pn(f, cp)\\: Ml S  1, cpeC(K)}.
Lemma 1 completes the proof.

Suppose En( f )  contains only a finite number of alternants, A", i=  1, ..., a(ri). 
Let p],, /=1, ...,a(n), denote the linear projection from C(K) onto П„ given by 
PÍ(g)=Bn(g, Af) for g<iC(K). Let ||p‘|| denote the operator norm of p l„.

Theorem 2. Let К  be an infinite compact subset o f  [a, b], and let fdC(K). 
If, for infinitely many n, En( f )  contains at most m alternants, where m is independent o f 
n, then there exists a constant C >0, independent o f n, and a sequence o f indices {n(k)} 
such that
(3.3) Aiw ( /)  C min {||p‘(*)||: i =  1, ..., m}.

Proof. For convenience assume that for each n, the number of alternants 
is m. If cp£C(K), let pn( f  (p, Av) denote the Kolushov polynomial where Av = A" 
for some /= 1 , ..., m. By (ii) of Proposition 1, if Ад=Апь  it follows that
(3.4) p], (g) = pn(f, g, A4) = p fifi g, Ae).
We can write C(K) as the union of sets, sdf, /=1, ..., m, where s/j, consists of all 
(p such that the alternant of /  corresponding to (p in Kolushov’s polynomials is A?. 
Note that Pj restricted to «s/f is p„.

Let {AJ}„ be a sequence in C(K) such that, for all n, ||AJ||Sl and
(3.5) \\р'М)\\ S M Jp ill,
where M x is independent of n. For each /=1, ..., m and for each n, let

c,(n) =  llPiiADIIM.
(ci(w)}n is bounded away from 0. By rearrangement and passing to subsequences, 
we can assume that (c;(«)}„, /=1, ..., i(l), are bounded away from 0, and that 
Cj(n)—0 (л—°°) for /(1)-=/. Now let {/i“}„ be such that ||A®||sl for each л and
(3.6) 11Ря(1)+1(А2)|| ^  M2 Ipia)+1||,
where M2 is independent of n, and repeat the above process for /(])</. Since there 
are m projections, then after r steps, for some r, we obtain r sequences of functions 
{h‘n}, i = l ,  ..., r, and r blocks B1= {s/f, s /fo } , Bz= 1)+1,. . . ,
J0r={j3ff(r_1)+1, ..., л/"(г)}, with their corresponding projections, such that, with 
i'(0)=0, i(l)+  ...+ i(r)=m ,

(3.7) \\p i,m \ ё  Mj\\p% i ( j - 1)+1 =£ /  =§ I O'), 
and
(3.8) \ \ p i , m \  =0(11/7-11), i( j)  <  I.
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By the projections in a block we mean the projections corresponding to the sets in 
a block.

We now show by induction on r that there is a sequence {gn}, g„£C(K), such 
that H g js l  and
(3.9) ||pi(g«)ll ^  C  min {Up'll: / =  1, ..., m).
If r = l ,  then {gn} = {hl} satisfies (3.9) by (3.7). We next consider r — 2 to show 
how to combine two consecutive blocks into one block. There are three possibilities. 
Let i( \)—q, and suppose first that
(3.10) \\РЖ)\\ ^  ь\\р% 1 =  1 ,.. . ,?
where b is independent of n. Then, discarding {hi}, the sequence {hi} satisfies (3.9) 
for the combined block {s/", .s/Ц}. In the second instance suppose that

(3.11) |p i (© l =  o(llp 'll), / = 1 ,  . . . , ? .

In this case define g„=(hl+hl)/2. Then {g„} satisfies (3.9) for the combined block. 
Suppose now that neither (3.10) nor (3.11) hold. By rearrangement and passing to 
subsequences, we can assume that
(3.12) WpUWW s  blip'll, 1 s / s /
and
(3.13) Ш К )\\ =  o(llp'H), l + l ^ i ^ q .
Define
(3.14) g„ = max { W p im / i m  : 1 ^  / S  /},
(3.15) К  = min {||p*(^)||/||p‘| |: 1 — f — q}>
(3.16) «» =Я„/2р„,
and
(3.17) gn = (hl + unhl)/(l+an).
Both цп and are bounded above by 1 and are bounded away from 0. For 1 s i s / ,

(3.18) | |p '( g j  ^  (1 + a .) - 1(ll/>i(Al)ll- o c j p i m )  ^
S  (1 +a„)-1(A„||p-|| -(А я/2)||р'||) S  Xnцп(2p„+ A„)-1 IIp£|| II.

For 1 + l^ iS q ,
(3.19) ||p'fe)ll ^  (1 +апГ 1Ш К ) \ \  - « Л рЖ )\\ s

s ( l + an)-H 2Jpil|-o(B p'||)).
For q + ls i^ m ,

(3.20) ||p'0?J S  (1 + a B) - 1(«Jp'(^)ll -|bÍW )ll) £

sfl+aJ-HRIIpill-odlp'll)).
Hence by (3.18)—(3.20), {g„} satisfies (3.9) for the combined block {s/", ..., j/"}.

Now suppose that (3.9) is valid for r blocks, and we are given r + 1 blocks. 
Combine the last two blocks into one block as was done in the case r = 2, observing
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that (3.7) and (3.8) are valid for all the blocks. Apply the induction hypothesis to 
produce the required {g„}. Finally, &,€•*/" for some /. Hence, Pn,(gn)= p„(f gn, A?), 
and an application of Lemma 1 completes the proof.

R emarks, (i) If K—[a, b], then, under the assumptions of Theorem 2, 
lim sup Ai,(/)=°°.П-*- oo

(ii) In Theorem 2, the assumption concerning the number of alternants of / is 
satisfied if there exists a positive integer M  such that \En( f) \^ n + 2 + M  for all n. 
There is a sequence of indices {n(k)} such that Вп(к)( / ) ^ В а(к)+1( /) .  Then EnW( f ) 
has at most M M alternants.
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BRINGS AS LOCALIZATIONS OF ORDERS
Theodore G. FATICONI (Bronx)*

Dedicated to Professor Adolph J. Faticoni on his 60th birthday

Introduction. Throughout this work, the term group refers to a torsion-free 
abelian group of finite rank.

An E-ring as defined in [13] is a ring R for which the map E--Endz (R +), 
sending x£R  to left multiplication by x, is an isomorphism. The importance 
of E-rings is seen in the classification problems of the End (zi)-module structure 
of a group A. For example, E-rings are the building blocks for those groups A 
which are projective [10], finitely generated [12], or serial [6] left End (/)-modules. 
.E-rings are also a source of many illuminating examples of various group theo­
retic properties. For example, each countable reduced torsion-free group is a pure 
subgroup of an E-ring [4], and there exist strongly indecomposable E-rings of pre­
scribed cardinality [3]. Despite this utility, examples of torsion-free E-rings of finite 
rank previous to [11] were restricted to p-pure subrings of the p-adic integers, p  a 
rational prime. In [11], R. Pierce and C. Vinsonhaler demonstrated that a fixed 
number field Eis p-realizable (i.e. the field of fractions of an integrally closed p-local 
E-ring) for infinitely many rational primes p. To establish the p-realizability of F, 
Pierce and Vinsonhaler studied coset conditions in the Galois group of the Galois 
closure of F. Unfortunately, their techniques do not readily provide for the con­
struction of more general classes of E-rings, nor do they afford much flexibility in 
the group structure of the implied p-local E-rings. Such flexibility is desirable if 
E-rings are to be used in the construction of groups A possessing subtle End (A)- 
module structure.

In the present paper, we consider torsion-free E-rings R of finite rank which 
are integrally closed in their field of fractions F. As an integrally closed subring 
of F is a localization of the ring J  of algebraic integers in E, we determine which 
localizations of /  are E-rings. This idea is implicit in [11] and [9]. However, in con­
trast to the approach in [11], we choose to classify E-rings via a condition on the 
maximal ideals of /  (Lemma 2.1). From this point of view it is easily shown that 
a minima] field extension E/Q is p-realizable precisely when p splits in E (Corol­
lary 2.4). Further, these techniques provide an uncomplicated scheme for con­
structing local E-rings R of specified rank and residue degree (Proposition 2.6). 
For number fields E we show that E-rings are densely distributed in the lattice 
JS?(E) of subrings of E containing J  (Theorem 3.6) and that =S?(E) contains an 
uncountable rigid class of E-rings £  such that each is homogeneous of
type type (Z) (Proposition 3.9). This flexibility in the rank, p-rank, and ideal struc­
ture of R is not found in examples from [2], [6], [9], [11].

* This research was supported in part by a Fordham University Faculty Research Grant.
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A more detailed description of the sections follows.
Section 1 is a collection of preliminary results on number theory and localiza­

tion. Results not appearing in our standard references [7] and [8] are proved.
Section 2 begins with the ideal theoretic classification of E-rings in (F). It 

is then easily shown that a minimal field extension F/Q is ^-realizable iff p  splits 
in F. Borrowing a construction from [11], we construct for each pair of integers 
л > т ё 1  a local E-ring of rank n and with residue degree m (Proposition 2.6).

Now let F be a number field. Using the lattice isomorphism from Section 1 
and the classification from Section 2, Section 3 illustrates that E-rings are densely 
distributed in j£?(F) i.e. if [Е0, EJ is a closed interval in the lattice £f(F ) and 
if [/, EJU fEj, F] is finite, then there is a closed interval [P0, P Jc fS ,,, 5)] 
such that [/, R0]U[7?i, F] is finite, and for which each R£[R0, P J  is an E-ring. 
(See Theorem 3.6.) The paper closes by constructing an uncountable rigid class 
<fci?(F) such that each P€<? is a homogeneous E-ring of type type (Z).

1. Preliminaries

The basic references are [1] and [5] for group theory, and [7] for ring theory. 
We use [8] as a reference for number theory.

At all times, p denotes a rational prime, E  and F denote finite field extensions 
of Q, JE denotes the ring of algebraic integers in E, and JP (£) denotes the lattice 
of subrings of E  containing J E. We let J = J F and we use spec (P) to denote the 
set of maximal ideals of a ring R.

Most of the number theory used in the sequel can be found in [11] or the first 
two chapters of [8]. We list those ideas which are central to our discussion. Let E 
be a subfield of F, let P£ spec (JE), and let Mgspec (/). We say that M lies over P if 
P cM , and we let 2F(P) =  {M£spec (J)\M  lies over P} =  {M£spec (J)\M(~)E=P}. 
For unramified P£spec(/£), [F:E]=S[J/M : J E/P] where the sum is indexed by 
1F(P). Thus for distinct P, P'£spec(JE), AF(P) and XF(P') are disjoint finite sets. 
If |Af(P )|s 2, we say that P splits in F, and if |2f (P)| = [F :£], we say that P splits 
completely in F. Thus P splits completely in F  iff J /M ^ J E/P  for each M^XF{P). 
By [8, page 162, Theorem 6],

(1.1) Infinitely many P£spec (JE) split completely in F.

Now let К denote the Galois closure of F, let (7=Gal(E/Q) and let 
/f= G al (E /F )cG . Let Me spec (JK) and let P=MP\F. The decomposition group 
o f M  is C(M ) = {g£G\gM=M}. Then by [11, page 18],

(1.2) For unramified M, C(M )OH=Gal (JK/M\J/P) is a cyclic group.

Hence, P splits completely in К  iff С(М )Г\Н={ 1}.
Let R0, R^SPiF). If P 0cr P1; we let [F0, denote the closed interval in 

i?(F ) with endpoints P0 and R1. Given a closed interval [F0, P J in P£(F), then 
by convention P0c P j  and P 0, R fJF (F ). The closed interval [P0, P J  is cofinite 
if the closed intervals [./, P 0] and [Pl5 F] are finite sets.
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Now let R be any ring containing J. The support o f R in J  is oF{R) — 
=  {M£spec (J)\RM ^R), and the divisibility o f R in J  is

<5 f(R) = {M£spec (J)\RM — R).
Observe that aF(R) and SF(R) form a partition of spec (/). In general, we use о 
to denote the support of a ring and <5 to denote the divisibility of a ring.

For sets uczspec (/), let ./„= П {JM\M(ia), where JM is the localization of /  
at the maximal ideal M. By convention, we have Jq,=F.

Our classification of F-rings in JS?(F) is an ideal theoretic interpretation of the 
following due to R. Beaumont and R. Pierce.
(1.3) For R £ ^(F ), R is an F-ring iff for each proper subfield EczF, R ^S J , 

where S = R f)E  [1, Example 14.5, Theorem 14.6].
In order to translate (1.3), it is necessary to understand how R and spec (R) 

arise as localizations of J. In what follows, let R£JF(F).
(1.4) Let <#={c£j\Rc=R}. Then R=J[(0>~1]. [7, page 73, Exercise 7]. Further, if

is any multiplicatively closed subset of / ,  then
=  {M éspec(/)|M n^ =  0}.

(1.5) Given F6i?(F ), the maps cp: oF(jR)--spec (R) and ф: spec (R )—oF(R) 
given by <p(M)=RM and ф(М) = NC}J are inverse bijections. [7, Theo­
rem 34.]

The next lemma shows that R is completely determined by its support in / .  As a 
precise statement is unavailable in our standard references, we include a proof. 
However, a version of (1.6) can be found in [14, page 144].

L emma 1.6. The assignments R —aF(R) and a define inverse lattice anti­
isomorphisms between i?(F ) and the lattice o f subsets o f spec (J).

P roof. We leave as an exercise the (elementary) verification that the map 
defined by the assignment о --Ja reverses inclusion, take intersections to joins, 
and unions to intersections. That these properties hold for the map R —<j f(R) is 
a consequence of the inverse relationship between the two maps.

Let a g  spec (J) and let J„ ~ R. Certainly oclof(R), só le t M£crF(R). By
(1.5) RM=lVFspec (R), and by [7, Theorem 113], there exists M fio  such that
Rn=Jm - Observe that NnC\J is a proper ideal of /  containing M, so M = N nC\J. 
Similarly, M'm,C\J=M'. Inasmuch as Nn=M'm. is the unique maximal ideal of 
Rn, Hence <r=oF(R) = <rF(JIT).

Now let R6^f(F) and let <j = of(R). By [7, Theorem 65] each valuation ring 
V satisfying JczR aV czF  is of the form V= RN=JM where A =rad(F)(TR and 
M =rad (F )(T /= iV n/. By [7, Theorem 64] RN is a valuation ring for each 
N£spec(R). Thus by (1.5), {FN]MEspec (R)} = {JNnj\N£spcc (R)} = {JM\M£o}. The 
local-global theorem shows R —Ja. □

For convenience, we state two consequences of (1.6).
C orollary 1.7. (a) The assignment R-+őF(R) defines a lattice isomorphism 

from :S? (F) onto the lattice o f subsets o f  spec (/).
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(b) Given RdJ£(F), [/, R] is bijective with the set o f subsets o f SF(R), while 
[i?, F] is bijective with the set o f subsets o f aF{.R).

Proof, (a) follows from (1.6) and the fact that aP(R) and őF(R) form a parti­
tion spec (,/).

(b) Use part (a) and (1.6). □
The following well-known results of this section determine the support of sub­

rings of F. We include proofs.
Lemma 1.8. Let R£JF(F), let E  be a subfield o f F, and let S=RO E.
(a) I f  MdoF(R) then M i l £ ^ E(S).
(b) For P€spec (JE), P ^ E(S) iff kF(P)tfoF( R ) ^ .
(c) af (S y )= U U F(P)|Pe<T£(.S)}.
Proof, (a) Let M£oF{R). Then S(M f]E )c:R M ^R , so 1$S (M O E )^S .
(b) Let PeeE(S). Since S' is a Dedekind domain, SP is a discrete valuation 

domain with unique maximal ideal Pp= Spx for some x£P. As localization com­
mutes with finite intersections, we have x_1(ESP= R PC\E. Thus R pPp=RpX9í Rp, 
which implies that R P ^R . But then RPc:N for some maximal ideal N  of R. 
By (1.5), Pc:NC\J^XF{P)r\oF{R)7£V>. The converse is part (a).

(c) As in (1.4) S = JE[cß~1] for some ^ c / E, so that SJ =J[cß~1]. Let P£cfe(S). 
Then for each M £ lF(P), М П '#=М П (ЕП ‘в)= Р П е&=0 by (1.4). Thus, Af (P)c= 
czoF(SJ). On the other hand, if M £oF(SJ) then by part (a) AfDEícrE(S), so 
that oF(SJ)cz и{ЯЕ(Р)|Р£(7£(5)}. This proves (c) and completes the proof. □

Two useful results are immediate. The notation is that of (1.8).
Corollary 1.9. (a) PdSE(S ) iff XF{P)c:óF(K) iff P£ŐE(R).
(b) R = SJ iff j F(P)<z<rF(R) for each P^.oE{S).
Proof. Part (a) follows from (1.8a, b). We prove part (b). By (1.6) and (1.8c), 

if R = SJ  then <тЕ(Л)=и{АЕ(Р)|Ре<тЕ(5)}, so that AE(P)c=crF( 0  for each P£<r. 
Conversely, assume l F(P)czoF(R) for each P£oE(S). Then given M£oF(R), 
M e^A M O E ) and M r\E€oE(S )  (1.8a). Hence each M£ge(R) is contained in 
some j F(P), which completes the proof. □

2. Localizations of the ring of algebraic integers

Our investigation begins with an ideal theoretic classification of F-rings in
-^CO-

PROPOSITION 2.1. For crczspec (.7), the following are equivalent.
(a) J„ is an E-ring.
(b) For each proper subfield E  of F, there exist M, M fi  spec (/) such that 

Mdo, M \a ,  and М Г \Е = М 'C\E.
(c) For each proper subfield E  o f F, there exists P6spec (JE) such that лЕ(Р)Г\о 

is a nonempty, proper subset o f  j F(P).
Proof. The equivalence (b)<=>(c) is derived from the fact that M£spec(7)
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lies over P£spec(JE) iff M f)E=P. It remains to prove the contrapositive of 
(a)^(b).

Let ffcspec ( /) , andlet J„=R. From(1.6), aF{R)=a. NowR is not an E-ring 
iff there is a proper subfield E of F such that R = SJ, where S = R f]E  (1.3), iff 
áf(P)c o  for each P£oE(S) (1.9b). As this is the negation of (c), the proof is 
complete. □

Note that (2.1) is nothing more than a translation of (1.3) into ideal theoretic 
terms. However, this new point of view allows us to effectively discuss the existence 
and contruction of E-rings in L£ (F). The remainder of this paper is devoted such a 
discussion.

It is well-known that if A is an integral domain with field of fractions F, then 
the integral closure of A in F is the ring AJ generated by A and J, and AJ/A is a 
finite group. Thus, A is an E-ring iff AJ is an E-ring. This and (2.1) provide a 
classification of (not necessarily integrally closed) E-rings having field of fractions F.

C orollary 2.2. Let A be an integral domain with field o f fractions F. Then A 
is an E-ring iff for each proper subfield E o f F there exist M, M'Cspec (J) such that 
Ц АМ , 1 £A M \ and М Г)Е=М 'ПЕ.

P roof. Let R=AJ£L?(F). Then A is an E-ring iff R is an E-ring iff (2.1b) 
holds for R iff for each proper subfield E of E, there are M, M 'dspec ( / )  such 
that \$RM =AJM =AM , 1 £R M '= A M \ and М ПЕ=АГПЕ. □

Now consider the minimal field extension E/Q with Galois closure К/Q. 
Pierce and Vinsonhaler [11, Lemma 5.3] have shown
(2.3) E/Q is not /»-realizable for infinitely many rational primes p iff either

(i) [E:Q]=w is prime or (ii) Gal (E/Q) is doubly-transitive and contains
an «-cycle.

In contrast to (2.3), the next result avoids the Galois closure of E entirely.
C orollary 2.4. Let E/Q be a minimal field extension.
(a) E is p-realizable iff p splits in F. In this case Ja is an E-ring for each non­

empty proper subset a o f JF(p).
(b) F is p-realizable for almost all primes p iff almost all primes p split in F.
P roof, (a) Let cr£spec (J). Then by (1.9a), J„ is /»-local iff a is a nonempty 

subset of JF(p). Further, as Q is the unique proper subfield of E, a satisfies (2.1c) 
iff a is a nonempty proper subset of l F{p). Such a <r exists iff \XF(p)\^2. Thus, 
E is /»-realizable iff there is a nonempty proper subset a of JF(p) iff p splits in F.

(b) Follows from part (a). □
Another result on the distribution of E-rings in a minimal field extension E/Q 

is contained in (3.8).
R emark 2.5. The following construction of a minimal field extension E/Q is 

contained in [11, Example 5.4]. For integers «>1, let Sn be the group of permuta­
tions of {1,...,«}, andlet An<zS„ denote the group of even permutations. Identify 
<S'II_1={££<S'll|i(n)=ii}. To unify the discussion, let (G, H) be an element of 
{(EB, (A„, A„-J). One shows that Я  is a maximal subgroup of G of index n.
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Hilbert has shown that there is a Galois extension K/Q with Gal (K/Q) = G. 
Let FczK be the fixed field of H. Then the Galois correspondence shows that F/Q 
is a minimal extension of degree n. Further, K/Q is the Galois closure of F/Q 
since H  does not contain a nontrivial normal subgroup of G.

As in [11, Example 5.4], if n is an even composite, and if (G, Л„_J ,
then the field F is //-realizable for almost all p. (A„ does not contain an и-cycle in 
this case, so (2.3) applies.)

P roposition 2.6. Let n and m be integers such that n=-/n^l. Then there is a 
discrete valuation domain R and a rational prime p such that

(a) R is an E-ring of rank n;
(b) Rp is the unique maximal ideal o f R; and
(c) [R/Rp\Z/Zp]=m.

I f  n = m >\, there is a Dedekind domain R and a rational prime p which satisfy (a), 
(c), and (b') Rp is a maximal ideal o f R.

P roof. Use (2.5) to construct a minimal field extension F/Q of degree и 
with Galois closure K/Q suchthat Sn=Ga\ (K/Q). Assume п ж  1, and select 
an unramified PCspec (/) of residue degree m as follows. Because n ä m ^ l ,  there 
is an /и-cycle (и—m + 1, ..., и)=с. By the Tchebotarev Density Theorem [7, page 
169], there exists an unramified MC spec (JK) possessing cyclic decomposition group 
(c)= C (M )= {geSn\gM=M}. (See (1.2).) Let P = M f)F  and let Zp= M D Q. 
Note P is unramified. It is clear from our choice of c£S„ that С(М)П5'П_1={1}. 
Thus P splits completely in К  (1.2), so that J K/Ms=J/P. But then by (1.2),

C(M) a= Gal (J/KM\Z/Zp) as Gal (J/P\Z/Zp).

Hence [J/P\Z/Zp]=m  as required.
If я > т ё 1 ,  then

(2.7) [F: Q] =  и >  m =  |C(M)| =  [J/P: Z/Zp].

Since n=LQiXF(P)[JjQ-.Z/Zp], it follows that p  splits in F. Then by (2.4a) the dis­
crete valuation domain R —J P̂ .S£(F) is an E-ring of rank и. Thus R satisfies part 
(a). Let XF(p) = {P, P2, ..., Pn) and note that Rp=JPPP2...Pn=JpP=PP is the 
unique maximal ideal of R = JP. Thus part (b) holds. Part (c) holds because R/Rp= 
—J p/P p^j/P  has degree m over Z/Zp.

Incase и=/и>1, let и> и/& 1. As above, there are unramified P, P'Cspec(J) 
of residue degrees m and m' respectively. Let Zp = PC\Q and Zp'=P'C)Q. As­
sume without loss of generality that pZp'. (By The Tchebotarev Density Theorem, 
there are infinitely many PC spec (J) of residue degree m.) Now as in (2.7) p' splits 
in F, so there exists P 'V P 'C spec(/)  such that P'lTQ = P"nQ . Using (1.6) 
choose R^SF(F) suchthat a F(R)={P,P'}. Since P 'zP " , R is an E-ring, (2.1). 
Then (a), (b'), and (c) follow as above. □
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3. The distribution of .E-rings

Let F be an algebraic number field. This section explores the distribution of 
E-rings and the existence of rigid classes of E-rings in jS?(E) by investigating the 
condition given in (2.1b). Some notation will prove useful.

Let Ej, ..., E, be a complete list of the proper subfields of F, and for l ^ i ^ t  
let J j =JEi • Given sets <5, crcspec (J) we will call (8, <r) an E-pair if for each 
1 =?/’=■ i there exist M fo  and M-£<5 suchthat М,-ПЕ;=М- ПЕ,-.

The role of E-pairs in the construction of E-rings is clear from the following 
easy consequence of (2.1).

Lemma 3.1. RdTP(F) is an E-ring iff there are disjoint, finite sets 8 c 8 F(R) 
and <tczof(R) such that (<5, a) is an E-pair. □

The next lemma shows that E-pairs exist in abundance.
Lemma 3.2. Let <50 and <70 be disjoint, finite subsets o f spec (/) . Then there are 

disjoint, finite sets S, crcspec (J) suchthat
(a) <50c<5, o0(Zo, and
(b) (<5, o) is an E-pair.
P roof. We use induction to construct for each O S iS i disjoint, finite sets 

8S, (TjCrspec (/)  satisfying
(3.3s) if l s / S i  then there are M fa s and M\(L8S suchthat МгПЕ(=М [ПЕ(.

Observe that c>0 and cr0 vacuously satisfy the condition (3.3)(0). Assume for 
some 0 that  we have chosen disjoint, finite sets 8S and os satisfying (3.3s). 
Since 8, and os are finite, and since infinitely many Egspec ( /s+1) split in F (1.1), 
we can select E+i€spec ( /s+x) such that

(3.4a) Ps+1 splits in F,
and
(3.4b) AF(Ps+1)n ^ U (7 s] = 0 .

By (3.4a), we can choose distinct Ms+1, M's+1£ jF(Ps+1). Then set <5s+i =  <5sU{M'+1} 
and ffs+1=crsU{Ms+1}. It is clear from the induction hypothesis and (3.4b) that 
<5S+1 and (7S+1 are disjoint, finite sets. Finally, since Ms+1, M'S+1£XF(PS+1), Ps+1 = 
=M s+in E s+1= M '+in E s+1. Thus, (5S+1 and as+1 satisfy (3.3) ( i+ l) ,  which com­
pletes the induction process.

The sets 8t=8 and o,=a are then disjoint, finite subsets of spec (J) which 
satisfy (3.2a and b). □

For the purposes of the following discussion, we will call a class «? of rings an 
E-class if each R£& is an E-ring. The closed interval [E0, Ex] in SF(F) is called 
a closed E-interval if [E0, Ex] is an E-class. The lemma provides a connection be­
tween E-pairs and closed E-intervals, as well as necessary technical material for the 
proof of Theorem 3.6.

L emma 3.5. Let R0, RX̂ ^{F ).
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(a) Assume the closed interval [E0, E J exists. Then [/?„, E J  is an E-class if  
there are sets 6 a 6 F(R0) and oa<7F(Rj) suchthat (ö, о) is an E-pair.

(b) The closed interval [E0, E J exists and is cofinite iff 6F(R0) and o>(EJ are 
disjoint, finite sets.

P roof, (а) EG[E0, EJ. Then б а б F(R0)a ö F(R) by (1.7a) and a a o p iR J a  
a o F(R) by (1.6). From (3.1) R is an E-ring, and hence [E0, E J  is an E-class.

(b) By convention, the closed interval [E0, R,] exists iff Ä0cÄ , iff 6F(R0) a  
6f (Ri) (1.7a), iff <5f (E0)n<7f (Rj)=0. Further, by (1.7b) [E0, E J is cofinite iff 
6f(R0) and o>(EJ are finite. This proves the lemma. □

The theorem is the promised result on the dense distribution of .E-rings in 
JSf(E).

T heorem 3.6. Let F be an algebraic number field, let J  be the ring o f algebraic 
integers in F, and let JF(F) denote the lattice o f subrings o f F containing J.

(a) Each cofinite, closed interval in jSf(F), contains a cofinite, closed E-interval.
(b) Each E-ring in i f  (F) is contained in a cofinite, closed E-interval.
P roof, (a) Let [50, 5\] be a cofinite, closed interval in i f  (F). Then by (3.5b), 

<50 and Cq are disjoint, finite sets. Using (3.2) choose disjoint, finite sets бо>ба and 
o a o 0 such that (d, o) is an E-pair. Then by (1.7a) and (1.6), there exist R0, Rf£F{F) 
such that 6f(R0)=6 and <j f(R1)= o. An application of (3.5) shows that [E0, EJ 
exists and is a cofinite, closed E-interval. Because <5„c <5 and o0a<r, (1.7a) and
(1.6) imply that S0a R 0 and Ri a S 1. Therefore [E0, EJcIE ,,, FJ which com­
pletes the proof of part (a).

(b) Let E € if(F ) be an E-ring. By (3.1), there are disjoint, finite sets 6 a 5 F(R) 
and a a o F(R) such that (5, d) is an E-pair. Use (1.7a) and (1.6) to produce 
E0,E ! Í if (F )  suchthat ör (R0) = 6 and of(R1) = (t. Then (3.5) shows that [E0, F J  
exists and is a cofinite, closed E-interval. □

We remark that (3.6b) is an immediate consequence of [9, Proposition 3.4] 
while (3.6a) seems to be new.

Consider an E-ring R££F(F). By (3.1), there are disjoint, finite sets 5 a S F(R) 
and craoF(R) such that (6, a) is an E-pair. Since S is finite, we may assume that 
(6',<j) is not an E-pair for any proper subset б'аб. It follows from (2.1c) that 
j F(p )^6  for any rational prime p. But then by (1.9a). R0p A R 0 for each rational 
prime p. Hence E0flQ =Z . Since R0 is known to be homogeneous, we have shown

C orollary 3.7. I f  R£ £F{F) is an E-ring, then R contains a homogeneous 
E-ring R f£F {F ) o f type type (Z). □

Theorem 3.6 and Corollary 3.7 extend [9, Corollary 3.5].
It is natural to ask if there are cofinite, closed E-intervals [E0, E J such that 

[/, E0] or [/?!, F] has exactly two elements. The following proposition in con­
junction with (3.5) shows this to be true.

P roposition 3.8. (a) Let F/Q be a minimal field extension and let p be a ra­
tional prime which splits in F. Given distinct M0, M f) .F(p), then ({M0}, {MJ )  is 
an E-pair.
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(b) Let p be a rational prime which splits completely in the field extension F/Q 
and let Mffi,F(p). Let 8 = {M) and let a — XF(p)\{M ). Then (8, a) is an E-pair.

Proof, (a) Since the only proper subfield of Fis Q, and since M0, M xfX F(p), 
({M0}, {MJ) is an F-pair.

(b) Let E  be a proper subfield of F  and let Р=МГ\Е. Then by [8, page 25]. 
P splits completely in F, so that ХГ{Р )^{М ). Thus (8, a) is an F-pair by (3.1). □

A class $  of groups is rigid if Horn (A, B)=0 for distinct A, Bf_£. (See [1] 
or [5].) The next proposition indicates the diversity of group structure in the class 
of F-rings in JS?(F).

P roposition 3.9. There exists an uncountable rigid E-class £cz£P(F) such that 
each RZ& is homogeneous o f type type (Z).

P roof. By (Í.1) there is a sequence of distinct rational primes A=(p0,p 1, ...) 
such that pi splits completely in F for each ISO. Write XF(p0)={N l , ..., N„} and 
for each i ^ l  choose distinct M;, M]€Af (p;). Next, let I= L li^ l {Ml, М\), and 
choose any uncountable subset A d .  Considering X£Л as a set, let R(X)<É££(F) 
be the ring with divisibility ÖF(R(X)) = {N2, ..., A,}UA. We will show that 
£ = {R{X)\XdA) is an uncountable rigid class of F-rings of type type(Z).

Given distinct А,/1€Л, SF(R(X))?±öF(R(p.)), so that by (1.7a), R(X)^R(fi). 
Since £  is then bijective A, E  is uncountable. Now by (3.9b) ({AJ, {A2, ..., A,}) 
is an F-pair, so R(X) is an F-ring, (3.1). Further, X has been chosen so that 
XF{p)<fz8F(R(X)) for each rational prime p. As in the proof of (3.8), R(X) is homo­
geneous of type type (Z). Thus, £  is an uncountable F-class of homogeneous 
groups of type type (Z).

It remains to prove that £ is a rigid class. Toward this end, we will show that 
/>0-rank (F )=  1 foreach R££. Since N2, ..., N f5 F(R), Fp0 =  F7p0=FA 1...F A ,=  
—RN i. Further, R is a localization of J  (1.4) and p0 splits completely in F, so there 
are isomorphisms R /R N ^ J /N ^ Z /Z p o . Thus, p0-rank (/?)= 1 as required.

Now consider distinct X, p£A  and let / :  R(X)-*R(p) be a nonzero homo­
morphism. Having p0-rank one, any proper homomorphic image of R(X) is p0- 
divisible. Since we have shown that type (F(g))=type (Z), /  is a monomorphism. 
Define the map F: R(X) — R(p) by F (x)= f(l)x—J(x). Then F(1) = 0 means F = 0 , 
so that / i s  a /-module homomorphism.

Finally, for distinct A, g€zl, there is an integer n s  1 such that X(n)^p(n), 
where X(n) denotes the n,h term in the sequence A. Let M=A(n), and observe that 
from our choice of SF(R(A)), R(X)=R(X)M= R(X)Mk for each integer к  while 
R(fi)7íR (p)M . Since /  is a /-module homomorphism, f(R (X ))—f(R(X))M k is a 
subset of R(fi)M k. But the Krull Intersection Theorem states that f) [F(/i)M]fc=0

к
for proper ideals R(fi)M  of R(fi). Hence/(F(A))=0, proving £  is a rigid class. This 
completes the proof of the proposition. □

Acknowledgements. I wish to thank Professor Armand Brumer for many dis­
cussions on algebraic number theory. My thanks go to Professors Adolf Mader and 
Charles Vinsonhaler for a preprint of [9] as well as the pleasure of many discussions 
on the topics in this paper.

Acta Mathematica Hungarica 57, 1991



274 T. G. FATICONI: E-RINGS AS LOCALIZATIONS OF ORDERS

R e f e r e n c e s
[1] D. M. Arnold, Finite Rank Torsion-free Abelian Groups and Rings, Lecture Notes in Mathe­

matics 931, Springer-Verlag (New York, 1982).
[2] R. Bowshell, P. Schultz, Unital rings whose additive endomorphisms commute, Math. Ann.,

228 (1977), 197—214.
[3] M. Dugas, A. Mader, C. Vinsonhaler, Large .E-rings exist, J. Alg., 108 (1987), 88—101.
[4] T. G. Faticoni, Each countable reduced torsion-free commutative ring is a pure subring of an

E-ring, Comm. Alg., 15 (1987), 2545—2564.
[5] L. Fuchs, Infinite Abelian Groups, Volumes I and II, Academic Press (New York—London,

1970, 1973).
[6] J. Hausen, Finite rank torsion-free abelian groups uniserial over their endomorphism rings,

Proc. Am. Math. Soc., 93 (1985), 227—231.
[7] I. Kaplansky, Commutative Rings, Allyn and Bacon, Inc. (Boston, 1970).
[8] S. Lang, Algebraic Number Theory, Addison-Wesley (New York, 1970).
[9] A. Mader, C. Vinsonhaler, Torsion-free E-modules, J. Alg., 115 (1988), 401—411.

[10] G. Niedzwicki, J. Reid, Abelian groups cyclic and projective as modules over their endo­
morphism rings, to appear in J. Alg.

[11] R. S. Pierce, C. Vinsonhaler, Realizing algebraic number fields, Lecture Notes in Mathematics
1006, Springer-Verlag (New York, 1982/3), 49—96.

[12] J. Reid, Abelian groups finitely generated over their endomorphism rings, Lecture Notes in
Mathematics 874, Springer-Verlag (New York, 1981), 41—52.

[13] P. Schultz, The endomorphism ring of the additive group of a ring, J. Aust. Math. Soc.; 15
(1973), 60—69.

[14] E. Weiss, Algebraic Number Theory; Mc-Graw-Hill (New York, 1963).

( Received October 20, 1987J

DEPARTM ENT O F  M ATHEM ATICS 
FORDHAM  U N IV ERSITY  
BRONX, NEW  Y O R K , 10458 
USA

Acta Mathematica Hungarica 57, 1991



A c ta  M a th . H u n g .
5 7  (3 —4 ) ( 1991), 215— 21Í.

THE EQUATION uxu = 0 FACTORS

A. M. BRUCKNER (Santa Barbara), G. PETRUSKA (Budapest), D. PREISS (Prague) 
and B. S. THOMSON (Burnaby)

In a recent correspondence with one of the authors, Lee Rubel asked whether 
every solution (on the plane R2) of the partial differential equation

dii du _

must be a function of one variable. For solutions in # 2, the question is easily an­
swered: differentiate uxuy=0 with respect л* and y, then multiply these equation 
by ux and uy respectively, we obtain after addition (u2 + uy) uxy=0. If in a point 
p£R2 we had uxy?±0 then и2+и2=0 would imply и= const, thus one finds that 
a solution must satisfy uxy= 0 on R2, whence и is of the form u(x, y)= f(x)+ g(y)a h
and = f'(x)g'(y)- If 8'(Уо)*0, then f '= 0, so u(x, y)=^(y)+constant.
In a later correspondence Rubel mentioned that W. Jockusch had obtained an 
affirmative answer under the assumption that w£^’1(R2).

The purpose of the present note is to show that Rubel’s question has an affirm­
ative answer whenever the equation makes sense; that is, whenever both partials 
of и exist on all of R2. In fact, our theorem shows a bit more. If и is continuous 
in each variable separately and at each point in R2 one of the partials vanishes, 
then и is a function of one variable. We do not assume that both partials exist at 
every point.

Our method is to first establish the result under the assumption that и is con­
tinuous and then to show that the hypotheses of our theorem actually imply 
continuity.

Lemma 1. Let и be continuous on a neighbourhood o f a dosed rectangle Ä c R s, 
let p be the lower left vertex o f R, and let C be the component o f the set 
{q£R\ u(q) — u(p)} containing p. Suppose that at each point o f R at least one o f the 
partial derivatives exists and vanishes. Then C intersects at least one of the two edges 
o f R not containing p.

P roof. If C does not intersect either of the two edges of R not containing p, we 
use the compactness of {q£R’, u(q)=u(p)} to find disjoint relatively open subsets 
U and V of R such that pd U, the union of the two edges of R not containing p is 
a subset of V, and {q£R’, u{q)—u{p)}aUUV. (This follows, for example, from

* This work was supported by a grant from the National Sciences and Engineering Research 
Council of Canada.
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the equality of components and quasi-components in compact spaces. See [1, § 47, II, 
Theorem 2].) Since и is continuous and R is compact, we may find e>0 such that 
\u(q)—u(p)\^.2e(\qx— px\-\-\qz — P*\) for every_ q f R \(U IJV). Let r be the largest 
point in the lexicographic order of the set {q£U; \u{q)—u{p)\-^e{\qx—pi\ + \qi —p2\)}. 
Since u(p )\^2e{\s1 —px\ +  |sz—p2\) for every s£U \U , r belongs to U.
Consequently, |w(?)—м(/')|ёе(|^г1—Pil + I ^ —t2|) whenever q is sufficiently close to 
r, q, and q2~ r2. But this contradicts the assumption that ux= 0 or uy= 0.

Lemma 2. Suppose u, R, and p satisfy the conditions o f Lemma 1. Then the value 
o f и at one o f  the comers o f R adjacent to p is equal to u(p).

Proof. Let r be a corner of R adjacent to p such that the component C0 of 
the set {q£R; u(q)—u(pj} containingp meets the edge not containingp and having 
r as one of the end points. Using Lemma 1 in a symmetric situation, we see that 
the component Cx of the set {q^R\ u{q)—u(r)} containing r meets at least one of 
the two edges of R not containing r. But then C0 П C\ ̂  0, which immediately shows 
that u(r)=u(p).

Lemma 3. Let и be a continuous function defined in an open rectangle. Suppose for 
each point o f  this rectangle at least one o f the partials o f и exists and vanishes. Then и 
is a function o f one variable.

P roof. If и is constant on all vertical lines, the statement holds true. Thus 
suppose that there are two points p  and q with the same abscissa and with different 
values of u. Then for every point r with the same abscissa either u(r)Au(p) and 
we apply Lemma 2 to rectangles with two corners at r and p  to deduce that и is 
constant on the horizontal line passing through r, or u(r)^u(q) and we apply the 
same Lemma to rectangles with two comers at r and q.

Lemma 4. Let и be defined on the plane R 2 and continuous in each variable sep­
arately. Suppose that at each point o f the plane at least one o f the partial derivatives 
exists. Then every nonempty closed set Pel R" contains a portion on which и is con­
tinuous.

Proof. Let p£P. Since at least one of the partial derivatives of и at p exists, 
there is и—1,2, ... such that for every q in R2 with \p~ q \«= l/n and with the 
same abscissa (or perhaps ordinate) the inequality \u(p)—u(q)\<n\p—q\ is sat­
isfied. For each n=l ,  2 , ... let A„ denote those points of P for which the above 
inequality holds with respect to the abscissas and Bn the corresponding set with 
respect to the ordinates. The Baire Category Theorem implies that for some n one 
of the sets A„ or B„ is dense in a portion Q of P. Suppose that it is A„. To show that 
и is continuous on Q it suffices to prove that for each point pdQ,

u(p) =  lim u(q).

Let p fQ  and e=*0. Because и is separately continuous, there is 0<<5<г/(и+1) such 
that if r has the same abscissa as p  and \r— then \u(r)—и(/?)|<е/(и+ 1). Let 
q£A„ and satisfy \q— p|<<5. Let r be the point with the same abscissa as p and the 
same ordinate as q. Then \u{q)-u(p)\^\u(q)-u{r)\ + \u (r )-u (p )\^n \q -r \ + 
e/(n+ 1) ̂  ne/(n+ 1 )+ e/(n+ 1)= e .
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Theorem . Let и be a function defined in R2 and continuous in each variable 
separately. Suppose for each point o f R2 at least one o f the partials o f и exists and 
vanishes. Then и is a function o f one variable, i.e. ux—0 or uy= 0 identically.

Proof. By Lemma 3, it suffices to prove и is continuous. Let E be the interior 
of the set of continuity points of u. By Lemma 4 we know that E is dense in R 2. 
We show R2\ E  is empty. If this were not so, there would be, by Lemma 4 an 
open square S  such that P = S \E  is nonempty and the restriction of и to P is 
continuous. We show in fact that u, as a function on R2 is continuous at each point 
of P, and this implies a contradiction immediately. Let and г>0. Let H  and 
V be the horizontal and vertical lines through p, respectively. Then there is <5>0 
such that if jg P U ifU F  and |j — p|<<5 then |н(.у) — м(р)|-сг. Now let q£E 
satisfy the inequality \q—p\<8.

If и is not constant in any neighbourhood of q, by Lemma 3, и is a function 
of one variable, say the first, on every rectangle T  satisfying q^TczE. Let W  be 
the vertical line through q. It follows from the assumption of separate continuity 
that there exists a segment .7cIF containing q and a point J íS flfF n C P U # ) 
suchthat 15— p|-=<5 and и is constant on J. The inequalities

\u(q)-u(p)\ =  |u(j)-w(p)| <  £ 
establish the continuity of и at p.

In case и is constant in some neighbourhood of q there are two cases. Either 
there is rdS'fli.PUHUF), |r— p|<<5 with u(r) = u(q); in that case \u(q) — u(p)\<e 
or, there is r£SC\E, \r— p\<d  such that и is not constant in any neighbourhood of 
r and u(r)=u(q). In that case we apply the previous argument to r and once again 
obtain \u(q) — n(p)|<e.

Thus и is continuous on all of S  and P is empty, a contradiction.
R emarks, (i) It is easy to construct examples to show that the assumption of 

separate continuity cannot be dropped in the statement of the Theorem.
(ii) One can replace R2 by any rectangular region in the statement of the Theo­

rem. The theorem fails, however, for any region that is not rectangular, even for 
f ” functions. On the other hand, any counterexample on a nonrectangular region 
must be constant on some set with nonempty interior.

(iii) Finally let us point out that there is no analogous result in higher dimen­
sions. For example the function

f(x , y, z) =

is in *ÍÍ(R3) and satisfies

xexp(— z~2), if Z  >  0

0 , if Z  —  0

У exp (— z~2), if A о

df_df_df_
dx dy dz

showing that uxuyuz= 0 does not factor. Note that this example shows even that in 
dimensions higher than two the equation uxuy=0 does not factor.
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A FEJÉR TYPE EXTREMAL PROBLEM

SZ. GY. RÉVÉSZ (Budapest)

1. Let us denote by 3Tn the set of trigonometric polynomials with degree s  n and 
У  = U 2Гп. C. Caratheodory and L. Fejér investigated several extremal problems

X
concerning nonnegative trigonometric polynomials. One useful result of Fejér an­
swers the following question: “How large can the coefficient of cos x  be in a non­
negative polynomial of 2Tk with constant term 1 ?” Formally, we define

•$*:= {g€drk: g S  0 , g(x) = 1 + 2  b„ cos nx}
and ask for

co(k):= s u p = — J  g ( x ) c o s  x d x :  g€á^}.

The assumption that g  is a pure cosine polynomial does not restrict generality and 
will be assumed in the sequel. Fejér obtained in [2] (see also in [3] I p. 869—870 or
[6 ] II Ex. VI.52)

( 1 .1 ) со (k) — 2  cos '

In the present paper we calculate the following companion of the above problem 
of Fejér. Let

(1 .2 ) a(k):= sup |a x =  — J  f ( x )  cos x d x : 

where

(1.3) ^k'-— & ‘=  {/€^ : /  = 0 ,/(x ) =  1 + % cos x +  2  an cos nx}.
*+i

If / € ^  and g£S?k we obtain in view of nonnegativity 

1 *O s — f  f ( x ) g ( x + T t ) d x  = 2 -ű jh i,

л
and so taking supremum we obtain from (1 .1 ) 

(1.4) a(k) S  2/co (k) =  1/cos k + 2  '
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Our result shows that this estimate is sharp.

1
T h e o r e m . We have a(/c) = -

cos k +  2

The proof uses results of Caratheodory and Fejér. Finally we use some linear 
algebra to calculate a(k). Computations will be marked out and omitted.

2. Let /€#" and F be defined by F(0) =  1, F£R[z] and Re F(eix)=f(x),  
that is w ith /in  (1.3) we put

(2. 1) F(z):= 1 +  агг +  2  a„z"€R[z].
k +1

The condition f = 0  is equivalent to Re F^O in |z |s l .  Therefore 

( 2 .2) G(z):= ] ■ ^ - i l gR(z)1 +  F(—z)

is regular for |z| 1 and f  SO is equivalent to

(2.3) |G(z)| == 1 (|z| ^  1).

In a sufficiently small neighbourhood of 0, but then for all |z| -= I we have with 
some H£R(z)

(2.4) G(z) = ----- 5-^= 7— r - l  = bz+b*z*+. . .  +  bkzk+ H ( z ) z k+1 (b:= a j 2).
1 l - F ( - z )

Denote the set of regular functions on some domain D by (9(D). Put

(2.5) «'(£):= max {6 : 3G, tf€0(|z| <  1), |G| <  1 ,  G ( z )  =  b z + . . . + b k z k+ H ( z ) z k+1},

which exists in view of the Vitali—Montéi theorem. It is easy to observe that

( 2 .6)

Clearly, if u'(k)=r, then for any corresponding extremal function G sup|G| =  l,
W<1

and so the value of the Caratheodory—Fejér type extremal quantity
(2.7) д(г):= infisup |g|: g(z ) =  rz+ . . .  +  rk̂ + h ( z ) z 11̂ ,  g, h£0(\z\ <  1)}

l*l«x
is exactly 1 .

Now we can apply the theorem of Caratheodory and Fejér, cf. [1], [4] and [3] II. 
p. 186, to the above special case. We obtain

(2 .8 ) 1 =  ц(г) - max {|A|: det(Cr—A/) = 0 ),
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where
rk . r2 r 0

. r 0  0

(2.9) c r =
r . 0 0 0

o . 0 0 0

Taking into account that (2.9) has only real eigenvalues, (2.6)—(2.8) entails 

(2.10) ос (k) =  го := min {/• >  0: det (Cr - 1) det (Cr+ 1) =  0}.

3. Now we determine the value of r0. Denote
(3.1) Pk(r):= — det(C,—I), Qk(/•):= det(Cr+ /) ,
and note that since

(3.2) r0 =  min {r 0: Pk(r)Qk(r) =  0 },

we always have l/2<r0 «=l. First we compute Pk and Qk for k=0,  1, 2, 3 and 4.
P0( r ) =  1, P1 (r) =  r - 1 ,  Д(г) =  1 - 2 Л  

r 3  3 4  SoW = 1, 6 iW  =  Г + 1, Q2(r) =  1,
1 ‘ '  F3W  =  t2+ t- 1 ,  P^r) =  1—Зл-2,

бзО) =  1 + r - r 2, 6 4(r) =  1 - r 2.
When calculating det (Cr—П)  we can subtract from each column the next (starting 
from the left) and obtain

det (Cr—U )

— A 0 0  . . r 0

r - X 0  . . 0 0

0 r — X . . 0 0

r 0 0  . . . -A 0

0 0 0  . . . /• -A
Therefore, expanding by the last column, we obtain for the polynomials (3.1) the 
determinant representations of order к below.

(3.4)

- 1 0  . . 0 r 1 0  . O r
r - 1  . r 0 - r  1 . r 0

• • • , Qk(r) = • - • •

0 r . . - 1 0 0  r . . 1 0
r 0 . r - 1 r 0  . . — r 1
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Lemma 1. The po lynom ia ls (3.1) satisfy the recursive relations
PÁr) =  Pk- 2(r ) -r 2Pk- t (r), Qk(r) = Qk- 2(r )-r2Qk-t(r).

Using (3.3) and (3.4) Lemma 1 can be deduced by elementary determinant 
transformations — we leave the details to the reader. Now for any particular 1/2 <  
</•<1 denote

(3.5) / ? : = « = ! - , У г * - | .

A recursive recurrence relation

(3.6) xn+1 =  x „ - r 2x „ ( n  =  1, 2, ...) 

determines the sequence x„ (see e.g. [5], Ch. Y.4) as

(3.7) x„ =  A<xn+Bßn (n = 1, 2, ...), 

where A and В are the unique solution of the system

(3.8) ÍA+B = x0 
lAa.+Bß = хг ’

In particular, if x0 and Xj are real, then B = A  is immediate. Denote

(3.9) q> := arg a =  arc tan \  4r2 — 1 € ̂ 0, y j .

Lemma 1 and (3.3)—(3.9) give that with some Alt Az, A3 and A4 with

<p — я(3.10) arg Ax =  (p, arg A2 =  (p/2, argA3 = <p—n/2, arg A4 — 
we have

(3.11)

2

(Р2п(г) = A1an+Ä1än =  2 Re (Aa"), i^ - iM  = 2 Re (АгаГ), 
\Q2n(r) = 2 Re (A3oc"), Q2n_4(r) =  2 Re (A4oT).

Since Re (z)= 0  is identical with arg (z)=7r/2 +  w7t (m£Z), we are led to the 
equations

(3.12)

P*n(r) = o if and only if 2m + l  

^  2n+2 (me Z),

3 1 M II О if and only if 2 m + \  
*  2n + 1 (me Z),

Q*n(r) =  0 if and only if mCO =  ----- г-я
И +  1

(me Z),

Qin-i( r ) =  о if and only if 2m
* =  2/j + I 71 (me Z).

Summing up, since 0<<р<я/2, we get
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Lemma 2. Pk(r) Qk(r)= 0  ifand only i f  arc tan У 4r2—\- j ^ ~ -  with 1 .
/С “i-  z  z

In view of Lemma 2 the roots of the polynomial Pk(r)Qk(r) are

(3.13) ± 1

2 cos k+2
According to (3.2) and (1.4) this proves the theorem.
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AN INTERPOLATORS VERSION OF TIMAN’S THEOREM 
O N  SIMULTANEOUS APPROXIMATION

KATHERINE BALÁZS, T. KILGORE (Auburn) and P. VÉRTESI (Budapest)

In 1951, A. F. Timan [10] published a theorem on the approximation of a 
#-times differentiable function by polynomials. Writing cu(<5) for the modulus of 
continuity of / o n  the step <5, we have:

T heorem A. Let / £ C 4[ —1, 1]. Then there is a sequence {Pn} o f polynomials 
o f degree n or less, such that for  |x| ̂  1

Y l —x2---------+n
A refinement of this theorem laid down by R. F. Trigub[ll] states that the 

polynomials P„ may be said in addition to satisfy for k=0, 1, ..., q

( 1) !/«> (*)-W * ) |  = 4 /(,); Y \ - x 2
n

A further development of Timan’s result is the following theorem of Telya- 
kovskii [9] and Gopengauz [3]:

T heorem B. Let /G C 4[ — 1, 1]. Then for n^4q+ 5 there exists a sequence o f  
polynomials {Pfl such that for |x |S l and for k=0, 1, ..., q

From the standpoint of interpolation, we may say that the cited theorem 
of Gopengauz—Telyakovskii gives polynomials which interpolate the derivatives 
/ (0), / (1), at the points + 1, a fact which has made this theorem useful
in recent investigations of simultaneous approximation by interpolation (see, for 
example, Szabados [8], Muneer [6], Runck and Vértesi [7], and Balázs and Kil­
gore [1]). Thus, it might be of interest to establish a result, based on (1), which 
involves interpolation at (not necessarily) distinct points clustered near ± 1.

Additionally of interest in (1) is the fact that the step interval of со depends 
upon the location of x, so that when |x| is near 1 the size of the step used in со de­
creases. However, in the applications just cited it seems in all cases necessary to

* Work supported in part by Hungarian National Foundation for Scientific Research, Grant 
#1801 and by a travel grant from the Soros Foundation. Work completed in Budapest.
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replace this variable step by the uniform step 1 /n. It is possible to improve on 
this uniform estimate for co(l/rí), as shown by D. Leviatan [4, Theorem 3]:

Theorem C. In the theorem o f Trigub, it is possible to replace in (1) 

b y  E n - q ( f W )> obtaining for |*| S i  and / c = 0 ,  q

(2) \ fW (x) - p W  (*)| = О + ■ En- q( f (q>) )}•

In the following theorem, we show that both (1) and (2) can be combined with 
certain interpolator properties.

T h e o r e m . Let /€С*[—1, 1]. Let r — [ ~ ^ ~ ]  > tm d  a constant C >  0
be given. Let points t0f„, ..., tr_ln and s0t„, sr_lt„ be given such that for each 
н ё та х  {2r, C 1/2}

- 1  s  t0f„ s . . . s  u ^ - l + c / n *
and

1 S i 0 i ,  =? l -C /n 2.
Then, for each such n there exists a polynomial P„ o f degree n or less, such that for 
|* | s l  andjor k=0, ..., q

\ f W ( x ) - P ^ ( x ) \ = o { [ ^ 1^  + ̂ )j  "-со (/<*>;
or

\ f kKx) - P«f x ) \  = 0  { ( f c ^ l  +  -L )e kE„. 
and furthermore

E„(x)=f(x) for  *€{t0>It, tr-i,„ ,s0tn......
I f  for any specific n there exist one (or more) j  and l such that

then in addition 

or respectively
f m ( t j J  =  Pnm (tJ n) for к = 0, 

f W ( S j , „ )  = P„m (Sj,n) for к = 0,

•• — s j + l , n

l

l.

Proof. The first conclusion of our theorem is simply a restatement of (1) or
(2), which are already known. We may assume therefore that a sequence of poly­
nomials {i?,} exists which satisfies (1) or (2). We may then define for each n a poly­
nomial Qn of degree 2r— 1 which interpolates f(x )  — P„(x) at the points ..., tr_lt„ 
and s0'„, ..., The sequence of polynomials Pn+Qn will possess the desired
interpolation property. In what follows we will use the ad-hoc notation M n(x)

( l/j _ x2 2
/ (e); --------— I— -  , consistently through-

n m )
out the rest of the proof. It is possible to complete our proof, provided that one
Acta Mathematica Hungarica 57, 1991
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can establish for |x| s  1

(3) Ш х ) \  = О +  -^r)V „(x)}.

For then the inequality of Brudnyi [2] (cf. Lorentz [5, p. 71]) or the similar inequality 
of Dzyadyk yields immediately

(4) lß?>(*)l =  О { p p p + p j  V , « } .
and for k = 0, 1, q

| / №»W_p(‘)(x)-6<‘)(i)i s  | /« (* ) -w *)|+ |ß® (*)| =

by use of (1) and (4), and our proof is completed. It remains only to establish (3). 
Indeed, it suffices, by symmetry, to establish (3) only for half of the interval [—1, 1], 
and we will establish (3) for — I sjc^O. From here on, we will also simplify the 
notation by dropping the cumbersome double subscripts.

We begin by writing Qm in the form given by Newton’s representation of the 
interpolation on t0, ..., tr_ls jr_l5 ..., j 0, obtaining

Sn(h>) +
+ Qn(h, tQ) ( x - t 0) +

(5) Qn(x) = +QnUr-1>
+QÁsr-i,

..., t0) ( x - t 0) . . . ( x ~ t r- 2) + 
tr- l ,  t0) ( x - t 0) . . . ( x - t r-.1) +

+ Qn(sr- 2 , s r- 1, tr- 1 , ..., /0)(х -7 0)...(д: - / г_1)(а- 5г_1) +

+ Q„(s0. •••»•У,-!, t , - 1 , ■■■, t0) ( x - t 0) . . . ( x - t r- i ) ( x - s r- 1) . . . ( x - s 1),
in which

Qn(h’ *o):— Q (h ) -Q ( tn)
Л tn

and
П it t \ _6n(h> h)~Q n0i-Is •••> О•••> -----------------------: :h to

for i—2, ..., r— 1. The rest of the coefficients are given by

6 n ( J r - l >  tr- 1 ,  . . . ,  t0)  —

and for k = r—2, ..., 0 by

бп(-Уг-1̂  f—1> •••» h) Qn{tr-n •••» ô)

Qn(Sk> •••j'S 'r—1» t r - l i  •••> ^o)

Qn($k* r̂-1? •••? l̂) + —1? •••> ô)
Sk~to
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We observe that Newton’s representation of interpolation is valid (if the func­
tion interpolated is sufficiently smooth, and 0 m is a polynomial) regardless of whether 
the points coalesce totally, partially, or are distinct, or, for that matter, regardless 
of whether the points maintain any order relation whatsoever. It is only necessary 
and sufficient to interpret the difference quotients given above as the derivative 
which they become in any eventuality when points of interpolation coalesce. Thus, 
the following argument includes coalescing points from among {?„, ..., ?,._!} or 
{.?u, ..., j r_!) without further discussion.

We will first establish estimates for the magnitude of the coefficients in (5), 
Obtaining

(6) \Qn(ti,...,t0)\ ' м п{х)

for /= 0, 1 and for arbitrary x£[ — 1, 1] and

(7) IQÁsk, /0)1 = 0(1)| QM r-i, t0)\ = О ( - ^ ) в r+1 Mn(x)

for k —r —1 , . . . , 0  and for arbitrary *€[—1, 1].
To establish the formula (6), we note simply that

QnOi) =  ( i) for / =  o ,..., / • - 1,
whence

(8) \ Q M I =  \ ( / - Р Ж ) \  =  о  [ ± ^ M n(t0)

and for /=1, ..., r — 1 there exists by the Mean Value Theorem a point z( such that 
/„SZjS/i and

(9) I ( / -  P„) О! =  I ( / -  P„)(0 ( z ; ) |  =  О ( - ^ ) ? ‘ m .  ( z ,) .

C
Now, since —lS fu S Z iS /f .jS l+ ^ j- ,  we may replace M„(t0) and Mm(z;) all
by M„(x), where x€[—1, 1] is any point considered desirable, obtaining the formula 
(6) as a consequence.

To establish the formula (7), we first recall that for any j,  к between 0 and r —1 we have

( 10)

Thus, we can say that

(11) IQ u ( s r - i i  tr_ i, ..., f0)l

2 C
2 - 7 M - O S I

Qn(sr-1! fr-l> •••> h) Qn(tr-Is to)
I in

=  o ( i) ( ie ,( j ,- i ,
= о(1)[|<2иС?г-1э tr_ 1 , . . . ,

fr-i> •••> h)| +  l6 B(tr-i> •••■> to)l) —
f*)l + lß ,(f,-l, h)\ + \Qn(tr-l, *„)! =

=  o m Q n ( s , - x ,  *,_,)! +  2  .... h)|.1 = 0
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In the formulation of this estimate, we have used successively the identity

Qni^r—19 ^r-li "*5 h + l)  Qn(tr — l l  A’)önC^r-l) К-1» •••» ti) ■h
and the estimate (10). It is now clearly to be seen that the “worst” term on the right 
side of (11) is the term |Qn{K-\-> fi>)l> and we thus can say that

\Qn(sr- i ,  t r - i ,  to)l =  0(l)\Q n(tr- i ,  .... 4>)l = О  (-i-)* + Mn(x)

for any x€[ — 1, 1], using (6), and we have shown (7) for the case k = r—l.
One may in like manner establish that for k £ r — 2, one has

( 1 2 )  \Qn($k> 1> U-li • • •»  O I  =

^ ( i ) [IQnfoki • • •> *̂r—1»tr_i, h)l"bIQn(‘tfc+i* $r-i> ir—1»• <o)IL
and the desired result (7) follows by a double induction:

We assume that the result is known for all /c’s, if r  is any value less than the 
given one (this suffices to estimate the first term), and that it is known for the given 
r  for all indices greater than к  (this estimates the second term). Thus we arrive from 
(12) to the estimate

( 1 V~r+2 ( 1 y ~ r+1
IQn(ski •••>•*(—1> If-1» •••» ô)l =  О ^ 2"J Mn(sk) + О |~^2“j =

О
q - r + i

Mn(x)

for any x€[—1, 1], and we have completely established (7).
Inspection of the expansion (5) of Q„(x) shows that the expression satisfies 

the required property (3) term by term, provided that — 1 — 1 +C/n2. On
the other hand, if — 1 +C/n2̂ x s O ,  then moreover 1— * a l ,  and

whence

(13)

C S  n2(l +лг) ^  n2(l +x)(l — x) =  и2(1 — x2), 

1 1
n У1 y c

Therefore we may say, that for /= 0 , ..., r — 1 the z'th term of (5) satisfies 

(14) О ( - i -)4 • (п2)‘Мп(х) - (1 -х*У = О ( Ö ^ L )  Mn(x).

In turn, we may estimate the first factor of (14) using (13), as follows:
( f l  - x 2)2i (f 1 —x2 )2i ( V l - x 2)'4 - 2  i

,~2q—2i П}2 q - 2 i ( / l - A 2), ‘ 2i
1 1 Г Р ' 1- a:2V

n4- 2i( y i - x 2 )4~“ Л у с '  1 n J
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after noting that q —2i>0, since l ^ r —1. Thus from (14) we derive the estimate

for the i',h term of (6), in the case that —1 +C/«2S x S 0, and the requirements of
(3) are satisfied for this term, if — l^ x ^ O .

If on the other hand we wish to consider any one of those terms of (5) occurring 
beyond the (r— l)st, we may employ the estimate (7) on the coefficient, substituting 
into (14) using i —r — 1, to arrive at the same results. We have thus shown that the 
estimate (3) is valid for all ;c£[ —1,0], which suffices by symmetry. Along the 
way, we have also shown that separate consideration of coalescing nodes is un­
necessary.

This completes the proof of the theorem.
R emark. In its original form, our Theorem contained a restriction on the 

minimal distance between adjacent st's and /;’s. The possibility of omitting this 
unnecessary condition was pointed out by J. Szabados whose remark induced the 
authors to bring the Theorem into its present form.
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LOWER BOUNDS FOR PACKING DENSITIES

K . B E Z D E K  (B u d ap es t) a n d  R . C O N N E L L Y *  ( I th a c a )

I. Introduction

If a packing of incompressible rigid convex objects is sufficiently compressed or 
“compacted”, one expects that the packing density will not be small. The aim of 
this paper is to show that certain conditions on a packing insure that there is at 
least a lower bound on the packing density, which generalize some previous results 
concerning such lower bounds.

One such condition is the notion of a compact packing of convex bodies due 
to L. Fejes Tóth in [6]. (Recall that a body in и-dimensional Euclidean space E" 
is a compact set with nonempty interior, and a packing is a collection of sets with 
disjoint interiors.) We say that a body A is enclosed by the bodies {#,} if any curve, 
connecting a point of A with a point sufficiently far from A, intersects |J  Bt. If in

i
the packing each body is enclosed by the bodies having a point in common with it, 
then the packing is said to be compact.

Two sets Sx and S2 in E" are said to be homothetic if they are either translates 
or there exists a point О (as origin) and a positive real number Я such that
(1.1) S2 = ASt =  № - 0  =  Ц Р . - O ) ,  P ^ S J ,

where we always regard points as vectors. The homogeneity of a packing of convex 
bodies is the infimum of the volumes (or areas in dimension two) of the bodies 
divided by the supremum of the volumes. L. Fejes Tóth [6] proved that, in the 
Euclidean plane, the lower density of a compact packing of centrally symmetric 
homothetic convex sets of positive homogeneity is at least 3/4, and he conjectured 
that when the condition of central symmetry is dropped, then the bound 3/4 can 
be replaced by 1/2. This was proved by A. Bezdek, K. Bezdek, and K. Böröczky 
in [1]. Thus if d denotes the density of a compact packing of the Euclidean plane 
by homothetic convex sets such that the ratio of the areas of any two sets is bounded, 
then d ^  1/2. Later K. Bezdek [2] proved that in E" («S3) the density of any 
compact lattice packing formed by translates of a centrally symmetric convex body 
is greater than 21/(я-1)/(21''("~1)+ 1) > 1/2. We shall generalize the theorems men­
tioned above. Namely we shall prove the following.

T h e o r e m  1 . I f  d denotes the density o f a compact packing in E", n=^2, con­
sisting o f homothetic centrally symmetric convex bodies with bounded volume ratios, 
then d ^(n+  \)/2n, and for n s3  there is a compact lattice packing o f centrally 
symmetric convex bodies where equality holds.

P a rtia lly  su p p o rte d  b y  N . S. F .  g ra n t, n u m b e r  M C S-790251.
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R emark 1. It turns out that our lower bound (и + 1)/2и is never sharp for 
n ^ 4 ,  but we do not know of a suitable replacement. We omit the proof. See Grün­
baum [8], as well as our later comments about Griinbaum’s Theorem.

We say that two sets and S 2 are homotheticly reversed if (1.1) holds for Я 
negative.

Theorem 2. Let d denote the density o f a compact packing in the Euclidean 
plane consisting o f  homothetic and homotheticly reversed convex sets with bounded 
area ratios. Then i/s l/2 .

R emark 2. When the condition of central symmetry is dropped, we present 
the following problems: What is the greatest lower bound of the densities of com­
pact packings in E n (я ё 3) consisting of homothetic convex bodies such that the 
volume ratios are greater than a fixed positive number? What is the greatest lower 
bound if we only suppose that our convex bodies are homothetic or homotheticly 
reversed?

For dimensions n greater than two, the condition of being a compact packing 
seems to be very strong. For instance, if each of the bodies is strictly convex, i.e. 
each support plane intersects the body at a single point, then the packing cannot 
be compact (for я ё 3).

Thus we offer an alternative to compact packings, in dimensions greater than 
two, that is more general at least for centrally symmetric convex bodies. Of course, 
the penalty we pay is that the lower bounds are much lower than for compact pack­
ings. We say that a packing of E n by centrally symmetric convex bodies is a tri­
angulated packing if there is a triangulation of E n such that each vertex of the tri­
angulation is the central point of one of the packing elements, and a 1-simplex 
between two vertices implies that the two corresponding packing elements intersect. 
(Recall that a triangulation of a space X  is a simplicial complex whose underlying 
space is X.) In dimension two, for packings of centrally symmetric convex sets, 
triangulated packings and compact packings are the same.

Theorem 3. Let d denote the density o f a triangulated packing o f homothetic 
centrally symmetric convex bodies in En, я ё 2, with bounded volume ratios. Then 
d ^ (n + 1)/2", and there is a triangulated lattice packing o f (congruent) centrally 
symmetric convex bodies where equality holds.

R emark 3. Unfortunately for dimensions greater than two no packing of con­
gruent spheres can be triangulated.

By using a result of Hadwiger[10] and a result of Rogers and Shephard [12] 
we can apply Theorem 3 to the case when the convex bodies are not necessarily 
centrally symmetric. It turns out that any packing SP of translates of a convex body 
В has an associated packing Ф o f translates of a centrally symmetric convex body 
É, where each J5, corresponds to a unique such that П Bj ̂  0 if and only
if Д  П Éj 7s 0. We say that SP is a triangulated packing if and only if Ф is a tri­
angulated packing.
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C orollary. Let d denote the density o f a triangulated packing o f translates o f 
a convex body in E". Then d^(n+  l ) / ( ^ j  •

We thank Branko Grünbaum for (gently) pointing out that our Lemma 4 
below is essentially the same as his Theorem 1 in [8]. Grünbaum’s Theorem says 
that if there are n + 1 symmetric homothetic convex bodies in E" with pairwise 
nonempty intersections, and each body is dilated from its center by 2n/(n+l), 
then the dilated bodies have a common intersection point.

When Grünbaum’s Theorem is specialized to the case when the homothetic 
bodies are translates (i.e. the homothetic ratios are all 1), Grünbaum points out 
that his Theorem can be viewed (via Helly’s Theorem) as a Jung type of result. 
Namely, in any Minkowski space (a finite dimensional normed linear space over 
the reals) a ball of diameter 2n/(n+l) may cover, after a suitable translation, 
any set of diameter s i ,  which is a result of Bohnenblast [3]. See also Leicht- 
weiss [11].

On the other hand, Grünbaum also applies his Theorem to the problem of 
the extensions of transformations [9].

We apply Grünbaum’s Theorem (Lemma 4 below) to both our Theorem 1 and 
Theorem 3.

The main difficulty in Grünbaum’s Theorem is handling the homothetic ratios.
We include our own version of Grünbaum’s proof for two reasons. First, for 

the sake of completeness, it is convenient to have this important result included 
with the other ideas in our Theorem 1 and Theorem 3. Second, Grünbaum’s version 
of his proof is very terse and gives no hint as to how he discovered the particular 
relations he used. We show how to derive the factor 2n/(n + l) as well as explain 
geometrically the two cases which Grünbaum considers in his proof.

II. Proof of Theorem 1

The following Lemma 1 is the key result needed in the proof of Theorem 1. 
Lemma 1 is needed for Lemma 2, and Lemma 2 and Lemma 3 are used to prove 
Lemma 4 which is used to find a point “close” to the packing elements that sur­
round a “hole”.

Let (Pi, Pn+1)= tг be a simplex in E". Let Al5 Aa, ..., A„+1 be positive
real numbers, and suppose we have a point PitJ (i<j) on each edge between Pt 
and Pj with the property that

(2.1) = W i j - P j ) ,

where ls ic y S n + 1 ,  and points are regarded as vectors. Define I  by

(2.2) 1 = 1 + ________ 2(n —1)________

[ ( z 4 ) ( " i V ) - ( « 2- i ) ]£=1 f=l
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For any set X  in E", P £ E n, a a scalar, define
« X ( P )  =  { Q \ Q  =  a ( P ' - P ) + P ,  P ’ i X ) .

Let L i  denote the hyperplane containing Pl t i , P i i i +i , P i t n+1.

n + l
Lemma 1. П  I L ^ P ^ Q .

«=1
Proof. The idea is to find the intersection point P as the solution to certain 

linear equations. This in turn will allow us to write P  and I  explicitly in terms of 
matrices involving the /fs and A/s.

For any column vector P  in E" let us define

the vector in E n+1 obtained by adding a one in the (n+ l)-st coordinate. (Regard 
E" as the subset of En+1 consisting of the first n coordinates. All vectors are regarded 
as column vectors.) Note that Д ,  Д , ..., Pn+l is now a basis for E n+1.

We now regard the hyperplanes Lt as the solutions to certain linear equa­
tions or equivalently as null spaces of certain linear functionals. Let f :  £ ',+1—Zs1 
be the linear functional (uniquely) defined by /;(/;)  =  1, and f (Q )= 0, for all Q 
in Lj. We will calculate the/ / s next, explicitly in terms of matrices. Rewriting (2.1) 
we get, for /< /,

А /^ + А ^ Д + А А + Д Г Ч -  = h r
Applying/; we get, for iVy,

l j + * J , ( P j )  =  0, f ( P j )  =  — AjAf1.
Define an (n + l)-by-(n+1) matrix F such that

fi(Pj) ' - V u 1'

(2.3) fPj = = + 1

.fn+APj). — А̂ АпД
(Note that the first equality of (2.3) holds with any vector replacing Д .)

We can encode this information in a single matrix as follows: Let J  be the 
column vector in En+1 with all l ’s as entries. Then JJ‘ is the (n+ l)-by-(n + 1) matrix 
with all l ’s as entries, where ( )‘ denotes the transpose operation. J lJ  is the one- 
by-one matrix with entry n +1. (We always regard a one-by-one matrix as a scalar.) 
Also note that (—/ / '+ 2 / )  is the (n+l)-by-(n + 1) matrix with + l ’s on the diag­
onal and — l ’s elsewhere, where I  denotes the (n +  l)-by-(n + l) identity matrix. 
Define another (n + l)-by-(n+1) matrix A by

A  =  (Pi, P2, ..., Pn+i).

Let D be the (n+l)-by-(n+1) diagonal matrix where the i-th diagonal entry is At.
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Then we rewrite (2.3) as 

Then
FA = D~1( - J J t+2I)D. 

F = D~1( - J J , +2I)DA~1.
This is the desired explicit expression for F and thus the functionals f .

We next proceed to use this to find a similar expression for the intersection
Я + 1

point. Suppose P— П XLi(Pi), for some scalar A. Then for some QfcL,,
P = X(Qi-P i)+Pi = XQi+ (l-X )P i,

and thus,
P  =  XQi + ( l - X ) P i , f ( P )  — 1 —A.

By the definition of F,
FP =  —(A— 1 ) / ,  P = - ( X - \ ) F ~ 4  ^ - { X - \ ) A D ~ l( - J J , + 2 I)-1DJ.

We can justify and simplify this expression for P  by calculating the inverse of 
{—JP +21), using the properties of J, for n > l,

Then
(—J J , +2I)~1 = [—2(и— (n—1)7). 

P  =  (А- 1) [2(n— I)]"1 AD~l [J P - { n - 1)/] DJ,

(2.4) P = (X—l)[2(n—l)]~1A [ ( £ b ) D ~l - (n -W ] J >i = 1n + 1
since P D J— £  Af. (2.4) is the desired explicit expression for P.

i=l
Since the last entry of P  is one, this gives us another relation to calculate A. 

Let F„+1 be the (column) vector in En+1 with the last entry 1 and all the other entries 0. 
Calculating the last entry of P  we get

1 =  E ‘n+1P =  (A—1) [2(n- I T 'E U i  A [ ("i* A,-)D~l - ( n - 1) / ]  J.
i=i

But E‘„ + 1A = / '.  Thus

1 =  (A —1) [2(n— l)]-1 [("Z A,) P D ~ 4 - ( n - 1)7*7],
i = l

2(«-1)(А-1)-1 = ("11А0("11Аг1)-(я -1)(я+1).
i=l i=1

From this it is easy to calculate that A=A in (2.2). Thus for this value of A (only) 
we see that (2.4) defines P  and thus P.

Remark 4. In dimension 2 it is clear that P must lie in a. However in dimension 
3 or higher, it could turn out that P lies outside a. This can be seen by calculating

П + 1
the affine coordinates of P, tx, t2, ..., t„+1 (i.e. P=  t,i?) by the same method 
as we use to find A. Thus using (2.4) i=1

U =  (A —l)[2 (u—l)]-1 [ А г Ч ^ А ,) —(и—1)].
j = 1
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If

( я -  2)Лг >  " £  Xj,
7 = 1J*i

then Pt lies outside the z'-th face of a opposite Pt, because tt is negative. Figure 1, 
below, shows the sets involved in Lemma 1, for n=2. Here it is clear geometrically 
that P lies in a.

Fig. 1

There are other ways of calculating I, using Cramer’s Rule for instance, but 
our method here seems as simple as any, since it does not calculate by explicitly 
manipulating arrays of numbers, but uses closed form matrix properties instead.

In Grünbaum’s Theorem, his first case is when all the 0. He presents I 
(he calls it p) as well as the affine coordinates of each point in B{ that dilates to P, 
and then he calculates that each point does indeed dilate to P. His second case is 
when some 0, and he handles this differently than we do below.

In what follows we reinterpret the result of Lemma 1 in terms of expanding 
half spaces. Using the above we define //, as the half space containing Pt with bound­
ary Lt (recall L t is determined by PM, P2>i, ..., /?_M, Д .+i, ^,„ + i).

Lemma 2. П 2п(п+1)_1 Я;(/;)П(т^0.
i=l

Proof. Note that since the harmonic mean is less than the arithmetic mean 
we have

л - f l  пЧ-1
((n+ 1)-1 2  A f O - ^ n + D - i  2  A*,

i =  1 i = 1

(n +  i y s f ^ A z X ’i V ) ,
i=1 i=l

n +  1 л 4*1

(n + l ) * - («i - 1) =  2 ( n + l ) s ( 2  A,)( 2  Af1) —(«*-!)-i = 1 1 = 1
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Thus
1 = 1 + 2(n— 1)

( ( S 4 ) ( " 1 V ) - ( h2- 1 ) )*=1 1=1

=  1 + 2(/» -l)
2 (и + 1 ) =  2я/(и + 1).

Thus

By Lemma 1 we get 

(2.5)

c  m m  С 2«(и + 1)-1ЯД^).

Л + 1
Г) 2 и ( и + 1 ) -» В Д 9 * 0 .i = l

We shall prove the Lemma by induction on n. It is clearly true for n =  1. We 
shall assume the result for и—1.

Note that 2«(« + l)~1 is a monotone increasing function for n>0.
Let fff denote the support half-space for <x whose boundary is the 

hyperplane Ц  spanned by the facet opposite Pt in cr. I.e. Ц  is spanned by 
Л , P2, . . . ,  Pi-i, Pi+1, . . . ,  Л1+1 and

(2.6) ”n  щ  =  a.
t=1

We apply induction to each L? with H jO Lf, j ^ i ,  replacing H j, and crflLf re­
placing a. Thus

(2.7) 0 *  (arm ?)"n 2 ( n - l ) n - 1(Hj r)Lf)(Pj) c  "f) H f'f)  2n(n+l)~4Ij(Pj).
J = 1 (= 1  7=ijVI jVi

Thus by (2.5), (2.6), and (2.7) the 2(n +  l) half-spaces
2 п (л+ \)-т т , Щ, / = l,2 ,...,n+l,

have the property that every n + 1 of them have a non-empty intersection. Thus by 
Helly’s Theorem, they all must intersect, fini: hing the Lemma.

Let SP be a compact packing in En. Let W, a hole, be the closure of a compo­
nent of the complement of the union of the elements of SP. Let 2Pwez2P be those 
packing elements of SP whose intersection with W  is (n— l)-dimensional. W must be 
bounded and SPW is finite since SP is a compact packing and the elements of SP 
have volumes greater than a fixed positive number.

Lemma 3. For all B i,B 2̂ SPw, B ^ B ^ Q .
P roof. Suppose not; suppose some B x , B 2£SPW are such that B ^ B ^ — 0  

Suppose that the volume of B1 is not larger than the volume of B 2 . Then B2 is not 
a neighbor of Вг, and there is a path from BL through W to the center of В.г. Then 
the ray from the center P, of B2 in the opposite direction from the center Pt of B1 
completes a path to infinity that violates the compactness of SP.

To see this suppose not; suppose some neighbor В of Bx intersects B, at ß i 
and the ray at P. Then construct 0» on the line segment (Qlt P) so that the tri­
angles Q1P1 P and Q2P2P are similar. Since В is convex, Q2 must be in B. But Q2 
must be in the interior of B2 as well, since the coefficient of homogeneity for B 2
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is larger than or equal to the coefficient for Bx. Packing elements cannot intersect 
in interior points. Thus В cannot intersect the path defined above.

Thus ВХГ\В2^$  for all Bx, Вга&'w. See Figure 2.
R em a r k  5. For Lemma 3 in the plane, we do not need the condition that the 

elements of SP are homothetic. We can simply choose a ray going to infinity lying 
between the two common support lines of Blt B2, where BXC\B2=9.

Fig. 2

Lemma 4 (Grünbaum). П 2 л (и+1) 1Bi(Pi)?±0, where Pt is the center o f  В

Proof. By Helly’s Theorem we need only show the result for n + 1 elements of 
2PW, say Bt , B,,, ..., Bn+1. We can also assume that the centers Px, P2, Pn+1 
are affine independent and form a simplex a in E". By Lemma 3, we know that 
there is a unique point Pij = B iC\BjC\{Pi, Pj), i<j,  where (Pt, Pj) is the line 
segment between ij and Pj. Let //, be the half-space containing /• with PitJ, j ^ i ,  
on the boundary of Ht. Clearly / / ;Псгс^;. Lemma 2 implies that

0 ^  "n 2и(и+ 1 ) -1Я |(70П<у c  "n  2n(n+l)~1Bi(PJ,i=1 »=1
finishing the Lemma.

For what follows, we need to compare volumes, and it helps to consider a 
slight generalization of the notion of the volume bounded by a surface. Let P  be 
a point in E", and let S  be an oriented surface possibly with boundary. For instance, 
S  could be a polyhedral surface with an orientation, or the boundary of a com­
ponent of the intersection of the complements of a finite number of convex bodies. 
In the case of a polyhedral surface we define the signed volume from a point P  to 
5  by

Vol [S, P] = (л !)-1 2! det (Px — P, P2- P ,  . .. ,Pn- P ),
<r£S

for cr=(Pl , Pn), an oriented simplex of S. “det” denotes the determinant, and 
vectors are л-by-one columns, as usual. If S' is a closed surface enclosing a bounded 
region in E n, then Yol [S, PJ is the volume enclosed by S. By taking limits of 
polyhedral surfaces, we can extend this definition to the case of more general sur­
faces, such as the piecewise convex surfaces mentioned above.

We say CczEn is a cone from  P£En if iC(P)=C, for all 0 <?. For any set 
X  let bdy (X)  denote the topological boundary of X. For a convex body В we 
choose an orientation on bdy (В) such that Vol [bdy (В ), P] is positive and thus 
equal to Vol (В ), the usual Euclidean volume.
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L emma 5. Let C be a cone from P in E", and В a convex body containing P in 
its interior. Let P0dEn and A> 1 be such that Ptí£ÁB(P). Then

(2.8) (Я- l )  V ol(ßflC) = (2—1) Vol[bdy (B)DC, P] ^  Vol[bdy (B)~DC, P0],

where ( • )~ indicates the opposite orientation.

P roof. We will show the lemma first in the case when C and В are both poly­
hedral. The more general case follow by approximating the surfaces with polyhedral 
sets. Furthermore, by subdividing the boundary of В into simplices, we can further 
reduce our considerations to the cases when В DC is a simplex a. We simply sum 
over all simplices on the boundary of B, where each term is the case when C is the 
cone from P over each simplex in В DC. Let H  denote the half-space containing a 
with boundary L  containing the face opposite P. Let d denote the distance of P 
from L, and let d0 denote the signed distance of P0 from L, where d0 is negative if P0 
is in H. Then

n Vol (ЯПС) =  i/V o l^ jiL n C ), и Vol [L~DC, P0] = d0 Vol«-! (LDC), 
where Vol„_! is the (и—l)-dimensional volume in L.

Then,
d+d0 ^  Ac/, d0 s  (A— 1 )d,
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since P0£XB(P). See Figure 4. Thus
n Vol [L- ПС, P0] =  d0 Vol._x (LH C ) =§

S  (A -lJd V o l^ O L n C ) = (A -l)n  Уо1(ЯПС) =  (A - l)n  Vol (ЯПС).

(2.8) then follows, finishing the Lemma.
P roof of T heorem 1. The idea is to compare the volume of the holes of the 

packing to the volume of the packing elements using Lemma 5. We get our estimate 
to be the sharpest when there is a point sufficiently near to all of the packing ele­
ments next to the hole. Lemma 4 guarantees that there is such a point.

Let W  be a hole for the compact packing SP. Recall that SPW is the collection of 
those elements of SP whose boundary and W intersect in an (n—l)-dimensional set. 
Let Pi be the center of Bt, as in our previous notation. Let Vt denote the cone over 
BiOW  from Pi, namely

ц  =  т

where (Q, i?) is the line segment between Q and Pt.
By Lemma 4 there is a point

P0€ П 2n(n+ 1)- 1А?;(Р().

By Lemma 5 for А=2я(и+1)-1, and Bt£SPw,

Vol [bdy (Bt)~ П W, P0] == ( n - l)(n + 1 ) - 1 Vol (Vi).

2  Vol [bdy 0Bf)-  П W, P0] =  Vol (W).
Bl Z-̂ W

V o I ( ( f ) ^ ( « - l ) ( n + i r  2  Vol(F;).Btzw
Let V=  U Vi. Then in WUV

n + 1 Vol (V)
2n ~  ( n - l ) ( n + l ) - 1Vol(K) +  Vol(F) “

Vol (V) Vol (V)
-  Vol(W) + Vol (V) ~  V o l(m jF ) '

Since the sets {W UV} have disjoint interiors and cover the complement of 
the packing elements of SP and since the volume ratios of the packing elements
are bounded, we have that the lower packing density of SP is = —^ — •

To complete the proof of Theorem 1, we need the following:
C onstruction 1. Let

В =  { fo ...... xn)j|x1+ ...+ x „ | =§ 1, |x(|=si, / =  1, . . . ,n},

But

Thus
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for n= 2 or 3. Let 3P be the packing defined by taking translates of В by the lattice 
Л =  {(2klt ..., 2k„)|/cj, kn are integers}.

Figure 5 shows В for и=2 and и=3.

Fig. 5

We claim that 3? is a compact packing of convex symmetric bodies with density 
(«+ l)/(2w) for и=2 and n=3. It is clear that 3P is a packing of convex symmetric 
bodies. It is easy to_check that by translating each facet F of the square or cube to 
the opposite facet F that _the relative interior of В OF is translated into the rela­
tive complement of В OF and the two sets cover the facet F. Thus the two sim- 
plices that make up the complement of В in the cube or square are holes in the 
packing 3P. Thus SP is a compact packing. The density is easily calculated to be 
(л + 1)/(2л) for n=2 and и=3. This finishes the proof of Theorem 1.

Ш. Proof of Theorem 2

Let SP be a compact packing of the Euclidean plane by homothetic and homo- 
theticly reversed compact convex sets such that the area of all the packing elements 
have a positive lower bound.

Recall that a hole IF is a connected component of the complement of the union 
of the elements of SP.

By Remark 5 after Lemma 3 each W  is the connected component of the com­
plement of a finite number Slt ..., Sn£3P, where for iVy. Since
each Si is a convex set with non-empty interior in the plane, each set of 3 of the 
S i’s, say S 4, S 2, S3 must bound a connected region in the plane. If S4 is in this bounded 
region then W  is not connected. If S 4 is outside this region it is not part of the bound­
ary of W. Thus л=3.

Let Ci be the centroid of S t, /= 1 ,2 ,3 . Let /,/= 1 ,2 ,3 , zV/. If St and Ss 
are homotheticly reversed we define PUJ—PJti to be the unique point on the line 
segment from Cf to Cj in S t (T S j . Note in this case Pt J is the center of dilation 
which moves St to S j . If St and Sj are not homotheticly reversed, then we choose 
Pi'j to be any point in П S j . However, if S ( and Sj correspond to another hole 
we must be careful to choose the same PitJ.
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Let H (W ) be the hexagon whose boundary consists of the union of the line 
segments [Cif PitJ\, i^ j ,  i , j —1,2,3. See Figure 6.

Note that if at least one of the sets is homotheticly reversed and at least one is 
not homotheticly reversed, then two pairs of adjacent sides of the hexagon are 
colinear, and we can think of our hexagon as a quadrilateral.

Lemma 6. The collection o f hexagons {H(W)\W  is a hole o f  gP} have disjoint 
interiors and the union covers the complement o f the union o f the elements of gP.

P roof. £ 2\ [ 1S’1US'2US'3U # (1F)] is connected and unbounded, thus H(W ) 
must contain the bounded component of J?2\ I 5 IUS,iUS'3]. I.e., W cH (W ). Since 
there are nq unbounded components of the complement of the union of the ele­
ments of gP, the union of the hexagons must cover the complement of the union of 
the elements of gP.

By the construction of Sx, S2, S fgP  for each hole, we see that no H(W ) 
contains an element of gP. Thus H(W) contains no centroid of an element of gP 
and no PiyJ. Since no two of the segments that define the boundaries of the hexagons 
can intersect except at their endpoints, any two hexagons must have disjoint interiors. 
This finishes the proof of the Lemma.

If we know that the density of the packing gP, when each element is intersected 
with one of the hexagons, is not smaller than 1/2, then the overall packing density 
of gP is not smaller than 1/2. Thus the following Lemma finishes Theorem 2.

Lemma 7. For each hole W o f gP

2(area W) area //(IT).

P roof. If all three of the packing elements corresponding to W are homothetic 
or all three are homotheticly reversed, then the methods of A. Bezdek, K. Bezdek, 
and K. Böröczkyjl] imply the result.

Thus we are left with the case when one of the packing elements is different 
(homotheticly) from the other two. We assume that Sx is homotheticly reversed 
from S2 and Ss (and thus S 2 and Ss are homothetic). Since affine linear transforma-
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tions take centroids to centroids, preserve area ratios, and homothetic pairs of 
sets, we may also assume that the triangle (Pli2, P2,3, P3fi) is an equilateral triangle 
of side length 1. We must carefully estimate the area of W. Let C - ,  for /=1, 2, 3, 
be the point in S t furtherest from the line through Р^+1, (indices mod 3)
on the same side as W. The quadrilateral (Cf » /{.i+i, is contained in
S t and roughly speaking we will use its area as a lower bound for the area of H { W ) C \  
П S i . See Figure 7. Note that it might happen that Cf and C \  are on the same side

Pi.i +1> / ? , ! - ! •

Let absolute value of ht be the altitude of (C; , Piti- 1) from the vertex Cf.
We define ht to be positive if C, and C\ are on opposite sides of (Piii+lt 
otherwise ht is negative (or zero if C; is on the line through M.i-i)-

Let h'i> 0 be the altitude of (C't, Piti-x, Pi,i+i) from the vertex C -. We claim:

a ie a [H (W )n S ,] s^ (h t+h't).

In case C; and С\ are on opposite sides of the line through P jj-i and Д 1+1, or
С,- lies inside the triangle (C't, Piti_j, f?,,+1), then -j(Aí+Aí) is the area of the
quadrilateral (Ct, Piti- i ,  C\, ^ , l+1) which is contained in H(W)C\Si. On the 
other hand, it is easy to see that when Af<0, since \hi\sh\, the claim still holds,
since the triangle (C;, Д ;+1, CJ) has area ^ ^ - (/), + /;[) and is contained in
H (W )f]Si, assuming (without loss of generality) that the segments (C;, i / j i + x )  and 
(C-, Pit( _ х )  cross. See Figure 8.

We now must estimate hi+h\, for /=1, 2, 3.
We observe that if L  is a support line for S), i= 1,2,3, and bt is the breadth 

of St in the direction perpendicular to L, then с1(С(, L)^bJ3, where d(Ct, L) 
is the distance from the centroid Cf to L. (See Bonnesen and Fenchel [4], page 52.) 
In particular when L t is the support line through C- parallel to if,f_x, Pi,i+i, then 
d(Ct, Li)=hi+h'i. Thus we now look for lower bounds for the breadth in the direc­
tion perpendicular to the line through T f . i + x -
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We use the homotheties to find points far away from C\ in the given direction. 
Let Д,-, i =  1, 2, 3 be the absolute scalar constants of homothety for St . That is, 
the ratio of the lengths of correspondig line segments from S', to Sj is X-JXj. Recall 
Sk is homotheticly reversed from S2 and S3. Let hkJ: Sk^-S, be the homothetic 
dilation that takes the set Sk onto St, where k ^ l ,  k, /= 1 ,2 , 3. Define Pfo1 = 
~ hk i{Pi J). Note that P*'f is defined only when PitJP Sk, i.e. i—k  or j= k .

We now compute the distance of P£ti  from the line through P23, P12. See 
Figure 9.

Recall 2) — ̂ 1,2

(3.1) \P l'£ -P iJ

and h lt3 (Plt3) —PU3

—  \ h i , 2 ( f i , 3 ) ~ h i , i i ( P i , z ) \  =  1Л.з — - î.al ~ ~ j ~ -

But
Pl,’£ — ^l,s(Ji,s) — ^1,2^3,1 (/5,3) — h3t3(Plt3) — Р£’з,
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since a composition of homothetic dilations is a homothetic dilation. Then

(3.2) I /W - 4 M  = д а-д % * 1  =

— |Л * .(* Ы -* м № .з)1  =  -г—|P1>s-P*.3l ==-3—•A3 A-3
Each of the above line segments makes a 60° angle with the line through Pli2 and 
Pii3. So by (3.1) and (3.2),

уз
( . I P t f - P i A + l P t f - P l - Z D + K  ш b9,

(3.3) 
Similarly

(3.4)

^ - ( x +^ ) +h't - b2- 3(hi+h'il

Ч { ^ + т ) + к - Ь з - Щ з + К ) -

We get an estimate for hl +h[ by calculating P3;3.

Thus

(3.5)

1Д%1 — ̂ 1,з1 — 1̂ 3,1 (-̂ 2, з) ^3, l(-^l, з)1----~ Y ~ \P i,3~  P l,z \ — ~

Ц - ^ - Р г А  + К ^ Ь , ,  

Ц - Ь .+ Ъ ^ Ь г *  3(hl + hí).
Adding (3.3), (3.4), and (3.5) we get

i- j3 -+ ~y ~ +  -r-  +  -Д - +  - j2-] +  h[ +  h'i + h'3 == 3 (hi +  h2 +  h3 +  +  h3 +  h3).
Z  \  A 3 A j  Л 3 A j  Á 2 /

Since 4 L + 4 L - 2 and 4 ^ + 4 2" - 2, we SetAj

^3
4+  2  К  á  3 ( 2  hi+h'i), 2 / 3 á 3  2 h ,+ 2  2  К -

i=I i = l 1=1 1=1

But h't^O, for all /= 1 ,2,3, so

2 / 3 ^ 3  2 ( h , + h i ) .

Thus

3zi=1

Ц-Ш 2 - Щ Ф -  g  i  area[ Я ( (Т ) П 5 ; ]  = area [ Я ( Ж ) П ( и  S,)].
|  =  1 ^  i =  i  i  =  l
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But Pfc{Pu , i y ,P Sil) and

Thus area W  sS I ^ J j L s a r e a  [Я(1Т)П(й S’,)]- Thus4 3 i=i

3
2 area IP s  area [(Я(1Т)П( U S,))UIF] = area H(W)

i = 1i=l
finishing the Lemma and the Theorem.

IV. Proof of Theorem 3

We repeat here the same notation of Section II, where (P x, Pn+1) = c г is
a simplex in E n, and Áj, A2, ...,An+1 are positive real numbers. P(J  (/< /) is a 
point on each edge ( P ,  P-) between P  and Pj with the property that

Proof. Without loss of generality, by applying an affine linear transforma­
tion we may assume that each edge has length 1. We will proceed by induction on n. 
For n= 1 and n—2 the statement is trivial and follows from the analysis in Sec­
tion II respectively.

where p * z t is the convex hull of p  and t;, and each of the sets in the union has 
disjoint interiors, p *  zt is the /-th “corner” of a outside W. See Figure 10.

We now apply Lemma 2 to find a point such that for all i= l, 2 , n+1 
the half-space with zt in its boundary containing P  when dilated (from P) by 2n/(n +1) 
contains &. Fix /=1, 2 ,..., и+ l .  Let lt be the altitude from P in P *zt. Let /f 
be the altitude from a in a * t, (the convex hull of a and t ;), where, if a is on the 
same side of zt as P, then /;< 0 , and a * zt is regarded as having negative volume.

X j(P i - P i, j )  =  Xi (PUj - P j ) ,  

where 1^ /< у '^и  + 1. We regard P j = P Jii.

Lemma 8. Vol [Conv Vol a.

Call IF=conv {P,j}i*j. Let T,=conv [ i j  {/?,;}]. Then

n+l
(4.1) a =  WU U P * r t,

Then
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and

(4.2) Vol ——X- Vol i; * t f.n+1
Let ai=(P1, /5-1, /5+1, ..., P„+i) be the face opposite Pt. Let

Щ = conv {Ри }1Ф]Фкф1 c  (7f.
Then

П + 1 n+lи U u
i=l i=l

Let hi be the perpendicular distance of d from the plane of <тг. Since each pair of 
sets in the above union have disjoint interiors, we get

Vol IV= "j?1 — htVol„_i Щ +"2  Vol&*x[t
i=1 n i=l

where Vol„_j denotes (n—l)-dimensional volume. By induction

Thus using (4.2) 

Vol

since Vol, 
a. Thus

-1 Щ — ( l— 2^т) Voln-iffj.
ч

w s  Vo,--"+I  я
s  f1 -  2̂ - )  1  A'+ ^TT I Vo1

II + 1
1ц-1 ö’í=V o1#i- 1 g19 for all i. Since g is regular 2  * i= any altitude of

i = l

V o l " ~ 1<Tl . 2  hi =  Vo l ( T .  
n it i

Лс/а Mathematica Hungarica 57 .1991



308 К . BEZDEK AND R. CONNELLY

By (4.1)

" S  Vol (J4 * T,) = Vol a - Vol W.
>=i

Putting this together we get

Vol (W) ^  (1 — ̂ t) Vol a + (Vol a -  Vol W),

y v o i m  ^  \-2~y -  2 ^ 1 ) Vo1 Vo1 Vol<r,
2n

T+ ]

finishing the Lemma.
We now can show the density estimate in Theorem 3. If a is an и-simplex in 

the triangulation for the triangulated packing PP, then each vertex Д of cr is the 
center of some body В If  Xt is the constant of homothety for Bh then points

n + l
PiJ(:(Pi, PjynBiHBj are as in Lemma 8. Thus P*TtdB, and W U (J Bid a, and 

и № П ф ( г \ ^  So
i=l

Vol (o-\fT) Vol ("u B iП cr), Vol a ~ \ o \ W ^  Vol ( \J  BtПcr),
i=i f=i

( и-L 1 N Я+1
1-----J - J v o l f f  ^  V ol[U  Д,П«г], И+1

2"

Vol [ Ü B.Clo] 
____________ 1 =  1

Volcr

Thus и + 1 
2" ^ d ,  where d= density of 2P.

To finish the Theorem we rely on the following:
Construction 2. Let Г = { ( 2г , ..., z„)|zj is an integer 1=1, 2 , ..., r i ) d E n 

be the usual integral lattice. Let C c f  be vertices of the unit cube, i.e., 
C={(zi, z„)|for each i, z; =  0 or 1}. We define a relation on Г by saying for 
P, Qer, P-< Q if Q—P£C. Note the -< is a partial ordering on C, but not 
all of Г.

We now define the triangulation 9~ of E n. A simplex a={PL, Pm) of ST 
consists of PidT such that PL-<.P2-<,...Pm and Pi<Pj if l s /< y s m s n + l .  
I.e., well-ordered subsets of Г  are the vertices o f simplices of ЗГ. This defines a well- 
known triangulation of En apparantly originally due to Freudenthal [7]. See Todd [13], 
for example, for a proof that we have indeed defined a triangulation.

For P a vertex of ST, we claim that the star of P in dr =st (P, -3T) = 
=  U{ff|tx€^ P  is a vertex o f a} is the convex body BP defined by BP=P+  
+ {(*!, ..., X„)||Xi|Sl, IX i-X jl^L  iVy, /',y= l,

To show this claim we assume, without loss of generality, that P = 0, the 
origin. If a simplex of 2Г, a d  st (P, ST), then we can order the vertices of a so that 
P -< ...-<0=P-< ...-<P ,+1 (possibly with repeated Р/s). All the coordinates of
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Pi, ..., Pi-x are 0 or —1, and all the coordinates of Pi+1, Pn+1 are 0 or 1. In 
order for Рг-<Р„+1 the non-zero coordinates in the two collections must be disjoint. 
Thus the vertices of a are in B0 and hence o(zBu.

Suppose Q=(x!, . . . ,x n)£Bu. By reordering the coordinates, we may suppose 
that x1s . . , s x j. 1sO = x is x i+1s , . . s x n. Let

Pj = (~ 1. •••> -1.0, j=  1, ..., i - l ,
where the first j  coordinates are —1, and the rest are 0. Let Pt=0.

P j =  (0, ..., 1 , 1 ) ,  j  =  / + 1 , n + 1,

where the last j  coordinates are 1. Then defines a simplex
o= (P i,, ..., i j +1) in ST, and cr is in st (O, ST) since Pi — O.

To show that Q is in s t(0 , 2Г) define 1{, /=  1,..., и+ l ,  by
к = x 2—X!

U- 2 —  Xi- l~ Xi-2
f;_l =  —  X ,-!

U — 1 ~ xn + xl 
h+i =  Xn Xn—1

к  = x i + l ~ x l

It is easy to check that r , s 0, for all i = l , ..., и+1, 2  and 2  кД  = (2-
i=1 i=l

It is clear that 2Г is symmetric about any vertex of ST. Then we define a sym­
metric convex set BP=P+-^- B0 for each Р£Г. This is the convex hull of the
midpoints of all of the 1-simplices with P as one vertex. BP is symmetric since 2Г 
is, and each BP is congruent to BQ, P, Q ar  by a translation. Each ВРГ\(т where 
a^3~,P^a, is precisely the comer defined by Ях=12= ...= 2 „+1 in Lemma 8. Thus 
the density is exactly (n+ 1)/2". See Figure 11.

This finishes the proof of Theorem 3.
R e m a r k  6 . It turns out in Constmction 2 that the sets BP are all (congruent) 

zonotopes. They are the convex hull of a cube of side length 1/2 and the reflection 
of that cube about one of its vertices.

Note also that although no triangulated packing of equal spheres exists for 
dimensions greater than 2, in dimension 3 we can find a triangulated packing with 
just two sizes of spheres. Take the usual close lattice packing of equal spheres with 
radius 1 say. Joining the centers of adjacent spheres we get a 1-dimensional com­
plex that can be regarded as the edges of a tiling of E z by regular octahedra and
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tetrahedra of side length 2. In the center of each octahedron place a smaller sphere 
of radius / 2 —1, which touches all 8 of the surrounding spheres of the regular 
octahedron. This then yields a triangulated packing of E3 by spheres of just two 
sizes.

Proof of th e  C orollary. Let О be the origin in the interior of a convex 
body B. Then the Minkowski average of В and —B,

i  =  T  b - \ b ~ { \ x - \ , \ x, k b )

is a centrally symmetric convex body. If Bt = pi+B  and B j= pj+ B  are translates 
of В with disjoint interiors, then by a Theorem of Hadwiger [10] Bt=pi+S, 3j = 
= P j + B  have disjoint interiors and intersect if and only if B{ and B} intersect, as 
mentioned in the introduction.

A theorem of Rogers and Shephard [12] says that

PI
\ o \ B  ^ - ^ - V o l B .

This then yields the Corollary via Theorem 3.
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RESTRICTIONS OF COMPACT NORMAL OPERATORS
J. PAEZ (Carabobo), Z. SEBESTYÉN (Budapest) and J. STOCHEL (Krakow)

A recent characterization of subpositive and subprojection suboperators ap­
peared in Halmos [1], Sebestyén [2], [3], Sebestyén—Kapos [4]. The aim of this 
note is to show that the characterization, problem of restrictions of compact normal 
operators can be solved by referring to the spectral theorem and to the extension 
process for subprojection suboperators given in [3].

Let H  be a (complex) Hilbert space, H0 a linear subspace of H  and A0: H0-*H 
a linear operator. The problem we shall solve is : when does there exist a compact 
normal operator A on H  such that A0 is the restriction of A to //„? This is a special 
case of Problem 1 posed by Halmos in [1]. However, the solution is not formulated 
in terms of the geometric behaviour of A„, as desired there. Note that ([3]) a sub­
operator Q : HQ—H  is subprojection, i.e. 6  is a restriction of an orthogonal projec­
tion P on H, if and only if the following identity holds:
(1) \\Qx\\2 = (Qx,x) for x in tf0.
The smallest such P  satisfies further (by the construction in [3]):

(2) Range P c  Range Q.

T heorem. The suboperator A0: #„-►# has a compact normal extension to H 
i f  and only if

(i) there exists a finite or infinite sequence of subprojection suboperators
Q„: H0 H,  nsO such that rank for  0, (range Q„}ns0 is pairwise
orthogonal, and
(3) * =  2 Q » x  for any x in tf0,

ns 0
(ii) there exists a corresponding bounded sequence of complex numbers {2 „ } n a 0  

with A0=0 as the only possible point of accumulation and such that

(4) A0x =  2  A„Qnx for any x in H0.
ns 0

P roof. The necessity of (i) and (ii) is obvious by the spectral theorem for 
compact normal operators. To prove their sufficiency define the projection operators 
P„ as follows. For n>0 take the smallest positive extension of Qn in [3] as Pn. By 
(2), P„ is of finite rank for 0. It follows from (i) that the series 2  converges in

n il
the strong operator topology. Define P0 by

(5) P0x =  x — 2  Pnx for any x in H.nei
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Let A be defined by
(6 ) Ax =  2  K K *  for x  in H.71̂ 0
The operator A is easily seen to be a compact normal operator on H. Further, A 
is an extension of A0. This follows from (4) and the fact that every P„ is an extension 
of Q„. Indeed, for n—0 we can apply (5) and (3), and the proof is complete.

Corollary. The suboperator A0: H0—H has a compact self adjoint (positive) 
extension if  and only if  the sequence {A„ } n g 0  in the Theorem consists of real (positive) 
numbers.

This work was done while the first and third named authors were visiting the 
Department of Applied Analysis of the Eötvös University Budapest.
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A GENERAL RIEMANN COMPLETE INTEGRAL 
IN THE PLANE

Z. BUCZOLICH (Budapest)

Introduction. In [6 ], [7] W. F. Pfeffer defines a multidimensional Riemann 
type integral such that the divergence of any vector field continuous in a compact 
interval and differentiable in its interior is integrable, and the integral equals the 
flux of the vector field out of the interval. In Section 7.4 of [6 ] the author men­
tions the possibility of a definition of an integral through special partitions. This 
integral is a natural, simple alternative of his integral. In this paper we solve the 
problem of the existence of special partitions in the plane. Unfortunately we were 
unable to use our method for higher dimensions. Definitions of Riemann type 
integrals are based on the ideas of Henstock and Kurzweil (cf. [1], [2] and
[3]). Mawhin’s integrals in [4] or [5] are suitable generalizations for the 
divergence theorem but they lack the additivity, which one expects from an integral. 
In the first section we prove the existence of 10_3-regular, á-fine and special parti­
tions of an interval A c:R2 (Theorem 1.1). In the second section we give the defini­
tion of the Riemann complete type (GRC) integral. We prove the additivity of 
this integral (Theorem 2.1). Finally we show that this GRC integral integrates the 
derivatives of functions of intervals (Theorem 2.2). We remark that all lemmas, 
propositions, theorems and corollaries in Sections 3— 6  of [6 ] can be proved 
for the GRC integral as well. Namely the GRC integral is almost everywhere dif­
ferentiable and the divergence theorem as stated in [6 , 5.5] holds for the GRC 
integral.

P r e l i m i n a r i e s .  By R we denote the real numbers. Suppose that x = (x lt  x2)^R2 

and y = (y i, y2LR 2 then dist (x, y):=max {|х{ — y t\ : i=  1, 2}. We shall use 
exclusively this metric in R2. If f c R 2 then E cl, ЪЕ, diám (E) and \E\ 
denotes the closure, the boundary, the diameter and the Lebesgue measure of E, 
respectively. If EczAczR 2 then by int (E; A) we denote the interior of E  in the 
subspace topology of A. All functions in this paper are real valued. The term 
measurable means Lebesgue measurable. By an interval A we mean a set of the 
form A =[a t , hj]X[a2> ^2] = (űi> я2)+ [0 , ci]X[0, c2] where ci= b i- a i>-0 for /'=1,2.

If A is an interval then the set of vertices of A will be denoted by vA. We denote 
[0. I] 2 by /. We say that the intervals A and В are non-overlapping if int (A; R2)fl 
Flint (B; R2)=0. If the intervals AjCzA ( /=  1, ..., k) are non-overlapping then 
we say that the set D = {A j:  j =  1, ..., k) is a subdivision of A. If furthermore 
the subdivision D fulfills that A = U {A j:  j =  1, ..., k] then we say that D is a divi­
sion of A.

D efinition 0.1. Suppose that ^ c R ! is an interval then the parameter of 
regularity of A is the number r(^)=the length of the smaller side of Л/the length
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of the longer side of A .  If r€(0, 1) then we say that the interval A  is /--regular if 
r ( A ) ^ r .  If D  is a subdivision of A  then r ( D ) :=min { r ( A j ) :  j — 1, A:}. We say
that D  is /--regular if r ( D ) ^ r .

D efinition 0.2. Let A  be an interval in R 2 . A partition of A  is a collection 
P = { ( A k, X j ) ,  . . . ,  ( A k , x k)}  where D ( P ) : = { A k, . . . ,  A k}  i s  a division of A  and X j d A j ,  
j = l , . . . , k .  Given an /-€(0, 1)> we say that P  is /--regular whenever D ( P )  is 
/--regular.

D efinition 0.3. Suppose that v4c:R2 and the function <5: A  —(0, +°°) is 
given. We say that the pair ( A ' , x )  is «5-fine and special if x £ v A '  and

A '  c  { y :  dist(x, y) ^  <5(x)}.
A subpartition P  of A  is called «5-fine and special if every ( A j ,  x f i £ P  is <5-fine and 
special.

D efinition 0.4. If we have a fixed interval A  and P = { ( A 1, x ,) , ..., ( A k, x k) }  is 
a subpartition of A  then F ( P ) : = U { A j : j = l , . . . , k }  and G ( P ) : —i n t  ( F ( P ) ;  A ) ,  
plainly F ( P ) is closed and G ( P )  is open in A .

If a set 5czR 2 consists of finitely many intervals then we can define regular, 
«5-fine or special subpartitions and partitions of В  analogously to the above def­
initions.

I .  T h e  p a r t i t i o n  t h e o r e m
Theorem 1.1. S u p p o se  th a t  ^4cR2 i s  an  in te r v a l  a n d  <5: A  — (0, +°°) i s  g iv e n .  

T h e n  A  h a s  a  \ 0 ~ 3 -reg u la r , 8 - f in e  a n d  s p e c ia l p a r t i t io n .

First we prove this theorem from the following lemma, and then we shall prove 
the lemma.

Lemma 1.1. W e  p u t  if:=l/20. S u p p o s e  th a t  <5: / —(0, +°°) a n d  H : = { x £ l :  <5(x)^l}. 
T h e n  th ere  e x i s t s  a  d 2-reg u la r , 8 - f in e  a n d  s p e c ia l  s u b p a r ti t io n  P = { A j ,  x f i :  j =  1 , . . . ,  k ]  
o f  I  such th a t H c G ( P ) .

Proof of T heorem 1.1. We put H „ : = { x £ A :  8 ( x ) ^ l / n }  for и=1, 2 , . . . .  We 
want to define an increasing sequence P„ of subpartitions of A  with the following 
properties for every и = 1 , ...:
( 1 )  H nU G (P n^ )  c  G (P n),

(2) Pn is a 10_3-regular, «5-fine and special subpartition of A .
CO oo

Since <5(x)>0 for every x € A  we have A =  IJ H „ c  |J G (P „).  Using the com-
n — 1 n —1

N
pactness of A  we can choose a natural number N  such that A  = IJ G (P n).  Then

/1 =  1
obviously PN is a 10~3-regular, <5-fme and special partition of A ,  required in our 
theorem.

We have to prove the existence of the above sequence Pn. We put / )n=0 and 
r ':=  1/2. Suppose that я ё  1 and for m =l, ..., n — 1 we have defined Pm fulfilling
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(1) and (2). From (2) it follows that A \G (P n_1) is the union of finitely many non­
overlapping intervals. That is we can choose a division D' =  {Aj\ j — 1, . . . ,k )  of 
A \G (P„-1) and we may obviously suppose that diam (Aj)<l/n. It is easy to 
show that any interval can be divided into finitely many /-'-regular intervals (cf. 
[6 , Lemma 2.3]). Therefore we may also suppose that D' is /-'-regular. For a
y€{l...... k} and AJ=aJ+[0 ,c l ,]X[0,c2 A we define the affine transformation
Tj by

(l/cx . О \
В Д - ( * - * , ) (  o ' „ J -

It is easy to see that Tj(Aj)=I.  The inverse of 7} is denoted by Sj, that is

s , M - « , + * ( £ '  Ci°J .
It is obvious from the definition that

diam (Aj) =  max {cx> j , c2> j) and r(Aj) — min (clt j , c2, j-J/max {cltJ, c2j j).

An easy computation shows that for any interval В we have
(3) diam (Sj(B)) ^ diam (В ) • diam (Aj) and r(Sj(B)) ^  r(B) ■ r(A/) & r(B) ■ r'.

We put <5' (x) :=<5 (Sj (x))/diam (Aj). From (3) it follows that if В was a d 2-reg­
ular, á'-fine and special interval then Sj(B) is J2/ '^  10_3-regular, (5-fine and 
special. Since diam (T;)<  l/w we have <5'(x)  ̂1 whenever Sj(x)£H„. Therefore 
Tj(Hnr\A j)c H ':= {x £ l:  <5'(x)sl}. We can apply Lemma 1.1 with ö:=ö' 
and H:=H'. We obtain a d2-regular, ő-fine and special subpartition Pj =  
{(Btj, xt'j): i =  l , ..., kj) o f/su ch  that H'czG(Pj).

We put Pn§j:={(Sj(Biyj), Sj(xtj)):  i= \ , . . . , k j } .  From the properties of Sj 
it follows now that Pn<J is 10~3-regular, <5-fine and special. Thus if we let P„ :=/J_1U 
U {P„,j'- then Pn fulfills (2). It is obvious that G(P„_x)c:G(Pn).
If х£#„П(/1\(7 (Р„-х)) and there exists a y€{l, . . . ,k j  suchthat xr̂ int (Afi then 
x£int (F(/J,), A) and hence x£G(P„). If x£Hn(A\G(Pn- 1)) and there exists a 
y € { l,..., k) suchthat x£b A} then x^G(P„j-)(=int(P„t r ; Aj f)  for every j '  such 
that x£bAj’. Using also F(P„^l)czF(Pll) we obtain xdG(Pn), Thus we proved 
that P„ also fulfills (1). This completes the proof of Theorem 1.1.

Definition 1.1. Suppose that the intervals Bj, j =  1, m, are subintervals 
of [0,1] and their lengths are bj, j =  1, m respectively. If 0< й?<1 we say 
that these intervals are d-ranked if for every y £ { l,..., m) there is a natural num­
ber n(j), the rank of Bj such that b j= d niJ\  Let nx, n2, ..., ns be the ranks of 
the intervals Bj, j =  1, ..., m. We denote by Nt the set of those indices ,/ for which 
the rank of Bj equals nt .

Lemma 1.2. Suppose that 0 < éL=1/3 and the closed intervals Bj, j — 1, ..., m 
are d-ranked and they cover the interval [0, I]. Then there exists a finite set o f  non­
overlapping closed intervals in Q , i= l ,  ..., t o f  length Ci such that they cover [0 , 1 ] 
and for every /£ {1 ,..., t) there is a /(/)€{ 1, ..., m} such that BJi;)c:Ct , с(<4й?я(у(0) 
and for every n f /  we have that U {B j: the rank o f  Bj is smaller than n}c  
c  U{Cf: the rank of BJ(i) is smaller than n).
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Fbcof of Limma 1.2. We shall use the rotation of Defnition 1.1. Choose a 
maximal non-overlapping subset of {B j: jd N ^  and denote the index set corre­
sponding to this set by N{. Since this set of intervals is maximal, for every jd Nk 
there exists a j '€N {  such that BjClBy?zQ. Using the fact that the length of the 
intervals Bj, jd  Nk equals d"1 we obtain that we can enlarge the intervals By (j'dN'j) 
by at most 2d"1 such that these enlarged intervals, denoted by BJtl, j£N {,  are non­
overlapping and j d N [}id U {B} : j d N j .  Suppose that N j ( j ^ i — 1) and
the intervals {BJii_1: j d /V/U. . .U N't_t} are defined, these intervals are non-over­
lapping and \J{Bj'i-i: jdN [U  . . . U U{Bj: y£lV1 U...UlSri_1}. If i< s  then 
choose a maximal non-overlapping subset of {Bj: jd.Nt} such that, denoting by N- 
the corresponding set of indices, the intervals Bj i_1 and By  do not overlap for 
j£N[{J ...U N'i_x and j 'dN \.  By the maximality of the set {Bji jdN',} for every 
j£ N t there exists either a j'dN't o ra  / £ N [ 0  ...UlVj'_i such that BjCiBj^ Q  or 
BJC\Byii^1pi0. Using the fact that the length of the intervals Bj, jd N t, equals dnt 
we obtain that we can enlarge the intervals BJ’tt_1,j'^N'1{J...UN'i_1 and Bj, j d TV- 
by at most 2dn‘ so that these enlarged intervals, denoted by Bj:i, j d N { 0 ...UN-, 
are non-overlapping and U{ßj y€lVíU...UlV/}=) U{ßy: jd N xU ...UNi}. Since
1V!U...U1VS=M 0  we have U{ö 7’s:>1VÍU...UJV;}=>U{5/ : у€М0}=[0, 1].

Thus, denoting by C;, i=  1, ..., / the set of the intervals {BjtS: jdN ÍU ... UN'}, 
the intervals Ct are non-overlapping and they cover [0, 1]. Furthermore if C;= ß 7iS 
and jd N -., then we obtained BJtS from BJt jd N r , by a sequence of enlargements 
first by at most 2d"t', then by at most 2dn<'+» etc. Therefore the length of BJ>S is 
smaller than

dni+2  2  dn,+k = <Р* 0  + 2  2  dk) <  4dn‘-
k = 0  k - 0

Finally the last property claimed in our lemma follows from

U{ß;,s: 761VÍU...U1V;} 3  {Bjy. je N i^ .-U N 'i}  z>U{Bj: jd N ^ .- .U N i}  

for every / i i .
P roof of L emma 1.1. If there exists an x = ( x lf x2)dH  such that d d k x ^ l  —d  

and d ^ x 2^ l  —d  then we can divide /  into four intervals with a common 
vertex x. These intervals provide a J 2-regular, <5-fine, special partition of I.

Thus we may suppose that [d, 1 —d]x[d,  1 —г/]ПЯ=0. For an xdН \Ы  we 
shall denote by n(x) the natural number satisfying £?n(x)>-dist (x, b /)S i/n(*)+1. We 
recall that b /= £ ,1 U£,2 U£,3 U£'4 . For an x d H \ b I  choose a k(x)d{\, 2, 3, 4} 
suchthat dist (x, £'t(x)) =  dist (x, b7). Denote by w(x)dEk(x) the image point of x 
under and orthogonal projection to EkM. Since dist (x, £'Hi))=dist (x, b/) the one 
dimensional interval B(x) with midpoint n (x) and of length d nM+1 is contained in 
Ek(x). Denote by A1(x) the closed subinterval of 1 for which the length of the sides 
orthogonal to Ek(xj equals (1 + d ) d nM and B (x )cE kM is also a side of A1(x). 
Put A2(x)=0.

For x d b l \ v l  choose k(x) and n(x) such that xdEk(x), 10dn(x)-<S(x) and 
the one dimensional interval B(x) with midpoint x  and of length d"(x)+1 fulfills 
5(x)cint (Ek(x)). We define Ax(x) such that B(x) is one of its sides and the length 
of the sides orthogonal to B(x) equals ( l+ d )d ' ‘̂ x). We also put A2(x)=0.
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For x £ v l  choose an w(x)£yF such that 10i/',(x)<<5(x). Denote by A3(x) 
the subinterval of /such that x  is one of its vertices and the horizontal side of A3(x) 
is dnix)+1 and its vertical side is (1 +d)d"(x>. Denote by AL(x) the rectangle which 
we obtain by removing from A3(x) the closed vertical segment of A3(x)C\bI. 
Denote by A4(x) the subinterval of /  such that x is one of its vertices and the vertical 
side of A4(x) is dn(x)+1 and its horizontal side is (1 + d ) d n(x). Denote by A2(x) 
the rectangle which we obtain by removing from A l(x) the closed horizontal segment 
of А4(х)Г)Ы.

Put T := H c,UbI. The relative /-interiors of the sets AL(x)(JA2(x), x£ //U b /, 
are obviously covering f fU b /. If y £ # cl and y$b l  then one can choose an 
x £ # \ b /  close enough to у  such that dist (x, y )< d nM+1/2 and by the defini­
tion of A1(x) we have y£int (Л1 (х), /); here we remind the reader that 
HCl[d, 1 — d] X[d, 1 — d]= 0  and hence T c z l \ (d ,  l —d)X(d, 1—d). Thus by the 
compactness of T  we can select finitely many Xj£#Ub/ (i— 1, in') such that 
the union of the sets ^ 1 (xi), Ai (xi) covers T. For a fixed edge of /  say E  we shall 
denote by Bj, j — 1, m those nonempty subintervals of E  for which there exists 
an /£{1 , m'}, and a p£{  1 , 2 } such that Bj=(Ef]Ap(Xi)) and for this j ,  i, and
p  we put Aj:—Ap(Xi). From the definition of the rectangles Ap(xi) it follows that 
the one dimensional intervals Bj are (/-ranked and they cover E. Identifying E  with 
[0, 1] and applying Lemma 1.2 we obtain the intervals Ct , i — 1, t and the func­
tion j(i). If Сг does not contain the endpoints of E then denote by A\ the closed 
rectangle for which A\C\E=Ci and the length of the sides of A\ orthogonal to E 
equals the length of the corresponding sides of AJ(ij, namely, if the length o f BJW 
is dk then the length of Ct is smaller than 4dk and not less than dk, and the length of 
the sides of A\ orthogonal to C; equals (1 + d ) d k~1. If Ct contains one endpoint of 
E then denote by A'{ the closed rectangle for which А"Г\Е=С( and the length of 
the sides of A" orthogonal to E equals the length of the corresponding sides of AJ(i). 
Put л ;= (л ; '\ь /)и с ;.

Using the notation of the proof of Lemma 1.2 we have U {Ck: q g j" i}=  
= U{B,,S: у е^ и ...и /у ;}= зи {0 у.г: 7£ íVÍU...U ív;}d U{B; : уе/ViU...UNi} for 
every i s s .  This implies that U{A-: i = l ,  ..., / } э  U{Aji j = l , m j .  Since the 
intervals Ct are non-overlapping the rectangles A\, /==1, ..., t are also non-over­
lapping. Repeating the above process on every edge of I and taking the correspond­
ing A't rectangles we can obtain a set of rectangles denoted by Dt, i = l ,  . . . ,p  such 
that U{/>,•: /=  1 , . . . .p)ZDT and the rectangles Dt intersecting the interior o f the 
same side of I  are non-overlapping.

The choice of d  implies that the rectangles Dt intersecting opposite sides of I 
are non-overlapping. It is also obvious that overlapping problems arise only close 
to the vertices of I. Each Д  intersects b/ in a segment С,- and the side of Dt ortho­
gonal to Ct is of length (1 + d )d n<-‘). We shall say that this u(i') is the size num­
ber of Di.

Suppose that there are overlapping rectangles Dx and Z>2 such that D1C\E1^& 
and DzH E^O  (see Fig 1.).

By symmetry we can also suppose that n(l), the size number of Dx, is minimal, 
that is, if n-=n(l) is a natural number then any rectangle of size number n does not 
overlap any other rectangle D, at this corner of I. Thus n(2)^n(l). Denote by D[ 
the interval which has left vertical side common with Dx and its right vertical side
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is in E2. We shall denote by D3 the rectangle which intersects E2 and which contains 
“from below” the right upper vertex of D[. This rectangle D3 exists since bl(czT)  
is covered by the rectangles Dt but it may happen that D3 coincides with D2. By the 
minimality of n( 1) we have и(3)ёи(1) where n(3) denotes the size number of D3. 
Since the vertical sides of £ > 3 are smaller than 4dnW+1^4dnW+1 we can enlarge 
the vertical sides of D[ by at most 4<f' ( 1 , + 1  in order to obtain the interval D'{ of 
which the upper horizontal edge contains the corresponding edge of D3. By the 
minimality of n(l), other rectangles Dt above D 3 does not overlap any of the rec­
tangles Di having common side with Ex.

Therefore we constructed D ’[  from Dx by enlarging its horizontal edges by at 
most d"(1){ \ + d )  and by enlarging its vertical edges by at most 4á"(1)+1. If all 
the overlapping rectangles at this corner are covered by then we put T>[4) :=DX. 
If there is a rectangle Z>4 such that 1)4 П£'2 ^0, D^ClDi^ß, and Z>4 ф Dx then we 
may suppose that the size number, w(4), of Z) 4  is minimal, that is, rectangles Dt 
of smaller size number do not have the property that DiClD'^Q and
D.ctDi (cf.F ig .2 ).

From the minimality of n(l) it follows that и(4)ёи(1). Denote by D” the 
interval we obtained from D’[  by enlarging its horizontal sides to contain D4, that is, 
the length of the horizontal sides of Dx is (1 + d ) d nW.

We shall denote by D& the rectangle which intersects Ex and which contains 
“from the right” the left lower vertex of D"'. Again Db exists since blczT. We 
also have n(5)^n(l) because if и(5)<п(1) then Z>6 overlaps £>, contradicting 
the minimality of и(1). Thus enlarging by at most 4dn(1)+1 the horizontal side of
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D'" we obtain /){4) of which the left vertical edge contains the corresponding edge 
of Z>5. From the minimality of и(1) and n(4) it follows that Z){4) contains all the 
overlapping intervals at this corner. After the above enlargements the horizontal 
edge of D[i] is less than

max {the horizontal edge of D'{, i/"(4)(l +  i/)+4d"(5)+1} ^ dnW(l +  d )+ 4 d nW+1.

The vertical edge of D[A) equals the vertical edge of £>{' and is less than Jn(1)( 1 + d )  + 
+4 dnW+1.

Deleting those rectangles Dt, i=  1, . . p  which are covered by D{4) and replacing 
D1 by Z){4) we have a new system of rectangles which does not have overlapping at 
the common vertex of Ei and E2.

Using the above process at each vertex of I  and taking the closure of the rec­
tangles Z>; we can modify the set {Dt : i —l, to obtain a set of intervals
{<2 ,-: i = \ , . . . , p ' }  which consists of non-overlapping intervals and

U{Qi: / =  1 , э Г.

Now we shall show that for every i = l ,  we can find a ^-regular, (5-fine,
special partition of Q t . Each interval Q t was obtained from a rectangle Ap(xj) 
after a sequence of enlargements. Suppose that Xj£H\hE  In the sequel we shall 
omit the index j. Since х £ Н \Ы ,  by the definition of the rectangle Ap(x), the 
distance of x  from the boundary of Ap(x) is at least dn<'x)+1/2. Since the sides of 
Ap(x) are at most (1 +d)d"(x) and these sides are enlarged by at most 2(1 + d ) d n(x) + 
+ 8 dnM+1, the sides of Q t are smaller than 5dn(x). The distance of x from the bound­
ary of Q i is still at least d"M+1/2 and hence cutting Q t through x into four sub­
intervals we obtain a J 2-regular, 5-fine, special partition of Q, where the special 
vertex of all the four intervals is x. We recall that х£Я and hence S(x)^ l.  If x d b l \ v l  
then we can cut Q t through x into two i/2-regular, 5-fine, special subintervals; the 
proof of this fact is similar to the above case and we shall omit the details, we only 
remind that in this case 10if'(x)<5(x). Finally if x£vl  then Q t itself with the 
special vertex x is the desired d2-regular, 5-fine, special partition. Therefore the 
union of the above partitions of Qt for z'=l, . . . ,p ’ provides the subpartition of /  
claimed in Lemma 1.1.

2. T h e  d e f i n i t i o n  o f  t h e  GRC i n t e g r a l  a n d  i t s  p r o p e r t i e s
Definition 2.1. I f / is  a function on an interval A and 

P  =  {(^i, Xj),..., (Ak, x*)}
is a partition of A, we let:

P )  = Z f ( X j ) \ A j \ .
j = 1

Definition 2.2. A function /  on an interval A is called (GRC) integrable in 
A if there is a real number J  with the following property: for every e>0, there is a 
5: A —(0, +■») suchthat |сг(/, P )— / |< е  for each 10_3-regular, 5-fine and special 
partition of A.
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We denote the number J  by (GRC) f f  от simply by f f .  The set of the
A  A

GRC integrable functions on A will be denoted by GRC (A).
From Theorem 1.1 it follows that for any interval ^ cR 2 and <5: A-*{0, +°°) 

we can find a 10~3-regular, (5-fine and special partition of A. Thus in Definition 2.2 
the set of 10_3-regular, (5-fine and special partitions of A is not empty.

T h e o r e m  2.1. Let f  be a function on an interval Ac: R2, and let

D =  { A j : j =  1, ... , k }

be a partition o f  A. I f  / 6 GRC (Aj) for y'6 {l, ...,&}, then /€GRC (A) and

к
= 2j = 1

P r o o f . Let <5o(x)>0 such that f o r  all x€A, if x$Aj then <50 (x)<dist (x, Aj). 
Now given find a őji A j—(0, +=<=) suchthat ös «= ö0 and

К -  « -  J A  -  п з г
Aj

for each 10_ 3-regular, öj-fine and special partition of Aj. For x£As we set 
<5(x):=min ({(5y(x): j =  1,..., A:}U{<50 (лг)}), and select a 10~3-regular, <5-fine and 
special partition P={(Bi, x,): i= l , . . . , n }  of A. Let (Bt, Xi)£P, y € { l, ..., &} and 
suppose that int (Z?;; A) flint (Aji A)A0. Since дшд0 we have x^A j  and В{ с А } 
becuase for a special partition x t is a vertex of Bt . It follows that

/ / •I f

Pj'= {CS;, x,): int (Bi; A)ITint (Aj\ A) A 0} 

is a 10- 3-regular, Sj-fine and special partition of Aj for each j — 1, ..., к. Since

<т(/, P)= 2  <*(/> pj)> we have
J =1

\°(f, P ) - 2  J f \ ^  2  И f  Pj)~ f f \  <  -Л г 2  Aj =  e.
' J = l A j  1 J “ » '  A j  ' \A \ J  = l

This proves Theorem 2.1.
Let F be an additive function of subintervals of an interval A, and let x£A. 

Following [8 , Chapter 4.2], we say that F is derivable at x if a finite

lim w
\ в п \

exists for each sequence {Bn} o f subintervals of A such that x£Bn, n = 1,2, . . . ,  
lim diam (B„)=0, and there exists an /•>0 such that the intervals Bn are /--regular. 
If all these limits exist, then they have the same value, denoted by F'(x) and called 
the derivative of F at x.
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Theorem 2.2. Let F be a function o f  subintervals o f  an interval A such that 
f ( x ) F '  (x) exists for every x£A. Then

f f ( x )  =  F(A).
л

Proof. Let s>0 be given. Since F is differentiable we can choose for any 
x£A a number <5(v)>0 such that if В is a 10_3-regular interval, x(LB and 
diam (B)<S(x) then \F(B)—J(x)\B\\<c\B\. Let P be a 10_3-regular, (5-fine and 
special partition of A. Then plainly we have

И / ,  P ) -F (A )I == i If(xj)\Aj\ -F (A j)\ == i a \Aj\ ^  a\A\.
1

Ihat is for any £ = - 0  we can find a function <5>0 required in the definition of the 
GRC integral.

The author is indebted to professor M. Laczkovich for his comments during 
the preparation of this paper.
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ÜBER DIE KONVERGENZ MEHRFACHER 
ORTHOGONALREIHEN

К. TANDORI (Szeged), Mitglied der Akademie

1. In dieser Arbeit werden wir die Resultate von [6 ] über mehrfache Orthogo­
nalreihen verallgemeinern und die Resultate von [4] vertiefen.

Einfachkeitshalber werden wir unsere Sätze nur für doppelte Reihen verfas­
sen; sinngemäß bleiben sie auch für beliebige J-fachige Reihen (zf >2) richtig.

Es sei N2= { (k , l ): k, 1=1, 2,...}. Wir betrachten im Intervall (0, 1) ortho- 
normierte Systeme { < ? * , / für die also

, ч i  f l, (k, /) = (к, l)
<Pk,i(x)eL2(o,i)  ((k, i )e n 2), f  cpkil(x) <phl(x)dx =  j 0  ^ ^

erfüllt sind.
Es sei Mit Q(K) bezeichnen wir die Klasse der in (0,1) orthonor-

mierten Systeme <p = {<p*,i (*)}(*, ;)€;v2, für die
№*,,(*)IS K  (x€(0,l); (k ,l) iN 2) 

besteht. Offensichtlich gilt
Q(Kk) g  Q(K2) (1 Ä Кг <  K2 S  ec).

(ß(o°) ist also die Klasse aller orthonormierten Systeme in (0,1). Im Falle (p£Q{ 1) 
gilt aber \(pk i(x)\ =  l ((fc, l)£Nz) fast überall in (0,1); solche Systeme nennen wir 
vorzeichensartig.)

B e m e r k u n g  I. Essei (p£ ß ( l ) .  Wirsetzen
<Pk,i(2x), 

- V k . i (  2лг— 1),

*€(0 , 1 /2 ), 
* 6 (1 /2 , 1), ((k, 0  £N2).

Dann besteht ^Cß( l )  und
l t i

/  ('l'k,i(x))p ('J't.ii*))'1 dx =  /  ( ' l 'k . iM Y d x  f  (ijjkA{ x ) f d x

im Falle (к, 1)^(к',Г) für jedes (p,q)£N2. Daraus folgt auf Grund eines bekann­
ten Satzes [2], daß das System «A = W0í, ;(*)}*, j€Jv8 paarweise stochastisch unabhän­
gig ist.

Mit einer Köeffizientenfolge a ~ { a k J }^k< i ) e i V 2  bilden wir die Reihe

2 2 
fc =  l  1 =  1

( 1 )
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weiterhin seien
m n

sm,n(a i <P’ x) — Z  Z  ak,i<Pk,i(x) ((m, n£N2)
4 = 1  1=1

die Partialsummen. (Im Falle m - n —0 sei sm.„(a; <p; x )= 0.)
Man sagt, daß die Reihe (1) im Punkt x regulär konvergiert, wenn

т г ni

Z  Z  °k.,<pk.i(x) =
k = m l  l — nl

= smi,n,(a; c p \x ) - s mi,„1. 1(a ; <p; x ) - s mi. linf a ;  (p; x)+smi^lt„l . l (a; <p\x) -* 0  

(тх S. m2, щ s  n2, шах (m1, щ) ^°°)
gilt. Weiterhin sagt man, daß die Reihe (1) im Punkt x im Pringsheimschen Sinne 
gegen j (x:) konvergiert, wenn für jedes e> 0 ein Index N=N(e)  derart existiert, 
daß Ismn(a; cp; x )—j(x)|<e im Falle m ,n ^ N  besteht. Es ist bekannt, daß die 
Konvergenz im Pringsheimschen Sinne der Reihe (1) im Punkt л: zur Relation

smt,ni(a\ (p; x ) - s muni(a; cp; x) - 0  (min(wi1; m2, nlt  n j -°°)
äquivalent ist. Es ist auch bekannt, daß sich aus der regulären Konvergenz einer 
Reihe ihre Konvergenz im Pringsheimschen Sinne ergibt; das Umgekehrte ist aber 
im allgemeinen unrichtig.

Für ein 1 sei M(K) die Klasse der Koeffizientenfolgen a={akil}iktl)iN%,
für die die Reihe (1) bei jedem System <pZQ(K) in (0,1) fast überall regulär kon­
vergiert. Offensichtlich gilt
(2) M(KX) i  M (K 2) (1 S  K2 <  K2 Ш °°).

Wir werden den folgenden Satz beweisen.
SatzI. Im Falle l<K<oo gilt M (K )= M (  1).
Bemerkung II. Ob die Gleichheit M(<*>)=M(\) gilt, ist noch eine offene Frage.

Auf Grund von (2) erhalten wir Satz I unmittelbar aus dem folgenden Satz.
Satz II. Es sei 1 Gilt a$M(K), so gibt es ein System Ф=

= {Ф*_1(х)}(М)еЛгг£ 1 2 (1 ) von Treppenfunktionen derart, daß die Reihe

(3) Z  Z  ak.l Фk,l(x )4 = 1 1 = 1

in (0, 1) fast überall im Pringsheimschen Sinne nicht konvergiert.

Bemerkung III. Im Falle gilt eine ähnliche Behauptung. Im [4] wurde
der folgende Satz bewiesen.

Im Falle а^М(°°) gibt es ein System Ф = {'f’jc.iOxOJouH v2 Don Treppenfunk­
tionen derart, daß

Hm ф; *)l =°°m,n-*0
in (0 , 1 ) fast überall.
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Bemerkung IV. Unsere Sätze bleiben für in einem beliebigen nichtatomischen 
Maßraum (X, А, ц) orthonormierte Systeme gültig; einfachkeitshalber beschränken 
wir unsere Betrachtungen für in (0, 1) orthonormierte Systeme.

2. Zum Beweis unserer Sätze müssen wir gewisse Definitionen, bzw., gewisse 
Hilfssätze vorausschicken.

Eine Menge HQ(0, 1) nennen wir einfach, wenn sie die Vereinigung endlich- 
vieler Intervalle ist. Für eine in (0, 1) definierte Funktion f(x)  und für ein Intervall 
I=(a, h)(€(0 , l ) ;a < b )  sei

/( /;  x) =
а <  x  <  b,

0  sonst;
weiterhin sei für eine Menge HQ(0, 1) H(I) diejenige Menge, die aus H  unter 
der Transformation y = ( b —a)x+a  hervorgeht.

Für eine Koeffizientenfolge a= {akJ}ikj )eN.2 und für eine Menge Q ^ N 2 sei 
a(Q) — {űfc,i(ő)}(*,oeN2 folgenderweise definiert:

_  föfc.i, (*,/)€ö>
ak, m  - 10> ( k , W Q ((k , 0 6  v 2).

Weiterhin setzen wir für ein 1 für eine Menge QQN2 und für eine Folge
a  —  { a k , l } < . k , l ) i N i 1 m2 n2

\ \a ;K ;Q \\=  sup { /  sup ( 2  2  ak.i(Pk,t(x) f  dx}1'2.
<p€ß(K) q m1̂ m 2,n 1̂ n 2 k = m 1 l = n 1 

(mj.njKß

Auf Grund dieser Definition gelten die folgenden Behauptungen offensichtlich, 
(i) Für jedes 1 ё ^ к  und für jede Folge a gilt

2  2  ak,i — \\a> &’■> АгР — ( 2 2 1afc.il)3-k= 1 1 = 1  k= 1 i=l

(ii) Für festgesetzte К  und Q besitzt || •; K; Q\\ die Eigenschaften der 
Norm; dh.

a) aus ||а; K; Q\\ =0 folgt akt,= 0  ((k, /)€ß);
b) für jede Folge a und für jede Zahl c  gilt

IIca; K; Q\\ =  | c |  | | а ;  K; ß l l  ( c a  =  { c a * , , } № , I )€ W l) ;
c )  für jede Folge я  =  { a M }  ( * . » € * „ >  b =  {bk,,}ik,I)€Ns gilt

Ua+b', К; ßll S  IIа; К; ÖII +  II&; К; öli (a+b =  {akti+bkJ}ík-i)€Ni).

(iii) Im Falle Ö1 Ü S 2 gilt

| | а ;  К ;  Ö i l l  s  Ц а ;  К ;  Q ,\\
für jede Folge а.
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(iv) Im Falle КкшК2 gilt

le; Kil Öli á  ||a; K2, Öli
für jede Folge а und für jede Menge Q.

Es sei
QN =  {(k,l): k , l = \ , . . . , N }  (Qo =  0).

(v) Für jedes К  und für jede Folge а gilt
\\a; K; QN\\ /  \\a; K; NJj (Л Г /-) .

Wir werden die folgenden Hilfssätze anwenden.
H ilfssatz I. Essei  1^Ä "«=°. Gilt

\ \a ;K ;N 2\ Q NЦ -* 0 (IV -« ),
so konvergiert die Reihe (1) für jedes System <p£Q(K) regulär fast überall in (0,1). 

Beweis des H ilfssatzes i . E s sei cp£Q(K). Wir setzen
mj n8

Fn (x ) =  sup I 2  2  akj(Pk,i(x)\ ( N =  0 ,1 ,...).
m1^ m 2,n l ^ n i k  =  m1 l =  nt

(«»!. "i>, ("»i* и2) € N z\ Q n

Offensichtlich gilt
Fn (x )  s  W x) ( £  0 )  (JC6(0, l ) ;  iv  =  1 ,2 , . . . ) .

Weiterhin folgt aus der Definition von ||а; K; • ||
1

f  Fj}(x)dx s  Иa; K\ N2\ Q Nf  (N  =  0, 1 ...).
0

So folgt durch Anwendung des Fatouschen Lemmas, daß lim Fn(x) = 0 in (0, 1)
N-+o°

fast überall gilt, woraus sich die Behauptung des Hilfssatzes I ergibt.
H ilfssatz II. Es sei 1 Gilt

\\a;K; N2\ Q n\ \ + 0  ( t f — ),
so gibt es ein System Ф =  {Ф*,/(x)}(ki;)€ iV.,£ ß (1) von Treppenfunktionen derart, daß 
die Reihe (3) in (0, 1) fast überall im Pringsheimschen Sinne nicht konvergiert.

Beweis der Sä tze . E s ist klar, daß sich aus den Hilfssätzen I—II die Satze I—II 
ergeben.

3. Wir sollen also nur den Hilfssatz II beweisen. Dazu benötigen wir weitere 
Hilfssätze.

Es sei v =  v(k, /) eine umkehrbar eindeutige Abbildung von N2 in Nx— 
= { 1 , 2 ,...} , und sei

Qt,i(x) = rv(k, 0 (x) ((k, /)€ N2),

wobei /■„(*)=sign sin 2плх die я-te Rademachersche Funktion ist.
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Mit einer bekannter Methode (s. z. B. [1], S. 54—56) kann man den folgenden 
Hilfssatz beweisen.

H ilfssatz III. Ist die Reihe
oo oo

2  2  a k , l ß k , l ( x )k=1 1 = 1
in einer Menge von positivem Maß im Pringsheimschen Sinne konvergent, so gilt 
a£l2, dh.

2 2 ah < o ° -k=l 1 = 1

H ilfssatz IV. Es seien 1 < K < ° ° , a={a*,,}u.i)6Jv2 eine Koeffizientenfolge und 
Nlf N2 (Ni^Nz) positive ganze Zahlen mit

\a; K-, QN2\ Q NlV s  128K* 2  d
(k.O(M)€QWi\QNt

4

Dann gibt es ein System Ф =  {'Pk,i(x)}<k,i)£QN\Q N €ß (l) von Treppenfunktionen mit 
folgender Eigenschaft. Es gilt

max
(“ l .  " 1) , ( т г,п г) е  QN \ , Q N i

1I 2  2  dkíl\l/ktl(x)\ s  —  ||a; K; QNi\ Q Nl\\ (x£E),
k = m , + 1  I = n ,+ 1

wobei E(Q(0, 1)) eine einfache Menge ist, für die mes E ^  1/10 besteht.

Beweis des H ilfssatzes IV. Wir gebrauchen eine Idee von B. S. Kasin [3]. Der 
Hilfssatz IV soll nur im Falle \\a; K; Qa2\ Ö vJI >0 bewiesen werden; ohne Be­
schränkung der Allgemeinheit können wir

Wer, K; Ön.XÖjvJ 2 = 4
voraussetzen.

Auf Grund der Definition von ||a; K; 6 w2\ö v ill gibt es ein System ipdQ (K) mit
(4)

f
m .

max
0 , m,Sm„n,Si,2 Т[=т1+1 I=Bl+l

( 2  2  dk,i(Pk,i(x)fdx S  ||a; K; ßWl\ ß Wl||a—5 -

(£ =  IIа; K; QNl\ Q Nl\\*/2).

Es werde а (0<а<1) so gewählt, daß die Ungleichungen
(5) { \ - { \ - a * n \ - a ) ) l a ^ K \

1 m Z n 2

(6 ) ( l - a ) ( l - a 2) f  max ( 2  2  ak.i<Pk,i(x) f  dx ё
0 /  л  k = m 1+ l  l*=nt + l(«i» ni>» («*» n2> € Qn \̂Qn1

maxmt n̂v тгШпг 
1щ, "i). (rn2. n2) 6 Q̂VjXQVj

( i i akilipkA{ x ) f d x ~
k = m , + 1 l =  n , + l  J
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erfüllt sind. Es seien (pkti(x) ((&, /)€ бл^бл^) Treppenfunktionen mit 

1

/  (фк, 1 (x) -  <Pk, IO) ) 2 <  >1 ((k, /)€ QNt\ Q Nl)
0

und
(7) \<Pk,i(x)I = l<Z>*,/(*)l (лг€(0 , 1 ); (k, /)€ßNä\ 6 vi)-
Wir setzen

1

a( i , j , h j ) =  f  (p-j(x)<phj(x)dx (( i , j) ,  (UJKQNt\ Q Nl). 
0

Die Anzahl der Elemente von QN̂ \Q Nl bezeichnen wir mit Z. Wir teilen 
das Intervall (1—а2, 1) in Z (Z —1) paarweise disjunkte Intervalle I ( i , j , l , j ) 
(0',j), (ij)€öjv2\ 6 ;vi’ ( iJ ) ^ ( U ) )  gleicher Länge. Ist t] genügend klein 
so gelten die Abschätzungen

(8) / max
0 («i >nl),(mv nt)iUN \̂QNl

1

/

( 2  2  “к,1<ркЛ х)У dx
k = m L+ 1 I = n  j + 1

max ( 2  2  akj(pk j( x ) ) 4 x - —,

(9)

(10)

Wir setzen

0 (mi, "i). (mt. € Qn \.Qn1

1 - a 2 Z (Z - l)
а'2 max |а(/, у, IJ)| ё  К 2,

2  0 , j ) . a , ] ) € Q N \ Q N
U . J ) * ( U )

a (Uh Uj)  =  i - а 2 ((ьУ)е0лгЛ20- 

йы(*) =

Z ( Z - l )  
2a2 |a (k ,/ ,k ,/) |( l-a 2),

x€(0 , 1 - ű2),

*€ /(k, /, к, l), 
(k, 1)£Qn2\ Q ni’ 
(к, 1) г* (к, /),

- ~ vf 2 ^  |a(k, /, k, 7)| ( 1  — a2) sign oe(k, /, к, l), x£ I(k, 1, k, /),
(k, ?)€Ön2\ Ö ni> 
(k, J) ^  (k, /), 
sonst

((k, /)£ öjva\öv i)-
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Offensichtlich bilden die Treppenfunktionen tfkj(x)  ((k, /)6 (ö,v2\ 6 w1)) ein 
orthogonales System in (0, 1), weiterhin gelten

(11)

( 12)

lfo ,i(* )l =  K  (*€(°> i ) ;  (* . 0 €Ö iy, \ Ö nx)>

m9 n.
/  m a x  (  2  2  а к' , ф к' , ( х ) ) 2 d x  S

0 im1.nlUm,y,nQ"N\\QNi k~^+1 l~n' + 1

f  ( 2  2  akJ$kJ(x))2dx =
0 M l n , X : i Q N\\QNl * " m , + 1  ' ~ " 1 + 1

2  2  ak,l(pJ j ^ - \ X d x ^

= ( l - а 2) f  max ( 2  2  ak.i<Pk,i(x)Ydx,
0 , М ”1.М»1 t=mj+l J=e,+1("i.»,), (ms, ns) € Qn \Q n

l-a*
Í  max

(nij.nj), (mt, ns) € ÖAt\ÖN,

(13) /  (\рк,,(х)У dx S  j  ($kti(x))2dx =  f  <ph dx =
о о о VA a  '

=  (1 -  fl2) a(k, l, к, О М  1 -  fl2)2 ((k, l)iQNi\Q Nl),

auf Grund von (7), (9) und (10). Es sei endlich

Ф Ш  =
fo. i ("j l  a j , x<E (0, 1 -  я),

™k,,ek, i [ X - х€(1 - а ,  1 )
((k, O ^Ö ajX Ö a,)»

wobei mkil derart bestimmt ist, daß die Funktionen фк̂ (х) normiert sind; dh. 
es gilt

(14) (1 - a )  f  (iJ}ktl(x))2d x + m l ,a  =  1 ((k, OCÖnjXÖvi)-
0

Auf Grund von (5), (13) und (14) folgt

M - ( l - a 2)2 ( l - < 0
mk,i -  I /----------------------fl К  ((к , 0 íQ Nt\ Q Nd-
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Die Funktionen ^k,i(x) ((к, /)£ QN\ Q Nl) sind offensichtlich Treppenfunktionen, 
aus (1 1 ) erhalten wir {i/'J, i (x)}№> 0  e qNi\ qn £ Q(K), weiterhin gilt

/ max
(m,,ttj), (m2, n,) £ ÖjVjXQjv,

тг пг
( 2  2fc=mj+l / = л1+ 1

akiV kj(x )fdx  s

/ max ( 2 ” 2  ак Ж Л х)У dx =
k = m,+l l=nx+lmj^m2, n1̂ n2

<m„ я ,) ,  (m2> пг) € Q iV jX C x,

=  0 - « ) /  

Daraus erhalten wir

max ( 2  2  ak,i^kj(x))2dx.
0 (m2, k_mi+1 +  1

(15) / maxя,̂ я2(ш„ л,), (m2, n2) £ Qs2\Q n1
( 2fc=mj+l / =2

=«i+l

K,i( .x)fdx

а; K- QNl\ Q NlV - z  4 ||e; QN, \ Q N l | | 2 (= 2 )

auf Grund von (4), (6 ), (8 ) und (12).
Es sei Ir=(ar, br) (br> a r) (r= l, o) eine Einleitung des Intervalls (0, 1) in 

paarweise disjunkte Intervalle derart, daß jede Funktion ^*<г(х) in jedem Ir konstant 
ist. Den Wert der Funktion

maxтх̂ тг, пх̂ пг 
(Щ .  в , ) ,  (bi2, b2)  €  Q jV jX öjV ,

тг пг
I 2 2k=mx + l l = nx+1ak, i K A x)\

im Intervall Ir bezeichnen wir mit wr. Nach (15) gilt

(16) 4 = II a ;K ; QN, \ Q NlV  =£ 2  ^m es IrГ — 1 Ile; K; QNi\ Q Nl\I2 = 2.

Es seien lS /i< .. .< /-AS{? diejenige Indizes r, für die wr^ l ist; die Indizes r 
( l^ r S g ) ,  die von rlt ..., rx verschieden sind, bezeichnen wir der Reihe nach mit 
sx, . . . ,se- x. Aus (16) folgt

Л
4 ^  2  <  mes /г, >  1.

i=i
Wir setzen

к e-k
а =  2  wn mes 7r,, b =  2  mes lSl.

i=i i=i
Offensichtlich gelten
(17) l< a = £ 4 , O s f c s l .

Es seien J { =(a\, b[) (1=1, ..., A) disjunkte Intervalle in (0, a) mit mes J \ = w 2ri mes J n 
und J"=(a", b'{) (/=1, ..., q —A) disjunkte Intervalle in (a, a+h) mit mes J'{ =
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= mes 7S|. Wirsetzen

x a " ,  i =  u

X i J '„  l  =  1,

Q - k ,

X

((*> У)€ Ön, \ 6 ai)- 
Es sei

< № )  =  $kj((a+b)x)/K  (xe(0, 1 ); (k, l ) iQ Nt\ Q Nl).

Offensichtlich bilden die Treppenfunktionen фк%(х) ((k, 1)£Q n^\Q n )̂ ’n (0,1) ein 
orthogonales System, und es gilt

(18) IK IO O l^l (*€(0,1); ( k ,K Q N, \ Q Nl).

Es sei E die Bildmenge des Intervalles (0, a) unter der linearen Transformation 
y=x/(a+b).  Aus (17) folgt
(19) mes E s  1/5.
Weiterhin gilt

(20) max 2
(*1 ( (m,, и,) € Qjv,\ÖN,

2  (*)| — ip"= п. + 1  Л

= -^rr Ile; я ; 6 n, \Ö aJI (*€£).

Es sei Js ( j = l ,  o) eine Einteilung des Intervalls (0, 1) in paarweise dis­
junkte Intervalle derart, daß jede Funktion фк*1 (х) 'n jedem Js konstant und E die 
Vereinigung einiger Js sind. Den Wert von ipt*t(x) im Intervall J% bezeichnen wir 
mit QÍk’n. Für jeden Indexe (láíS<r) sei (*)}(*,nea^ \ qn ein orthogonales 
System von Treppenfunktionen derart, daß

/  xik,0(x)dx =  0 ((k, l)€QNt\ Q Nl)
0

gilt und jede Funktion yjM)(x) den Wertbereich (1 -ßj*’0, — 1 — e*k,,)} besitzt. (Im 
Falle =  l setzeman xik,l)(x)=0.) Aus (18) folgt

(21) \X<k-‘>(x)l*2 (x£(0,1), (к, l)£QNt\ Q Nl, * =  1.......*r).
Es sei

Фк,1(х) = Ф1%х) + 2  xik,l)(Л ; x) ((/c, i)eQNt\ Q Nl)-
S  — l

Offensichtlich sind фкш{(х) ((к, OC.ßiv.Xßiv,) Treppenfunktionen, und man kann 
leicht einsehen, daß Ф =  {ilsk,i(x)}(k,i)eQNt\QN£ £2(1) ist. Für jeden Index j (1 g i^ d )
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seien ni](s), m2(s), nl (s), n2(s) positive ganze Zahlen mit
WjCsO =§ m2(s), Ms) n2(s) (m1(s), M s)), (m2(s), n2(sj)£QNl\ Q Nl

und
m,(i) n2(s)

2  2  =  max I 2  2  MiVk*Ax)\ (xeJs).
* = -(I)+1« - . o + i  Л З Д \ в*, ^ га‘+1 ,=n‘+1
Dann gilt
(22)

mes |xG /s: maxn.^n.. . j j s m , ,  ni=?n2
n(), "i> £ ÖJVjXßtf,

j 2  2  — ~7~j7' IIй; Öa2\Ö jViI|} —
* = m, + l l=n,+1 J

Г , "i<*> »*<*> , 1 I
|X£./s: 2  2  ak,llPk,l(x)\ — "71F ilfli Öjv2\ Ö jv,I|| =
l  ' * = bi,(s) + 1 i =  n , ( s ) + l  '» Л  J

{ m,(s) »,(*) 1 1

x e / ,:  2  2  «*,«<№) ß*ä\ ß * j f -

{ m,(s> n2(s) 1 4
x € /s: 2  2  MiXÍk , l ) x)  s  -JT7 Ha; =

* = mi(j)+l l=n,(s) + l  4Л J

mes*

; mes*

=  m es|x£/s: max I 2  2  ü*,j^m (x)| —
n l  — m2 \'4 ® n5 .  _ * =  m , +  l  /= в ,+ 1(mi* "i>. (ms, nt) € ßjvs\ÖAf,

1

2ä: »e; *; ßw,\ßi»xll}-

{ bi,(s) m 2(s) 1 -j
x €  / s : | 2  2  a k . i  X ? ’ l)  ( Л ; x)| Ä  — —  И а ; Ä -; Ö n . X Ö n JI f  •

i=m1(s)+l/=n1(s)+l •>

Nach (21) ergibt sich durch Anwendung der Tschebyscheffschen Ungleichung

{ mt (s) bs(j ) . . .  1 1

х€Л: 2  2  ak.iXÍk, )(S,’> x) ё  -гтт IIа; К; QNl\ Q Nl\\[ ё
*  =  bi, ( s) + 1 г= Л1( * ) + 1  '» Л . )

Mj(s) üjís) 1
• 16a:2 2  2  4 , , f № ’l)(x )ydx l\\a ;K ;Q Ní\ Q Nir ^

*=m,(s) + l í=ni(s)+l g
= mes /,

m t(i) Bj(s)
s  mes 7, • 64K2 2  2  < il\W \ K; QNt\ Q Nl\\* s

k = Bi,(s)+l í= b,(j)+1

S  mes / ,  -64A:2 2  űl.i/ll«; JC; Öns\ Ö nJI 2 =  4  mes
<M> £Qat,\Qn, z
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auf Grund der Voraussetzung des Hilfssatzes IV. Daraus und aus (20) und (22) 
bekommen wir:
(23)

mes maxт1Шт2, л,^и2 
("V  "i>. (m,, «г) € Q/VjXßWj

Es sei

E =  U
s : J s £ E  l

ms »i , 1  I
2  2  ak,î k,Áx) — llfl; 6 n8\ Ö jvJ г5=m,+l I=n,+1 ‘ГЛ )

^ mes JJ2.

2  2  a k , l xí/ k , Á x )  I —max
'Ä=ml + l  1=и,+1

E ist offensichtlich einfach, und aus (19), (23) erhalten wir mes F^l/10.
Damit haben wir Hilfssatz IV bewiesen.
4. Beweis des H ilfssatz II. Auf Grund von (iv) können wir voraussetzen, 

daß im Hilfssatz II K > \  ist. Weiterhin können wir auf Grund des Hilfssatzes III 
{ak,i}(k,i)ent € l 2  voraussetzen.

Es seien
Uk0 = {(k0, 0 ,  / = 1 , 2 , ...}, Vh =  {(к, /0), к  = 1, 2, ...}.

Wir werden zwei Fälle unterscheiden: 
a) für jedes k0, /„= 1 , 2 , ... gelten

M U J ;  K; N2\ Q n\\ -  0, \\a(VJ; K; N , \Q n\\ -  0 (N  — );

b) es gibt eine Index fc0 oder l0 mit

\\a(Ukoy, K; N2\ Q n\\ -> 0 (W -~ ), oder ||я(К0); ЛГ; Nz\ Q n\\ +  0 (N  — °°).

Beweis des H ilfssatzes II im Falle a). Auf Grund von (iii) und (v) gibt es eine 
Zahl o>0 und eine Indexfolge (0=)A 0 < .. .< A i<Vi+1< ...  mit

Ile; Q*1+1\ a j  s  e (/ = 0 , 1 ,...).

Auf Grund von {ak,i}(k,DeNt€k  können wir auch

Be; е» ,+а\е* ,И 2 S128A:2 2  4 «  (/ =  1, 2, . . .)(k,l)
C‘’')€QNl+l\QNl

voraussetzen.
Durch vollständige Induktion werden wir ein System Ф =  {Ф* ,(х)(М)елГ!!££>( 1) 

von Treppenfunktionen und eine stochastisch unabhängige Folge {/jjnLi einfacher
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Teilmengen von (О, 1) derart definieren, daß 

a) m esFjSl/lO ,

ß) max I 2  2  ак<1Фкщ1(х)\ ^  q/4K (x£Ft)
(m„ n,), (m2, пг) Í Qnt + 1\Q ni

für jedes / ( = 1 . 2 , . . .)  erfüllt sind.
Es sei

&k,i(x) =  Qk,i(x) ((k> !)£QNi\ Q J -

Es sei /„ eine positive ganze Zahl. Wir nehmen an, daß die Treppenfunktionen 
0 kj (x) ((k, /)£ öv,o) und die einfachen Teilmengen F1,.. . ,F io_l von (0,1) schon 
derart definiert sind, daß {$t>i(x)}(k>i)€!2jv \ Qn € ß (l) ist, die Mengen Fl 5  ..., F0- i
stochastisch unabhängig sind, weiterhin a), ß) für jedes /= 1 , ..., /„ — 1 erfüllt werden.

Wir wenden den Hilfssatz IV im Falle V2 =  /V,0+1, Nx =  Nio an; die entspre­
chenden Funktionen, bzw. die entsprechende Menge bezeichnen wir mit (x) 
((k, l)eQN. +1\ Q Ni) ,  bzw. mit Eio. Dann gelten

(24)

(25) maxf/Ij S Г77 2* W| — Л|
(*!• »!>• nt> € CaÍ(|+1\ÖJVÍo

mesFio ё  1 / 1 0 ,

I 2  2  akM ( x) I a: ( ^ 6  Fi0).

Auf Grund der Voraussetzung gibt es eine Einteilung von (0,1) in paarweise 
disjunkte Intervalle Ir (r=l, ..., (?) derart, daß jede Funktion Фм (х) ((k,l)£QN.)  
in jedem Jr konstant ist und jede Menge Ft (/ =  1, ..., /0 —1) die Vereinigung ge­
wisser Ir ist. Die zwei Hälften von 7, bezeichnen wir mit I',  bzw. mit 7"(1,..., q). 
Dann setzen wir

und
Ф М  =  2  «АЙЧ/;; x ) ~  2  x) ((k, i)tQNio+1\ Q % \

r = l  r —1

Fltt = ú (едоизд")).
r=l

Aus (24) und (25) folgt unmittelbar, daß a), ß) auch in Falle /=/„ erfüllt werden, 
das System {Ф*,/М}(мнея von Treppenfunktionen zu ß (l)  gehört, und die
einfachen Teilmengen Fk, ..., F,0 von (0, 1) stochastisch unabhängig sind. Das 
Funktionensystem Ф und die Mengenfolge {/j}HU bekommen wir also durch 
Induktion.

Durch Anwendung des zweiten Borei—Cantellischen Lemmas erhalten wir

mes (lim F() =  1

auf Grund von а). Ist fim F„ so besteht ß) für unendlich viele /, woraus folgt,

Acta Mathematica Hungarica 57, 1991



ÜBER DIE KONVERGENZ MEHRFACHER ORTHOGONALREIHEN 337

daß die Reihe (2) im Punkt x nicht regulär konvergiert, dh.

(26) Hmт1̂ тг, n,^n2 min (mvn

gilt. Auf Grund der Voraussetzungen des Falles a), durch Anwendung des Hilfs­
satzes I erhalten wir, daß die Reihen

2  2  ак.1фкА х)\ ^  0  ( ^ € П т  Fi).
fc=m, +  l  l = n j+ 1

2  ak„, l Фк0: l (X)
1 =  1

(kg — 1 , 2 , ...), 2  ak.la Фк,1а(х ) k = 1
(/0 = 1 , 2 , . . .)

in (0, 1) fast überall konvergieren. Daraus und aus (26) folgt, daß die Reihe (2) 
in (0, 1) fast überall auch im Pringsheimschen Sinne nicht konvergiert.

Beweis des H ilfssatzes IV im Falle b). Wir nehmen an, daß für einen Index k0 
||a(C40); K; N2\ Q n||-t»0 (/V—° ( D e n  anderen Fall können wir ähnlicherweise be­
trachten.) Ohne Beschränkung der Allgemeinheit können wir

l|a((/i); K; N2\ Q n\\ -k 0 ( N )
voraussetzen.

Mit der im Falle a) angewandten Methode kann man eine positive Zahl g, eine 
Indexfolge (0=)./V()< ...< V i<jV,+1< ... , Systeme ß (l) (/=1, 2, ...)
von Treppenfunktionen und eine Folge einfacher Teilmengen von (0, 1)
derart angeben, daß
(27) mes Et S  1/10,

(28) maxNt~=nl-=nlSN, + l 2Z=ni+ 1
S  1/4ЛГ (xeEd

für jedes / ( = 1 , 2 , .. .) erfüllt sind.
Durch vollständige Induktion werden-wir ein System {</ \ 1;(х) } ( к Л ) е л -2 6  Í2(l) 

von Treppenfunktionen und eine stochastisch unabhängige Folge {F|}/“ i einfacher 
Teilmengen von (0, 1) derart angeben, daß

y) das System {# m (x)}(M)€Jv8\u(i) stochastisch unabhängig ist,

8) f  <Pk.,(x)dx =  0 ( (k , l )£ N ,\U (  1»
о

gilt, und
s) mes Fi s  1 / 1 0 ,

1) „ I 2 Oi,i*i,i(xj\̂ -Zf (x£FJ
^1 + 1 i  =  n , +  l  *+Ä

für jedes / ( = 1 , 2 , . . .)  erfüllt sind.
Es sei

$k,i(x) =  gk,i(x) ((к, OeQNl).
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Offensichtlich sind diese Funktionen Treppenfunktionen, und es gilt

{Фк,1 (*)}(*. осqn € ß ( 1  )•

Es sei z'0 eine positive ganze Zahl. Nehmen wir an, daß die Treppenfunktionen 
Фktl(x) ((k, l)£QN.)  und die Folge Fi, ..., Fj0_t einfacher Teilmengen von (0,1) 
derart definiert sind, daß {Фм (х)}(м)€(ц  €ß ( l )  ist, die Mengen Fj, ..., Fiô 1 
stochastisch unabhängig sind, die Funktionen Фм (х) ((k, l)£QN. \ U (  1)) stochas­
tisch unabhängig sind, weiterhin <5) für (k, /)£ QN. \ U ( l )  und s), r\) für jedes 
z ( = l , ..., z'o— 1 ) erfüllt werden.

Dann gibt es eine Einteilung von (0, 1) in paarweise disjunkte Intervalle Ir 
(r—1, ..., q) derart, daß jede Funktion <t>kj(x) ((k, l)£QN{) in jedem Ir konstant 
ist, und jede Menge F- (/=1, i0—1) die Vereinigung gewisser Ir ist. Die zwei
Hälften von Ir bezeichnen wir mit Fr', bzw. mit I" ( r = l , ..., q).

Wir setzen

*!,.(*) =  2  x) -  i  № > (//; X )  (l =  Ni0+ 1 , ..., Ni0+1),
r = 1 r=*l

und

^  =  и  (д д /;)  u£-io(/;o).
r = l

Dann sei/ ,  (,y= 1, ..., c) eine Einteilung des Intervalls (0, 1) in paarweise disjunkte In­
tervalle derart, daß jede Funktion ФкЛ{х) ((к, l)€Q N. U{(1, Nio+ 1),..., (1, IVio+1)}) 
in jedem Js konstant ist, und es sei

Фк.,(х) = 2  Q M  x )  i(k, № Q N ,+1\ Q Ni ) \{ (1 , Nia+ 1), ..., (1, v i0+1)}).

Offensichtlich sind die Фы (х) ((к, O€ö.v,0 +1\ 6 vio) Treppenfunktionen, FJ0 ist ein­
fach, es gilt {<Fm (*)}(M)€Cv, . ,\Qv. €ß(l), die Funktionen

Фк.,(х) ((к, lK (Q N,e+1\ Q Ni) \ U ( l ) )

sind stochastisch unabhängig, die Mengen Fj, ..., F,0 sind ebenfalls stochastisch 
unabhängig, weiterhin sind S) für (k, l)£(QNi+J\ Q Nf) \U ( l ) ,  e), r\) auch im 
Falle i—i0 erfüllt. Das System {Фл>1(х)}(м)€№, und die Mengenfolge {/j},“ 1 mit 
den erwähnten Eigenschaften bekommen wir also durch Induktion.

Aus (5) folgt mes (ПтЕ() =  1. Daraus, und aus e) erhalten wir, daß die Reihe
i-* -o o

00

2  <h,^i,i(x)
1 = 1

in (0,1) fast überall divergiert. Weiterhin bekommen wir wegen {ak,i}̂ k,i)üNt\ua)^lz  
und der stochastisch Unabhängigkeit des Systems {Ф*,К*)}(М)€л,\и(П mit einer

A cta  Mathematica Hungarica 57,1991



ÜBER DIE KONVERGENZ MEHRFACHER ORTHOGONALREIHEN 339

bekannten Methode (s. z. B. [5], S. 341—342), daß die Reihe

2  2  a k , l ^ k . l ( x )*=2 ( = 1

in (0, 1) fast überall im Pringsheimschen Sinne konvergiert.
Nach obigen erhalten wir, daß die Reihe (3) in (0, 1) fast überall im Prings­

heimschen Sinne nicht konvergiert.
Damit haben wir Hilfssatz IV vollständig bewiesen.
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SUFFICIENCY IN THE NON-WEAKLY DOMINATED CASE
GY. MICHALETZKY (Budapest)

I n t r o d u c t i o n
In the literature there are several conditions for the existence of the minimal 

sufficient u-field in (Q, s i ,  3P) (see Halmos—Savage [3], Pitcher [8 ], Hasegawa— 
Perlman [4], Luschgy—Mussmann [5]). But these conditions guarantee the existence 
of the minimal sufficient «т-field not only in (Q, si, ?f) but in any statistical space 
(ß, s i ,  2) where 2  is another measure class which is in some sense “absolutely 
continuous” with respect to 3? (for the precise definition see (1)).

In my paper I would like to give a necessary and sufficient condition for this 
property. I will show that the prototype of these spaces is the following one.

Exemple (prototype). Let ß = [0 ,1), s i  the <7 -field generated by the one-point 
subsets of £2, ex, x€[0 , 1 ) the measure concentrated at the point x,

and finally let ^={£x|x£[0, 1)}U{^}. In order to enlighten this claim we need 
some definitions and notions.

Let (£2, s i ,  2*) be a statistical space. A гт-field 2Fa.si is called sufficient if 
for each A £ s i  there exists a common version S?{A\3F} of the conditional prob­
abilities P(A\&), P£0>.

Denote by 9  the closure of the convex hull of 3P taken in the norm of total 
variation of measure and let
(1) 3** =  {Q\Q is a probability measure on (ß, s i )  and

In order to simplify computations we shall always suppose that if is a sufficient 
ff-fieldin (£2, s i ,  2), then Ar(2)c:2'. This is not a serious restriction since a cr-field

1 This paper was partly written while the author was visiting the Statistics and Applied Prob­
ability Program, University of California, Santa Barbara.

1 if A is noncountable 
.0 if A is countable.

N o t a t i o n  a n d  p r e l i m i n a r i e s

there exists a measure РЧ & such that Q <k P}. 
Let 2cz£P* be a measure class. Write
(2) / ( I )  =  {A€si\Q(A) =  0 for every Q£2).
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3F is sufficient iff a{3P, sV(3)) is sufficient. Write

Jl{PA) = {3 c 9*\ Jf(3) = Ж(̂)}.
Consider an event Ad s i  and a probability measure P defined on (Q, si) .  

Define a measure as follows:
(

PA(B) =  I
Denote si\A= {B d s / \B c A } .

P(B\A) if P ( A ) >  0 
0 if P(A) =  0.

Definition. Let 3<zPA* be an arbitrary measure class. A measure 0 d 3  is 
said to be strictly positive (in 3)  on the event Ad s i  if for every event Bdsi  for 
which B \A d A r (3)  and BdsV(3) we have Q (B )> 0, i.e. on the event A the 
elements of 3  are absolutely continuous with respect to Q.

It can be shown easily that there exists a largest event [mod Ж  (3)] — denoted 
by Aq(3) — such that Q is strictly positive on AQ(3). The event AQ(3) is referred 
to as the waistbelt of Q. If Q(Aq( 3 ) ) = 1, then Aq(3) is the parcel of Q. If every 
measure of a statistical space has a parcel, then this space (or the measure class 3)  
is said to be parcellable. Let

(3) 4i0(3) =  {A d s i  I there exists a measure Qd3  such that О is strictly positive on A},

(4) 3)(3) = {Adsi\Af)BdAr (3) for every B d^0(3)} 

and let us use simply 3> for 3}(äA).

Remark. It can be shown easily that there exists a greatest event BQ(3)d 3>(3) 
mod J r(3) such that if Bd2)(3), BC\BQ(3)dA/'(3), then Q(B)=0.

Returning to the so-called prototype we can observe that in this space 
3>(3’) =  {0}, %(3>) contains the countable subsets of £2.

Going further we can observe that every measure in SA* can be “divided” into 
two parts. One of these parts has a parcel, the other one is equal to a constant multi­
ple of Ps, so it is “spread” over H^SA).

The following definitions are in some sense the generalizations of these ob­
servations.

Definition. We shall say that the statistical space {Q, s i,  PA) has property H(a0) 
if the nondenumerable cardinality, a„, is such that

(i) for every subsystem (/4i)ieI of (£й{ЗА) whose cardinality is less than a0 there 
exists an event B d s i  such that

(5) P ( A \ B )  =  0, Pd PA, id I, 

and for any Cd s i  for which (5) holds we have

(6 ) P ( B \C )  =  0, PdPA\

(ii) for any A d s i  either s i IAn%0(^) or n^0(^) has the property that
the cardinality of every subsystem (Л;);е/ in it for which P (A i\A j)= 0, PdPA, i , jd l ,  
is less than <x0.
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Remark. Denote B < A  if, A ,B d s i  and B \A d A r(3), and let V Ai the
event В appearing in (5) and (6).

Definition. Let 3czői* be a measure class. Denote

l€I

V*0 (3) — {A d s i1 there exists a subsystem ( A f f l c:f€f)(3) for which 

|/| <  a0 and A — \J A l .
i€I

Let us define the sum of #„*(.2) and 3>(3) as follows:
« £ (3)+ @>(3) — {A ds/|there exists а C d^tj(3), Dd3>(3) such that A =  CUD}.

Definition. Let 3aäP*. We shall say that the statistical space (Q, s i, 3) has 
property (Ps)  if it has property H{a„) and 

(i) there exists a measure Ps such that

jO if or Ad 3 (3 )
l l  if A {V * (£ )+ 9 (1 ) ,

(ii) for every measure Qd 3  there exists a number 0 such that

Q(A) =  Q(AHAq (3)) +  Q(AC\Bq (3)) + d aP,(A).

Remark. In the “prototype” example ot0 is the first nondenumerable cardinal, Ps 
is exactly the measure in the previous definition.

Minimal sufficiency

[6] contains the following Theorem.
Theorem 1. Let (Q, s / , 3 )  be a statistical space. The following two assertions 

are equivalent:
(i) for every measure class 3 d A /(3 >) there exists a minimal sufficient 

o-field,
(I) (ii) a) (Q, s i, 3 )  has property H (a0),

b) for every 3d Jt(SP), i f  3  is a sufficient а-field with respect to 3  then 
2>(3)cz&.

c) it has property Ps.
In our paper we characterize statistical spaces having the following property:
(II) for every 3alP*  there exists a minimal sufficient а-field in (£2, s i ,  3).

Observe that property (II) implies (I), and what is more, it ensures that every sta­
tistical space (Í2, s i, 3) for which 3cz£P*, has property (I). Thus examining 
property (II) we must check whether (£2, s i ,  3) has property H(x0), property (Ps) 
and how the ideal 3  (3) looks like.

The following theorem is true.
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Theorem 2. Let (Q, si, 2?) be a statistical space. The following two assertions 
are equivalent:

(i) (Í2, s i ,  2?) has property (II),
(ii) a) (Q, s i ,  SP') has property H(a0),

b )  S> =  {0},
c) it has property (Ps).

To prove this Theorem we need the following Lemma.
Lemma 1. I f  ( Q,s4,2?) has property (II) then S> = {&}.

Proof. Take an event A£3>, AC J/'{2?'). Due to the definition of 2? it can be 
divided into two parts: Ax, АйаЗ), AXUA2= A  in such a way that there exists a 
measure P0d ^*  for which P0(A1)=^0, P0(A2)> 0 , P0(A)=\. Define

= {B\B с  Ax, P0(B) =  0}, 0 2 =  {B\B c  At , P0(B) = 0}.

Let us choose maximal subsystems containing pairwise disjoint elements of 3>x and 
2?a modуГ (^ ) . Denote it by (Bii{)icS>1, (C,0/€Jcr©2. Suppose that | / | s | / | .  
There exists an injection q: Let Е{=ВХ U Ccw  There exist measures (i?)ieIc
a?/* for which P.(Ei)=1, Pi(Bi)=Pi{CB(i)) = 1/2. We can assume that P0(AX)=  
=2/3, P0(A J=  1/3.

Let J={i)|/€/}U {P0}- Clearly 3,c2?*.
(It is worth noting that in the proof of Lemma 1 so far we did not make anything 

else but collected the elements of the Pitcher counterexample for the nonexistence 
of minimal sufficient cr-field.)

According to our assumption there ought to exist a minimal sufficient cr-field 
in this statistical space. We will show that actually such a cr-field does not exist. 

Denote EQ = APo{2) the waistbelt of P0 in 21. In this case AC\ APo(2l) = \f Ax.
i €/ 3

Observe that
P0(AX)____

P0(A\A~Po(2)) "  2 •
Write

, / t = {D\DC\EfJC(3.) or D \E?JC (2)}. 

n ^ j ,  % = a(Et, /€/U{0}).

The cr-fields id I, are obviously sufficient with respect to 2L, since f?(£})=0, if 
i / j .  On the other hand is contained in every cr-field which is sufficient with 
respect to 21, and <#" = П a(% , sV(Pf). Consequently the minimal sufficient

i€ A J{ 0 >
cr-field is 2F, if  any.

At the same time

SL(AX\* )  x№ ) =  W x\ m  x(Ed =  (1/2) x(Ed, id /,

Л Ш * )  x(En) = P0(AX\3F) x(E0) = 0, V E, = Q (in (£2, si, Sf).
i€ J U { 0 }
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Thus 2(A 1\$ ')= (l/2 )x(A \E 0) would hold, but

/  X(A]) dP0 =  Р М д  >  (1/2)Р0( Л \£ и) =  /  (1/2)x( A \E 0) dP0,
A \ E 0 A \ E 0

i.e. 3F is not sufficient. This implies that 2  = {0}.
Remark. It can be easily shown that if 2 = { 0} and the statistical space has 

property # (a 0) then for every (At)ieIcz^/, |/ |< a„  there exists the supremum VAt. 
Namely, if there exists an index i£ l for which A ß V ^iP )  then i2 \A id<̂*„(^>)
and using property H(a„) there exists V (A j \A t) and VJ,- =  [ V (A , \Л г)1 V At.

jei jei
On the other hand, if for every id I, At belongs to её*0(2>), then there exist events 
(Ct ,).€jjC'g’o for which V Citj=Ai, | / ;|< а 0. In this case \J\JCi:j= \lA i.

je& t ’ • J
Proof of Theorem 2. First observe that in case 2  = {0} property (Ps) means 

that for every PdS? there exists a real number 0 ^ d p^ \ ,  such that
(7) P = P(Ap) P ^  + dpPs,
where Ap is the waistbelt of P (in 2). Due to the definition of 2*  every measure 
Pd_SP* can be written in this form.

The implication (i)=>-(ii) b) is the assertion of the previous Lemma. Invoking 
Theorem 1 (comparing with the introductory observations) we obtain (i) =>- (ii) 
a) and c).

Conversely, Property (II) means that for every la !?*  the statistical space 
(Q, s i, 2) has property (I). But Theorem 1 characterizes the statistical spaces having 
this property.

Step 1. 2(2)= {0j. We already know that 2 ( 2 ) —Щ. Take an event A d2(2). 
Every measure Qd 2  can be written as follows

Q = Q(Aa(2))Q Â + d aPs.
Clearly Aa( 2 ) \A e (2 )d ^ (2 )  thus Qaq̂ ( A ) = 0. So if Ad JA (2) then Ps(A)>0 
must hold, consequently Ps would be strictly positive on A, i.e. A would belong to 
fé(2). We obtained that Ad JA(2), so 2 (2 ) —{0}.

Step 2. Take a measure Qd2. We will show that

fAQ(2 )U A P,(2), if S K W ) < 1 .
( ) a{ * (a q(2 ), if Q(Aa(2)) = l.

Denote 2 0={QAo(^>\Qd2}. First we show that if Qd20 then AQ(2 )= A Q(2) 
Since / ( ^ ) d / ( ^ )  we have AQ(2)~~ AQ(2). On the other hand, Q(Aa(2 ))= l
so AQ( 2 ) \ A Q(2)dJr(2). Observe that Q(Ae(2))= l. If Qd2 is an arbitrary 
measure then due to (7) we obtain the desired assertion.

Now consider the measure Ps. Since it is a 0—1 measure there are two pos­
sibilities : either Ps(APt(2))= 1, when Ps has a parcel in (Q, s i, 2), or Ps(APt(2))= 0, 
when Ps is spread over (Q, s i, 2) (of course including the possibility: for every 
Qd2 we have Qd20).
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Step 3. Suppose that Ps(APs(3)) = 1. APs(3) is unique mod jV(3). In the 
following consideration choose and fix an event as AP/3 ) .

We will show that in this case (Q, s i, 3) is parcellable, and for any system
( 4 ) ,e;c i  the event V Ai exists in (Q, s i, 3). (In this case we say that s i  is

ia
complete with respect to 3. As long as the parcellability is concerned, it is enough 
to observe that since Ps has a parcel, so, due to (8), we obtain that every measure 
Q £3  has also a parcel.

Consider now the second property. First we show that there exists the supremum 
A=  V a q{^ )  and then we prove that s i\A is complete with respect to 3.

Q€Qo
If 0 i 3 u then Aq(2/>)C\ApJ3 )£ jV'(Q) but on А0(£Р) we have Ж ( 0 =  

= Ж(3) = АЛ(3’) so Ло(0)П  ЛРм(3)£ Л  (О). At the same time since Ps(APs(3)) = 1 
we have APt(3)$^{SP ) so й \ А Р/3 )е ^ * 0(3 ), consequently s /in\ Ap̂ (a) ’is com­
plete with respect to SP, so there exists the supremum A=  V a q(^ )  in (Q, s i, 3).
Clearly, AfA£*0(3 )  i.e. si\A is complete with respect to 3 .

Obviously V Aq(&) = Q \A p (3) = A in (Í2, s i, 3). If Q€30 then
Q£3o

Aq(3 ) \A q(3>)(EjV(Q), so V a q(3)=A  in (fi, ,3, 3). Take an event B e  A. 
We obtain B=  V (Аа(3)П В)°

Ö€á0
If BdJA{3) then В Г А 0(3>ХАГ(3) so BD AQ(3 )eA r(3 )  thus B iJi(3 ). 

This means that jV(3) and jV (3 )  coincide on A, i.e. s i\A is complete with re­
spect to 3.

On the other hand £2\A = A Ps(3) is an atom of s i  (since Ps is a 0—1 measure), 
consequently s i  is complete with respect to 3.

Summing up we have obtained in this case that (Q, s i, 3) is parcellable and 
s i  is complete with respect to 3. In view of [6] this implies that (Q, si, 3) is weakly 
dominated, thus there exists a minimal sufficient c-field in it (cf. [7]).

Step 4. Suppose that PS(APJ3 ))= 0. First we examine the relation between 
&0(3 )  and % (3). Namely we show that if A ^ 0(3) then there exists an event
В (isi such that B=  (J Bn, Bn̂ 0(3 )  and A \B iJ i(3 ) .

П = 1
Since the waistbelt of Ps is equal to 0, we have Ps(A)=0 if A i(i 0(3). There

exists a measure class (Q„)„eNc ^ 0, such that ^denoting Q = ̂  ~ ^Q „j A e A e(3).
But Aq(3 )= A q(0>) so Aq(3 )D A = A  in (Q ,s i,3 )  thus B=AQ(3 )  is an 
appropriate choice.

From this it follows that given an event A £ün(3), we can suppose that A=  UB„, 
B „ ^ 0{3). Now we prove that if (Ai)i€/e4£0(3), | / |< a 0 then VAt exists in 
(Q, s i, 3). To this end we show that if we choose the events (/f)ie/ in such a way 
that А ^ ^ З )  hold, then \iA i= A  exists in (Q ,s i ,3 ), and \IAt=A also in 
(Í2, s i, 3).

Since (Q, si, 3 ,) has H{a0) it follows that V A, = A exists in (Q, si, 0*). 
It remains to show that A = \/A t. Clearly AtV А^Ж(З). Take an event B e  A,
and suppose that ВПА^АР(З), i£l, but Bii Ar(3). This means that there exists a
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measure for which O(B)>0. Due to PS(A)=0 we can assume that Q££n.
Consider the event B0=BC\Aq(3P). Q(ß„)>0. On this event JT(J2)= J f(0 )~  
=АГ(&), but if j ,  so~ i.e. Во\АеЖ (0>), В0П
C\ А£А/(£Р). From this immediately follows that 5 0$Ж (^). This is a contradic­
tion, thus V At—A.

3
Now consider the other part of property Я(а0). Take an event A £s/, and 

suppose that A e ^ t (^ ) .  We show that А ^ * 0(й). Let (Ai)i(J be a subsystem of 
^ n « 0( i)  containing disjoint events mod We ought to show that |/ |« x 0.

First we cut the “superfluous” part of A which belongs to JT(S). Due to 
Af^Z^gP), s /\A is complete with respect to 3P thus there exists the supremum 
V (АГ\А0(^))  in (Q, si,SP), denote it by A(£l). We will show that

A(l)oA£JT(2).
If Bc. A (l)  then B=  V (BCíA q^ ) )  in (Q, sé, SP) and if  besides this

Q Z S
B iJf{£ ), then B£sV(3P). Thus JA (St)= JA(SP) on A(<2). On the other hand 
А (£)\А £Ж (£)  and since Ps( A \A (£>))̂ P s(A)=0 and

Q (A \A (£)) =  Q((ADAa(& ))\A ) = 0

we obtain that AoA(ü)^JA(3).
Replacing (Ai)iel with (Т;ПЛ(J))ie/, we obtain disjoint non-empty-events 

mod JA(2), but on A(St) so (Л;ГЫ(^)).€г is also a disjoint
system mod Jf(0P). The relation AiD A (£)<  A implies that | / |< a 0.

So far we have proved in the case Ps(APa(SS))=0 that (Q, s i, St) has prop­
erty H(a0), and ,S>(J) =  {0}. Examine property (PJ. We have only to show that 
Ps vanishes on Take an event AC:Jrf and suppose that А£/А*а(й). There
exists a subfamily (At)l€Ic:V0(£) such that V At=A, | / |<a0. Since А ^ 0(1)

3
we can suppose that A ^ ^ S P ) .  Denote B = \/ At. This supremum exists in

#
(Q, s i, 3P) since it has property H(tx0), B ^ * 0(^ ), PS(B)=0. If  Q c l0 then 
[Ая(^)ПА]о[Аа(ЗР)Г\В\ЦАГ(2) since jr(Q)=JA(2)=jA(SP) on A Q(0>). Thus 
Q (B \A )= 0, Q££0. If i^(Ä\y4)>0 held then Ps would be strictly positive on 
B \A  [in (Q, si, St)\ but we have assumed that PS(AP (J))=0. This implies that 
ВоАбЖ(Я), PS(A) = PS(B) = 0.

Summing up, we have obtained that (Q, si, St) satisfies condition (ii) of Theo­
rem 1 so there exists a minimal sufficient cr-field in it.

R e m a r k . Recall that in this case we can construct the minimal sufficient cr-field 
as follows. Since for every SLaSP* the statistical space has the properties H(a0), 
(Ps), 3)={0} we can restrict ourselves to the case (Q, si, J). For every Pf̂ SP 
consider its parcel AP and form the cr-field generated on one hand by the Radon—

Nikodym derivates ^ -^ -= 0  out anc* on other hand by the null
sets Jt(SP)

Рр = а [ ^ Х л Р, S i ? ) ,  Q€&)-
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Then the u-field
3F = {A\A(~)AP£&p for each P£&>} 

is the minimal sufficient c-field.
Finally a remark. Consider the prototype statistical space. It is worth to 

note that if instead of the tr-field generated by the one-point subsets of Q we take the 
u-field 3& generated by the sets having Lebesgue-measure zero, then the property 
H(a0) does not hold, so there exists a statistical space (Q, 28, J), 2La&>* without 
minimal sufficient c-field.
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CONCENTRATED BOREL MEASURES
Z. BUCZOLICH and M. LACZKOVICH (Budapest)

1. Introduction. Let ц be a locally finite Borel measure on R and let b>  0. 
We say that ц is b-concentrated at the point x  if xGsupp (g) and

( 1) lim supÄ-0 +
fi((x—bh, x+ bh)) 
n{{x—h, x  + h)) < b

holds. The set of points x  at which ц is b-concentrated will be denoted by Cb{p). 
The measure fi is called b-concentrated if (1) holds for every xgsupp (g) that is, if
Q O H su p p  (g).

We shall prove that if b ^ l  then ц(Сь(ц))=0  for every measure /t (2.2 Theo­
rem). Hence for b s  1 the only b-concentrated measure is the identically zero meas­
ure. If b>  1 then Д(Сь(д))=0 holds, where 1 denotes the Lebesgue measure 
(2.4. Theorem).

Therefore, if b>  1 then every b-concentrated measure is singular with respect 
to the Lebesgue measure. A more precise result is proved in 2.7: if b > l then Cb(p.) 
is cr-porous for every g.

In Section 3 we give two examples of h-concentrated measures. First we show 
that the Cantor measure (supported by the Cantor ternary set) is h-concentrated if 
b is large enough but not h-concentrated for b=4 (3.1 Theorem). A better example 
is given by 3.2. There, using a thinner Cantor set we construct a measure that is 
b-concentrated for every b > 2.

In Section 4 we show that there are no continuous b-concentrated measures 
for the values b = 21/k (k=  1,2, ...). More exactly, we prove that for every con­
tinuous measure ц and b=21/k (k = l, 2, ...), g(Cb(g))=0 holds.

We do not know whether g(Cb(g))=0 must hold for any other number b€( 1,2). 
The problem, whether non-zero continuous b-concentrated measures exist for any 
b€( 1, 2) also remains open. The first author proved that non-zero continuous 
b-concentrated measures do not exist for b < l +  10-e.

The distribution function of the locally finite measure ц is defined by

r № * ) ) ,  if
X 1—)i([x, 0)), if x  <  0.

If ft is b-concentrated then the symmetric derivative

/;(x )  =  lim f ( x  + h ) - f ( x - h )  
2h

11
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exists and equals infinity at each xgsupp (fi) (2.1 Proposition). In particular, the 
Cantor function has infinite symmetric derivative at each point of the Cantor 
set. (This fact was first observed by J. Uher [6].) We comment on this phenomenon 
in Section 5.

Finally, in Section 6 we apply the results of Section 3 to generalized Riemann
И

derivatives (GRD’s). Let the numbers ai9 bt (/=1, ri) be given such that 2  я*=0,
i = 1 

n
2  й;Ь(=1. The GRD of the function /  at the point * is defined by

. 2  ai f ( x  + b, h)
(2) Hm— ------г---------=  D 'f(x).

h-~ 0 h

(This generalized derivative depends on the choice of the numbers ah bt. However, 
it is easy to see that if j '( x )  exists and is finite, then Dxj(x )= f'(x )  holds for every 
system я,-, bt . For further details concerning GRD’s, see [1].) We shall prove that 
there are continuous functions /  and GRD’s such that Dlf( x ) ^ 0  everywhere and 
/  is not increasing. We show that the negatives of the distribution functions of 
some (»-concentrated measures have this property (6.1 Theorem).

In this paper we shall use the notation

I(x, h) =  (x —h, x+ h ) (x, (i£R; h =- 0).

2. Properties of (»-concentrated measures

2.1. Proposition. Let ц be a locally finite Borel measure on R and let f  denote 
the distribution function o f fi.

(i) I f  x£C b(fi) and 1 then / ' (x) =  0.
(ii) I f  x£C b(fi) and b>  1 then f,(x )= °° .
Proof. 

such that
If x£Cb(fi) then (1) holds and hence there are £>0 and A0> 0

n ( l ( x ,  bhj) 
H(l(x, h)) (1— e)b (0 <  h <  h0).

Since n(I(x, h))= f(x+ h)—J (x —h), this implies

(3) f ( x  +  bli) —f( x  — bit) 
2 bh

„  .лf ( x  + h ) - f ( x - h )
( l ~ s)----------55--------- (0 h <  h0).

Suppose first b<  1. If hcfbh0, hu] then

f ( x  + h ) - f ( x - h )  _  n(l(x, h0)) def 
2h -  2bh0 ~

A d a  Mathematica Hungarlea 57, 1991
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and hence, by (3), we have

f j x + h ) - f j x - h )  s  (1 _ ey - lK

whenever h^.[h0bk,h aVl~1] and k=  1 ,2 ,. . . .  Since / i s  increasing, this implies 
f ' (x)= 0  and, since for 0

___ ( f(x + h )- f{ x )  f i x ) - f i x - h ) \  _  f ix  + h ) ~ f i x -  h)
m3X { h ’ -------- h-------- J -  h ’

we obtain f ' i x ) —0.
Next suppose 1. If h£[h0,bh0] then

f i x + h) —f i x —hi) _  n (I ix ,h u)) def s n 
2  h  -  2  bh0 —

Hence, by (3),
f j x + h) —f j x —h) . _ Ö 

2 h -  ( 1  —e)k

for every h€[h0b~k, h0b~k+1] and k=  1, 2, ... . Therefore we have / ' (x)==°.
2.2. T heorem . I f  ц is a locally finite Borel measure on R  then y(Cbifij)=0  

holds for every b-= 1.
P roof. First we show that Cb{fi) is an Fa set. Let

=  |лг: n (ix—bh,x+bh)) ^  /гфс — h, x+h]) for every 0 <  й <  1/nJ;

we prove that Cbifi)= (J A„. The inclusion Cbi f ) c  (J An is obvious from
n>l/b n>l/b

the definition of Cbifi). On the other hand, if n>-l/b, x£A„ and 0<й'«=1/и, then 
tiUx—bh', x+bh')) — lim n (ix—bh,x+bh)) ^h-*h' —

= —^-j^lim n([x—h, x+h]) = [b—jj-j g((x—A', x+h'))

and hence x£Cb(,u). It is easy to check that for every fixed /i>0 the function 
fiix )= n (ix —bh, x+bh)) is lower semicontinuous, and the function f i x )  — 
=n{[x—h, x+h]) is upper semicontinuous. This implies that An is closed for every 
n and thus Cb(fi) is F„ as we stated. In particular, Сь(ц) is ^-measurable.

Let/ denote the distribution function of ц and let ./* denote the outer measure as­
sociated with the interval function f i y ) —f(x )  (see [5], III. §5). It is well-known 
that ßiX )= f*iX )  holds for every Borel set X. Let X={x: /'(x )=0}, then by
[5], IV. Theorem 9.6, /* (Z )= 0 . By 2.1(i), we have Cbf)< zX  and hence /í (C6(/í)) =
* n i X ) = n x ) = о.

2.3. C orollary. I f  ц is a b-concentrated locally finite Borel measure with b ^  1, 
then ц= 0.

и» Acta Mathematica Hungarica 57, 1991
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Proof. Since (1) is never satisfied for b = 1, we have Ca(p)=0 and hence 
we may suppose h < l. If g  is h-concentrated then, by 2.2, p(supp (p))=0 and 
hence ц=0.

2.4. T heorem . I f  g is a locally finite Borel measure on R then X(Cb(g))=0
holds for every 1.

Proof. Let / denote the distribution function of g and let X  be the set of points 
at w hich/ does not have a finite derivative. Since / i s  increasing, A(T)=0 by Le- 
besgue’s theorem. By 2.1(ii), Cb(g )cX  and hence /.(Cb(g)) = 0.

2.5. C orollary . I f  g is b-concentrated then g is singular with respect to A.
Proof. By 2.3 we may assume 1. Then 2.4 gives A(supp(g))=0 which 

was to be proved.
Our next aim is to prove that for 1 Cb(g) is, in fact, c-porous. We recall

the definitions. For every H e R and we shall denote by l(H ,a,b) the length
of the longest component of (a, b )\H . We denote

p +(H ; x) =  limsupA-0 + ̂
l(H, x, x+h) 

h p (H; x) = lim sup *-̂ o+
/(Я, x —h, x ) 

h
and p(H; x) =  max (p+(H; x),p~(H ; x)). The set Я  is called porous, if р (Я ;х )> 0 
for every x£H . H  is сг-porous, if it is the union of countably many porous sets. 
It is well-known that every er-porous set is of Lebesgue measure zero and of first 
category.

2.6. Lemma. Let g be a locally finite Borel measure on R, let 1 and A0> 0
be fixed, and define

(4) H  = jxCsupp (fi): S  c for every 0 <  h <  A0J.

Then there is a 0 such that

(5) lim inf
A ~ 0  +

/(Я, x, x  + h) 
h and lim infÂ0 +

/(Я, x  — h, 
h

x)

holds for every x£H.

Proof. Since 1 < c < A , w e can choose a large integer N  such that

log 8N log b log b
log N  log N  log c

We shall prove that p =  satisfies the requirement of the theorem. In order 
to prove, say, the first inequality of (5) it is enough to show that for every x£H  
and 0<А<Л0 there is an interval I<z(x, x+ h) suchthat /П Я = 0  and |/| = -^ 7  ■ 
Let x£H  and 0<A<A0 be fixed. If p ((x ,x+ h j) = 0 then supp (g)C\(x, x+h) = 8
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and, as Tfczsupp (fi), we can take I=(x, x+h). Therefore we may assume that

p((x, x+ h )) =  A =*■ 0.

Let 7г —| x + h, x + -A -/ij (/ = 1, ...,2N). In order to complete the proof it

is enough to show that there is an i with / ;ПЯ=0.
Suppose this is not true and let yfiliO H  (/= 1, 2N). Since y fiH  and

0<й<й0, we have

cmfi A j j  ^  n(l(y t, h)) s  p((x, x+h)) = A

for every m = l, 2,.. .  .
Let m — \ ^  ^  |  +1. Then bm>8N, —-< -A - and hence the intervals L logo J bm 8N

I 1 y2J, -A j ( /=  1,..., N) are pairwise disjoint. Also,

£ )  <= (* .*+*)
and hence

A =  p ((x, x+ /j)) ^  Д  p ( ф 2;, A ) )  ^  А  л.

This implies cm^N . On the other hand, we have

6,m ^  c(iog8iv/iogb)+i _  exp |-j— log 8 N + log c) <  exp (log N) — N

by the choice of N. This contradiction completes the proof.
2.7. T heorem. For every locally finite Borel measure p and b>  1 the set Cb(fi) 

is a-porous.
Proof. By the previous lemma, the set H  defined in (4) is porous. Since Cb(fi) 

is the union of all these sets when c runs through the rational numbers of (1, b) and
h0 = — (и = 1, 2, ...), the assertion follows. n

3. Examples of h-concentrated measures. The Cantor ternary set is defined as 
follows. Let S  denote the set of finite 0—1 sequences (including 0) and let | j| denote 
the length of s£S. We put / 0=[О, 1]. If Js=[u,v] has been defined for an s£S  
then we put

j ,0 =  [m, u+ (v-ü)ß], Jsl = [ v - (v -u )ß , V].
In this way we define Js for every s£S. The Cantor ternary set is

c  «  П U -7 S-n=0 s€S
1*1-n
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It is well-known that there is a unique Borel measure ц such that ji is supported by 
C  and p(7s) = 2“ lsl holds for every s£S. This measure p is called the Cantor meas­
ure. The distribution function of ц is the Cantor function.

3.1. Theorem, (i) The Cantor measure is b-concentrated for every b ^8 1 .
(ii) The Cantor measure is not b-concentrated for b—4.
Proof, (i) Let Ь ё 81 be fixed, and let к be an integer with 3*_1̂ b<3*; 

then к ё 5. Let x£C and 0<h-=3”t be given, and choose an integer a> k  such 
that 3~n̂ h < 3 ~ n+1. Since x£C, there is an s£S  such that | = n  and x£7s. 
Then, by 17,1=3-",

[x—h, x+h] з  [x—3~", x + 3 - "] 3  7S.

On the other hand, bh<3~tt+k+1 implies that [x—bh, х  + ЬИ]ПС c  7, with a 
t£S, \t\=n—k — \. Indeed, let t£ S  besuchthat \t\—n—k —\ and x£J,, and put 
A=  U {7r: \r\= n—k — l, r ^ t} .  Then dist (7,, A)=3~n+k+1 and hence

[x — bh, x + b h ]n c  c  [x—bh, x+ bh]0(Jt\JA) a  Jt .

Therefore we have

p(/(x, bh)) 
fi(I(x, h))

h(-T)
л ( Л )

=  2k+1 =

since k s 5. Thus

(6) lim sup
h-+Q

p (/(x , bh)) 64 
H(l(x,h)) ~  81 b,

which proves that ц is b-concentrated.
(ii) Let s„ denote the sequence

010010001 . . .  10 . . .  01
n

and let f |  ={*}• We prove that ц is not 4-concentrated at x. Let JSn=[an, b„]
Я = 1 ”

(и = 1, 2,...). It is easy to check that

lim £  a” =  o.

Let hn= j ( b n- a n) - ( x - a n); then

On the other hand.
( x - h n, x + h n) n c  c zJSn0 (n =  1,2,...).

[x-4/i„, x + 4 h„] 3  [an-2 (b n- a n), bn]
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for n large enough, and hence

lim sup
Л -0  +

p(I(x,4h)) 
ц(1(х, h)) limП-*- oo

2 n (J J
Д(Л„о)

= 4.

Consequently, p is not 4-concentrated at x.
3.2. T heorem. There exists a continuous probability measure p on R such that

lim supЛ-0+
p(l(x, bh)) 
p(I(x, h)) S 2

holds for every x£supp (p) and 6>1. In particular, p is b-concentrated for every
2.

P roof. The measure p will be supported by a perfect set P defined as follows. 
Let / 0=[О, 1]. If Js=[u, u] has been defined for an s£S  then we put

Js0 = [u, u+(v—u)K\s\ +4)] and Jsl =  [i;-(i>-ti)/(|.y| +4), v].

This defines Js for every s€ S. We put

P=  n  иn = 0
w=«

It is well-known that there exists a Borel measure p supported by Psuch that p(Js)~  
= 2~|sl for every s£S. We shall prove that p satisfies the requirements. Obviously, 
p is a continuous probability measure on R.

Let x£P  and 1 be given. We show that

(7) p(I(x, bh)) s  2p(I(x, h))

if й>0 is small enough. Suppose first that x  is the left end-point of the interval Js. 
If h<\Js\/b then [x,x+bh]c:Js and hence I(x, bh)C \C ds. Also, there is a non­
negative integer k=k(h) such that

and

[x, x+bh]  с  Ло_о =  Lk
к

[x, X+bh] 3  / 5o^_o =  Lk+1.
k +1

Obviously, к(й) — °° if h-+ 0, and hence there is ft0> 0 such that k(h)>2b for 
every 0<A<A0. If 0</г</г0 and x+h/i£ /s0...01 then bh^~\Lk\/2,

\Lk+1\ =  |£-‘|/(И +Л+5) <  — <  h,
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and hence [x, x+h] э  Lk+1. This implies

bh)) fi(Lk)
H(l(x, A)) -  fi(Lk+1)

On the other hand, if x+ bh^JsQ 0i then ß(I(x, bh))=jx{Lk+1). Also, in this case

|L'I+2| =  |£ fc+1|/(|j| +  fc+6) < - ^ <  h 

and hence [x, x+/z]z>L*+2. Therefore we have

Л (7(х, M )) _  /i(L*+1)
A»(/(x,A)) -  л(77+2)

We proved that (7) holds for small h's whenever x is the left end-point of any 
of the intervals J s. By symmetry, the same is true for the right end-points of the 
intervals 7S.

Thus we may suppose that x is not an end-point of any of the intervals 7S. 
In particular, 0 < x < l.

For every 0<A<min (x, 1 — x) let s —s(h) denote the longest t£S  suchthat 
I(x,bh)czJt. Since x is not an end-point, it follows that jx(/г)| — as /г—0. There­
fore it is enough to show that \s(h)\>b implies (7). Let 0 be fixed, let s=s(h), 
J s=[u, r] and suppose |s\ >b. By the definition of s we have /(x, bh)czJs, x+bh^Js0 
and x —bh$Jsl.

Since х£ /5ПС, we have x£7s0U7sl. By symmetry we may assume x £ /s0. 
As x£C, this implies in turn, x£7s00U7s01. Suppose that x£Js00. Then, by a g x -  
—bh, we have bhíáx—u s |7s00| and hence x+ bh—u ^ 2 |7s00|< (|,y| + 5)|7s00| = 
=  |7s0|. Since x  + bh£Js0, this is impossible. Therefore we have x£7s01.

Let
Lk 7,рь л (A =  0, 1, ...).

к

We show first that if x —h£Lk then

(8 ) v(K x , bh)) n(Lk).

Indeed, u ^ x —bh implies b h ^ x —u^  |7s0| and hence x+ bh —u ^ 2 |7s0|< (| j| + 3) |7s0|«= 
=  |7S| — |7sl|. Thus x+bh$Jsl and [x, x+bh]C\Cc:L0. This proves (8) if k = 0. 
Let 0; then x£L0, x —h£Lk imply x£Lk and hence h s \L k\. Therefore |70| — 
- ( x  -b h -u )= ( \L 0\- (x -u ) )+ b h ^ \L k\+b\Lk\^ (\s \+ k + 2 )\L k\ = \Lk. 1\-2 \L k\ and 
this easily implies [x—bh, x]C\C<zLk. Hence I(x, bh)f)CczLk and (8) follows.

There exists a non-negative integer к so that x —h£Lk and x -h $ L k+1. Then 
x€£* and hence either x€7s01 10 ^  F or x£L k+1.

If xeV  then, by x + b h - u > \L 0\,bh > \L k\- \V \= (\s \+ k + 4 )\V \> b \V \;  that 
is h>\V\. This contradicts x —h£Lk and hence x£F  is impossible.

Next suppose x£Lk+1. If  х+/г —w>|L0| then /(x, h)^>Lk + 1 and we obtain 
n(I(x,h))^n(Lk+1)=n(L k)/2^n(I(x,bh))/2, i.e. (7) holds in this case as well.
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Finally let x+ h —mS |7s0|. Then, as x —h$Lk+1, x  lies in the first half of Lk+1, 
that is !...!<) ^  W.

*+i
Since x+ bh—u>|<4ol> we obtain bh>\Lk+1\ — \W\=(\s\+k, + 5)\W\>b\W\, 

and hence I(x, Л)зЖ  On the other hand, x + h —u ^ \J s0\ implies h ^ \L k+1\ and 
hence \Js0\ - ( x —bh—ü)^\L k+1\+ bhä(l+ b)\Lk+1\-=:\Lk\—2\Lk+1\ from which we 
obtain I(x, bh)f)C<zLk+i. Therefore

ti(I(x, bh)) S  p(Lk+1) = 2n(W) =S 2ц(1(х, A)) 

and the proof is complete.
4. The case of b — 21,k. In this section we prove that p(Cb(p))—0 holds for 

every continuous measure ц and b=21/k (k = 1, 2, ...) and, consequently, for these 
values of b no non-vanishing ^-concentrated continuous measure exists.

If I  is an open interval and м» 0 then ul will denote the open interval con­
centric with /  and of length u\I\. That is, if T=I(x,h) then ul=l(x,uh). We 
recall that p{H\ x) was defined after 2.5.

4 . 1 .  Lemma. Let p be a locally finite Borel measure on R, let f c R  be a non­
empty, bounded, perfect set and let {/„}“=i denote the sequence o f all bounded intervals 
contiguous to P. Suppose that there are positive numbers p, K, n0 such that

(i) p(P\ x) =»■ p for every x£P,
and

(ii) p ( j l n) = Kp(In) (n a  n0).

Then g(P)=>0.

P roof. Let /  be a bounded interval containing P. Since P is perfect, condition 
(i) implies that

for every n. By the compactness of P this implies that for every n, there is rí> n  
such that

n' 2
F c  U — 4-

k=n P

Hence we can define the numbers n0< «!< ... inductively such that
"i+i-i о

P c  U - 4  (/ = 0 ,1 , . . . ) .
* = P

Suppose that /x(P)>0. Then

^ p ( P )
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for every i and thus, by (ii),

This implies 2  /*(/*)=00 • On the other hand, Ikc:J for every к and hence

4.2. T heorem. I f  ß is a locally finite and continuous Borel measure and b equals 
any o f the values 21/k (k = 1 ,2 ,...) then ß(Cb(p)) =0.

Proof. If у  is 21/,:-concentrated at x then ц is also 2-concentrated at x, since

Therefore C2i/i‘(ß)czCi (ß) for every k=  1,2, ... and thus it is enough to prove 
ß(Cfß)) = 0. Let 1 < c< 2 , 0 and h0> 0 be fixed and let

Since C2(p) is a countable union of sets of this form, it is enough to show that
K H ) = o.

Since Ц is continuous, H  is closed. Thus there is a countable set D and a perfect 
set P such that H =/)U P. Since p(D) = 0 by the continuity of p, we only have to 
prove that ß(P)=0. We may assume P ^  0. By 2.6, there is a positive number 
p>  0 suchthat p(H \x)> p  holds for every x£H. Since P aH , the same is true 
for P that is, condition (i) of Lemma 4.1 is satisfied.

Let N  be a positive integer such that 2N > — + -i-. Let /„= (a„, b„) (n = 1, 2, ...)
P 2

denote the bounded intervals contiguous to P, let h„—bn—a„, and let n0 be so large 
that hn<h02~N holds for every nSn0. We shall prove that (ii) of Lemma 4.1 is 
satisfied with K=cN+1/(2—c).

Let n ^ n 0 be fixed. Since an, b„£H and hn<h0, we have

2  which is a contradiction.

H = jx£supp( f i )

and
ß(I(an, 2hnj) Ш cp(I(an, hn)) 

p(l(bn, 2/0 ) ^  cß(I(bn, hn)).
Therefore

2ß(I(a„, h„))+2ß((b„, bn + hn)) s  p(I(a„, 2hn))+ß(I(b„, 2hn)) s  

=  cp(I(a„, hn))+ cß (l(b n, h„)) s  cß(l(an, h„))+2p((b„, bn+h„))+cß(In)
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and hence we have

/»„)) S

Since a„€# and 2Nhn<h0, we also have
-JV+1

»(I(an, 2Nhn)) cNp(I(a„, hn)) ^  j r ^ p i Q -

2 wFinally, by the choice of JV, we get —Inc l(a n, 2Nh„) and hence
P

Thus (ii) of 4.1 is satisfied. Then, according to that Lemma, p(P) = 0 and this is 
what we wanted to prove.

4.3. R emark. The condition of continuity cannot be removed from 4.2. Indeed, 
if g({x})>0 then, obviously, x^C b(p) for every b >  1 and hence /i(C6(g))>0.

4.4. C orollary. I f  p is a continuous locally finite b-concentrated measure with 
b=21/k (k=  1, 2, ...) then p=0.

5. Some remarks on the range of symmetric derivatives. Let p be a continuous 
non-vanishing Ь-concentrated measure and let /  be the distribution function of p. 
It follows from 2.1 (ii) that //(x )= °°  holds for every x^supp (p). (For example, 
by 3.1(i), the Cantor measure is b-concentrated for b s 81 and hence the symmetric 
derivative of the Cantor function is +°° at each point of the Cantor set. This fact 
can also be proved directly; see [6].)

Since f '(x )= 0 if x$supp(g), f  is a continuous function with the property 
that / /  exists everywhere and its range is {0, «=}.

The analogous phenomenon cannot happen for ordinary derivatives. In fact, 
if /  is continuous and / '  exists everywhere (finite or infinite) then f  is Darboux. 
Hence the range of/ '  is an interval unless /  is constant. In particular, the range of 
f  cannot be {0,°°} for a continuous / .  (For discontinuous / i t  can, as f(x)=  
=sgn x  shows.)

The range of the symmetric derivative of a continuous function may consist of 
three finite values: consider, for example, /(x )= |jc|.

5.1. T heorem. Suppose that f '  exists everywhere. Then the range o f f '  cannot 
consist o f two finite values.

Proof. Suppose that the statement is not true and let /  be symmetrically dif­
ferentiable with, say,

{/'(* ): x€R} =  {0, 1}.

T hen /is  measurable by a theorem of Charzynski [2]. Thus / '( x )^ 0  implies that 
there exists an increasing and continuous g such that g's(x)=fs' (x) everywhere 
([3], Theorem 4). Since g '(x )^ l everywhere, h(x) = x —g(x) is increasing ([3], 
Theorem 3) and hence g  is Lipschitz. Consequently, g is absolutely continuous and
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g '(x)= 0  or g'(x)=  1 holds for a.e. л:. Since g is not linear, A({x: g '(x )= 0})>0 
and A({x: g'(x) =  l})>0. Then the sets A = {x: g's(x) — 0} and B={x: g'(;c) = l} 
are disjoint measurable sets of positive measure such that y4U5=R. Since R is 
connected in the density topology, it follows that there is a point x  at which both 
A and В have positive upper density. This easily implies that

and
lim supÄ-0

lim inf/l~0

g (x + h )-g (x - li)  
2 h

g (x + h ) -g (x -h )  
2 h

0

1.

Hence £s(x)${0, 1} which contradicts g' =/,' and //(* )€  {0, 1}.
6. An application to generalized Riemann derivatives. In this section we prove 

that for certain systems ah bh there is a continuous function/ such that ZT/(x)50 
holds everywhere and /is  not increasing, moreover,/is non-constant and decreasing.

6.1. T heorem. Let p be a locally finite Borel measure, let b > o  1 and sup­
pose that

(9) lim sup —777— 7- / -  S  cp(I(x,h))

holds for every xgsupp (u). Let f  denote the distribution function o f p.
I f  the positive numbers щ, u2, v satisfy

u2 1 *c <  —  <  b, Ьщ — щ = 2v

and the system ah bt (/=1, 2, 3, 4) is defined by

( 10) Г1 =U 1 =
Ui, a2 — М2 3 3̂ — М2. Щ

— bv, b2 = —v, b3 —v, ft4 = bv

then Dlf ( x ) ^ 0  holds everywhere for the corresponding GRD. More exactly,

Dlf(x )  =  0 i f  supp (p)
and

Dxf{x)  =  — 00 i f  jc^supp (p).
4

Proof. The second condition on the numbers ul9 u2, v implies that 2 ai—^
i = 1 

4
21 dibi= 1 and hence the system (ai9bi) defines a GRD. Since tf5_f= —аь fc6_i =

i = 1
= — bi (/=1, 2, 3, 4), the function

F(x,h) =  -г- 2  aif(x  +  bjh) n i=1
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is even in h and hence
lim F(x, h) =  lim F(x, h).

Z t-O -  h -  o +

If x^supp (fi) then obviously lim F(x, h)=0. If x£supp (p) and 0 thenh~+ 0

F(x,h) =  ^■u1( f ( x + b v h ) - f ( x - b v h ) ) - ^ u 2( f(x + v h )- f(x -v h ))  -  

=  J  b v h ) ) - j  u2p(I(x, vh)) =

-  s  *>'*<*•*>•

By (9), lim sup B(x, h )^ c  —— <0. By 2.1 (ii), lim A(x, h) = <». Hence Dxf(x )=
И-+0 + Ui h-*-0 +

= lim F(x, h) = — °°.

6.2. C orollary. Let f  be the Cantor function. Then there is a GRD such that

Dl f{x)  =  -  со

at each point o f the Cantor set. For example, such a GRD is defined by the system 

a1 =  — 1, <з2 = 99, a3 =  -9 9 , a4 = 1

b\ — 50, b2 — —2" > b3 — — , h4 =  50.

P roof. As we proved in 3.1, the Cantor measure is ft-concent rated for, say,
h = 100. More exactly, (6) shows that the Cantor measure satisfies condition (9)
with c=80 and h = 100. Therefore we can apply the previous theorem with нг =  1,
ы2=99, v = j ,  * = 100.

6.3. R emark. Let f  denote the Cantor function. As we saw before, //(x )= °°  
and Dlf( x ) = — oo hold simultaneously at the points of the Cantor set for some 
GRD’s. This sounds rather paradoxical especially if we recall that whenever a func­
tion g has a finite derivative then necessarily g's(x)=D1g(x)=g'(x).

6.4. C orollary. Suppose that the positive numbers щ, u2, v, b satisfy

2 ■*= —  <  b, bux—ut =  —Í- «! 2v

and let the system (ah bt) (/=  1, 2, 3, 4) be defined by (10). Then there is a continuous, 
non-constant and increasing function f  such that D1/(x )^ 0  holds everywhere for 
the corresponding GRD.

Proof. This is an immediate consequence of 3.2 and 6.1.
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6.5. R emark. The GRD given in the previous Corollary has four terms. It 
was shown in [4] that there are GRD’s with three terms and continuous func­
tions /  such that D * fs0 everywhere and / i s  not increasing. On the other hand, 
it is easy to show that if / i s  continuous and D \fs  0 holds for a two-term GRD 
then / i s  increasing.
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ON HERMITE—FEJÉR INTERPOLATION 
OF HIGHER ORDER
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1. Introduction and main result

Let Т={{хк„}2=1}“=1 be an infinite triangular interpolatory matrix where

(1.1) - 1  ё  хли <  -= ...<  Хя1=2 1.

We consider the unique interpolatory polynomials Hnm( f  X, x) of degree Sm/t —1 
for /€ C [— 1, 1] defined as follows:

f X, x„k) = f (x nk), 1 =S к n,
(L2) I #<[>(/, X, Xnk) =  0, 1 = к =  и, l á i ’S  т -1 .

When m = 2 we obtain the well-known Hermite—Fejér polynomials investigated 
in many paper. If X = X <-x,ß) i.e. when the nodes (1.1) are the roots of the n-th 
Jacobi polynomial P„ix,ß\  a, /?> —1 and m is a positive, even number then P. Vér­
tesi proved the following result:

T heorem A ([14], [15]). Let — 1 < + < l ,  a, /? =—  1 and m be a fixed even natural 
number. Then
(1.3) lim IIHnm(J, *<*•«)-/11^.1] -  0

for arbitrary Д С [— 1, 1] if

a£[—0.5—2/ m ,  —0.5 +  1 / m ) ,  ß ^ — 0 . 5 —2 / m ,  ot—ß s 2 / m .

One can ask: what can we say about (1.3) for other a and /?? If m =2 and 4 
then it is known ([7], [13]) that there are continuous functions such that (1.3) does 
not hold for them. So in this case the question is : for which continuous functions 
will (1.3) be true? This question was investigated by several authors when m = 2 
([1], [2], [3], [5], [7], [8], [10], [11]). We cite the following theorem of Vértesi:

T heorem В ([11]). Suppose —1<+ <1, a £ [p —l ,p )  when p  is a positive integer. 
Then for any fixed /€C [— 1, 1]

lim \\Hni(f, *<'•«)—/Ни,i] =  0
i f  and only if

lim H^W, X ^ \  1) = / ( 1),
I J - * o o
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moreover i f  a ^ l
[tf„2(/, *<«■«, =  o(n*) (r = 1, 2, 1).

The main result of this paper is the following
T heorem 1.1. Let m be an even, positive, fixed integer, — 1 1 real, a, ß>

> —0.5 — 2/т arbitrary, /£ С [— 1, 1]. Then

(1-4) lim IIHnJ f ,  Х ^ ) - П ЫлЛ =  0Л-*- оо
i f  and only i f
(1.5) [Hnm( f  X ^ \  ^ - / ( l ) ] ^ !  =  o(n2') (/ =  0,1, . .. ,p — 1)
( i f  p — 0 then we omit this condition) where p is an integer such that
(1.6) m(«+0.5)/2 §  ^  <  m(a+0.5)/2 + 1,

R emark. The proof of Theorem 1.1 follows the ideas used in the proof of 
Theorem B.

2 .  Q u a s i  H e r m i t e — F e j é r  i n t e r p o l a t i o n  o f  h i g h e r  o r d e r
To prove Theorem 1.1 we need another operator which is interesting in itself. 

Let us consider the uniquely determined polynomial hpq(x)=h„mpq( f  D, E, X la,n, x) 
of degree ^N = m n+ p+ q — 1 (where p ,q ^ 0  are integers, /€C [— 1, 1]) suchthat

hP4(xk) = f(x k) (k = 1, ..., n),

h $ (xk) =  0  ( k  =  \ ,  . . . ,  n ;  i  =  1 ,  2 , . . . ,  m - 1 ) ,
h(p)(l) =  dt (i =  0, ...,p  — 1; d0 =  / ( 1); if p = 0 we omit this condition),
h(p)(— 1) =  e, (i = 0, ..., q — 1; e0 = / ( — 1), if q =  0 we omit this condition).

Let us introduce the notaions a(p):=a — 2p/m, ß(q):=ß — 2q/m. About the con­
vergence of the hpq process, what we call quasi Hermite—Fejér polynomial of higher 
order, we state the following

T heorem 2.1. Let — 1 < /( <  1 be arbitrary. I f  either

—0.5 ^  cc(p) < l/w  —0.5, <x(p)—ß (q )^ 2 /m
or

— 2/m —0.5 ^  <x(p) S. — 0.5, — 2/m — 0.5
then
(2 .1 ) lim ||hp, ( / ) - / | | u>1j =  0 for every /£C [
whenever
(2 .2 ) 141 =  o(n2i) ( /=  1 , 2 ...... p - l )
and
(2.3) k.l =  o(n2i) (/ =  1 , 2 , . . . , q - l ) .

R emark. If p = q = 0  then Theorem 2.1 reduces to Theorem A.
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Corollary. I f

—21m—0.5 S. a.(p) <  \/m —0.5, and — 2/m—0.5 s  ß
then

lim ||Apo(/)-/llu.i] =  0 /o'" «» ry  ДС[1, 1]П-+-СЮ

is true whenever (2 .2 ) is fulfilled.

3. Proof of Theorem 2.1

In the following we shall use the following formulae without further reference:

= (-1  г ш * п (-х ) , Pn( l) ~  n*.

liSWI ~  u —01 t j* -1,3nm  => cn'j— 1'3, if f€[0 , л —ц],

!#(**)! ~  k-*~*t2n*+\  if tt€[0, n -p ),
tk ~ k /n , (k =  1 , 2 , ..., ri),

tk+i~tk ~  l/и (к =  0, 1, ..., и; /0 =  0, /п+1 = л),
|лг—ЛГ*| ~  ( j+ fc )( \j-k \ +  l)/n*, (fi к =  1,2, ..., п).

Here P„(x)=Pnic‘,ß)(x), x=cos t\ Xj= cos tj is the nearest node to x  (for a fixed rí) 
and is arbitrary fixed. The symbol ([9, 1.1]) does not depend on
t, к and n. (See [9, (4.1.3), (8.9.2)], [4], [12, Lemma 3.2].) Here and later c, cu c2, ... 
are different positive constants. Let us introduce the following notations:

((n/sinU* if s =  0 , 2 , 4 ,...
/(n, k, s ) : -  ( n,_i/sin,+i hn if ,  =  lf 3> 5>

a =  m(a(p)+0.5), b =  m (ß(q)+0.5),

К  = max {к : í*€[ö, tt—fi]},

2 i  — 2  > 2% — 2  » 2 з — 2  I 2 i =  2  •ISkSjli J/2-=IiSSJ/2 3j/2SkSK K-zkSn

Let h(x)=hmnpq(C, D, E, X, x) be that unique polynomial of degree ^m n+p +  
+ q — 1 for which

hw (xk) = cki (к = 1, 2, ..., n; i  = 0, 1, ..., /и- l ) ,

A(0( 1) = d, (i = 0 , l , . . . , p - l ) ,

h"4~ l ) = e ,  (i =  0, 1,.. . ,  q— 1).

Obviously we have the following representation for h(x):

h(x) =  2  2  ckiCki(x)+  2  diDi(x )+  2  eiEi(x)
i = 0 jfc =1 i=0 1 = 0
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where

С"М -  ( £ т ) '  ( ё т Г  ^

d m = Ш П - ^ Г  г -  Т * Лх- ' г /г’’ 

а д -  ( - ^ г ) "  (■ ¥ ■ ) '^ 4  ^ ' Ж  еЛх+'Г1г'~
We shall prove our theorems by a series of lemmas. In the following we suppose 
that /£[0, и —2fi],

Lemma 1 ([14, Lemma 3.8]). I f  n and M  are fixed then

|(/?(*))w| = 0(I(n,  k, s)), 0 s  j  s  I f .
Lemma 2.

Proof.

9l(s)
\ ,! Í q ] (s- l ) \
f ( l - x ky <s—/ J (1 + A js- ‘

Lemma 3. \yks\ = 0 (l(n , k, s)).
Proof. We prove by induction. yw =  l.

Ы  =

=  0 ( 2 !  /(и, к, s —í)I(n , к, /)) = 0 (I(n , к, s)). 
* =  0

Lemma 4 ([11, (4.5)]). (Ри(*)/Ри(1 ))<*>=О (n*). 
Lemma 5. |<5s| = 0 (n 2s) (j = 0, 1, . . . , ^ - l ) .  
Proof. We prove by induction. <50=1.

Iá,I =

= 0 { 2  2  (P(x)m/P(l)m)(l) n2i) = 0 { 2  n2s- 2in2i) = 0(n2s).
i = 0 i = 0 i = 0

/íc/а Mathematlca Hungarica 57, 1991



ON HERM ITE— FEJÉR IN TERPO LA TIO N  OF H IG H E R  ORDER 36 7

Lemma 6. |es|= 0 ( n 2s) ( j = 0 , 1, 1).

Proof. Analogous to the proof of Lemma 5. 
Lemma 7.

!/*(*)! =

/ .̂жч-з/а
° [ j a+1'* Ü + k )(\j-k \ +  l)
р ( я - ' - | (и + 1 -Л У +»'*.Гв_1/*)

i f  к ф ,К ] ,  

i f  ke[K, и].

Proof. It follows from direct computation.

Lemma 8.
l - x  jU/kT- if  k £ [ l,K ]
1 -X k ~  toy«)2 i f  ke[K,n],

1 +JC I 1 if  Ac€[1 , a:],
l+ x *  t(n/(n+1 — k))2 if  k£[K, и].

Proof. It follows immediately from the above estimations.
Lemma 9.

— t _  r ( 0 ( ( j + k ) ( \ j - k \  +  l ) / k ) m- 2 i f  l ^ k ^ K ,  
Д  l v J k - ^ l r -  | 0 („2m-4(7J +  1_ A.)2- m) i f  K ^ k ^ n ,

2  Ы 1*-**Г  =
r= 0

0  |~(7 +А:)(1У- ^ 1  +  1 ) р 2 + ( j+ k ) ( \ j—k\ + 1) j

P (n 2m~2(n + l - k ) - m)
if
if  К  -= k S  n.

Proof. It follows immediately from Lemma 3. 
Lemma 10. Let a and ß be such that either

or

Then

and

0 ^  a <  1 and a—b ^  2 

-2 í ű g 0  and — 2  á  b.

2  |CW(*)| =  0(1)*=i

Í  У  icww i = 0(i).
*=1 »*1
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Proof. Using the previous estimations we get
к
2 k=1

fom(a+l/2)

2  IQoWI =c=l

_  о  I у  < m v ,  km“ * w  Г (Я ^ Ш = М ± ]> Г ' x
\ A W '  у"|"+1'» о '+ * г < 1у - * |+ 1)" l  к I х

(X 1 + (У+*)(1У-*1 +  1)
к2 ))-

ka+2
+  ■ >)•

So

and

& u + m \ j - k \ + i r  u+k)(\j-k\+i)

2 i  icw(*)| = o ( j - a~* 2 i ka+i+ j~ a~a Z ik " )  = o d ) ,
2 2  \c k0(x)\ = o ( 2 . ( |у - л |+ i)-« + y -:12 i  (\J -k \+ 1)-1) =  o (i), 

Z*\C k0(x)\ = 0 ( j~ a 2 s k a~2) =  0 (1)

У IC M l - О Г 7  (;/пМ  и у * ^ (.-о -« > (я +  1-&г<»+»/») и«»-»
2 «|CmW, о (2 ,4О/«) _/•”(«+1/2) (П+1- /

= 0 ( j ~ a п*~ь~2 2 Л п + \ - к ) ь) =  0 (1).
Л)"

Similarly
п т — 1

2 2 |с ы(*)|k = l i = l

-  0 (J  ( l ^ í  Ш '  * «  1 ‘ h г 1 " Г  hu !— >!>') "

- °  U  ( т £ | ) '  ( т ^ Г * « Ж Ы |*-**г) •
Further computations are analogous to the above one so we omit them. 

Lemma 11. I f  a^ - 2 then

I A M I =  0 (n -* 0 (/ =  0, 1, 2, 1).
Proof.

IA(*)I =  0 (y— iy/n|2i " J 1 (n2U/n)2)r) = 0 ( j~ a~2n2i).
r—0

Lemma 12. Under the conditions o f Lemma 10

1В Д 1 =  0 (n ~ 2i) (i =  0, 1, 2, ... 9 - 1).
Proof.

|£i(*)l =  0 (ne-p_/- “-1/2)m |у/и|2р * 2  1 n2'  =  0(па- ь- г-> j - a).
r -  0
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Lemma 13. I f  the conditions

2  |CW(*)|+ |D 0(X)|+№,(*)! =  0(1), i  " £  IQ ,M l = 0(1),
k=1 k=1 i=1

P2  (1+141) I A M I =  o (i) , Z O + h D I ^ M I  =  0 (i),i=l i=l
uniformly hold in [w, i?]S[— 1, 1] then

lim \ \ f - h pq(ßhu .vj = 0 i f  /€ С [-  1, 1].B-poo

Proof. Analogous to the proof of [11, Theorem 3.1].

Proof of T heorem 2.1. It follows immediately from Lemmas 10—13.

4. Proof of Theorem 1.1

Lemma 14 ([11]). I f  {р„}Г=1 a sequence of polynomials such that 
deg f t S n  (и =  1, 2,...)

and
Hm | | / - p j  =  0 (/€ C [- 1,1])
П -*■ oo

t/ion /or erery fixed positive integer r

IPÍr)MI =  o(/i2r), * € [ -1 , 1].
Proof of T heorem 1.1. The necessity of (1.5) follows directly from Lemma 14. 

Now we prove that (1.5) is sufficient. It is simple to verify the formulae
Km.,+i.o(x)-h„mr0(x) = (P(x)/P(\ ))" [d, -  hti'O (1)] (X -1  Y/r!

whence for any fixed г ё 0

(4.1) hnmr0M  =  Hnm(x)+{P(x)/P(l))m 2  [d - h ^ M U x - 1)'//!.
i =  0

Let us define recursively by

4 :=  ЛйюСГ. {do, 4 -i} , E, X ^ \  1) (/ =  1, 2, . . . p - 1).

With this choice of D, (4.1) reduces to

Kmpo(f, x) = H n J f  x).

Because of the Corollary to Theorem 2.1 if we can prove that dt satisfy (2.2) then 
we are ready. We shall prove it by induction. For d0 it is obvious. We defined et as dt= 
=ftmi,po(l) so by (4.1) when r=i, </;=Я<2(1) hence by (1.5) </;=o(/i2i). Q.E.D.
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ON THE INTEGRABILITY AND ^-CONVERGENCE 
OF DOUBLE WALSH SERIES

F. MÓRICZ (Szeged) and F. SCHIPP (Budapest)*

1. Introduction

We consider the Walsh orthonormal system {Wj(x)\ y'=0, 1, ...} defined on 
the interval /=[0, 1) in the Paley enumeration. That is, let

r0(x) = 1  for r0(x) =  - 1 for | s r < l ,

/■„(x + l) = r„(x), ry(x) =  r0(2Jx) ( j  = 1, 2, ...)
be the well-known Rademacher functions. The Walsh functions Wj(x) are then 
given by

€50

w0(x) =  1, Wj(x) =  77 r{u(x)
u = 0

where

(1.1) j =  2Ju  2“ (Ja=  0 or 1)u = 0
is the dyadic representation of the integer / ё  1. (See, e.g. [1] or [5].)

We will study the convergence properties of the double Walsh series

(1-2) 2  2  aJkWj(x)wk(y)
j —Ofc=0

both pointwise and in Тх( /г)-погт, where {aJk: j ,  k=0, 1, ...} is a double sequence 
of real numbers and / 2=[0, 1)X[0, 1). Throughout this paper we assume that 
{aJk} is a null sequence of bounded variation:
(1.3) aJk -*• 0 as max (j, к) —*■ oo
and

(1-4) 2  2  \A najk\ <007=ok=o
where

AnOjk = ajk ~  aj+l,k~  öJ,t + l +  ű7+l,l+l. 
Besides, we will use the notations

^10aJk — aJk~ aj  + l,k an<I ^01ajk =  aj k ~ aJ,k + l-

* This research was completed while the authors were visiting professors at the University of 
Tennessee, Knoxville, during the academic year 1987/88.
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We denote by
m —1 n — 1

Smn(x,y) = 2 2  aJkWj(x)wk(y) (m, n = 1, 2, ...)
7 = 0  fc =  0

the rectangular partial sums of the series (1.2). A double summation by parts yields

(1.5)
m — 1 n — 1

smn{x ,y )=  2  2  Dj+l(x)DkJrl{y)Al iajk + 
7  =  0  *  =  0

+ 2 " 27=0 k=*0
where

Dm(x) =  2  wy(x) (m =  1, 2, ...)
7=o

is the Walsh—Dirichlet kernel in terms of x. It is well-known (see, e.g. [1]) that 

I A M I  -= - j  (и  = 1, 2, . . . ; 0 < х < 1).

It follows from (1.3) and (1.4) that for all O c t,  y < l the series

2  2  DJ+i(x)Dk+1(y)An ajk
7=0 k=0

converges absolutely and

am„Dm(x)Dn(y) -  0 as max (m, n) -
By (1.3),

whence by (1.4),
^io ajn — 2 a7*

k = n

( 1.6)

This implies that for all O c t, y < l

2  Июа7п1 — 2 2  Mufl7fcl -*■ 0 as n j=o 7=o*=»

2  ^ j + i W ^ W ^ i o ^  - 0  as и - « , ,  7=o

uniformly in m. Similarly, for all O c t, y-= 1

2  A M A + i OOtV űU  -  0 as m -*-<=>,*=o

uniformly in n. Combining these, we can conclude from (1.5) that the series (1.2)
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converges to the function f(x , y) defined by

(1.7) f ix ,  y) — 2  2  D]+iix)Dk+i (y) An a]k
j —0 k —0

for all 0< x , y < l  in the sense that
smn(x, у) -  f i x ,  y) as min (m , я)

2. Main results
We introduce new classes /? of double sequences of real numbers, which are 

similar to the ordinary classes lp.
Definition 1. A double sequence s i = {ajk} is said to belong to the class /J 

if in case 1
oo 2W ̂ X —1 oo 2n + 1 —1

M l , .*  =  l*ool +  2  2m[ 2 - B 2  K-olp]1/p+ 2 2 " [ 2 - "  2  l « J p] 1/p+
m =  0 j  — 2m  и =  0 fc=2"

<*> oo 2m + 1—1 2,, + 1- l

+ 2  Z 2 m+n[2-m- n 2  2  Ы p]1/p< ~ ,
m =  0 n = 0 j = 2 m k — 2n

while in case P  r = o o

W h — iaoo! + -m = 0
‘ max2mSj-<2w + 1 * j  01 + 2  2" max2"Slt-=2" + 1Zj ■ 

n =  0
lű0fcl +

max \a+ 2  2  2m+" max
m= 0 B = 0 2mS l-= 2 m + 1 2 " S * c 2 "  + 1

By Holder’s inequality, for every 1

jk \

(2.1) =
where

IMU = 2 2  My=o*=o

is the ordinary Л-погт of л/. Consequently,
/? c  /S c  ft =  71.

It is also easy to check that /£ is a Banach space with the norm || • ||Pt * for each
1 ёр==°°.

Definition 2. Motivated by (1.5) we introduce the modified rectangular partial 
sums umn(x, y) of series (1.2) as follows

(2.2)
m—1

Umnix, y) = s^ ix ,  y ) -  2  Dj+i(x)Dn(y) A10aJn —
j = 0

-  2  Dm(*)Dk+1(y)Am amk-  amn Dm(x)D„(y).
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According to (1.5),

(2.3) umn(x,y) = ”2  2  Dj+i(x)Dk+1(y)An aJk.
j = 0 k  =  0

We note that analogous modified partial sums were introduced by the first named 
author [4] in the case of double cosine series.

In the sequel, let
As/  =  {An ajk: j,  k  = 0,1, ...}.

Our main result is the following.
T heorem 1. I f  a double sequence s/= {a jk)  is such that condition (1.3) is satisfied 

and As/dll for some 1, then the series (1.2) converges for all 0<x, 1, its
sum is the function f(x , y) defined by (1.7), and

(2.4) \\um„-f\\ -  0 as min (m, n) « .
Here I • II denotes L^/^-norm. Later on, in Theorem 2 and Lemma 3, || • || 

will denote Тх(/)-погт, too.
As a by-product of the proof of Theorem 1 in Section 4, we obtain that for all 

m, n ^ l  and 1

(2.5) I 2  2  DJ+1(x)Dk+1(y)A uaJk\\ g  \\А Щ „ .
j  =  0 k  — 0 \  p  — l  J

We draw two corollaries of Theorem 1.
Corollary 1. Under the conditions o f Theorem 1, the sum / = / ( x ,  y) o f the 

series (1.2) is integrable and (1.2) is the Walsh—Fourier series o f f .
Corollary 2. I f  a double sequence s / = {ajk} is such that condition (1.3) is 

satisfied, A s/fill for some p >  1, and
ob +

(2.6) IIAII {Mioaonl +  2  2m[2-m ^  Mioa;J p]1/p} 0 as nm=0 j = 2 m

(2.7) ||f)J{M oi«mo l + Í 2 n[2 - ''22 _1M o i^ lp]1/p} - 0  as m — ,
11 =  0 k  =  2n

then
(2.8) lkm n-/ll-*0 as min (m, и) 
i f  and only i f
(2.9) amn\\DJ HAJI -  0 as min (m, n)

As is known [1],
(2.10) И A ll ^  1 +2 In m (m =  1, 2, ...).
Thus, if conditions (1.3), (2.6), (2.7) are satisfied and A s/O l  for some 1, then 

amn ln (m + 2) In (и+ 2) — 0 as min (m,n) —*■ 00 

is a sufficient condition for (2.8).
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We make some preparations before formulating Theorem 2. Under conditions
(1.3) and (1.4), we have

oo

O/o — 0 as and 2  \^ioajo\ <co-
J=о

A summation by parts gives that the first row of the series (1.2) (i.e. when k —0) 
converges for 1:

(2.11) 2  aJ0wJ( x ) = f 1(x), say.
j=o

Similarly, the first column of the series (1.2) (i.e. when ./=0) converges for 1:

(2.12) 2  aokWk(y) = f 2( y ), say.
k  =  0

We denote by s™  ( x )  and ^2)(_y) the partial sums of the series (2.11) and (2.12), 
respectively.

As is known, the double sequence {a Jk}  is said to be convex if

(2.13) A u ajk  max {A n a J + ljk , A n a Jtk+1}  ( j ,  k =  0,1, ...).

We note that (1.3) and (2.13) imply that A n aJk, A 10a Jk, A m ajk  and a Jk are neces 
sarily nonnegative. In particular, condition (1.4) is satisfied, and A 10a Jk and А 01а г  
are monotone decreasing in j  and k .  This means, among others, that the single 
sequences {aj0} and {a№} are convex.

T heorem 2. I f  a  d o u b le  se q u e n c e  {a Jk} i s  su ch  th a t  c o n d itio n s  (1.3) a n d  (2.13) a r e  
s a tis f ie d ,  th en  th e  su m  f = f ( x ,  у) o f  th e  s e r ie s  (1.2) i s  in te g ra b le ,  (1.2) i s  th e  W a lsh —  
F o u r ie r  s e r ie s  o f  f ,  a n d

I K , - / I I  -  o a s min (m, n)  —  oo,

(2.14) 1 1 ^ - Л И - o a s m

K 2)-/all - 0 a s n  -»-oo

i f  a n d  o n ly  i f

(2.15) <*mn In (m+2)ln (n+2) - 0 a s  max (m, ri) -+ °°

We observe that if conditions (1.3), (2.13), and (2.15) are satisfied, then each 
row and each column of the series (1.2) converges both pointwise (except possibly 
at jc= 0 or y=0, respectively) and in L1(7)-norm. In addition, (2.14)<=>(2.15) can 
be reformulated as the equivalence of the regular convergence of the series (1.2) in 
L1(/2)-norm with the fulfillment of condition (2.15). (Concerning the notion of 
regular convergence, see [3].)

Theorem 2 is an extension of the corresponding theorems by Fomin [2], 
Siddiqi [7], and Yano [8] from one-dimensional to two-dimensional Walsh series.
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3 .  B a s i c  i n e q u a l i t i e s
The following inequality plays a key role in the proof of Theorem 1.
Lemma 1. F o r a n y  l< p ^ 2 ,  d o u b le  se q u e n c e  { b j k : j , k =  1,2 ,...}  o f  r e a l  

n u m b ers , a n d  in te g e r s  m , n ^ l ,

(3.1) Imn =  И Z  2  bJkDj(x)Dk(y)I { - ^ l J (т пу-У” [ %  J
i =i *=i v P— 1 > j= lt= i

In the proof of Lemma 1, we will need the representation of the Walsh—Dirichlet 
kernel stated in the following lemma.

Lemma 2 (Schipp [6]). F o r  e v e r y  in te g e r  1,

(3.2) Dj(x) = Wj{x) 2  jufu(x)D2u(x)
и — 0

w h ere  j u i s  d e f in e d  in  ( 1 . 1 ) .
P roof of Lemma 1. Assume

(3.3) 2Ms S m < 2 M+l and 2 * i « < 2 w

with some integers M, N s 0. Applying (3.2) for D j (x) with 7—m and Dk(y) 
with k^n ,  and interchanging the order of summations, we can write that

m n m n

2  2  b JkD j ( x ) D k ( y )  =  2  2  bjkWj(x)wk(y)X
/ = 1  f c = i  7 = 1  k = l

M N

x  2  i / . W A - W  2  К  rv ( y ) D r ( y )  =

M  N

- 2 2
m n

ru( x ) r v( y ) D A x ) D z v ( y )  2  2  j u K b j kWj{x)wk(y) 
1= 1 7 = 1

(observe that this time j u—0 for u > M  and k v= 0 for v > N ) .  Setting

bmn(x, y )  = sign [ 2  2  bjkDj(x)Dk(y)]
7 = 1 fc = i

we have
1 1 m я

Ln =  /  / 2 2  bjkDj(x)Dk(y)hmn(x, y )d xd y  = 
о о 7=i*=i

M  N 1 1
- 2 2 / /  ru(x)r„(y)DAx)D2v(y)hmn(x ,y)xu=0 t>=0 p Í7

m я

X 2  2 1 У » *<• Ь / i w / x ) w * ( y ) d x d y .
7 = 1  fc= i
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Using the fact that
Í2'

A - W  =  {0
(see, e.g. [1]), we can write that

2“ if *€[0,2-"), 
otherwise;

M  N  V“ V m »Jmn =  2  2  2U+V f  f  ru(x)rv(y)hmn(x, y) 2  2  J'uК  bJk Wj(x) wk(y) dx dy =u*=o p=o f  0

where

7=1fc=i
M  N  m n

2  2 2U+V 2  2  juK bjkc)i
u = 0  v = 0  7 =  1 k  =  l

2 - u  2 ~ v ru(x) rv(y) hm„(x, y)wj(x)wk(y) dxdy
are the Walsh—Fourier coefficients of the function

ru (x) rv(y) hmn (х,у)хю, 2 -"> M b s - « )  0 0 ,
X being the characteristic function of the interval indicated in the subscript.

By Holder’s inequality with the exponents p  and q = p /(p —1), while taking 
into account that |y „ |^ l and |fc„|sl, we find that

(3.4)
M  N

s  2  2  2U+V
u = 0  u = 0

[ 2  2 \ b Jk\pY'p[ 2  2 № ) Vi-
7 = 1 k = l  7 = 1 * = 1

Applying the Hausdorff—Young inequality (see, e.g. [9, Vol. 2, p. 101]) 
to two-dimensional Fourier expansions, we can estimate as follows

extended

[ 2  2 K \ 4)7=1k=l

2-u 2-v
1/e s  [ f  f  |ru(x) rv(y) hmn(x, y)\p dx dy]1,p = 2~<u+v>'p. 

о 0

Combining this and (3.4) yields

This implies (3.1). Indeed, the auxiliary function z(?) =  i( 1—2“') 1 increases for 
i S 0. Thus, z(2-1)-=z(l)=2, and consequently,

2
(1 _ 2 -(p- i>/p) - 2 g  ■

The last auxiliary result is essentially contained in [5].

M  N  m n 2  ( A f + N ) ( l —l / p )  m n2  2 2iu+v)il~1,p)[ 2  2  \bJk\pY , p s  п _ 2 _ -(-_т7й у  [ 2  2  \bJk\p]
u =  0 v — 0 7 =  1 k = l  ^  )  7 = 1  k —1

1 I P

L emma 3 . I f  a single sequence {bj: y = 0 , 1 ,...}  is such that bj and for some p>~ 1,
oo 2m + 1 — 1

i p = |b0| +22*[2-m 2  \bj\pY,p■<m = 0 j~2mthen for all 1,

11Д M >,«1

- 0 Ш 1 у — oo
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4. Proofs
P ro of o f  T h e o r e m  1. Part 1: Pointwise convergence. Clearly, the condition that 

AstfZll for some p>  1 implies via (2.1) that s i  =  {ajk} is a sequence of bounded 
variation. In Section 1 we showed that the series (1.2) converges for all 0<x, y <  1 
provided its coefficients satisfy conditions (1.3) and (1.4).

Part 2: L1 ( I2)-convergence. By (2.1), the condition d«s/6/* is less restrictive 
if p  is closer to 1. Therefore, we may assume that l< p ^ 2  in the sequel.

By (1.7) and (2.3),

f ( x ,  y ) -u mn(x, y) = 2 2  Di+i(x )DkJri{y)A11 ajk
U . k ) i R mn

where Rm„ denotes the set of all lattice points ( /, k) with nonnegative integer co­
ordinates j  and к such that either j ~ m  or k^n.  We may assume that m, и ё  1 
and define the integers M, N sO  such that (3.3) is satisfied. We can represent Rmn 
in the form of an infinite disjoint union of (partly dyadic) rectangles and accordingly 
estimate as follows

2м + 1 — 1 2n + 1 — 1
I I / - M mnll — II 2  2  - ^  +  l ( * ) - ö k  + l 0 ;) 4 i i ß / * | |  +

j = m  k = n

2M + 1_X N-l 2Mtl- l
+ || 2  Dj+l (x)D1{y)A11aJ^ +  2  II 2

j = m v = 0  j = m
2  Dj+i(x)Dk+i(y)Anajk\\A-* = 2“

+ || 2 •®iC*:)Ai+iOO^nao*||+ 2 II 2 2 ■^/+i(*)At+i(>,)^nű/*||+

+  2 К  2 Dj+i(.x)D\(y)A11aj,̂ + 2 ( I  2 • A i ( ; ’ O A k + i O ; ) ^ i i a o i | |  +
w = M + l j * = 2 u v = N + l  к = 2 ”

+ 22 II 2 2 Dj+i(x)Dk+1(y)А1га̂\\.
(«.■>)€Rm  + 1jN + 1 " i  =  2“ k — 2v

We apply Lemma 1 and obtain that

II /-w „J  ^  ( A ) 2{ 2  2(“+1)<1_1/p) [ " 'S '1 \An aJ0\PY lP +
\ p — l  > u =  M  j = 2“

+ 2 * v+xn' - v » [ 2  1M uel» l T F+
v ~ N  k = 2v

+  2 2  2C»+«+2)(i - i /p) [ 2 2  1 *V2  1 \ A n a j k \p y i p } .
(и , V) Í  R m n  7 = 2 “ к ~  2U

Now (2.4) is an immediate consequence of the assumption that Asi£l%.
A similar argument proves (2.5).
P roof o f  C o r o l l a r y  1. Obviously, /(Ц+{12) follows form (2.4). Furthermore, 

it is a commonplace that convergence in L1-norm (the so-called strong convergence)
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implies weak convergence. Then, by (2.2) and (2.4), for all i, / ё 0
г 1 1 1

Here we took into account that the limit of each term in the braces is zero due to
(1.3), (1.6) and its symmetric counterpart for Aoxamk. This proves that (1.2) is the 
Walsh—Fourier series of f .

P r o o f  o f  C o r o l l a r y  2. Sufficiency. By (2.2),

By Theorem 1, the first term on the right-hand side tends to zero as min (m, n)-*-°°. 
By Lemma 3, conditions (2.6) and (2.7), the second and third terms tend to zero 
as и—o° and respectively. Putting these together with (2.9) yields (2.8)
to be proved.

Necessity. By (2.2),

and (2.9) follows from (2.4), (2.6), (2.7) (via Lemma 3) and (2.8).
P r o o f  o f  T h e o r e m  2. Under (1.3) and (2.13), the condition AstfOl is equiv­

alent, for any 0, to the condition

This last condition is trivially satisfied since the sum is a00. Consequently, con­
ditions (1.3) and (2.13) imply that AjrfdlZ for all /?>0 and Theorem 1 applies. 
It remains only to prove the equivalence of the conditions (2.14) and (2.15).

Sufficiency. In a similar way, condition (2.6) is equivalent to the condition

d u яоо + 2  2mAn a2m,0+  2  2"Aiio0>2"T 2  2  2т+пА1Ха2т̂2» <°°, 2
m=0

which in turn is equivalent to

2  2  A najk <0°
j = 0 k = 0

\ т { А 10а0п+ 2  2 ^ н ¥ , , } - 0  as n
ni =  0
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which in turn is equivalent to

HAJI 2  A10aJn = a0n\\Dn\\ — 0 as n/=o
But this follows from (2.15) due to (2.10).

Analogously, (2.15) also implies the fulfillment of condition (2.7), and (2.14) 
follows from Corollary 2 and the corresponding one-dimensional result (see [2] 
or [7]).

Necessity. We apply the one-dimensional result just referred to and by the last 
two relations in (2.14) we can conclude that

(4-1) ömollAJ^O and a J I A J I - 0
as and respectively.

As we have seen in the proof of the sufficiency part, the conditions in (4.1) 
imply the fulfillment of (2.6) and (2.7) for all /?> 0. Thus, we can apply Corollary 2, 
according to which condition (2.9) follows from the first relation in (2.14). Clearly, 
the couple of conditions (2.9) and (4.1) is equivalent, in the monotonic case, to the 
condition
(4.2) amnllAJ ll-DJ — 0 as max(w, n )-oo .

Finally, taking into account that

\\DMt\\ Sr - i  for M, =  ±  2® (Í = 1, 2, ...)
0  k  =  0

(see [1]) and again the monotone decreasing property of aJk in j  and k, (2.15) fol­
lows from (4.2).
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