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PROSPECTS OF SOLUTION OF SYNTACTIC AND SEMANTIC AMBIGUITIES
Erhard Agricola

Introduction

The basic data of any kind of translation analysis of the source language
is the surface structure of a sentence in a text, i.e. the string of information-
carrying units in a particular sequence, whose inner deeper relation is to be
found in the form of the correct actual tree of the explicit syntactic and
semantic structures. One of the main obstacles to automatic analysis of random,
unprepared texts is the fact that most of these basic data - by their very nature
as language - will already present ambiguous elements. The decision about the
actual syntactic structure among many potential ones and about the correct
semantic variant - and this means at the same time the choice of the appropriate
translation equivalents in the target language - is made in ordinary communica-
tion by the application of a complex network of contextual information taken from
every component of the total meaning of a sentence or an utterance (insofar as
no extralinguistic knowledge has to be used). The basic relations between the
components are as follows-

= unambiguous lexemes

= ambiguous lexemes

= unambiguous syntactic elements
= ambiguous syntactic elements
= one-sided relations

= mutual relations

= multiple relations

> = processes for resolving ambiguities



For the purposes of machine translation a model of these relations must
be constructed which is able to account exhaustively for the linguistic informa-

tion content, right to its objective limits.

Syntactic ambiguity

The dependency grammars used for analysis so far arie in principle
capable of assigning to each sentence in a text the complete dependency tree of
its word-class elements (dependency relation/DR) and the syntactic values of
these relations (dependency type/DT). However, since in German and in English
the underlying information, taken in isolation, is ambiguous in 60 to 70 per
cent of all cases, a process of syntactic analysis is only fully automatic if the
grammar is put in a position to decide on the structure of the lexical content
from among many potential trees. To do this the syntactic part of the meaning
of the analysed sentence itself must be used first of all as far as possible.
The solution of this problem requires the treatment of all possible forms of
syntactic ambiguity (polysyntacticity) in common; the consideration of all of
these under the same analytical and contextual conditions; the reduction of
diverse occurrences to a few general, constant types of causes, of the effects,
and of the solution of the ambiguity, of the standardisation and systematisation
of the basic types established and finally the investigation of the contextual
relations obtaining as a matter of principle between the elements which cause

and those which resolve ambiguity.

The ambiguity of the DR and the DT with respect to any two word-forms,
and thus to the polysyntacticity of the whole sentence, has, according to the

above consideration, the following basic forms:

1. Ambiguous criteria of the linear sequence of words (wordsequential
ambiguity WSA) and/or for ambiguous formal syntactic components of the word-

forms, sub-categorised according to:
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word-form ambiguity with regard to inflexion (Schrauben; seejraed) =
= WA2/3,

with regard to word-class (laut; means) = WA4,
with regard to inflexion and word-class (reifen; saw) = WAS.
These causes of ambiguity reasult in the following:
(@ more than one DR, but with the same DT = syntactic ambiguity of
the basic type SAIl: basic form 1/2 (= DR)
A/A(= DT)
Examples: Ku7”7se_fjirJ*J~ba”smitgHeder _im_Ausland, _a”ecl_ _number_window.
(b) more than one DR, these having different DT = syntactic ambiguity
of the basic type SAlll: basic form 1/2 (= DR)
A/B (= DT)
Examples: dajTry wj3rden wé&hrend_des_ Transports J?eschadigtj_Apparate_repariert;
you_don/1_Jmow J>ow_goodl"alyados_tastes.
2. (a) Unambiguous criteria of sequence and of word forms but several
(only transformationally separable) syntactic values of one and the same DT

(multiple dependency/MD).

Examples: das_SchJ.mf* d*_Kqlbenjinge ;
she_is ready_to_Kkiss.

or (b) ambiguous criteria of sequence (WSA) and/or of word-forms (WA)

Examples: in_Krakowkann man sich rHeben,
twe_nty Pollsh_studentsy.
or (c) ambiguous criteria of sequence (WSA) combined with multiple dependency

(MD)

Examples: André verlor alle folgenden Abende;
Hgw _do_you_feel these®olddays ?
These causes give rise to only one DR, though this has more than one

DT = syntactic ambiguity, basic type SAIl: basis form 1/1 (= DR)
A/B (= DT)

Every occurrence of polysyntacticity can be derived from one of these
constant types but its actual status regarding ambiguity or non-ambiguity is
relative: how, when and whether the instances of ambiguity are identified as

such depends on the type, direction and state of the analytic process. Further-
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more the degree of reduction or cancellation (and thus also of the effect on the
total meaning) of instances identified depends in each case on the presence of
a particular set and combination of actualising contextual information (in the
wider sense). From the point of view of the degree of interference in the
information caused by syntactic ambiguity and to what extent it can be solved,
we can recognhise about eleven "degrees" of syntactic ambiguities of sentences.
This double relativity, the diversity and possibilities of combination of
the sequence of word-classes which potentially give rise to ambiguity have
defied all attempts at solution by previous methods, namely the use of tables
with "contexts" of the surface structure which were meant to give possible
actualisations for some frequent instances of ambiguity. The new system for
the classification of the instances of potentially syntactically ambiguous
sequences of word-classes gses the following criteria: the three basic types
mentioned SA |, 1l and W; within the basic types a classification according to
the type of cause and their combinations; within these types a sequence accor-
ding to the "level" affected (Phrase, Clause, Sentence and Transitions). Accor-
ding to these criteria more than eighty per cent of constantly recurring instances
in German and English can be detected and identified as roughly 100 minimal
constant types of characteristic sequences of word classes. Of these 30 to 40
are present in both languages and are in part mutually "translatable."”
Example of a type:

(70) Type: SA I11-23 Cause: WA4 Translatability: TO Level: P(P)

E F N
(F) V7
1 2 3
Yy 1/3 2/1
FE/NA DO/FE variants : NA = NY;
DO = SN

(Avoid m_fection) by Kkilling”~jjerms.

Visiting relatives_(can_he _boring).

Besides these easily classifiable types there also occur in the texts:
(a) Instances of types superimposed on each other within the same word

class sequence, which according to their distance in the system operate as
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"type variants" (as in the above example), as "subtypes" (deviations in individual
word-class information), and as membership of different types because the cause
and the level affected are different. For example for each of the frequent
occurrences of the English word-class sequence N it is possible that it

will belong to one or more of ten types.

(b) Instances of connected types, i.e. 2 to 4 types which always occur
together, as an underlying reason for polysyntacticity and are mutually deter-
mining in its cancellation (example above). Tfte possibilities of connection can
likewise be classified into types and are to be understood as a modification of
the three basic types SA I, Il and IIl (three basic types and ten modified basic
types). They represent the 13 minimal models of syntactically ambiguous
structures abstracted from the reason, the word sequences, and the affected

level.

Example:

Modified, abstracted basic type SA IIl.2.1. (= SA IIl + SA 1)

p Q R
1 2 3
2/3 1/2
A/B AlA

Realised in the types:
(76) Zehntausend_G drlitzer und_polnische Burgerj/ersa_Plmelten_sich_.
(77) Br~~n Jias_raised_tariffs.

(87) ...., dass er diesen_Auftrag_bescWeim”gt unR grossz UELIE_?iH?fti}rt.

The analysis must furthermore be able among other things to recognise
the following non-typified instances and to allot them places in the system in
order to cancel them if need be:

(a) individual instances (occurring relatively infrequently and applying
only to a small number of lexical collocations), e.g.: ungebeiztes_Holz*jwird
modern”_he_flew_ acrossjhe__sea jto*Japj?e

(b) free (not connected) combinations of more than one type of ambiguity,

e.g: tt_is_too _hot to eat; a more extreme example: People®wjio Jipply_for
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marriage licences™ _wearing_jshorts_ or _pedal_gush8rj_wiJ.l_be_ denied j.icen_ces"
(Kuno): 12 word forms with ambiguous DT’s with a total of 33 variants.

(c) incomplete structures (e.g. ellipses, headlines, omissions in
coordinating and comparative constructions) e~Jaeb”seinen_Vater_mehr_als
steirie®IJMutter; Fliegenjiichtjrrnr JPlage_sondern amih_Gefahr; GW ~Jdersafej
Efcetch_Spy_Story Flops.

Between the ambiguous syntactic meanings and those which cancel
ambiguity three general relations obtain (solution type/SSA). These can be
actualised:

(a) by the sole concrete possibility of a particular word-class variant
or of a dependency type situated on the dependency tree above or below
unambiguous or actualised structural units (= SSA 1)

(b) by exclusion as far as only one occurrence of a particular element
in a structural unit is admissible or obligatory (= SSA 2)

(c) by congruity of case, number and gender forms (= SSA 3).

In addition "semi-lexical" (i.e. syntactically utilisable and fixed lexical)
criteria are possible, such as lists of compounds, idioms, particular word sub-
classes (= SSA 4).

Examples for particular cancellation types in the context of the ambiguous

form wi_derwil_ig_ (adjective as predicate/adverb modifying verb):

Sie nannten den Tater whterwtiHg (AD/AC; not solved)
Smjnannten _der Tater_wirrwiug” _7Z"6gern (AD +AB;SSA1)
Sle imjintenj*n T2 _widerwiHg"jjn*£0 zj.al (AC + AC; SSA 4)

We recognise a system of indirect relations between the types of cause
and the types of solution, which may serve as a basis for analytic operations:
the types of ambiguous word-class sequences fall into 13 groups (and some
variants), the criterion for the mapping of which is the particular combination
of cause elements in the sequence of their occurrence in the analysis. To each
of these groups is ascribed one (or more) of the general solution types, which
is potentially capable of being used for solution and which has to be sought

within the structure of the analysed sentence.
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The search operations are thus reified and at the same time limited
because they are performed purposely in a particular part of the dependency
tree and according to definite elements, and because all the word-class elements
and connections which cause ambiguity, the affected level and the number of
variants to be sought, are known.

The different structural variants of an ambiguous word-class sequence
are however not usually identified in one analytic step. Therefore a further
system of relations and operations between them had to be set up so that at the
occurrence of the first potential variant the possibility of an instance of
polysyntacticity is considered and all the (partial) dependency trees of the
explicit structure corresponding to the ambiguous word-class sequence can be
set up, from amongst which the actual one is to be chosen by means of the
appropriate solution operation. With the theoretical description of these systems
and operations one deficiency in the adequate representation of the syntactic
analytic process and thus an important obstacle to its transfer into machine
form has been removed. But the fact has thus also become known that a
complete syntactic analysis in isolation is impossible because about 60 or 70
per cent of ambiguity affecting information originally can on average be reduced
to only 10 to 30 percent by purely syntactic meaning. The other occurrences
can only be decided on the basis of semantic values which are unambiguous or
whose ambiguity has already been solved. This problem however cannot be
solved by the sporadic or ad hoc introduction of supplementary semantic informa-
tion. Rather the solution presupposes the insight and systematic formulation of

a complete system of semantic units and of their underlying interrelations in
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this system and in the texts of language in use, and also the relations, which
must be regarded as a special sub-group, between the semantic and the syntac-

tic elements of meaning.

Semantic Ambiguity

A system which is capable of deciding in an analysis on the correct
semantic structure of a sentence we shall call an "operative language thesaurus."
This is not meant to mean a grouping of synonyms or an ordering according to
conceptual units as provided by the usual non-alphabetic dictionaries. The
attribute "language" is rather meant to emphasise that linguistically fixed and
objectively identifiable units and relations serve as a basis and that the totality
of linguistic (syntactic and semantic) components are included. "Operative"
means here the purpose of the thesaurus, namely that on the basis of
the information represented by the system of its organisation it carries
out in the analysis of the information represented by the system of its
organisation it carries out in the analysis of texts certain operations of decision.
The set of elements i.e. the sememes (semantic variants) of a section of the
vocabulary, is already known, and its effect on the relations in the analytic
process is observable. The following considerations are meant to provide and
discuss an overview of the forms of the relations in the context between
semantic units on the one hand and between syntactic and semantic units on the
other, and possible feed-back from such evidence of the effectiveness of a
thesaurus to its structure. The examination of these questions was provisionally
confined to relations within German.

A first step towards systematisation distinguishes those basic forms of
semantic relations and operations between units which stand in a specific and
direct syntactic relation to each other, from those which have indirect
syntactic relations or none at all. To the former belongs the establishment of
the compatibility of the sememes of two word-forms (or several, e.g. forms

bound obligatorily by prepositions or verb valencies) and proceed either:
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without realisation or reduction procedures, i.e. the lexemes are both
unambiguous or one or both of them are ambiguous and all sememes of one

lexeme are compatible with all those of the other:
ScMumwem kaufen” exportieren

Wein_kaufen”™ _exportieren

("Weinstocke/ -trauben/Getrank™")

a
Ll 3 + L'i 5. (den)_Wein_behandeln ("einwirken/abhandeln")

or with reduction in the number of sememes to be combined of two

word forms, one or both of which are ambiguous:

L3 Lb 3 + Lb : Wein darreichen

LU 1 LlJ O 1-

3 b 3 b 3 b

L L -— L , + L, + L : Wein spritzen ("sprudeln/ibersprihen/
1“0 J O L—H n a o

mit Mineralwasser

versetzen")

or with the realisation of one of several sememes of the same word-
form or one sememe of both word-forms by establishing the unique compatibi-

lity of these sememes:

La rb -a < W_em_bauen ("errichten/anpflanzen/vertraien")
1-3 1-3 1 2

La Lb L 2 L Wem_lesen ("sammeln/Schrift lesen/...")

1-3 1-4 2 ki -

A further form is the actualisation of each several sememes of two or
more word-forms as members of an idiom.

The second kind of relation is the actualisation of one of several sememes
of a word-form by establishing the actual one of several potential syntactic
relations of this word form to one or more other word-forms. This relation

is particularly conspicuous in the form of the connection between sememes and
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between the valencies of the verb and actual valency occurrences. The number
of verbs which can be rendered unambiguous solely by the actual type of their
syntactic relations is not very large, but they are usually words (from the

general vocabulary) with a relatively high frequency of occurrence:
+ etc:

eine Verordnung ist ergangen/eineJEin/ajurig_i_s_tJan_jem "jeij_"~"angenlJerJiat
sich Jim _Sjhatten]_jirgangen/ess j_st_ihm schj_echjjirgangen/einejjlut_yqgn
Schmé&hungen ist Uber ihn ergangen. Mostly however the ambiguity is not solved,
but merely reduced

b
(L

b d
“ -4 % e I S_LJ' Outside the verbal domain there are not manj/

types or occurrences of this principle because the main condition for it is not
satisfied, namely the occurrence of valency conditioned, obligatory dependent
word-forms, and the change of valency requirements. Comparable to this would
be the realisation of ambiguous nouns in many cases by the use of the article,
the possible differences in meaning in the attributive as opposed to the predica-
tive use of adjectives, and also the solution by already solving the word-class
ambiguity (lichten verb/adjective), and lastly ambiguity caused by the coincidence
of inflected forms and cancelled by case or number concord:

Bo”en_in de”™ “trAs”eijjahn Jind/is” neuesde_Einrichbmg.

The third basic form of relation is the realisation of one of several
possible correct syntactic structures by establishing the compatibility of a
sememe of word-form and a sememe of only one of two other word-forms: this
is a question of the possibility of solving semantically a syntactic ambiguity
which has not yet been solved syntactically. A sequence of word-classes such
as "noun-preposition-noun-preposition-noun"” is always syntactically ambiguous
as to the subordination of the second prepositional phrase (basic type SA 1):

Die_Tankstelle _mft_dem_Jleklam jschild_an_der_Ecke”

When this structure has a certain (other) semantic filling (intra-struc-
tural solution) one of the possibilities is chosen on the basis of semantic

com patibility:



15
a a
vV 2 * | Lj' Sl+L1+L

Die Tani*teJ.”_mU_dem_ W3kljimjiscMId amJeebel/.» L am Grindungstag.
On the other hand the original version, ambiguous also semantically, can only
be made unambiguous through its relations to sememes outside the ambiguous
structural component (extra-structural solution):

Die_TanksteJljjmitdem jtekten”"£cMId_aj*der_Ecke_des_ Daehees;

ihre jvorderen JickeA jm _einer eintj*agli_chen® Ecke.

These considerations would apply also to the semantic reconstruction of
coordinated, elliptical and incomplete structures, a largely unexplored field,
which we can do no more than mention here.

Establishing the compatibility and the realisation of the sememes of two
word-forms which are syntactically indirectly related (remote compatibility)
takes place after the compatibility of the sememes of all pairs of syntactically
directly related lexemes has been examined, and serves the purpose of
bringing out the whole correct and unambiguous meaning of the macrosyntagm.
It is in this way that information above all is gained which is needed for the
realisation of ambiguous forms for which the immediate syntactic environment

is not sufficient:

a b
L,X 5 + L)z n: (Der) Wein (wird) behandelt
— + L ,: Der Wein wird in diesem Kapitel/nach Anbaugebieten
X—0 X—Z
behandelt.
——LX o+ LX: Der Wein wird mehrere Jahre/mit aller Sorgfalt) in

Eichenfassern behandelt.

But the general and universal uncontradictory nature of the semantic
marking of larger syntactic units must also be established.

The basic forms of semantic relations and operations between units
which are not related syntactically have other functions besides those already

mentioned: they produce "lsotopie" (continuation of the topic), meaning transfer
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(correlation or substitution relations) and they give realisation far beyond the
sentence boundaries. Between the word-forms of the partners in a sememe there
is in this case no syntactic relation of subordination. There arises an additional
structure on semantic criteria which is independent of the syntax. Qualitatively
also these relations (with the exception of pronominal relations) represent
something else. The problem is not to decide about the compatibility of sememes
from differing areas of meaning in a given syntactic connection, but to establish
the semantic equivalence or similarity of sememes in separate structures.

The most general form is resumption of the topic by pronouns. Many
sub-classes of the pronoun apart from their normal syntactic dependency on a
word-form, set up a further relation, namely the substitution relation to a
second form. This refers by means of grammatical congruence more or less
unambiguously to the second form which is to be repeated. Between the
sememes of both wordforms, which need not occur in the same sentence, the
same decisions as to compatibility are reached which would be required for

them in an equivalent direct syntactic relation:
) L c a
4460 o.0;
die_Sagen_e J3aar yon ihren Quellen _bis z u £ ihren Quell_en bis
zu_Nien Hl~rarischeji Bearbmjungen.

In the one case i_hren_is a correlate of Saar,and in the other of Sagen:
the decision as to which and as to the actual sememes of Quellen is made on
the basis of the remote compatibility of Saar - Quelle - Miimiung and Sage -
Quell_e - Beanbertung.

The resumption of the topic by synonyms (including repetition of word-
forms) is the very form of "Isotopie”. The main element of the continuity of a
topic is the relation between at least one sememe of a sentence and a sememe
of the preceding sentence (or one of several preceding sentences), which
expresses itself as proximity or equality of meaning and, if the case arises,

serves as the realisation of an ambiguous lexeme. In contrast to the correlation

relations of the pronouns, there are no formal morphological indications:



17

L0 Lb |_3’ = |_IJ :
1“2 1 2 T X

verj-in_gertdas_Ge}vachtdi esej*D ru”kl*Uung.

On the other hand there are some, albeit very generalised, syntactic
conditions which determine and restrict the kind and position of the sememe
partners to be related, such as the condition that information can be gained
only from elements of identical or syntactically equivalent word-classes and
sentence elements, or from certain positions in the structure of the sentence.
The most frequent carriers of the relation of "Isotopie” are nouns, both
between themselves and in interchange with pronouns, while the other word-
classes and other nouns in the same sentence mainly have the function of
varying the topic and continuing its context.

"Isotopie” with paraphrasing is a more complex form of the same
relation, namely the statement of certain semantic equivalences between the
sememes of lexicalised elements and their paraphrases, and between paraphra-
ses themselves. Both these entities and their relations can be regarded as

expansion and condensation of meaning.

E [ ; a_ e Lki o O
Xpansion process: L1=E1 ( ce)
a b c n_2

Condensation process: Ei 4! + L1+ »

Dij*ter/Ggethe/Di_chterfiirst_ - _der_Genius_von_Weimar/jder 24-jahrige Vji*sser
des_We/maal/de_r_Grosste_unserer_LBeratur/der_Weimarer Minster-Dichter.

Syntactically an expansion can, subject to context, type, situation and
the necessary balance between economy and redundancy, extend to a whole
macrosyntagm of complex structure: for this reason it is often necessary to
reduce or transform complex sentences to their basic structures before the
actual operation to ascertain equivalence, with which the derivation of basic
semantic structures comparable to each other runs parallel.

A conception of the structure of the thesaurus system:

It seems quite possible that a reproduction of the linguistic operations

and decisions of the analytic process between elements standing in the
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relationships mentioned can be gradually approached. On the basic features of
the structure of the system, i.e. on the thesaurus in its narrower sense, its
units and information, we are able at present to develop the following
conceptions:

The distinct semantic units are the sememes of the lexemes, paralexemes
and idiomatic constructions. The sememes are however not primarily unders-
tood here to be structured combinations of semes, noemes or other abstract
elements, but rather a sememe is characterised by the totality of potential
obligatory or optional relations to which (on the basis of its lexeme form) it
can enter in a syntactically correct structure. The thesaurus is consequently
above all a system of paired, mutual relations between two points, where each
point represents different specific combinations of conditions and properties of
compatibility.

Thus there is produced an arrangement of relations between combina-
tions of properties which at the same time represent sets of sememes
corresponding to these combinations. However, proximity and remoteness in
the system do not denote degrees of semantic relatedness but those of
similarity regarding the kind of permissible syntactic-semantic combinations
and the kind of choice of possible sememe partners. It is precisely in the
nature of these relations however where on the one hand formally identical
sememes of polysémie lexemes are distinguished and on the other the
incompatible groupings are isolated. The operation of decision as to choice
and admissibility of contextual sememe relations for all the relations
mentioned (except for "Isotopie") consists in the fact that whether possible or
necessary relations are stated between the two thesaurus ranges corresponding
to feature combination of contextual partners is tested for each case.

The features and conditions which characterise sememes and thesaurus
points are taken from diverse positions of three inventories. The first
inventory consists of values of the underlying syntactic dependencies capable
of obtaining between any two elements of particular word-classes, and the
further division of these into the relations between word sub-classes, including
those which can only be distinguished transformationally. Some hundreds of

syntactic values of this degree of delicacy as characteristics of relations are
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available. The second inventory of features contains conditions representing
generalised semantic values which put into effect generally valid conditions and
restrictions in the making of certain syntactic structures. These include for
example the constraints on sememe pairs with characteristics such as "animal",
"human", "abstract" etc. For cases in which the decision on compatibility or
realisation has not yet been reached further limitations on combination have to
be made by features from the third inventory. The elements of this one
represent reduced or abstracted semantic features belonging to each single
sememe of a given group of sememes as part of its meaning. The degree of
abstraction corresponds approximately to such labels as "evaluation," "process",
"simultaneity”, "enumeration", "circumstance", "dimensionality", "condition"
ect. With features such as these a considerable portion of the relations can be
differentiated, which obtain between relatively distinct sememes of polysémie
lexemes and their possible partners, e.g. the five sememes of the adjective
Hcht or the two sememes of Leber (as an organ and as food). A borderline
case is presented by zweite where the criteria "enumeration”, "time-sequence"
and "value judgement” coincide in many cases.

At this point, before the actual substantial analysis of sememes of seme-
combination begins, the tasks and the possibilities of a thesaurus, which can
only perform inner-linguistic contextual operations, end. Whether and to what
extent the criteria of the third inventory are so adequate as to be used for the
systematic establishment of equivalence relations between sememes remains to
be seen by further research. Presumably however the basic concept of a
thesaurus as outlined here must be elaborated into a wider, quite different
structure, with semes as elements, if suprasyntagmatic relations are to be

analysed.






06 OVICAHM CYHTAKC/MECKOA CTPYKTYPbI MPELJIOMEH/A

A. B. Tnapgkui

B nocneaHee Bpemsi B JIMHIBUCTMKE MOMYyYMIM pacnpocTpaHe-
HWe faBa crnoco6a OnucaHWsi CUHTAKCUUYECKOW CTPYKTYpPbl Npeanoxe-
HUSI: C MOMOLLBO CUCTEM COCTABASIIOWMX U C MOMOLUBO [epeBbEB NoA-
YUMHEHMS Kaxabii M3 3TUX cnoco6oB MMEeT CBOW [OCTOMHCTBA
M HepgocTaTku. [IpPenMyLLIECTBO MCMO/Ib30BaHUS AepPeBbEB MNOAYMHE-
HUSE COCTOMT, B YacTHOCTM, B TOM, UTO OHM MNO3BOJISIOT YUUTbl SATb
HE TOMbKO (DaKT Ha/IMUMs CUHTAKCMUYECKUX CBSA3El Mexay TeMu Wnu
VHbIMM CMlOBaMM, HO W HanpaBfieHne 3TUX CBsA3eil. Kpowme ToOTrO,
annapaT [AepeBbeB MNOAYMHEHUS MO3BOMN OGHAPYXUTb SB/IEHWE MPO-
€KTUBHOCTU, 4TO CYLECTBEHHO 060raTM/0 HalM 3HAHMSI O CUH-
TaKCUYECKOM CTPOEHUM NPEeAsioXeHus. B To e Bpems AepeBbs
MOAYMHEHMST [AOT He BMOJSIHE eCTECTBEHHOE OnuCaHWe CUHTAaKCU-
YeCcKMUX CBsI3eil B Tex c/ydyasix, Korga Harnpas/ieHue Moc/eqHnxX
HepeneBaHTHO, M B OCOGEHHOCTM Torga, Korfa peasbHble CBS3M
MMEITCA He MeXay OTAe/lbHbIMU C/I0BaMW, a MeX[y COoYeTaHUsiMu
cnos. [ns onucaHusi Nofo6HbIX cnydyaeB 60/blie MPUCNOCOG/EHbI
CUCTEMbI COCTaB/SIHOLLMX.

x | HedopmasibHoe wu3noxeHne o06enx cnocoboB K onucaHue
B3aMMOOTHOLUEHUA MeXay HMMWU umeeTcsd, Hanpumep, B [I], dop-
MasiM3oBaHHoe - B [2] .
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OpfHako pasnuyHble TUMbl CUMHTAKCUYECKUX CBA3Ei Cnaowb W
pPsSAOM COCeACTBYHOT He TO/IbKO B OOHOM A3blke, HO M B OAHOM
npepnoxeHun. TloaTomy npegcrasnseTcsa uesnecobpasHbiM paspabo-
TaTb "KOMOWHMPOBAHHYK" CUCTEMY ONUCAHUA CTPYKTYpbl nNpensioxe-
HUA - Tak, 4YTOObl B pamkKax 3TOW CcuUCTeMbl ObUM Obl AOCTATOYHO
yooOHO npefcTaBUMbl Kak Te BuAbl CUHTaKCUYeCKUX CBA3ei, ans
KOTOPbIX Hanpas/ieHWe pesieBaHTHO, Tak U Te, AN KOTOPbIX OHO
HepeneBaHTHO, W CBA3U MOIN Obl yCTaHaBNMBATLCA HE TOJIbKO
MeXay Cc/noBaMu, HO WU Mexay rpynnamu CnoB, MNpUYEM 3TU TPYNnbl
camMy MOrnn Gbl ObITb CHaGXeHbl HEKOTOPOW BHYTPEHHEW CUMHTaKCu-
YEeCKON CTPYKTYPOWN.

B HacTodwem poknage npegnpuHMMaeTca MonbiTka MNOCTPOUTb
CUcTeMy YyKa3aHHOro Bblle Tuna. [lpegnaraembli cnoco6 onucaHus
CTPYKTYpPbl NPeaNoXeHns sBASeTcs OAHOBPEMEHHbIM 0006LLEHEM MNo-
HATUA CUCTEMbI COCTaBMIAKWNX WU AepeBa MNoAunMHeHUs; oba 3TuU no-
HATUA codepXaTcss B HEM KaK 4yacTHble cnydyaum. 3TOT cnocob 06-
napaet, B 4YaCTHOCTWU, TOl OCOBGEHHOCTbI, 4YTO Cpurypupyrowpme B
HEM B KayecTBe "CUHTAKCUUYECKUX eauHuU" Tpynnbl C/I0OB He 006§-
3aTes/IbHO 3arofiHAT OTPe3Ku, a MOryt ObiTb M paspbiBHbIMU, Of-
Hako Ha WX B3auMMHOEe pPacrnoJiIoXXeHMWe HaknagblBalTCA HeKoTopble
orpaHu4yeHns Tuna nNPOEKTUBHOCTW.

HoBblli cnoco6 (DOPMasIbHOrO OMUCAHUS CUHTAKCUYECKO
CTPYKTYPbl MPEANIOKEHUS NO3BONSET NPEA/IOKUTL TakKke HeKoTopoe
HOBOE cofepXaTe/lbHoe TO/IKOBaHME 3TOW CTPYKTYpbl ANna psga
cnyyaeB, O6bIMHO BbI3bIBAOLWX 3ATPYAHEHUS MPU CUHTAKCUUYECKOM
aHanuMse, U B OCOGEHHOCTU TeX, KOTOpble MNPU MCMO/Ib30BaHUN
[IePEBLEB MOAUYMHEHUS TPAKTYHOTCS KaK HenpoekTuBHble. [Mpn 3TOM
TONKOBAHUM CUHTAKCUUYECKOW CTPYKTYpPbl NMPOEKTUBHOCTbL/B HEKOTO-
pOM 06O06LLEHHOM CMbic/le / paccMaTpuBaeTca Kak yHMBepcasibHoe
MpaBu/io, He [AOoMycKalllee WCKAUYeHnit. Takaa uHTepnpeTauus
npeAcTaBfisieTcs Ham 6onee eCTeCTBEHHOW, ueM TpaAuuMOHHas.
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BMNPOYEM, PaCCMOTPEHUs, OTHOCSILLMECS K WHTepnpeTtauuu,
HOCAT MNOKa 4TO npeABapuTesibHbIN XapakTep.

|. Q/CTEMA OTVICAH/A CVHTAKCUMECKO/ CTPYKTYPbI MPEL/IOWEH/A

| ®opmasibHoe u3noxeHue /.

Myctb [1 - HenycToe KOHEYHOe MHOXEeCTBO, Ha KOTOpOM
onpenesieHo OTHOLLeHVe NMHeWHoro nopsagaka / o6o3Havyaemoe B
JaUlbHenwem cuMmBonioM < /. DnemeHTbl MHoxectBa [1  6yayT Ha-
3blBaTbCA T O Y Ka MW . B NUHIBACTAYECKON WHTepnpeTtauun [l
oygeT npeacrtasniATb COOON nNpenioXeHWe, a TOUKU - BXOXOEHUA
B 3TO nNpen/oxeHve "cnos".

HanmeHbluMin 1 HambOoNbLINA 3/1EMEHTbI NPOnN3BOJ/IbHOIO MHO-

xectBa E E ) 6yaytr ob6o3HauyaTbCA COOTBETCTBEHHO Cnf E
n Sup E

Ona npomn3BO/bHLIX TOYeEK a;b; o™ b} NOJIOXMM

<X <b
(a> % "[o Q Yy

a Xx L b

[Q bU U -
MHoxecTBa Bnga / a, b / 6ygem HasbiBaTb M H T € p -
Ba/jiaMu , MHOXecTBa Buga [a}b] - oTpes3kamMmwu.

[

OueBngHO, MHTEpBasi TOrga W TOMIbKO TOrga sABNseTcsa OT-
pe3koM, Korga OH He NycCT; OTpe30K Torga U 'TONbKO Toraa
ABMAETCA WHTepBasioM, Korga OH He cogepxut Inf M wn Sup T

Kak 06bl4HO, BblpaXeHne " / Touka / b nexut wmexay
/ Toukamn / a uM Cc " o3HayaeT a<b<cVc<b<a
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Kaxxgoe Henyctoe MHoxectBo E 7 Tl €VHCTBEHHbIM 006-
pasomMm npeactaBndeTca B Buae

m
E- U [ bg
L=1

rme m ™ \ umnpm rm > ans mo6oro 1»4 -} T -\
NHTEepBan ( bi . Qi*i ) HEe nycT.
Otpe3kn FQj b Jj... yr~Tr)bm3 Mol Oyaem Ha

3blBaTb KO MM OHEHTaMMu MHOXecTBa £

Ham noHagobutcA ewg noHATME U M K JT M Y4 e C KO U
KOMMOOHEHT®bI MHOXectBa P * P » onpegensemoe cne-
ayrouym obpasom. [MycTb b, ....; [amj bml - Bce kowm-
NOHEeHTbl E , 3anucaHHble B nopsgke Bo3pacTaHuda. Ecam npu 3aTtom
a, » Inf 1 n = Sup Tl , TO UUKINYecKnmmn
KOMNoHeHTamn E  6yayT MHOoxectBa [a2>b2]K..; [aT _";
bt-4] [0m;bm] n [a 4 Db | .B npotmBHOM cny4yae UMKINYeECKME
KOMMOHeHTbl E  coBnagatT C KOMMOHeHTamun E e

Myctb Ej ) Ez € T . Nlerko BupeTb, y4to E Torga wu
TO/IbKO TOrga COAEPXUTCA B OOHON M3 LMKINYECKUX KOMMOHEHT
MHOXeCTBa koraa E2 copgepxutca B OAHOW W3 LUKIK-
YeCKMX KOMMNOHEHT MHoxecTtBa [1 \ E H* Msl 6ygem roBopuTtb, 4TO
E( n E2 3auenndaiwTca, ecnau neg =0 n E, He copep-
XUTCA HM B OOHOW ULMKINYECKOW KOMMOHeHTe MHOoxectBa 1 \E 2 »
muyurto E2 pacuwenngaert Env, ecim E(IN E2 =0 n
Ej He copepXutcsa HM B OOHOWN KOMMOHEHTe MHoxectBa [1\ E2
HeTpyaHo 3ameTuTb, 4T0 E4 u E2 3auyennawtca Torga W TONbKO
Torga, korga E2 pacwennger E. wu r pacwennsetr E,.

YnopsigoueHHyto napy ( C,— ) , rae C - HeKoTopoe MHo-
XXECTBO HEMNycTbiX nogMHoxectB [1 u > - OWHapHOEe OTHOLWIEHME
HAa C , Mbl Byaem Ha3blBaTlb CU CTEMOW CUHTA QK-
cmyecknmx rtpynn [/ GCT/ Ha Il , ecnu oHa

yAOBNEeTBOpAeT npuBoauMbIM Hwke akcuomam J1 4 -J1 b} RI-R 5
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I 1. C copepxut 1 ” BCe OAHO3/IEMEHTHbIE MNOAMHOXECTBa
2. Ecwm E);Er e C , TO /m6o E, » E2- ¢ , smbo
EAé Er »m6o E2 ~ Eum
[3. Ecmm E, E2e C u Ednp E2=¢ » TO
g, M E2 He 3auennawTcs.

Ona popmynmpoBkn cnegyowmx Ham NpUAETCAa npeasapuTesibHo
BBECTM HEKOTOpble HOBble onpegesieHns u 0603Ha4vYeHus.

dnemeHTbl MHOXecTBa C Mol OyaeM HasbiBalTb C M H T a K -
CnyeckKkummn rpynnamun [ CI/.

Eciv Em EE- [IBe CI, E, C£, A W He cyuwecTtByetr CI
E; , Takoii, yTo E”~c E'c E2 ' w 6Y[dem rosoputb, uto EA
HenocpepcTBEeHHDO BnNnoxeHa B E2. Oue-
BuAHo, kaxpgada CI, otnuyHaa ot [1 , HenocpeACTBEHHO BJIOXeHa
B OAHY W TOosbKo ogHy CI.

[anee, Ha3oBéEM Ay T oW napy CUHTaKCU4YeCcKux rpynn
(E,Fj, ana kotopon mecto E—>F , m nyTéwm - nocne-
posatenbHoctb CI' EH, EZ2 Eii (k >1) » B KOTOPON ANA Kaxaoro

napa (EI_4 Ei ) ectb gyra. lNyctb EO E «
6ynaem HasbiBaTb NyTéM M3 E4 B E2 «

bygem nucatb E— » F * ecnv cywectesyeTr nytb 13 E
BF . OueBngHo, wu3 E—>E cnepyer E="E.

Ecom E— >F , 6ygem rosoputb, Y4tTo F nm 0 A4 U H e -
Ha E »ecm E— >F - yto F 3aBucurt oT E .

Cdhopmynpyem Tenepb akCUOMbl R4 - PS5

P\ Ecm E4— >E2, o E, w E2 HenocpeaCTBEHHO
B/IOXEHbI B ogHYy U Ty xe CI.

! 3anmce E 4c E2 o3HayaeT E4 F E2 f /| E2
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(?2. HeBo3moxHo E=»E
3. bem E4—E n E. —»E , TO Ej *Ej

R4. benn E) E4) Er - nonapHoO Henepecekarwulmecs
cr m E .. » E* , TO MHOXecTBa E mn E, " Er He
3auensiaTcs. -

Benn El; E2) E3; E. - nonapHO HenepecekawoLlmecs
Cr, Takune, uyto E~—"mE2; Es-- E, , TO MHOXecTBa

E - Ezun E3~ E, HEe 3auensiaTCs.

Akcmombl  JC\ ) ' 2 npeactaBnsAoT Co60M 06blMHbIE AKCMOMbI
Ona cuctembl coctasngawwmx / cm., Hanpumep, [1],82 [/ * /i

AKCHOMbI [?72; R3 O3HayaloT, 4YTO Kaxkgas CBA3HaA KOM-
noHeHTta rpapa / C}-----::->/ aBnaetTca pgepesBoMm / TO4YHee, npage-
peBOM B CMbIC/E [

B cuny akcmombl QLU Bce CI, Bxogdwpe B Takoe [AepeBO
/ ecnu OHO OT/NIMYHO OT pepesa, cocTtosuwero m3 ogHouw CI 1M/
HenocpencTBEHHO B/IOXeHbl B oaHy u Ty »e CI.

Utobbl nNpeacTaBUTb B HECKO/IbKO 6onee HarnsgaHom Buae
aKCMoMbl £3, RAn R5 , coenaem cnegywoulee 3amMevyaHue.
bygem roBopuTtb, 4YTO napbl Touek / a;b [/ n/ c / pas3-
oenawnT Apyr pAapyra, ecam a, b,Cc;d nonapHo

K ! Tem He meHee C He dABNAeTCHA, BOOOLWE roBOpsi, cCuUCTe-
MOW cocTaBnsiowmx B cmbicne [1] , nockonbky CI' He 06s13aHbl
ObITb OTpe3Kamu.

w / Tpadp /A}—» HasbiBaeTca npagepesomM, ecnu
a/ OH He COAEpPXUT KOHTYpPOB / 3aMKHYTbIX nyten / ; 6/ B HEM
nmeeTca efuHCTBEHHas BepluMHa / HasbiBaemMas K o p He M/, B
KOTOPYKO He BXOAWUT HW ofHa Ayra; B/ B Kakayl BeplinHy, OT/IMY-
HYl0 OT KOPHS, BXOAUT TOYHO OfHa Ayra.
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pas/InyHbl N OofHa M3 TOoYyeK C;d JfiexuT, a Apyrasa He Nexur
Mexgy o u b / wnm, 4yto TO e camoe, ogHa M3 ToyeKk a;b
NexuT, a gpyras He Nexut mexay c un d/. OueBnAHO, MHO-
XecTtBa Eu; E- - Tl Takue, yto E d 1d} Edn BE*=-
Torga w TOMbKO TOorga 3auensialTcs, Korga CywecTBYHT TOYKK

a;be EH n c;d e E2 , Takme, 4yto nmapel / a, b /
m | c¢,d | pasgenalT Apyr gpyra.

Tenepb akcmombl £ 3 Rbu R5 moryT 6bITb nepedopmynu-
pOBaHbl Tak:

£ 3>Vcmm E4; E: e C EH" E2 =0 , HUKakue
ABe napbl To4yek (ad4.bH) M (02 "b2) 1 rge
kfJe “"H wu )b2; E2 HE pa3fendroT Apyr Apyra.
P Mcnu E: EH; E2 -nonapHo Hellepecekawwyeca CI
n E.--—->E:» TO HUKakue p[Be Napbl TOYEK (a, b) 7
(c,d) ,rae Q,b; GE wn c,cl e E?2 He

pasfenalnT Apyr gpyra.
PS5 nlcnn EMj E2; E3, B - nonapHo He nepecekawwmeca CrI,

Takme, yto E --——-- * E2 , E3----- >EV » TO HUKakne pgBe napbl

Touek (a, b ) m (c,d) , roe a”beE""E* #u

He pasfensawT Apyr gpyra.

Taknm o6pasom, akcmombl £ 3} Qb u P5 MOTyT ObITb
MCTONIKOBaHblI KakK HEeKOoTopble YC/0BUA MPOEKTUBHOCTMU.
CuctemMbl COCTaBNAKOWMX M MPOEKTUBHbIE OTHOLUEHUS CUHTaKCU-

yeckoro nogyuHenns [/ [1] , 8 3 / npepctaBnalwT coboil "Bbl-
POXAEHHbIE" 4YacTHble cnyyau CCI. VmeHHO, BcAkaa cuctema co-
CTaBnAlWNX MOXeT paccmartpusaTtbca kak CCr / C,------- >/, B KO-
Topo Bce CI ABnAwTCA OTpe3kaMu W OTHOLeHWe — --------- » MNYCTO
/| T.e. = -——- * E2 He umeeT mecTta HU ana kakmx E1} E Cc /,
a BCAKOe MNPOEKTUBHOE OTHOLUEHNEe CUHTAKCMYeCKOro nogynHeHus
/ "npoekTuBHOe pfepeBO nogyuHeHuns" / - kak GO /| C ---——-- */,

pacnagatollasics, Kak rpady, TOYHO Ha fABe CBSA3HbIX KOMMOHEHTbI,
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ofHa M3 KOTOPbIX COCTOUT W3 BCEX OAHO3MEMEHTHbIX MOAMHOXECTB
M , agpyrasa - 13 ogHOro MHoxectBa [1 / TaK 4YTO HUKaKuMX
Cl, oTnuuHbIX OT [l ¥ HEOAHO3NEMEHTHbIX, HeT /.

Cdhopmynmpyem HeCKOSbKO yTBepXaeHuin o csolictBax CCI;
UX p[okKasaTenbCTB / BNpPOYEM, [O0BOJILHO MNPOCTbIX / NPMBOAUTL
He Oyaem.

YTBEPKIEHVE |I. Ecnu pgBe pasnuyHble CI' EH u ET
HenocpeaCcTBEHHO BfOXeHbl B ogHy M Ty xe CI, To EH E2 =@

CNEACTBUE. Ecnn E2 - CI, Takne, uto E =» E2
TO E, 1 E2 He 3auenndwoTcs.

MycTb D s{ E1}... ;E¥) - nogmHoxectBo C , Takoe,
4YTO coOoTBeTCTBYWLWMNIA nogrpacd rpagpa / C -----—--- > [ | T.e.rpad
/ — *b/, rpe ----—- >p - OTHOWeHWe Ha b , uHAyuMpoBaHHOEe
OTHOLWleHNeM cBA3e :/ Torga OH ABnideTca npagepesom /. MHOXecT
BO N Ek Ml 6ygem HasbiBaTb B 3TOM c/nyyae C B A 3

HblM KY C K OM B yacTHoCcTu, BcAkaa (I ecTb CBSA3HOW KYy-
COK.

YTBEPKOEHVE 2. Ecnnm H*. H2 - CcBA3Hble KYyCKU W >
H--(p, TO n H2 He 3auennairTcs.
C/NEOCTBVE . Ecom E, BN ,E2 - CI, Takume, 410
E..=» E2 , n E He nexut Ha nytm wus E B E2 , 1O
MHoXecTBa E n EA E2He 3auennsawTcA.
CNEOCTBVE 2. Ecom E E2; E3;Ek- CI, Takme, 4to
E,="E2» E3=> H, nnyim m3s E, B E2 wnwmns E3
B E”™ He nepecekawTcA, TO MHOXecTBa n

HE 3auensarTcA.

YTBEPKOEHVE 3. Myctb / C, — >/ ectb GO Ha 7
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nyctb D - HEKoTopoe MHOXEeCTBO CBSI3HbIX KyckoB 3Toii CCT,
cogepxawee M ©n Bce oaHoTouyeuyHble CI U yAOBMETBOPSIOLLEE

cnegywowemy ycrosui: ecnm HH; M2eB TO 1160 N H2 - b
nn6o H e W2 nmoo N: £ . Onpepenum Ha D
OWHapHoe OTHoWeHne  ------—- >D cnegyrowym o6pasom: H
Torga W TonbkKo TOorga, korga E4— * E2 |, rpe BN n E2
- KOpHU npajepeBbeB, cooTBeTcTBywOWMX ~ w©n  H2 |, un npu
3TOM He cyuwectByer H e D , Takoro, 4yto E E=*E2 ,
roe E - KopeHb npagepeBa, cooTeBeTcTBylouwero W . Torga

/| b —>b /| Takke ectb CCI.

BBegém Tenepb ewe ABe akCUOMbI.

P6 Ecim EH, M2e C n EnsH , To E4 He pac-
wennsetr E2

R7 Ecoim E() Ej, E, e C n E(--E2—>E3 , 10 E,

He pacwennser E2 “"E 3.

UToObl MOACHUTL CMbIC/T 3TUX akCUOM, 3amMeTUuM, 4YTO ecnn

EQOEr,i N, x*<+ E20P E, n E.--O , TO E, TOT-
Ja ” TOoNbKOo TOorga pacwennder E2 | korga CyuwecTBYHT TOUKK

a B Euy, b,c e E2» Takue, 4yto 0o netut mexgy b wn c .

Monb3yAacb aTuUM, Mbl MOXeM nepechopmynvposatb P6 u Q7 Tak:

P 6 Berm EH,E2£ C n E1— >Er , To HMW gna Ha-
lwmMx TPpExX Toyek a,b;c , rape a e EI1, b,ce Er, a
He nexut mexay b n c

Takum ob6bpasom, akcmombl P6 u P7 mMOryt 6biTb UCTOJIKO-
BaHbl KakK HeKoTopble YC/NoBUA CUIbHOW npoektusHoctn /| CU
§ 3 /.

CCI, yaooBneTBOPAIOLLYHO akcuomMam PG n P7 , ™Mbl By-
JeM HasblBaTb C MU N1 b H O W CCI" , cokpauwéHHo CCCr.

YTBEPKIEH/E 4. TlycTtb n HL - CBA3Hble KYCKU B
CCCr n E j; E2 - KOpHM cooTBeTCTBYWLWMX npagepesbeB. Ecau

Hy /'xH "pun E=*E2 , o He pacwennset 2.
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C/NNEACTBV/E. Ecom £i, E2- CI B CCCP, Takue, 4TO
Er="E2T0 He pacllennsetr E2 .

YTBEPKIEHVE 5. Tycte W, ) E2 , E3 - nonapHoO Henepe-
cekawlnecsa cBa3Hble Kycku B COCP u Ey,LZ) - KOpHM

COOTBETCTBYHWOLWMX npagepeBveB. Ecm EH*E 2— >E3 |, TO
He pacwennder H2 " H3

CNEACTBME. Ecnn EH} E2; E3 - OO B CCCP, Takue, 41O
E4&*E 22»E5 1o Ewn He pacwennser E2 M E3

YTBEPKOEHVE 6. Tlyctb /C,— >/ - CCCP Ha 1 . Ecim
Dm— onpenenslTca TaK e, Kak B yTBepxaeHuun 3 , TO
(D — >1b) Takke ectb CCCP.

. SAVEYAH/A OTHOCUTEIbHO WHTEPTIPETALIMA. TPAVEPHIL

OnucaHne CUHTAKCUYECKOW CTPYKTYpbl MPensiokeHuss ¢ no-
MOLLO CUCTEM CUHTAKCUUYECKUX rpynn obnapaert, Kak Ham npepg-
cTaBndeTcs, 6onbwen "TMOKOCTbI", 4YeM O0OblMHble OnMMcaHus C
MOMOLLKD CUCTEM  COCTaBMAKLWNX WM Aepe3beB noaunMHeHus. [lpe-
MMYyLLIECTBA HOBOrO crnocob6a onucaHus CTaHOBATCA Hambonee Har-
NAAHbIMX TOrga, Korga ecTeCTBEHHO TpakToBaTb T€ WIM WHble
rpynnbl C/AOB KaK "CUHTAKCUYECKM LENOCTHble", He OTKa3blBasiCb
B TO e BpPemMsi OT BBEAEHMsI HanpaBflEHHbIX CUHTaKCUYECKUX CBS-
3en.

B pycckom £3blke Takoe MO/0XeHMe BO3HWKAET, B 4aCTHOCTMW,
B CreayrLlmx cny4vasx:

./ TlpeanoxeHus, cogepxaiue CroxHble opMbl riarona wum
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MOAaVIbHbLIX T/1aro/ioB C I/IHCpI/IHI/ITI/IBOM, Hanpumnmep.

|_|O,C|,O6Hble, 3aKOHbl, Mbl, 6yp,eM,,. Ha3blBaTb,JIOTNYECKN MUK

{ 1*,5] »A

A—3 ) A —>2) A—>b] 2 —>4)

3umoiid 3pgecb2 6yaeT., paboTtaTb” KaTokb

[34) -/
A—*5) A—>) A—>
A syoy* Tam2 paboTtatb, 3aBTpa U

[2 1) 1e a
A—WN | A —*3 ) A —=*5
M* [omKHbI2 3TO, paccToAHue”™ npobexatb,, 6bICTpoC

[2.5}

JA —>\) A ----- >A) A—>6 ) A—»3}

Bce npumvepbl 6yAyT 3anucbiBaTbCs MO Ceaylolleli cxeme.
CHayana BbINUCbIBAETCS MNPEA/IOKEHNE C HYMEPOBAHHLIMU BXOXAEHWUS-

MU CJ/10B;

HOMepa BXOXAEHUA CcUUTaKTCA 3n1eMeHTaMn MHoxecTtBa [1

Janee paétca nepeyvyeHb BCeX HeTpuBuanbHbix CIT / T.e. He ofHo-
3NIEMEHTHbIX M OTNMYHbLIX OT I /; 3tn CI 0603Ha4yalTCsa MNpPOCTbIMU
natmHckMmmn 6ykBamu. HakoHel, BbINUCbIBAeTCS NepeyvyeHb 3aBUCU-
mocten mexay Cr.
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2. | Tpepnoxenus, cofepxaluye npeasoxHble rpynmnbl,
Hanpumep:

/' 5/ O vyuuntca™ BS5 yHuBepcurterte?

{2,5 } » A
nN—H |j 2—>A
/| 6/ OHHyuutcar B3 HoBocubMpCKOM”™ yHUBeEpPcUTETEDS
{3,4 - A
2—>7) 2— A ) A— a4

3. | TpeanoxeHus, codepxallye 4yacTuly He
HEeKoTopble ApYyrue 4YacTuubl, Hanpumep:

[ 7/ VBaHOB" BYepa2 He3 npuexany

{3,4 -A
A—*1j A .4 3

ViBaHOB" Her BYyepa3 npuexan,

[2, 3] -
A—>\) A A: 3 »2

ViBaHOBK BeAb2 He3 npuexa,,

{2,3,4 "Aj {3,4 -B
A—*\ ) B—»2] A—*3
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| TpepnnoxeHnst ¢ OAHOPOAHLIMWU uYfleHaMu, Hanpuvep

OH, npoyén2 raszety™ WY XypHair
{3,+5)5} =A

2 — >4 2 —
OH, paboTtan* hs oOTAbIXan,,

(2,3,4 -A

A — >\

Takme npeasioKeHnsa MOryT cofepXaTb napHble COH3bl,

Hanpumep:

[ 12 ]

[ 13/

1141

. | CnoxHble npeanoxeHus,

OH, He, Npo4én3d Hu,, raseTyb HU6 XypHan,
[2,5} -A {A5,6,7]-B ; 0,6 ].C
A—>»\ )" A— *B ) 3 — *2

OH, He, ToNbKO3 pa6oTtan, , HO5 MC OTAbIXan,

7] -A; [2,3,5,6}.&

Hanpuwmep:

Uenosek,, KOTOpPOro, TbilBuepalBugenryxenyexarnl,

[2,3, k,5].A

T— 1j7—Si 4—»A 1 —»3]5 —=>2]
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[ 15/ y3Han,, 4to3 oH" npuexan5 oTc lBaHOBa,

[3>,5] =4 ; K5} -B ; {6,9} =C,

2—>1 2—>N\; 2 —*C; 5—»4

/ 16 /| [depeBHa™ , rae, ckKydyan3 EBreHun”™ , 6binab

npenecTHbiie Yronok,

{2,3> ] *A
54 ;5—*?2] — A i 7—*6) 3— Aj 3—>2

/ 17 |  WeaHoB™ roBopun”™ , a3 lletpoB” monyans

{1,2}y ,A {%,5] -B
2 —»4 ] 5 —»A

B 4acTHOCTU - CNOXHble MNPEASIOKEHUST C MapHbIMKA COK3aMmW,
Hanpumep:

/ 18 /| Ecmw™ a2 npuayn , Tou OHS5 ynpéete6

{2,3} -A: [5,6] -B; KU] -C

3—+2, 6 —»5

WHorga anst onucaHus CUHTAKCUMUYECKOW CTPYKTypbl npeasio-

XEHUS MUCNOoNb3yKTCA "pasMeyeHHble CUCTEMbI cocTaBndlwmnx”, B

KOTOPbIX A/171 KaXA0i He O[HOTOYHOI cocTaBnswLWEeid cpean Bcex
HEMNocCpPeACTBEHHO BJ/IOXEHHbIX B HEE COCTaBNSALWMUX BblaenseTcs

OAHa, Ha3blBaemMas rnaBHoOW. Takoe onucaHne MOXeT ObITb npea-
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ctaBneHo, kak CCI, obnagawowas TemM CBOWCTBOM, 4YTO A1 KaXKOoWn
Cl" MHOXeCcTBO BCexX HenocpeAcTBEHHO BJ/IOXEHHbIX B Heé CI, ecnu
OHO He nycTo, fABndeTcA "AepeBOM BbicoTbl |". Hanpumep:

/[ 19 / Cverbii  OXOTHUK  youn mMeaBeas

{I, 2] =A; (3, 4y =B
B—*A; 3 - » 4 2 - 1.

PasymeeTcs,, 0OHO N TO >e MNpPef/IOKeHne MOXeT [onyckaTb
HECKOJ/IbKO pa3HbiX onucaHuii ¢ nomowpto CCI, npuyém aT1o He
o6A3aTesibHO CBA3@aHO C pas3/IMyMsaMU B NMOHUMaHUM CMbICNa npeano-
XeHna. Tak, npegnoxeHve / 19 / MoxeT OblTb OnNucaHo, Hanpumep,
c novouwpto CCI, coctoswein n3 tex x»e CI, 4yto n npuBenEHHas Bbl-
e, HO C NycTbiM OTHOWeHWeM / o06blMHAs cucTtemMa cocTaBnsawwmx /,
mnn ¢ nomowpto CCI, vMetoleit ToNbKo TpuBuasbHble CIT M OTHOLIEHWe
--------- > |, 3agaBaemoe Tabnuuen: 3 — *-2 ; 3 -——-*-4 ; 2—*
/ 06blMHO pAepeBO nofduvnHeHus /. T[lpaBga, 00blYHAsA cucTema Cco-
CTaB/ALWNX COOAEPXUT B [AaHHOM cC/iydae MeHee MOJIHYK WHJopMaLMo
O CTPYKType npeanoxeHus, 4yem pasmeyeHHas. [Lpyron npumep: B
npepnoxeHun / 16 / BNOMHE eCTEeCTBEHHO ObU10 Obl BBECTU €UE

ToM CIT B= [3,4 , C= (5,6,7) m b = {6,7}
N 3aMeHuUTb Ayrm 3 ---—-—- »2 , 5 - *- n5ys5 -—-- *7  pyramm
B ------ a2, C--- Yo | n S ------ B

HeoHO3HAYHOCTU [l0Ka3aHHOro Tuna BO3MOXHbl, BMPOYEM,

M NPU ONUCAHUN CTPYKTYPbl MNPEAIOKEHNST C MOMOLLUBI0 O0ObIYHbIX
CUCTEM COCTaB/ISIIOLLNX.

Hanbonee cyulecTBEHHbIM MPEVMMYLLECTBOM CUCTEM CUHTaKCWU-
YeckUx rpynn Ham npeactaBnsieTcss T0 06CTOATENbCTBO, UYTO OHU
NO3BONSIOT B 3HAUUTE/IbHONM CcTeneHu / a npu HEeKOTOPOM paclu-
PUTE/IbHOM TOJIKOBAHUM CUHTAKCUUYECKUX CBSA3eli, BO3MOXHO WU



36

MOSIHOCTbID /  "CHATL" ABMIEHME HENPOEKTUBHOCTMU.
BcTpevalowmecs B PYCCKOM £A3blke HENPOEKTUBHbIE CTPYKTYpbI
MOTyT ObITb YC/IOBHO pa3fefieHbl Ha ABa Tuna - "HenTpanbHble"
AONyCTUTe B NOObIX MpeanoXeHusax, B TOM 4ucrie TeX, KoTopble
He npecnegyloT HUKaKMX Lenei, Kpome cooblieHns uHopmMaumm
/ Kak B Hay4YHO-TeXHUYecKux TekcTtax /, u "CTUAUCTUYECKU
OKpawleHHble", [OoMnyCcTMMble fUlWb B MNPensIOXeHUsx, npecnieayroLmx
Kakne-nnbo [ONONHUTESIbHbIE LEesn, Hanpumep, BblpaXeHue OTHO-
LUEHNST TOBOPSLLEro K coobw@aemomy B MnpensiokeHun hakry.
"HelTpanbHble" HENPOEKTMBHOCTU B OONbLUMHCTBE Cllyyaes
/| ecnun He Bcerga / NOABNAKTCA, KaK KaXeTcd, B CUAy TOro
06CTOATENLCTBA, UYTO B O0ObIYHLIX AepeBbAX MNOAUMHEHUA He Y4u-
TbiIBAe€TCHA CYLeCTBOBaHME MexXay CrioBamMy CBS3€eil pa3HOi CTerneHu
61M30CTU, TaK 4TO Te rpynnbl cnoB / He ob6A3aTesibHO WUAyLWMX
noapsa /, Mexay KoTtopbiMu umeeTtcs "6onee 651um3kasg” CBA3b,
OOMKHbI B AepeBe "6osiee Aanékon" CBA3N BbICTyNaTb KakK 3/1EMEH-
TapHble eavHuupl / BepwwuHbl /. Tloatomy ucnonb3oBaHne CC nos-
BO/IAET YCTPaHATb TakMe HenpoeKTUBHOCTWU. [lpounnactpupyem 3To
Ha cnegywwmx npumepax, 3aumMcTBOBaHHbIX U3 KHuUru. J1. H. Wop-
paHckon [3] . / [HepesBbss npegnoxewnn /(20 [/ - [/ 25/, npwu-
BeAéHHble B [31 Ha cTp. 13-17, HenpoekTuBHbl /.

[ 20 / OH, Hanucan* Takoe3 nNUCbMO,, , 4YTO5
(3,4 A i {5,... J aB
2 — — Bj 3—»2

[ 21 | JIMHrBUCTBLI,, A3bIK* paccmaTpuBarT Kakmcuctemys

{2,3y .A ; (45 3 - B

A—*1yA—»B ) 3—»2
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[ 22 | 310" 0Oo0nee2 noHATHaaA KHuUray , 4yemb5 tab

{2)...)6} -A ; {5,6J3-8 ; (2,3} -c
A—WN jif— 3C—-B)3—-2

[ 23 | Tloyemy™ n32 MHOMMX , 3TMM,,. 3aHMMAKTCAS TO/IbKOC

HekoTopble 7 ?

71-4; {-r,3,6,7] *B; [2,3] -C

A—*H}5— [l 5—- B, 7—>6

| 24 | B6 aTtoT* cnucok® He, BowMS HUN 3anemMeHT? ASs,

HN9 anemeHTI B(

0,3} -A5{45} »6j{6;...;-HIsC; IG,9) -5j{?,9].E*I].r
5—mCi 5—*Aj 7 40—» UL A —>2]

[ 25/ 0, poknage™ pana3 0T3biB,, KOMUCCUAD

{2 J-A; {3,4 -B
B—25} B—>Aj 3-*4-

HenpoekTnBHble AepeBbs MNOAUYMHEHUS fann Obl Takke npuee-
[JEHHble BbLLe npegnioxewna /[ 2/, [12/, [13]/.

UTo KacaeTca "CTUNUCTUYECKN OKpaLLUEHHbIX" HENPOEKTUBHbIX
KOHCTPYKLMA, TO OTHOCUTENIbHO HWUX MOXHO 3aMeTUTb Cclegyloulee.
MpeactaBnseTcss 6GecCnopHbIM, 4YTO B NPeAsIOKEHUAX, CoAepXalymx
Takne KOHCTPYKUUW VMEKOT MECTO HeKOTOopble OTK/IOHEeHuUA oT "nae-
a/IbHON MPaBUJIbHOCTU" CUHTAKCUYECKON CTPYKTYpPbl, MNPUYEM ITK
OTK/IOHEHNA KakK pa3 n obecneumBatoT BbINO/IHEHNE MNPeSSIOKEHNEM
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ero [Ao6aBoYHbIX (PYHKUMA. BHewHuin adydoekT nogo6HOro OTKIOHe-
HMA OObIMHO COCTOWUT B M3MEHEHUN HOPMaibHOro nopsiJka CrioB,
Tak 4YToO HEeKOTOpOe C/I0BO OllyulaeTca Kak "ocob60 BblaesieHHoe".
Hanpumep, B npenioxeHnu

/| 26 | Xopowyt., Tbl2 KOMMaHU5 HawénJ

WHTYUTUBHO ollylwaeTca Kak "BblgeneHHoe" Cc/oBO xopowyto. [lpn
npeacTaB/ieHUN CTPYKTYpbl npegsioxeHua [/ 26 / ¢ nomowpto Ae-
peBa MNOAYMHEHUA 3TO ABJ/IEHME TpPaKTYyeTCHa KakK HapylleHne npo-
€KTUBHOCTK, B pe3y/ibTaTe KOTOPOro C/I0BO xopolwyto OKasblBaeT-
CA Ha HeobblMHOM MecTe. Ho 6onee ecTeCTBEHHO, OblTb MOXET,
TpaktoBaTb 3TO fB/IeHME WHA4ye - KaKk pa3 pblB 06 bl Y -
HbIX CMUHTaAaKCMWYeCKNUNX CcBA3ein: CnoBo
XOpOLUYy0 NPUCOEANHAETCA He K CNOoBY KOMMaHWi, a Ko Bcemy
NPen/IoXeHN0; HapyLleHUs MPOEeKTUBHOCTU MNpu 3TOM He MNpPOUCXo-
ant. lMpumeHeHne OO no3BosIAET Nerko opmanims3oBaTb Takylo
TpakToBKY. COOTBETCTBYlLLEee onucaHme CTPYKTYpbl NpeanoxeHus
/ 26 | BbIrNAQUT Tak:

no-o{ 2,2, 1t
A—*\)B—>2)k — "3

Pasymeetcd, Mop o1 ormuyececkKHm C/1I0BO xopolLlyto
OCTaéTca npu 3TOM CBA3aHHLIM CO CJ/IOBOM KOMMAaHUIO.

Takum cnocobom uLenecobpasHo, ObiTb MOXET, OnucbiBaTb U
Te cnydaunm, korga adopekt "BblaeneHuna" HeKOToporo csioBa A0CTU-
raetca 6e3 M3MeHeHuUs nopsgka CnoB, Hanpumep, C MOMOLLBHO
MHTOHaUMN B YCTHOW peun wunm nofyvyépkmBaHus Ha nucbme. Tak,
ecnn B npepsioXeHuu:
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/27 1 Te® Hawén  xopowy3 KomnaHuw” |

AesiaetTcd yagapeHme Ha CJ/I0OBE xopowyto« To aTOT CbaKT MOXeT ObITb
OTPaXXEH B CfefyroleM onucaHun CTPYKTYPbl NpeanoXeHus:

n . A
A—>3) 2— —+LE

/ B TO Bpemsa Kak "HopmasnbHasa" CCI gna [aHHOro npensioxeHus
nvmeet BUA:

MpenoxeHHasa TpakKToBKa "BblAesieHUs" He MOXeT OblTb He-
NOCPeACTBEHHO MPWIOXKEHa K TemM ciydyasM, Korga Bblaensiercsa
npunaratenbHoe C npeasiorom, Hanpumep:

/[ 28 [/ By xopowy2 TbI3 KomnaHuwo* nonans !

ABTOpY KaXeTcsi BO3MOXHbIM NPeasioKUTb ONnucCbiBaTb Takue
KOHCTPYKUUU KakK BO3HMKalolne B pe3sysbTaTe ajauncuca us
"naeanbHbIX MNpeanoXxeHun" Tuna

/[ 28 *|/ *B4 xopowytw2 Tbl3 B* KOoMnaHuw5 nonan6é ! *

B KOTOPbIX Mpeasior npuv npunaratesisHOM MOXeT paccMaTpuBaTtbCA
Kak cBOero poga "mMopdiosiormyeckMini nokasatesib", obecnevmsato-
lUMiA, TakK cKa3aTb, '"corflacoBaHue" 3TOro npunaratesibHOro c
NPeaioxXHON KOHCTpyKumen. Takmm obpasom, CCI ansa "npepgnoxe-
Hua" [/ 28 JI 6ypeT umeTb BuUA:

X Kak n3BeCcTHO, MNoAoGHble KOHCTPYKUWM peanbHO BCTpedvatoT-
Csl B PYCCKOW HapogHoli noasuu.



[3, 4, 5, 6] =A; (I, 2) =B; {4, 5) =C.
A --—-- B ; 6 -———-- >3, 6----- uC,
a ana npegnoxewuma [/ 28 /- Bua:
(3, 4, 5] =A; (I, 2} =B
A -—--- m B j 5--- -3 ; 5--—-*14

MpvBeaem Tenepb ABa 60/5ee CMOXHbIX MpuMepa OonucaHus
CTPYKTYpPbl npeasioxeHms ¢ nomoupto CCr.

/ 29 /| Hanpumep” , ecnu2 tpebyetca”™ npuh nwoobbix5 a £

BblUNCNATb,, a, , TOA MawuHalo Ao/mkHa,, Kaxablnip

pa3¥® nepegw ymHoXeHnem.M yxeb nonyyeHHoro,*

pe3ynbTaTta,, Ha,gad)cpaBHuBaTb”™ 4Ynucno2yxez

NPON3BEAEHHBLIX "YMHOXEHNI" c22 NZ

{ -Aj {3, 1-9j [-10,%-j29]

i byd] - E j M ,«}'H,

{4A,-15)--1 ; {491)20].-5 (26,2?J=K

A— |j E—S) E— 6] G—5j F— P-— 22] F—»K
<j-13—12j4— ~jl — 3j\Z-Alj ~7-"6

22 — 25j25 — 2°)2A — 23



/30 /
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BH 3aBUCMMOCTN2 OT3 ClOXeTa,, Po6OTbIN GbiBalOTt
A06pbiMK, UNUB 3MbMAL ,KOBapHbIMMD UnK,, TOTOBbI-
MMa Ha’\3 camoroXepTBOBaHWE,,, »KOMUYECKKN,5 or -

pPaHNYEeHHbIMU® WNIN,* BCe3Hawwmmu,, myapeuamm 9 ,
no2o Bo™ Bcex” cnyyaaxZB aBTopckoe”™ OoTHoweHuen

nucatensd K Z TakomyB poboTyD HanoMuHaeT3o
cKopee”™ oTHoweHne K BYenoBeKy3d. » YeM3TK 3b

MawmHe3/ .

(V--,«}./1; (2V..,31>3.Bj {~2J-C:{1A}.D

{S,....44).E ) {7,... M]-Fj {?,8.q],6 {HO,..v14 H
, Mnu-3 U5,..«J.Kjl4s,3ed.L

{«.«I1-Mj 1.21,23} Nj {1,14}:0,

ill,= Q-Ai2,33,54-}.- R, (3,,ii}--Sj J56,59} /1

{EASJEA-CjCA t6—» Fj -12—>-3j-1 G —>15

"19 —'18) BO 2Sj bO—*. p- N— 22,25 —2**
25 — 2G;25-— 0OjO0 — 28j32— S.
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B 3aknioyeHne 3ameTuM, 4YTO BO BCEX MPUBELEHHbLIX MpUMe-
pax, kpome [ 22/ wn [ 23 |/, nocTtpoeHHble Hamn CCI aB-
NAKTCA CWIbHbIMU. MOXHO ObU10 Obl, KOHEYHO, W NpensIoXeHUs
[ 22 ] wn [| 23/, onucatb ¢ novowpto CCCI, HO Takoe onu-
caHue Obrio Obl, MoXxaslyil, MeHee ecTeCTBeHHbIM. Bonpoc 06
apgeksaTtHocTn CCCIT g onucaHusa CTPYKTYpbl NpensioXeHus Tpe-
6yeT cneymasbHOro pPaccMOTPEHUA.
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ON THE SYNTACTIC DESCRIPTION OF SENTENCES

(Summary)

There are two basic tools for the formal syntactic description of
sentences used in recent linguistic works: phrase structures and dependency
relations (dependency trees). The first of these methods enables us to account
for the existence of different degrees of "nearness" in syntactic connections
and to lay down connections between the word groups, not only between words;
the second one works just with connections between words and does not
differentiate among the levels of syntactic nearness. In the description of this
type the connections are directed.

This paper is an attempt to construct some generalized formal system
for the syntactic descriptions of sentences which would enable us to work with
directed connections and at the same time to lay down the connections between
word groups (which may be disconnected in the sense of word order) as well
as to differentiate among the levels of "nearness". The author hopes thatby
means of this system in the syntactic description one can, in particular, avoid
non-projectivity.

The basic notions of the system are laid down by means of an axiom
system as follows.

The sentence is formally represented as a finite set T with a total
ordering noted by < . The elements of Ul are called points.

An ordered pair (C, —m ), where C is a set of non-empty subsets of
T, and —is a binary relation on C, we call a system of syntactic groups
(SSG) on U (and elements of C are called in this case syntactic groups -

SG’s/, if the following axioms are fulfilled:
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C contains 4 and all one-element subsets of

If EJ, EZ G C, then either E1 (@] EZ: 0 or E1 - EZ or

E2 - Er
If E~, E#» GC and E» T E™ = 0, then there are no points

al, 1b G El’ az, bZ € EZ such that either ad lies between aL

and b1 (i.e. a1 a <1 b, or b.1 < 5 < al) and b2 does not

lie between a_ and b,, or b, lies and a_ does not lie between a,
1 1 2 2 1

and bx. (We say in this case that E1 and Ei do not interlace).

If E, —» E , then there exists a SG, E such that E, E - E
1 a 1 a
and there exists no SG, E’', E" such that E - E' - E,
N "oA L N LN

EZ E E, E1/ E' ji E, EZ E E.

There is no sequence EI' EA, cee En (n ~ 1) such that for
every i, 1 -i-n-1, E. E, and E, = E

i-1 I I n

If E’l_ E and E2 E, then E1 = EZ*
If E, El’ E, are pairwise disjoint SG’s and E1 - EZ then E
and El n EZ de not interlace.

| f E'l' EZ' Eo' E4 are pairwise disjoint SG’s and El__ EZ

[ N - 1

EO E4 en E1 U EZ and E0 U E4 do not interlace.

R4 and R 5 are some projectivity properties.

It is evident that usual phrase structures (constituent structures) and

dependency trees are degenerate special cases of SSG’s.

Some propositions about properties of SSG's are formulated. Then

various examples of SSG's are given for Russian sentences.



ON THE PROBLEM OF WORD ORDERX/

Ferenc Kiefer

1. Early works on transformational grammar (e.g. Chomsky 1957)
considered word order changes as straightforward effects of optional
transformational rules. In later works (e. g. Chomsky 1965), too, word order
was looked upon as a mere stylistic matter and, as a consequence, the
guestion was raised as to whether word order changes should be accounted for
in grammar at all. In other words, Chomsky and others were inclined to
relegate the problem of word urder in toto to performance rather than to
consider it as a matter of competence. To show that this contention is not
guite justified is one of the aims of the present paper. We shall put forth,
though tentatively, the general principles of handling the problem of word
order. The present considerations are based on my earlier study of word
order in Hungarian (Kiefer 1967). Here | will, however, treat several points
differently. Recent development in the theory of grammar (Bierwisch, Fillmore
1968 a and b, McCawley a.o.) make several improvements on my earlier
treatement possible. Furthermore, so far | have focussed my attention on the
role of emphasis in determining word order. It is clear, however, that apart
from emphasis the topic-comment relation constitutes another important factor
in word order changes (Danes, Firbas.Heidolph, Novak and most recently Sgall;
with respect to Hungarian cf. also Elekfi, Dezsd, Dezs6-Szépe). Finally, here
I will not restrict myself to Hungarian though Hungarian seems to be par-

ticularly appropriate for a study of word order.

X/To oppear in Recent Developments in Linguistics (M. Bierwisch and K.E.

Heidolph, eds.). Mouton and Co. The Hague.
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2. Emphasis is not only a syntactic problem because it can be predicted
by syntactic rules as claimed by Lu (Lu 1965) but also, and more impoi'tantly,
because several syntactic rules are triggered by a syntactic feature which
might be referred to as Emph. The question of how this Emph gets into syntax
will be one of our main concern. Before going into this problem let me adduce
some of the syntactic constructions that are determined by Emph.

a/ In English the two best-known examples are

/il the cleft-sentences like
It is Mary who | want to marry.
It is the big book that I have read.
/vl and the emphatic do
| do hope that she will come.

b/ In French the constructions with "c’est ...qui" and "c’est ... que"
cannot be explained without Emph. The same holds with respect to
the repetition of personal pronouns like in

Moi, je ne comprends rien.

c/ In German, apart from some word order changes, there are several
(transformational) rules that make use of Emph. E.g.

nicht ein i--- == kein

is obligatory except in case of emphasis, because then we may have

either

nicht ein ... (sondern zwei)

nicht ein Buch .. . (sondern ein Heft)
or

kein Buch ... (sondern ein Heft)

d/ The ambiguity of the Russian sentence
natb bugena poub

can only be explained by means of Emph. The two possiblities are

TaTb bucjexa poub

myaTb bugena poub

On the other hand,

mA'tOmb bugeye CbiH

\
is only grammatical if )|XOT_b is emphatic.
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e/ In Hungarian if the verb "van" (to be) is used existentially, it must
be emphatic. In this case, some word order changes are obligatory.
Consider, for example,
Péter van az osztalyban.
Peter is the class-in
There is somebody called Peter in the class,
versus
Péter az osztalyban van.
Peter is in the classroom.
On the other hand,
Levelet olvas Jéanos,
letter reads John
is only possible if "levelet" is emphasized:
Levelet olvas Janos.
It is a letter that John is reading.

These examples will suffice to show that emphasis is an important
syntactic problem.

Undoubtedly, there are several types of emphasis. In the case of
emotional emphasis everything can receive emphasis (any morpheme or even
any phoneme). Therefore, no rules govern this kind of emphasis. Consequently,
it falls outside the scope of a competence model. In contrast to emotional
emphasis, logical emphasis reveals a well-defined syntactic structure that can

roughly be rendered by the following diagram

where the two lower S’'s are almost identical, they differ in one lexical item
only. This fact has already been observed by Lu who propounds the following

deep structure for the sentence "John bought a book." (op. cit. p. 41.):
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111/

buy Det N buy Det N

a book a book

In order to get the surface structure "John bought a book" one has
simply to apply some transformational rules to /1/:
T1: Delete the whole SZ.
T2: Delete NEG
T3: Add stress to the word in S1 whose counterpart in SQ is

unspecified.

This propesal leaves, however, several important questions unanswered.
First of all, in which way can structures like (1) be generated? Secondly, the
aforementioned deletion transformations seem to contradict the well-known
conditions of deletability (Cf. Chomsky 1965, p. 182).

As to the first problem, notice that in Hungarian there are many
adverbials that can occur in structures like (1) but cannot receive emphasis.

What | mean by that is that one may also have

where "unspecified" will be replaced by some adverb.
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Consider, for example,

+Folyton nézett ram.

continually looked-he me-at

+Vég(]l ment el.

finally went-he away

+Minduntalan jott haza.

incessantly came-he nome
versus

Folyton ram nézett.

Végil elment.

Minduntalan hazajott. »

One may have
(3) Péter folyton olvasott és nem olvasott ritkan.
Reter continually read and not read rarely
This fact indicates that structures like (1) can be interpreted as a deep
structure of an emphatic sentence only if the lexical items do not prove the
contrary. Before proceding, however, another remark is necessary. Instead
of (3) we may also have
(4) Péter folyton olvasott és nem riktan olvasott
where the adverb "folyton" is emphatic. This is, however, not logical emphasis
but rather a metalinguistic emphasis that does not affect meaning. 2l
One can adduce quite easily a great number of further examples where
emphasis is not possible. So, for instance, articles cannot take emphasis in

many languages. Although one may have in Hungarian

7Notice, incidentally, that in emphatic sentences the particle comes always

after the verb.

2/
This kind of emphasis can be conceived either as a correction of some sort of

misprononciation or of the inappropriate use of a word. In (4) one has the
latter case. This means, that (4) involves somehow that one should not say
"rarely" with respect to one’s reading.From a semantic point of view, "foly-
ton" cannot be contrasted with other adverbs. In other words, one is unable
to grasp the meaning of "folyton" if it is emphatic and not used
metalinguistically. It is, so to speak, void of meaning.
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Az ember ment el otthonrél és nem egy ember.
Here emphasis has a metalinguistic character and when we assert that no
emphasis is possible than this is to be taken in the sense that logical emphasis
is out of the question. The same holds for emphasis in the following examples
Der Mann ging weg und nicht die Mann.
Der Mann ging weg und nicht ein Mann.
It is interesing to note that whenever the indefinite article is emphasized it
becomes the numeral one.

| do not want to dwell on this problem any further. 4l

It seems to be beyond any doubt that emphasis is not a purely
syntactic but also a lexical problem. If so, then either structures like (1) are
not the most appropriate way to handle it or it must be supplemented by some
conditions as to the lexical items.

In fact, one might think of other possibilities of generating emphatic
sentences. This is apparently supported by some further syntactic properties
of emphasis, the most important being the fact that no simple sentence can
have more than one emphatic constituent. Here "simple" means that the deep
structure of the sentence contains only one S. This suggests the following
rule for the introduction of emphasis as a syntactic feature:

(5) S —-- — (Emph)... NP VP

Then one wants Emph, optionally introduced in (5), to be attached to
the right nodes in the base P-markers. Otherwise one would need extra filtering
transformations, i.e. transformations that do not perform other tasks except
for filtering out the wrong deep structures, a solution which seems to me
guite counterintuitive. One simply does not like rules in a grammar that do not
play a creative role and just filter. Of course, also simplicity is violated by
this solution. In order to avoid this one may stipulate other solutions. As far

as | can see two possibilities present themselves. One could introduce

'"Lu observes that the indefinite article in English, if emphasized, should be
interpreted as "one" or "a single". Does not this indicate that indefinite
articles cannot take emphasis? (Cf. Lu, op. cit. p. 40.)

4/see for further details Kiefer 1967. pp. 4-53.
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transformational rules into the base that attach Emph just to the right node.

The effect of these transformational rules would be something like this

\Y NP V  Emph NP

These transformations, called attachement transformations (cf. Kuroda) can
perform the task desired. They are, however, against the principle that no
transformational rules should work in the base. If we allow transformational
rules to operate in the base, then | see no way of drawing a line between deep
and surface structure, between the base of a grammar and its transformational
component. *

In view of the above one should make use of transformational rules in
the base only if no other possibility is available. As far as | know such a
strong argument could not be found up to now.

A further possibility would be to generate the correct structures for
emphatic sentences by means of catégorial (phrase structure) rules. This can

be done if we increase the number of rules, for example, in the following way

5'/One cannot argue here that transformational rules are needed anyway in the

base if one accepts the more plausible alternative of the organisation of the
base propounded in Chomsky 1965. The lexical insertion rules are, in fact,
transformational rules but transformational rules of a special kind. They do
not alter the syntactic structure of the sentence structures generated by the
base.
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S NP VP’
NP’ - Det (Emph.) N
VP’ - V NP PrepP
&) PrepP Prep NP"
S — NP" VP"
NP" — Det N
VP" (Emph) V NP" PrepP

V NP’ PrepP
V NP" PrepP’

(Emph) Prep NP"
PrepP’
Prep NP’

It is clear that it is not a system of rules like (6) that we want. In
the case of more constituents tho number of rules grows still more rapidly.
Therefore, at least for the time being, one must drop the claim that Emph
should be introduced by catégor/ial rules. It would seem that (1) is still the
best way of handling emphasis. °

The lexical items that cannot take emphasis will be marked so in their
lexical characterization. Thus we must add to (1) the following condition:

Condition 1. Emphasis must not be derived from structures like (1) if
this contains in in the position corresponding to the node labelled
"unspecified" a lexical item that is negatively specified with respect to
emphasis.

Apart from Condition 1. further conditions must be imposed on (1).
These will refer to the deletability of S in (1).

Compare the following types of emphatic sentences with each other:6

6/

It is conceivable that a generative semantic approach will offer us new
prossibilities. At present it would, however, be too early to put forward
sane proposale to this effect. The scattred remarks and ideas about a
generative semantics have not been developed to a full-fledged theory as yet.
(Cf., for example, Bierwisch, McCawley.)
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Your handbag is light and not heavy.
V) This problem is difficult and not easy.

The boy is fat and not meagre.

John is at home and not Paul.
(8) The mail arrived and not the newspaper.

He read the book and not the newspaper.

The book is mine and not yours.
9) He is going to do the job and not me.

| will read this book and not that one.

In (7) the adjectives form antonymous pairs, the assertion of one of them
implies the negation of the other and conversely, the negation of one of them
implies the assertion of the other. Here S£ can be deleted because the lexical
entry referred to as "unspecified" can be inferred on the basis of S*. In (9)
the scope of the contrast is well-defined but not the particular instance. In
the first sentence of (9) "mine" may also contrast with "his, her, ours, yours,
theirs". In other words, the deletion of S is only justified under the
presupposition that not only the scope but also the instance of the item "un-
specified"” is known. Similar conclusions can be drawn with respect to (8),
though there the scope of emphasis is less clear. Now we are able to formulate
the conditions of deletability for (1).

Condition 2. In (1) can be deleted only if either (a) the item
"unspecified" can uniquely be inferred from the corresponding term in or
(b) the presuppositions arising from the situational context of (I) allow this
inference.

| cannot go into the question of presuppositions in more detail here (cf.
Fillmore 1968 b) but it is plain that presuppositions play an essential role in

71/
the case of deletion.7

771t should be made clear that presuppositions are also necessary for the general
interpretation of emphatic sentences. Notice, that no emphatic sentence can
initiate a discourse. Each emphatic sentence presupposes a certain kind of
discourse (cf. Kiefer 1967. pp. 122-155.).So far as | can see, the theory of
sentence presuppositions is a very promising step towards a new theory of
discourse.
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The structure (1) together with Condition 1. must be considered what
Perlmutter calls output conditions of the base (of. Perlmutter). Such conditions
are necessary for various reasons.

In most cases, emphasis requires in free-word order languages special
word order. Hence Condition 2. cannot be lumped together with Condition 1. (1)
and Condition 2. form an output condition on the transformational component of
grammar.

To sum up, a structure like (1) and Conditions 1. and 2. will account for
the syntactic description of emphasis except for the word order changes that
w ill be described in a subsequent section. 86

3. While the syntactic description of emphasis is relatively novel, the
topic-comment relation has been investigated for some time, especially by the
Prague linguists (Mathesius, Danes, Dokulil, Firbas, Novak, Sgall - to
mention only some of them). The topic-comment relation, called functional
sentence perspective in the Prague school, was also used as an argument to
set up a stratificational model of language (cf., for example, Sgall). The
functional sentence perspective was separated from the syntactic description of
sentences on the ground that it does not tell us anything about the syntactic
structure but about the ways in which a given syntactic structure is used in
the process of communication. Thus, word order is conceived as belonging to
the pragmatic level of linguistic description rather than to the syntactic
structure proper. In the process of communication each communicational unit
(which is not necessarily a sentence) is supposed to convey new information.
Moreover, if language is aptly used, each communicational unit adds new in-
formation to something that is already known. Hence communicational units can
be split up into two types of information: the novel information is conveyed by
the comment/s, the already known information is the topic of the communica-

tional unit. This distinction is indicated in language by stress (hence intonation)

7This is not all that | can say and that can be said about emphasis, of

course. Here | had to content myself with a brief summary of my earlier and
present thoughts about this topic. A more detailed discussion would go beyond
the scope of the present paper.

MGOR -
TUDOMANYOS AKADEMA
KONYVTARA
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word order, etc. We may now ask how the topic-comment relation can be
accounted for in a generative description of language. There have already been
some attempts to account for this relation in the framework of generative
grammar (Staal, Dezs6-Szépe). | shall comment upon these later on. First let
me point out that the topic-comment relation is in several points akin to
emphasis. At the same time it differs, essentially, from the latter.

(1) First of all, there is no way to describe the topic-comment relation
by means of a structure like (1) because

(@) to be a comment does not involve negation;

(b) it does not involve a parallel structure.

Notice, for instance, that the topic of a sentencegl is by no means
determined by its position in the sentence. Consider, for example,

(1) | saw Sally to read a book.

(ii) She read an interesting book.

In (10)(i) under the presuppositions that we do not initiate a discourse
by it and that "I saw Sally" is already known, we may say that "to read a
book" is the comment.

(2) In languages with free word order the impact of the topic-comment
relation is in general different from that of emphasis. In Hungarian, for
example, in emphatic sentences the emphatic constituent must always precede
the verb and in the case of verbs with particle the particle must come after

the verb (except for the case when the verb itself receives emphasis). Thus,

one has
A postara Janos vitte el a levelet.
the post-office to John carried-he away the letter
It was John who took the letter to the postoffice.
Janos a postara elvitte a levelet.
Janos elvitte a postara a levelet,
etc.
where the comment can be "a postara", "elvitte a levelet", "a levelet" etc. In

other words, comment is much less determined by word order than emphasis.

9'For simplicity’s sake we shall identify the communicational unit with
"sentence", though this is not necessarily so.
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The stress pattern is more significative from the point of view of comment than
word order, though the latter can also be decisive (see below).

(3) It is clear that in emphatic sentences the emphatic constituent is
supposed to convey the novel information. Therefore, the emphatic constituent
must be considered the comment of the sentence. Thus, every emphatic
constituent is the comment of a sentence but not every comment is emphatic.

(4) Emphasis affects meaning, not so the topic-comment relation. If
we follow Fillmore’s distinction between meaning and presupposition (cf.
Fillmore 1968 b) then we may say that negation (and also question, command
etc.) affects the meaning of sentences but not their presuppositions. But we
have (at least) two kinds of presuppositions, one concerns the presuppositions
originating in the lexical items of the sentence, the other comes from the
sentence structure. Fillmore’s distinction holds for the former type of
presuppositions but not for the latter. Take, for instance, Fillmore’s example

(i) Open the door!

(i) Don’t open the door!

The presuppositions concerning "open" and "door" and "you" are the
same for (11) (i) and (ii). At the same time, the meanings of (i) and (ii) are
different. On the other hand, however, if | say
(J[C)) (i) 1 open the door.

(i) 1 do not open the door.

Here there will be a difference in presuppositions as well, the sentence
(12)(ii) being an answer to a question or command, i.e. it cannot initiate a
discourse while (12)(i) can. In this sense some meaning changing operations
w ill also change the presupposition. Since the topic-comment relation will
only affect the stress pattern or word order etc. of sentences, only the
presuppositions with respect to the possible positions in the communication
process of the given sentence will change but not their meaning. In the case
of emphasis, however, besides some changes in the presuppositions also the
meaning of the sentence will change.

| cannot but agree with Sgall who says that "the functional sentence
perspective, as well as the means of its realization, has a systematic

character and a full description of a language system as a system of "forms”
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and "function" is not possible without respecting it." (Sgall, op. cit. p. 206.)
In other words, the topic-comment relation must be accounted for in a
competence model of language. Let us say that the topic of a sentence is the/
unmarked category/and the comment is the/marked category. Furthermore, let
us denote comment by Com. The question is now how Com is to be assigned
to a sentence or its parts.

To begin with, we must seek an answer to the following questions: (i)
What can be Com? (ii) How many Corn’s can occur in a sentence?

As to (i) it is easy to see that a sentence that initiates a discourse is
a Com. Hence Com can be assigned to whole sentences. On the other hand, it
has been observed that there is a close connection between questions and
Corn’'s (of., for example, Hatcher). Moreover, it has been stated that Com
can be assigned only to constituents that can be questioned (Staal). It is a well-
known fact that one questions mostly noun phrases.

It seem to me, however, that not only must Com be assigned to
sentences in some cases but also to verb phrases. In fact, one can ask a
guestion about the whole verb phrase or about the activity, state etc. expressed

by the verb. Take, for instance, the sentences

What are you doing? | am jvalMng”
(13) What are you doing? | am_writing a letter.
What are you doing? | am feeding my dog with bread and
butter.
versus
What are you writing? | am writing a fetter.
(14)

What are you feeding your dog with?
I am feeding my dog bread and butter_
Who are you fedding with bread and butter?

I am feeding myjiog with bread and butter.

10"Katz and Postal even argue that one can question only noun phrases. Cf.
Katz-Postal pp. 79-120.
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In (13) we are questioning the verb phrase, hence in the answer the
verb phrases are to be considered as Corn’s (underlined with staggered lines).
In (14) we are asking about some parts of the verb phrase.

We leave deliberately the problem open of how questions are treated in the
base. It might very well be that grammatical categories that appear at the
surface as nouns, verbs, adjectives etc. must be considered a single category
in the base component. It is clear, however, that (13) and (14) must be
handled differently.

As to (ii) we must, once again, disagree with Staal who claims that
every sentence has only one topic. Even if we restrict curselves to simple
sentences, this is not true. This is simply a consequence of the symmetrical
behavior of topic and comment. That more than one Com can occur in a
simple sentence is without any doubt because of questions like

Who is going to kill whom?

Who sends what to whom?
Let us now take a sentence with three Corn’s and one topic. This should be
followed in the discourse by that repeats the three Corn’s of and replaces
the topic of SJL by something else. Thus, SZ w ill have three topics and one Com.
If we agree, however, that topic is the ummarked category, we do not have to
bother about it. It is enough if we can manage somehow to indicate the
possible or necessary Corn’s for a given sentence.

Several authors have pointed out that Com determines the place of break
(or breaks) and the stress pattern in a sentence. Thus, Com plays an essential
role in determining the phonological structure of sentences (Danes, Pala, Dezs6-
Szépe. Elekfi a.0.). This means that the assignement of Com must come before

the phonological component is put to work. A rule like
(15) S - — (Com) NP VP
would obscure the issue because Com does not affect the meaning proper of

sentences. Furthermore, Com depends in many languages on word order and

the presuppositions the speaker-listener makes about some order. Therefore,
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(15) does not tell us anything about what is really going on. Here it is quite

impossible to set up a structure like

as in the case of emphasis bacause on the basis of Com the syntectic structure
of the preceding sentence in the discourse cannot be inferred (as it can in the
case of emphasis). On the basis of Com we can only state what information has
already been previously mentioned.

As far as | can see, in view of the structure of grammar as presently
conceived. Com should be assigned to sentences or their parts after the word
order rules have already done their work. Com can then be attached to P-
markers by means of transformational rules. These rules can be either
obligatory or optional. They are obligatory in case of emphasis or in case of
some word order. If you say in German

Den Abendstem sah er.
then one has either

Den Abendstern sah er und nicht den Mond,
i.e. with emphasis on "Abendstem" or

Er sah einen Stern am Himmel. Den Abendstem sah er.
where "Abendstem"is to be assigned Com but not Emph.

The assignement of Com entails different presuppositions. These must
be accounted for by a theory of presuppositions that will tell us how sentences
with various presuppositions should be interpreted. Is this to mean that also
surface structures must be interpreted semantically? This seems to me
mainly a terminological issue. Nevertheless, sentences must be interpeted with
respect to their presuppositions but | am completely in the dark as to how this

should be done. **

117t may be that a new component will be needed, a sort of pragmatical
component, that will take care of these phenomena. It is also possible that
a "revised" stratificational approach will suit better our purpose. At
present, however, all this cannot be more than mere speculation.
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In order to illustrate what am after let me take the sentence
(16) Den Abendstern sah er.

again. Let us now leave aside emphasis. The (surface) structure of (16) is

approximately

NP
(17) \
NP Pro
Det N sah er
Art Abendstern
def
Den
Here the transformational rule
(18) Art N V NP —==»1Com 2 3 4

def
1 2 3 4

obligatorily applies. We obtain the structure

S

Den Abendstem sah
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On interpreting (19) one must assign to (19) the presupposition that
whenever it is uttered everything except for "Abendstern” is taken for already
being known (from a previous sentence or by some other means). What we want
to communicate is the fact that we are talking about something called "Abend-
stern”. Everything else in the sentence is not important, it is important to the
extent only that it is necessary in order to express ourselves in some
linguistically acceptable way.

In languages with much freer word order than German (Hungarian,
Russian etc.) the rule (18) would not apply obligatorily but the interpretation of
(19) would be the same.

4. What has been said so far has an important bearing on word order.
| have already pointed out that in Hungarian "emphatic" word order reveals
two important features:

(i) the emphatic constituent must always precede the verb (except, of

course, if the verb itself is emphatic); as a consequence a sentence
where the verb stands in initial position can only be emphatic if

the verb receives emphasis.

(ii) in case of verbs with particle the particle must come after the

verb (once again, with the exception of emphatic verbs).

It is not possible here to discuss in detail the word order regularities
. . . 13/
of emphatic sentences in Hungarian. It should be made clear, however, that
some word order rules must apply obligatorily, others are optional like the

rules that will account for the following changes

12/This is, by the way, a good proof for emphasis. It enables us even to

differentiate between contrastive and emphatic stress. Take, for example,
the sentence.

Peter is working in Vienna and John in Paris.

where "Peter-John" and "Vienna-Paris" receive so-called contrastive stress.
In Hungarian if we take a verb with particle the order is Part V in case of
contrastive stress but V Part in case of emphasis.

13//[This has been done in Kiefer 1967 at some length.
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Tegnap Péterrel talalkoztam az utcan,
yesterday Peter-with met-1 the street-on
(20) Yesterday | met Peter in the street.
Péterrel taldlkoztam tegnap az utcan.
Az utcéan tegnap Péterrel talalkoztam.
Tegnap az utcan Péterrel talalkoztam,

etc.

The changes in (20) seem to be mere stylistic variants, their semantic-
pragmatic interpretation remains apparently unchanged.

A similar situation seems to hold with respect to Com. In general the
observation has been made that if the direct object is moved from the

postverbial to a preverbial position it must be either emphatic or it is a Com.

Az autddat lattam az utcén,

the car-yours saw-l the street-in

(21)
Péter levelet irt anyjanak.

Peter letter wrote-he mother-his-to

and also (16) are pertinent examples.

Here, too, some changes can be considered with good reason to be

mere stylistic ones.

Péter anyjanak levelet irt.

Anyjanak levelet irt Péter.

The obligatory changes in case of Com are, however, less clear than with
emphatic sentences.

It seems safe to conclude that any work on word order must take into
account both Emph and Com and that some of the word order rules will be
obligatory and others will be optional. Before concluding our remarks on word
order we must take up the following problem. In languages with free word
order is there any distinguished word order that can be considered to be basic?
For basic word order we may stipulate the following definition. A”word order
is_referred_tq_as_basic if it can starKi wHIgout any_jaresupposi_tion_as_tcqwhat

ghqul*be~"oiqsgq”j'e”"jNe m~*_alreaHyJmown. Thus, the word order represented
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by either (20) or (21) cannot be considered to be basic. For (20) and (21) one
would, quite intuitively, set up the following basic orders

Tegnap taladlkoztam Péterrel az utcan.

14/
(22) LAttam az autédat az utcan.

Alongside (22), however, one may also have
Tegnap taladlkoztam az utcan Péterrel.
Taladlkoztam az utcan Péterrel tegnap.
Lattam az utcan az autddat,

etc.

This may be partly due to the free positional status of some of the adverbiale
(in the first place of those of time and place). It can easily be shown that as
soon as some other categories are involved in these changes, presuppositions

about the linguistic context will emerge. The sentence
(24) Az autdédat lattam az utcan,

will be felt to be incomplete (without Emph or Com). We would ask "And

what" - "és?" and a possible answer would be:

Es megcsodaltam,

and admired-I-it
Some changes will be felt to be ungrammatical:

Olvas levelet Janos.
read letter John

John is reading a letter.
Az autddat az utcan lattam.

Thus, except for some of the adverbiale, it seems to be possible to establish

a unique basic order which will be generated by the base component of grammar

147 have left out the third sentence deliberately. Intuitively, "Péter levelet irt
anyjanak" seems to be the basic order but here Com (or Emph) is obligatory
There are, at least in Hungarian, many sentence structures that trigger off
Com or Emph. This indicates, that the definition for basic order must be
modified in some way in order to cover these cases as well.
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All changes will be carried out by transformational rules in the transformational
component according to the principles put forward in the preceding discussion.
We may conclude this extremely sketchy discussion, that hardly touches
upon all important questions of word order and leaves even many of the
discussed problems open, that even in languages with so-called free word order
word order is far from being free. This is a fact, that can only be brought to

15/
the fore by means of a more subtle analysis than has been undertaken so far.
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THE TREATMENT OF NON-PROJECTIVE STRUCTURES IN THE SYNTACTIC
ANALYSIS AND SYNTHESIS OF ENGLISH AND GERMAN

Jirgen Kunze

1. The concept of projectivity

For the purposes of this paper we represent the syntactic structure of
sentences by means of a dependency grammar, and we do not take other types
of grammar into account.

If we consider a particular language it is natural to ask which general
constraints are satisfied by all the dependency trees occuring in the syntactic
representation of the sentences of this language. This applies for example to
the hypothesis of depth. The most important constraint of this kind is
undoubtedly the demand of projectivity. It allows considerable simplification in
syntactic algorithms. We shall return to this point later. However, this
convenient simplification is confronted by the fact that in the languages we are
considering there are sentences whose syntactic structures, according to an
adequate concept of the (formal) term "dependency", are not projective. These
sentences must be regarded as grammatically correct and do not represent any
deviation from the grammar, for example:

was hat er getan? (what has he done?)

(what did he do?)

These three sentences have as a pure dependency tree the structure:
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Since we can expect to find non-projective sentences in a scientific text
it is necessary, at least in syntactic analysis, to account for them. However,
since many sentences (of the examples above) can only have a word-order which
leads to nonprojective structures, the analagous problem arises also for
syntactic synthesis.

Beforelwe turn to the exact definition of projectivity it is necessary to
understand clearly the nature of this constraint. We first make the observation
that strictly speaking we cannot talk about whether a sentence is projective or
not. It is inadmissible for two reasons:

1. As is well-known there exists a certain amount of freedom in the
conception of a particular dependency grammar for a particular language. This
freedom concerns above all the (more heuristic) definition of dependency, i.e.
one which determines consistently, adequately, and in a unified way which word
is to be sub-ordinated to which other in a (syntactically unambiguous) sentence.
Unfortunately no unique general criterion for dependency is yet known. It is
therefore incorrect to speak of the dependency structure of a (syntactically
unambiguous) sentence. Since there are widely differing conceptions of what
dependency is, it is possible that one and the same sentence may be projective
according to one conception and non-projective according to another. However
if we are careful we can use this freedom to "make projective" a large number
of sentences,.

We adhere to the principle that projectivity is not a feature of sentences
but of dependency trees. The defmitive mapping:

(syntactically unambiguous) sentence dependency tree
is not wholly unequivical. This should not be the case within a particular model.

2. If the definitive mapping is given then it still holds that in an
adequate model we should be able to map several dependency structures onto
a syntactically ambiguous sentence. It is then possible that one of these
structures will be projective while the other is not. There are numerous examp-
les of this. At the same time it is by no means the case that the projective
structure is necessarily the more probable or the preferable syntactic interpreta-

tion of the sentence.
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In order to be able to discuss projectivity we further need to consider
the linear sequence of the nodes of the dependency tree. We can conceive of
this sequence also as a component of the dependency tree. But there are a
number of reasons for regarding the linear sequence and the dependency
structure separately, i.e. for regarding the tree as unordered. The word
order is actually one of the kinds of sentence relation which belong to a
different linguistic level than do the syntactic structures. In this connection
projectivity takes the form of a general principle of organisation for the sen-
tence relation "linear sequence.”" From amongst all the possible sequences of
nodes of the tree certain ones are selected of which only some are gramma-
tically correct. This is analogous to the fact that (sufficiently abstract)
syntactic relations in the sentence can be rendered in different ways, for
instance certain objects either by case or by a prepositional adjunct.

We now proceed to give an exact definition of projectivity which is
particularly suited to a generalisation to be undertaken later. Some explanation
is necessary. If x is a node of a tree £, then we call A(X) the set of all
nodes which are indirectly dependent on 3ac , including x itself. In our example

above the following holds:
A(b) = a,b,c,dl, A(d) = a,d A(c) = (c]j

In an ordered tree X let n(x) be the position number of the node X
In our example n(a) = 1............ n(d) = 4. A sub-set E of the set B of all nodes
of X is called a section if it contains together with two nodes all those which
lie between. In other words if E, y E, z B and n(X) <n(®) 4 n(y), then
z E. In our example {a,b,cj is a section and {ad is not.

An ordered tree X is called projective if for all B the set A( ) is
a segment. In our example A(a), A(b) and A(c) are sections, but A(d) is not a
section. It can be proved that this definition is equivalent to those of Fitialov,

Hays and others. It implies that all constituents are continuous.
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2. Simplifications resulting from projectivity

We consider here two possibilities of simplifiying syntactic algorithms on
the presupposition that all the sentences discussed have projective dependency
structures.

First we consider the syntactic analysis. In the successive construction
of a dependency tree during the application of the individual rules the words of
the sentence are examined from the point of view of certain conditions, after
the fulfillment of which a subordination is to take place. Assuming that by such
a rule a pair a,b of words have been found of which one is to be subordinated
to the other. Of course a and b are not usually adjacent, so that the problem
arises of designating the possible strings of words between a and b. An
enumeration of these strings in explicit or recursive form cannot normally be
carried out and they would in many cases be too numerous. However, from
projectivity we can easily obtain a simple, necessary condition: if the "finished"
tree contains the subordination of b to a and if this tree is projective, then all
word-forms c between a and b must be contained in A(a). But this does not
necessarily mean that by the time the step in the analytic process is taken by
which b is subordinated to a the words c already have to have been subordinated.
On the other hand this can be achieved by applying the rules step by step in a
particular sequence.

The rules can be grouped in such a way that the following two principles
hold: let £ be the "finished" tree obtained after the syntactic analysis, while

% %
316 contains precisely those subordinations already undertaken by the analytic

step we are considering, the tree o-g*is, so to speak, "part" of /

1. (Principle of "upward analysis.") A word b is not subordinate to a
word a unless all words ¢ which are directly subordinate to b in ~ are directly
subordinate to b in <€ also. The result of this is immediately obvious: a word
b only become subordinate to a word a when all words contained in A(b) |bj
contained in are already subordinate in 0U9.c

2. (Principle of "outward analysis.") A word b does not become
subordinate to a word a unless all words c¢c occurring between a and b and
directly subordinate to the word a in X are directly subordinate to the word a

.y
in also.
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Principles 1. and 2., assuming that <€ is projective, allow as a logical
consequence the following condition:

3. A word b only becomes subordinate to a word a if all words c¢
occurring between a and b are already subordinate - in fact subordinate to
words occurring between a and b (inclusive).

Clearly, while condition 3. is formally simple on the one hand, it is on
the other hand still sufficient to avoid many wrong subordinations. For its
application it is necessary that 1. and 2 hold, which again necessitates a certain
ordering of rules. This ordering can however be conveniently arranged by
directing the repetition of identical rules through suitable cycles. This enables
the analysis to proceed flexibly, superfluous repetitions being avoided. An
analysis which proceeds in this way is at the same time very convenient for
the treatment of syntactically ambiguous sentences (i.e. those admitting more
than one result of analysis). We shall not dwell longer on this problem, since
it does not directly concern that of projectivity.

We shall now turn briefly to syntactic synthesis, in particular the
problem of obtaining the word-order of the target language. In this connection
the following holds: if all the sequences we wish to obtain are such that the
corresponding trees become projective, then it is sufficient to determine the
relative positions of words directly subordinate to each other. We thus only
need to consider "bundles" which state in which sequence the words b occur
which are directly subordinate to a word a, and in which position (before,
between or after them) the word a can stand. In this way it becomes considerably

simpler to produce the word order.

3. A possible generalisation of projectivity

There have already been some attempts to generalise projectivity ( 1 ,
2 ). We do not wish to discuss them here since our generalisation bears no

relation to them.
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First we set up some conditions which a "reasonable" generalised
projectivity must fulfill:

1. A generalised projectivity should have a simple formal definition, so
that its validity for a given dependency structure can easily be tested.

2. It should be of such a kind that it is satisfied no only by all
projective dependency structures but by many other (nonprojective) structures,
without being satisfied by too many counter-intuitive structures. This means in
particular that (considered extensionally) it should not be too weak.

3. It should as far as possible be capable of explaining the underlying
reasons for and the immediate causes of the nonprojectivity of correct structures.

For the latter condition some explanation is first necessary. It is in
general possible to state the underlying reasons of the non-projectivity of a
correct structure. We shall deal here with a complex of reasons for many
(probably even most) instances of nonprojectiviity in German:

There are the £ompojmd_“redicate_s of the following types

€) Formation of compound tenses

(aa) perfect: participle with one form of haben or sein

Das habe ich noch nicht getan (I haven't done that yet)

Far ihn ist kein Brief gekommen (No letter has arrived for him)

Heute hat ihn der Vater besucht (His father has been to see himtoday)

(ab) pluperfect: (corresponding exactly to the perfect)

(ac) future I: infinitive with a form of werden

Far ihn wird kein Brief kommen (No letter will arrive for him)

Morgen wird ihn der Vater besuchen (His fatherwill come and see him

tomorrow)

(ad) future II: (combination of (aa) and (ac)

(b) use of modal verbs: pure infinitive with forms of modal verbs

Das kann er nicht machen (He cannot do that)

Heute darf ihn der Vater besuchen (Today his father may come and see

him)

(c) use of verbs demanding an infinitive with zu:

infinitive with zu with any form of these verbs:
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Das braucht er nicht zu machen (He didn’'t need to do that)

Heute scheint ihn der Vater zu besuchen (His father seems to he coming

to see him today)

(d) passive: participle with a form of werden:

Das wurde nicht besprochen (That wasn’'t discussed)

Anschliessend wurde Uber diesen Vorschlag im Beschluss gefasst

Then this resolution was passed

Dann wurde ein Brief and das Ministerium geschickt

Then a letter was sent to the ministry

(e) adjectives as predicative nouns: adjective with the copula:

Davon ist alles weitere abhangig (Everything else is dependent on it)

Jedoch war fir eine LOosung des Problems ein grosser Aufwand notig

(Yet in order to solve the problem a greater effort was necessary)

We note that types (a) to (e) can be further combined. All the sentences
given here besides many other instances, have non-projective dependency trees
in a concept of dependency adequate to German.

So far we have regarded the dependency trees as pure graphs. More
precisely the trees were given by the set B of their nodes and a one-place
function m, which maps onto eveiy node of B except one (the top of the tree
£) its superordinated node. In our example at the beginning B = ja,b,c,d ,

b is the top and m(a) = d, m(c) = b, m(d) = b. We now enrich these structures
by adding subordination features. The set Vi of all subordination properties in
a language forms a complete and sufficiently delicately categorised system of
all the possible syntactic functions and relations in that language. A
subordination property from VL is now mapped onto each node X of the tree jC.
This is property called C(X) and it represents the syntactic relation between
and the node m(X) to which it is subordinated. For the top, z, of the tree cC
we proceed somewhat differently.

Since the exact structure of the system VI js irrelevant to the following
considerations we shall not consider it further here. If the system Vi is
sufficiently delicate then the types (a) - (e) given below (besides others) form a
certain sub-set Vtof Vi, This means that these relations are precisely

accounted for by the setVi =VI. Consider the two examples:
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06/ Das habe ich nicht getan (I haven’t done that) (perfect)

/S| Heute hat ihn der Vater besucht (Today his father has come to see

him) (perfect)

The two corresponding structures are non-projective. The following ones
have projective structures:
/ Das wusste ich nicht (I didn’t know (that) (simple past)
/| Gestern besuchte ihn der Vater (Yesterday his father came to see

him) (simple past)

The structures of these two sentences are obtained by omitting the nodes

e and f in / and / respectively, and by attaching to b all nodes dependent
on them. But projective trees are also obtained by leaving all nodes in / and
/ intact and attaching to b all those nodes dependent on e and _f in [ and [/

respectively. Thus:

/ Das habe ich nicht getan
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|/ Heute hat ihn der Vater besucht

The same result is achieved in all the other types mentioned and in any
combination of the types (a) to (e). More generally this procedure can be
formulated thus: if a node X is directly dependent on a node y for which
C(y) ft holds, then X is directly subordinated to the first node w in the
sequence y, m(y), m(m(y)), _for which C(w) ft. In this way a projective
structure is obtained.

These heuristic considerations may be stated exactly by the following
definition: We define first inductively an operation x for all nodes XC B:

If z is the top of oC, then lety =y

If X which is not the top is a node of £, then let

r

v X f cix) I Y1,

m(x) if C(x)e
By this definition X is accounted for for all X B: if it is applied first
for z, then for all nodes directly dependent on then for all nodes directly
dependent on these, etc., then clearly in every case

X 6 A®x)

In example a/ since C(e) ft and C(a), C(b), C(c), C(d) , we obtain

The generalisation we proposed to make is now: if Yt is any sub-set

of the set Vt-of all subordination properties, then is called Y t-projective if,
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for every xe B, A(x) is a section. (Note that the operation 5c is dependent on
Tt:) In example cL/ we have: A(a), A(b), A(c) and A(d) are sections, and for
X = e, A() (and not A(e) !) must be a section. Thus this structure is T t-
projective !

Since the set Ti is a priori indeterminate we are dealing basically with
a large number of generalisations: we obtain a different one for each setTL-VI,
The essential thing however is that one can choose the set Ti from a linguistic
point of view in a specific way. It is clear that the following propositions hold:
ifyt = Y1, then, for every tree t, : if / is Ifb -projective then is also
N-projective- Of is projective (in the usual sence) iff ~ is O-projective (i.e.
'vtcan then be selected as the empty set.) Furthermore any tree <€ isVC-
projective.

Finally we turn to the practical application of~yt -projectivity. For the
following let Yb be a fixed, appropriately selected subset of'UL. If an
unspecified tree is given, then we construct a tree in the following
way: let £ have the set B of nodes and the function m(X), which states which
node is superordinated to every B in In £, the operation OCis defined
by 'Yt e« Let have the same set B of nodes and let the function m(oc) be

determined as follows:
m (X) = m(X)

If we regard as * the structure given under / and / then R 1%
that given under * / and [. It is clear that is uniquely determined by
Conversely it can be shown that on certain conditions, which are simple
and can always be fulfilled, concerning Vb , £ is also uniquely determined
by . (The case of syntactic ambiguity however remains unaffected!) Because
of this one-to-one correspondence it is basically of no consequence which of

the two structures we operate with, whether with the "grammatically sound"

tree » or with the purely formally altered tree . On the basis of the
following proposition it is however advantageous to work with the tree during
analysis and synthesis. For every tree ™ it holds that is” -projective if

and only if is projective in the usual sense.
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For the normal process of syntactic analysis the following scheme has
much to recommend it: the result of the algorithm is the tree ~which is then
transformed into £ , which is relatively simple. In analysis with the result £
all theadvantages of projectivity in the usual sense can be used. The transition
from OZ) to ! need not necessarily be unambiguous in the case of syntactically
ambiguous sentences. This means however that the analytic algorithm can be
relieved of the task of finding certain (not all!) ambiguities, since the ambiguities
do not become manifest until the transition from 7 to

For syntactic synthesis, in particular for the production of word-order,
it holds correspondingly that the tree (which is not necessary projective,
but only »~ -projective) which is the input, i.e. first transformed into 7 (which
is obviously possible!) and then the rules are applied exploiting fully the

advantages afforded by projectivity.
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1. Introduction

Roman Ingarden in his much quoted work Das literarische Kunstwerk
(1931) presents a phenomenological description of the verbal work of art
considering it as a complex structure consisting of various strata. His work
could not get at that time an adequate reception which was due to a large
extent to the state of literature oriented linguistics in the early thirties, too.
Linguists of that time were mainly preoccupied with the analysis of one or
another aspect of verbal works of art.

The change that has taken place since then in the view of language -
and the inquiries into general semiotics - render it possible now to raise the
guestion of describing the whole of the linguistic structure in a homogenous
way. This has been made certain by the fact that the intensional way of defining
linguistic units, after that of the phonological elements, has entered into the
domains of syntax and semantics, too.

In our present paper we should like to deal with some problems of the
semantic interpretation arising within a full-fledged description of language -
constructed out of intensionally defined elements.

Before discussing the real subject of our paper let us touch briefly on

the question of the structural linguistic analysis of verbal works of art.

2. Some general remarks on the structural inguistic analysis

A ’'verbal work of art’ (later on it will be referred to simply as 'work
of art’) can be regarded as a single sign with a particular structure.
The signans of this sign alone is also a complex structure. It represents

a part of reality, formed in a given way, and is at the same time the vehicle
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of different secondary structures (of poetical, ideological or some other kind of
character), too. It is this complex structure which denotes the signatum,that is,
the artistic message.

In our present paper we shall disregard the secondary structures in
favor of the analysis of the linguistic structure which is of primary importance.
Inside the linguistic structure it seems useful to distinguish two sign-components
a linguistic proper and a - say - musical one. The linguistic sign-component is
composed of a syntactic and a semantic subcomponent while the musical one
consists of a phonetic® and a rhyjhmki subcomponent. Both sign-components
may be structured in a hierarchical and a linear way.

Due to its individual character and the number of its components the
linguistic structure can be analyzed and described only with the help of a
complex model. The analysis and the structure-description may proceed, to our
mind, on the following line.

The first task is to establish the primary elements of the structure in
both the linguistic and the musical sign-component. Let us label them linguistic
and musical communication units. Next we have to analyze the internal structure
of these units. The aim of the analysis is to assign to each communication unit
a proper set of markers revealing their general and specific properties. With
the help of these markers it is possible for us to characterize the way in
which the ‘'communication units’ are organized into 'composition units’, and
these again into higher units until reaching the integrity of the linguistic and
the musical sign-component of the "work of art’. In such a way it will be
possible to disclose the different parallelisms between different points on
separate layers, too.

After having analyzed the linguistic and musical sign-components
separately we have to establish the elements of the 'work of art’” as 'a whole’
which are correlatively constructed pairs of the 'communication units’ of one
of the sign-components and by the respective segments of the other one. (It
should be noted that in these ’'correlative pairs’ now the linguistic now the
musical communication unit is dominating, and the respective segment in the
other sign-component is not necessarily a communication unit, too.) On the

basis of the elements of the "work of art’ we have to unite the markers
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referring to the single sign-components as well as the indices of the disclosed
connections. This superposed set of markers renders it possible to discover the
linguistic-musical semantic network of the linguistic structure.

The description of the ’'linguistic structure’ means the description of
this semantic network starting out of the 'work of art’as a whole. This
description should serve as an appropriate base for the analysis both of the
reality represented in the given 'work of art’ and the different secondary

structures.

3. About the place of semantics in the structural linguistic analysis of

"works of art*

The linguistic sign-component of a 'work of art’ may be conceived as

consisting of the following strata:

the whole linguistic structure of the 'work of art’

composition units of different complexity
linguistic ccmumcaj;"n imj.ts
communication unit parts (immediate constituents)

words

The task of the semantic analysis is the semantic characterization of the
units of these hierarchy-levels.

Since they are the linguistic communication units which constitute the
starting-point of our analysis of the linguistic sign-component the first task
will be to disclose this hierarchy-level.

(The generative theory of language in the sense of Chomsky will form
the basis of our analysis. In semantics we intend to profit also from the trend

initiated by Katz et alia.)
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4. About the definition of the ’linguistic communication unit’

We regard the ’linguistic communication unit’ as the elementary unit of
the linguistic sign-component, instead of 'words’ or 'images’' or the ’'sentences
of the authors’. Our intention was to come closer thereby to the ’'elements’
of the 'represented reality’ and, at the same time, to provide an identical way
of approaching the individual linguistic constructions of the various authors.

The definition of the ’'linguistic communication unit’ must be offered by
a theory serving the analysis of the linguistic sign-component. At present we
do not give an exact definition of this term. However, on the basis of breaking
up the poems presented below2 into communication units, we should like to
indicate at least some viewpoints of the definition proposed by us.

Here we should like to note that the English translation must be
considered as a background information, though our endeavor was to preserve
the original characteristics of the poems as far as it has been possible. We
have used square brackets to indicate extra information as compared to the

original text, and essential differences in word-order are also referred to.

1.
Hangtalan Soundless

/1] Egy forras-tiszta 6szi csepp /1/ A spring-bright autumn drop
szaladja végig a fekete &gat is running along the black bough

/2] hizik /3/ ragyog /4/ remeg /2] swells /3/ glitters /4/ trembles
/57 sz6Ini akar szinte akar a szemed /51 wants to speak, it seems, like your

eyes

ha kénnybelabad when filling with tears

16/ Ugy tele lett /6] Became so full

hogy lebukott that [it] tumbled down
Nem adva semmi szo6t Giving no word

semmi jelet no sign
/71 Ezzel is kevesebb /7] What | know today

amit ma tudok is also lessened hereby



Esti dal

/1/ E mai napot is
Zsadkmanyat a vadasz
Fuvarat a kocsis
Faradalmat az aratd
Hazahoztam

/2] Az ablakfény mely az éjben vigyaz:

a Jo
a Rosszban
A Haz:
ahol valaki hazavar
Ez a helyem
/3] A bérem mégis egy falat halal
/4] Nem a sziv: a lét lett istentelen

/51 Aludj velem

Evening song

/1/1 have brought this day
The hunter his bag
The coachman his load
The reaper his fatigue
Home, too

/2] The light of the window which keeps vigil
in the night:

the Good
in the Evil

The House:

where somebody waits for me to come home

This is my place

/31 My pay is nevertheless a bit of death
/4] Not the heart: life became godless

/51 Sleep with me



11/

121

131

141
161/

171
181

Labnyomok

A két napos héban j6l lathatok
a labnyomok.
Itt jott a férfi, széles és nehéz
[éptekkel, akar az elrendelés.
Es szembe - kénnyedén, szaladva tan -
a lany.
Itt taladlkoztak. /5/ Aztan - hol a nyom
A volgy felé, a hé-fuvatokon
csak az a sulyos férfi-lab
megy mar tovabb,
a mély havat mélyebbre tdérve még.
Es O, a kicsi koénnyliség?
Oh, bar o6rokre-

tartd boldogsag kapta volna 6lbe!

111/

121

131

141
16/

171
181

Footprints

In the two day old snow clearly can be seen

the footprints.
Here came the man, with wide and heavy

steps, like predestination.

And towards [him] - lightly, running maybe -

the girl.

Here they met. /5/ Then - where is the print?

Towards the valley, on the snow-drifts
only that weighty man5s-foot

goes ever onwards,
crushing the deep snow even deeper.
And [she], tiny lightness?
Oh, if only ever-

lasting happiness had taken [her] on [its]

lap!

ro



Derengés Dawn’
/1/ Hajnali szél; /2/ megigazitja /1] Morning breeze; /2/ the young morello-tree
zilalt kontyat az ifjd meggyfa adjusts its tousled knot of hair
/3] Elcsoppennek a csillagok /3/ The stars drop away
/4] 1tt eltlinik, kibukkan ott; /4] The road - disappears here, emerges there;
a hegyre fut; runs uphill;
leleplezi tervét az ut reveals its plan
/5/ Csillan td, /6/ megnyild /5/ a pin, /6/ an opening
ablak, window,
/71 kakasfarok, /8/ eke, /71 a cock tail, /8/ a plough
/91 harmat; /9 the dew;
/10/ szemed, /11/ a to - /10/ your eyes, /11/ the lake - flash -
/12/ Jarni kezd a Nap fogaskereke. /12/ The cog-wheel of the Sun begins to work.

+ In connection with this last poem it should be mentioned that in the
original Hungarian text

the subject of 'communication unit’ 4 /’the road’/ is placed after
the predicates, while

in 'communication units’ 5-11 the predicate /’'flash’/ stands before
the subjects.

These constructions are correct in Hungarian.
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A ’linguistic communication unit’ is - per definitionem - a continuous
string of words of a given "work of art’, that is, the manifestation of a surface
structure. (It should be noted that the surface structure, even in the case of
one single sentence, can be the result of transformations carried out upon a
set of underlying (deep) structures.)

That deep structure-pattern which can be considered as the most
generally characteristic in Hungarian may be represented by the following tree-
diagram (phrase-marker), down to the second level of its constituent structure

analysis beneath the sentence-symbol /S/:

The symbol ArgP denotes the obligatory government of the verb /V/
while the AdvP symbols dominated by the AdvPs refer to the different adverbial
complements.

When rewriting either the NP or the ArgP and AdvP symbols, the S
symbol can reappear so, that the further rewritings can result in a 'complex
phrase marker’ possessing one single dominant S symbol.

Those NP, V, ArgP and AdvP symbols which are immediately dominated
by the "dominant S symbol’ may be defined as the ’'subject’, the ’'predicate’,
a certain 'government of the predicate’ and a certain 'adverbial complement’
of the sentence. Let us call them, under a collective designation, 'dominant
immediate constituents’.

In the following, applying the terms introduced above, we should like
to present some types of ’'linguistic communication unit classes’ remaining in
the spheres of the poems analyzed by us.

1. One class of communication units may be conceived as being made

up of those continuous strings of words to which can be assigned only one
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single deep structure. (Such sentences are here in question which do not
contain accumulated 'dominant immediate constituents’ of the same character.
- However, in the case of the subordinated part of a complex sentence this,
too, is allowed.) For example, communication units 1.1, 1.6 (containing an
accumulated 'object’ in its ’'adverbial complement of manner’) and 3.6.

(Here we should like to note that all our remarks concerning the poems
refer to the Hungarian text. The first number indicates the poem in question
while the second one a communication unit of this poem.)

2. When breaking up into communication units a surface structure of
such a kind which has been produced as a resoult of transformations carried
out upon more than one deep structure the following main cases may occur.

2.1. If there emerge 'dominant immediate constituents’ of the same
character at the end of a continuous string of words that can be considered as
a 'communication unit’, each of these constituents, starting from the first
repeated one, will be interpreted as a distinct communication unit. We have
done so in the case of the string of words of the poem Dawn resulting finally
in communication units 5-11. (Though not so clean-cut formulatable, the case
is nearly the same with that string of words of the poem Soundless which has
been decomposed into communication units 1-6.)

2.2. If the accumulation turns up at the beginning or in the middle of a
string of words, the accumulating dominant immediate constituents will not
constitute distinct communication units. That is the reason why, for example,
2.1 or 4.4 remain single communication units.

3. Finally, we have to consider as communication units those words
or strings of words, too, which cannot be interpreted in the way outlined above
and cannot be linked to one of the already disclosed communication units. This
is the case, for example, with 4.1.

Thus, ’linguistic communication units’ - even if consisting of one
single word only - are ’'units of meaning of full value’ in a communication
located between the limits of 'it begins’ and ’'it ends’. On the one hand they
are linear, on the other, they express the simultaneity of the creator’s vision

and what he offers to be seen, too.
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5. About the semantic interpretation of the ’linguistic communication units’

The semantic interpretation of the linguistic communication units is equal
to the establishment and characterization of the relation-network of the lexical
units given in terms of syntactic and semantic features. It is only possible if
we have knowledge of the deep structure containing all relevant information.
Thus, it is a primary task to discover those deep structures wich belong to
strings of words regarded as communication units.

The disclosure of the deep structures may be carried out in two steps:
first we establish the phrase-markers expressing the relations between the
lexical units then we assign to them matrices containing their syntactic-seman-

tic features.

5.1. The establishment of the phrase-markers

5.1.1. When establishing the phrase-marker in the case of such
communication units as, for example, 1.1, 3.1, 3.6, 4.2, 4,3, or 4.12,
there arises almost no difficulty.

5.1.2. Communication units containing more than one 'dominant immediate
constituent’ of the same character must be provided with as many phrase-
markers as it is the number of these. Thus, for example, communication unit

4.4 needs four phrase-markers:

ni Ail

az ut eltlnik itt az ut kibukkan ott

/ the road disappears here/ [ the road emerges there/
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/i /

| the road runs uphill /

nv/

/fthe road reveals the plan the plan is its/
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5.1.3. Phrase-markers of communication units which are defective
to their interpretability must be completed if their context allows it.

a/ One of the veil-definable classes of ’'defectiv communication units’ in
made up of dominant immediate constituents separated as independent
communication units. These must be 'lifted in’, one by one, to the appropriate
place of the phrase-marker of the basic communication unit and these now
complete phrase-markers will be interpreted. This is the case, for example,
with communication units 4.6-4.11. They are merely the subjects of the
predicate ('flashes’) of their basic communication unit, namely, of 4.5, and
thus inapt for direct interpretation. In order to be able to interpret them as
communications of full value we have to make them, one by one, the nominal

part of the following phrase-marker:

csillan

(flashes)

b/ Further classes of 'defective communication units may be
constructed out of communication units.

- in which one for the 'dominant immediate constituents’ is a pronoun,
for example 3.7. (It should be noted here that in the case of such languages
as Hungarian, in which the personal pronoun of 3rd person singular is not
gender-indicating, the problem is even greater.);

- in which the ’lacking dominant immediate constituent’ is not indicated
by a pronoun but it occurs in the text - maybe in an unsuitable form for
supplementing the communication unit in question directly (for example in a
different morphological form). Such are for example

3.4: Here they met (namely the man and the girl),

and 3.8: Oh, if only ever -

as
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lasting happiness had taken her on its lap!

(her, namely the girl);

- which are ’absolutely lacking’, that is, their supplement does not
occur literally in the text but it can be rendered probable on the basis of their
relation to the other communication units, for example

3.7: And she, tiny lightness?

(That is: what has become of her?);

- which are mere indications (those of a situation, a mood, etc.), as
for example 4.1;

-etc.

5.2. A_bout_the_j3emantic_features®jpf__the_lexical® _uni_ts

The vocabulary-component must be built up in such a way that the
feature-matrices of the lexical units should contain all the features necessary
for the interpretation. In our present paper we should like to confine ourselves
only to the question of the semantic features and omit the syntactic ones.

5.2.1. AIl those universal features which are necessary to reveal a
semantic deviation from the standard Ianguage3 must be included in the set of
the semantic features of the lexical units. (The so called ’'petrified’ tropes
which have been taken over by the standard language must be stored, at the
same time, separately in the vocabulary.)

To point out the specific character of these features let us examine,
for example, the following word groups4 each one containing elements pertaining
to a perception-field.

1. 'sweeter than all lights’ ('minden fénynél édesebb’),

2. ’'silent fragrant’ ('néma illat’),

3. ’and is sobbing at a bruised fragrant’

("és zokog egy felhorzsolt illaton’)
4. ’'the silence roars into my ears’ ('Uvdlt a csend a fulembe’)

5. ’and the song of the skylarks twangs’

(s peng a pacsirtak éneke’)
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o

"oh brooklet-voiced siskins' (6 csermelyhangu csizek')
7. 'and the vine-shoot-fire laid on the top of the hill begins to croon
secretly’
(s dudolni kezd titokban a hegytet6n rakott venyigetiz’)
8. ’'the quiet-voiced wind is sobbing’ (’zokog a halkszavu szél)
9. 'the tasty wind may babble’ ("az izes szél gagyoghat’)
10. ’itching little winds are hissing’ ('viszket6 kis szelek sziszegnek’)
To interpret these word groups it is necessary to know the followings
about those lexical elements which pertain to a field of perception:
a/ To which field of perception they belong.
b/ Which constituent of the communication is indicated or referred to
by them.
Namely, every single perception can be conceived as a taking part in a
special kind of communication. We can differentiate the following constituents

inside these communication processes: (See Table 1)

Emitter Encoding The message Decoding Receiver

(proceeding along)
the channel

i. emits the light the light
light (is spreading) is seen
ii. sy emits the sound the sound
sg sound (is spreading) is heard
ii. emits the smell the smell
smell (is spreading) is smelled
iv. - — — the taste sy
of sg by
is tasted sg
V. sg emits the heat the heat
heat (is spreading) is perceived

the temperature,
the surface,
the shape,
the weight
of sg
is perceived
Table 1
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This table also shows the different ways of perception: sight, hearing;
smelling and tasting as being pure types, and skin-perception as being a mixec
one.

Under the ’'decoding’ constituent we have listed some of the basic verbs
expressing the receiver 's turning toward the message. Considering it from th<
angle of the message, decoding can start only then, when the communication ha
reached the receiver. In this phase all kinds of perception can be considered
as equals in so far as light, sound, smell and that something which has a
certain taste, temperature, surface, shape and weight get into direct touch
with the respactive organ of sense. (This serves as one of the bases for
changing the terms that indicate the different fields of perception.)

c/ Being constituents of given character of the communication, we have
to know their place on the scales of values referring to them.

Namely, those elements which can be considered as synonyms canh be
arranged on different scales of values inside the primary classification shown
above, for example: fragrant - smell - stink; stroke - touch - bruise;
whispering - speaking - shouting. These may be conceived, approximately, as

different realizations of the following scale of values;5

+ pleassant 0 - pleasant

d/ In the field of the hearing-perception, beyond what has been mentioned
so far, the constituents of the communication can be put into the following
classes according to the emitters (Table 2).

In the following table (Table 3) we shall characterize the oppositions
contained by the ’'groups of words’ quoted above with the help of these main
semantic characteristics (a-d). These will be referred to as ’'perceptional’,
"communicational’, ’'effect’ and ’'hierarchizational’ characteristics.

By the above examples we only wanted to demonstrate the particular
character of a small class of semantic characteristics necessary for the
interpretation. (When revealing the deviations we have, of course, to take into

consideration also the syntactic relations of the examined lexical units.)
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Inanimate: metals twang, clang
water
(brooklet) splashes
fire crackles
wind roars, whistles

Animate : plant swishes
rustles

animal buzzes
(snake) hisses
twitters
barks
growls

human being sings speaks sobs
croons babbles cries

Table 2

5.2.2. Beyond the universal semantic features each lexical unit must be
provided with references to its synonyms as well as the denominations or
indices of those ’'thesaurus classes’, thematic groups to which the given
lexical unit belongs. (It is necessary, of course, to give a clear-cut definition
for synonymy and its different degrees, respectively.)

The knowledge of the synonyms is necessary for the interpretation of the
communication units while that of the thesaurus classes is necessary for the
establishment of those higher units which are constructed out of communication

units.

5.3. About the semantic characteristics of the communication units

The procedure of the semantic interpretation is, in general, determined
by the semantic component of the theory of language.
However, the interpretation of communication units may differ in several

respects from that of single sentences.
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sweeter than
light

silent
fragrant

bruised
fragrant

the silence

roars

the song
of the skylarks
twangs

brooklet-voiced
siskins

the vine-shoot-fire
croons

the quiet-voiced
wind
is sobbing

the tasty
wind
babbles
itching
wind

are hissing

perception

tasting
sight

hearing

touching
smelling

communication

property of the emitter

message

property of the receiver

message

or rather

the lack of it
action of the emitter

message

message

action of the emitter

property of the receiver
having the character of a message

Table 3

effect

-pleasant
+pleasant

+pleasant

-pleasant

+pleasant

-pleasant

hierarchization

+animate
-animate

-animate
+animate

-animate
+animate

-animate
+animate

-animate
+animate

-animate
+animate

(animal)
(metal)

(water)
(animal)

(fire)
(human being)

(wind)
(human being)

(wind)
(child)

(wind)
(animal)
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5.3.1. Such relations as, for example, the ’'subject’ or the 'object’ of
the communication unit will necessarily refer, in many cases, outside the
interpreted communication unit (of. what has been said about supplementing
defective phrase-markers). The ’'nature of this referring-outside’, as a semantic
characteristic, must be assigned to the communication unit in question.

5.3.2. Those defective communication units which can be sumpplemented
relying upon their context, must be provided with the indication of the nature
of their supplementation, as a semantic characteristic. (Cf. what has been
said about supplementing defective phrase-markers in 5.1.3.b.)

5.3.3. If a communication unit contains a ’'semantic deviation’, both the
semantic and the syntactic character of this deviation must be indicated. In
connection with the syntactic character we have to establish, for example,
whether the deviation occurs inside a 'dominant immediate constituent’ or in
the relation of two (or more) dominant immediate constituents.

For example:

(the winds itch)

In the communication unit 'itching winds are hissing’, applying the terms
we have used in 5.2.1, the following semantic deviations can be found:

i. a hierarchizational deviation in the relation NP VP

ii. a communicational deviation in the constituent NP
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5.3.4. Beyond the establishment of those relations discussed above which
might be called ’syntagmatic relations’, the ’'paradigmatic relations’ are also of
great importance.

The establishment of these relations is, however, a rather intricate task.
As we have seen so far, a communication unit is a specifically arranged string
of lexical units being in definite syntactic relations with each other. In other
words, it is the representation of a surface structure. If we interpret the
different degrees of synonymy with regard to the 'meanings’ of the communica-
tion units, too, on the basis of these degrees the communication units can be
classed into synonym-classes. Thus the elements of these classes will be the
representations of all the possible surface structures of those ’'related’ deep
structures which are allowed by the synonym-relations.

Concerning the ’'paradigmatic aspect’ we have to reveal the relation of
the communication units to their synonym-classes. (In this respect, to our mind,
it will be necessary to rely on the generative transformational grammar as well

as on the theory of semantics elaborated by Melchuk and Zholkovsky.)

6. About the ’'composition units’

With knowledge of the syntactic-semantic structure of the linguistic
communication units we have to establish the higher units of the "work of art’
in question.

6.1. In order to demonstrate the various types of ’'linking together’ of
the communication units we shall confine ourselves to the brief analysis of the
four poems presented above from this respect only. (The higher units formed

out of communication units will be indicated by Roman numerals.)

1. Soundless

| : 1-6
The first communication unit is complete in itself while
communication units 2-6 are only ’'predicates’ referring to the

first one.
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Communication unit 7 is connected to | (primarily to 5-6) by the

adverb 'hereby’ ('ezzel)

5: "wants to speak, it seems, .." ('sz6Ini akar szinte... ")
6: ... tumbled down (... lebukott

Giving no word Nem adva semmi szo6t

no sign’ semmi jelet’)
7: "What | know today ("Ezzel is kevesebb

is also lessened hereby’ amit ma tudok’)

Thus, the connection is prim arily of syntactic character.

2. Evening song

l: 1-3
The possesive personal suffix of the nominal part of the
"predicate’ in the second communication unit ("helyem’:
"my place’) refers to the first person (the speaker) indicated by
a verbal suffix in the first communication unit ('hazahoztam’:
"1 have brought home’).
This way of referring is to be found in the third communication
unit (*bérem: 'my pay’), too, but here is also another connecting
link, namely, the conjunction 'mégis’ ('nevertheless’).

l: 4
The fourth communication unit has no formal connection with the
other ones.

[: 5

The pronominal adverbial complement of the communication unit
("velem: 'with me’) indicates again the speaker while the
imperative verb refers to a certain second person never mentioned

before in the poem and not even revealed in this line.
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Thus, the poem is completely open. The communication units - including
4 between | and 1M - are integrated into the poem by the monologue-like

communicative situation revealing itself in the poem.

3. Footprints

The communication units of this poem are united into the poem by the
interpenetration of the thesaurus-like semantic connections, the grammatical
relations and the symmetry of the construction. (A graphic demonstration
seemed to be an appropriate substitute for a detailed description. The

continuous underlining indicates the thesaurus-like connections)

11 clearly can be seen / the footprints

11:2 Here came the man ... heavy / steps
3 And towards him - lightly, running... - the girl
4 Here they met (namely the man and the girl)

111:5/1’/ Then - where is the print?
IV.-6/2"/ only that weighty man’s-foot / goes ... onwards
7/3'/ And she ... lightness”
(that is: what has become of her,
namely, of the girl?)

8/4’/ On, if only ever-/lasting happiness had taken her on its lap!

The figurative level of communication unit 8 becomes of full content only
in this full connection-network of the poem, this ’'content’ having been already
prepared - on a material level - by the adverbial complement (of mood of

communication unit 6 ('crushing the deep snow even deeper’).
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4. Dawn

In this poem there is only one higher unit having between its communication
units an explicit connection. Communication units 6-11 are namely the subjects
of the predicate of cummunication unit 5’ (' csillan*: 'flash’), being independent
communication units in character.

The relatedness of the communication units is conveyed by their references
"Morning...”; 'The stars drop away’; '... flash’; 'The cog-wheel of the Sun
begins to work’.

We should like to underline, that our remarks were intended to serve
only as a contribution to the enlighment of a viewpoint, and by no means can

they be considered as full analyses of these poems.

6.2. In order to disclose the composition units the following tasks are to
be fulfilled:

To determine the possible syntactic and/or semantic connection-types of
the communication units and the arrangement of these connection-types
according to their ’'strength-degree’. Synonimous and thesaurus-like connections
will also be considered as semantic ones;

To characterize the ways in which the composition units constructed
directly out of communication units are organized into higher units and these
again into higher ones.

6.3. It will be necessary for the syntactic-semantic characterization of
composition units to give as characteristics, the ’'type of connection’ by way of
which the smaller units (let us label them ’'compositional immediate
constituents’) are organized into the composition unit in question, as well as
the semantic deviations to be found in it. These semantic deviations, again,
may be revealed either inside a 'compositional immediate constituent’ or in a
specific relation of them.

(Thus it will also be possible to interpret all the manifestations of any
degree of complexity of the so called ’'figaruative speech’ in a homogeneous

way.)
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7. Concluding remarks

In our paper we have discussed some questions of the linguistic semantic
analysis of ’'verbal works of art’. Our intention has been to point out how the
methods and results of the most recent syntactic-semantic investigations can
contribute to building up a model that is aiming at an all-embracing structural
linguistic analysis of verbal works of art.

The basic conception of this model has been that a full structural
linguistic description is only possible by way of characterising intensionally
the elements and units of both the linguistic and the musical sign-component.

As for our present paper, we have dealt exclusively with the ’linguistic
sign-component’ of the model confining ourselves primarily to the ’'layer of
communication units’. Concerning the ’'layer of composition units’ we only
wanted to indicate that the linguistic analysis of composition units of different
degrees of complexity can be carried out - if it is possible at all - in an
analogous way with that of the analysis of communication units. Beyond the
intensional characterization of the different units the following analogies underlies

underlie this identical way of analysis:

layer layer
of of
communication composition
units units
units communication composition
units units constructed
composition units out of elements of
constructed different complexity
directly out of (here belongs the
communication whole of the work
units of art, too)
constituents
communication composition
unit parts unit parts
(dominant (composition and/or
immadiate const. ) communication units)
elements words communication composition and/or

units communication units)
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These analogies contain essential differences as well.

Linguistic methods will always enable us to explore and describe the
syntactic-semantic structure of communication units while concerning the
analysis of composition units there may arise difficulties. It may happen that
starting out from communication units we may arrive at groups of communication
units which will be considered by our ’'intuition’ as composition units despite
the lack of any kind of syntactic-semantic connection between them. This type
of connection may occur again and again on different layers until we reach
the work of art itself.

If not even the joint analysis of the linguistic and musical sign-component
can explain the nature of these connections we can say, that the dominant
structure-organizing factor is not of linguistic character. It may be the
"represented reality’ or one of the ’'secondary structures’.

Thus we use the term ’'full linguistic structural analysis’ in the sense
of disclosing all those structural connections inside a work of art which can
be explored by linguistic means.

To reveal these connections - and at the same time to state the limits
of the structural linguistic analysis - the most important task to be fulfilled

appears to be the semantic analysis of the composition units.

Notes

+ The present paper was discussed by the Symposium on Semiotics in

Warsaw, August 1968.

1. Here we have summed up briefly our model concerning the structural
linguistic analysis of ’'poetic works of art’ which has been exposed in
its outlines at the 10th International Congress of Linguists (Bucarest. 1967).
A detailed version of it appeared in Computational Linguistics VI (Buda-

pest). Here you will find further bibliographical references.

2. Poems by the Hungarian poet GYULA ILLYES. (Poharaim, Osszegydjtott
versek, Budapest, 1967.)
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3. The term ’standard language’ is used in the sense of that 'form of

expression’ which may be produced by the generative model of the given

language or is contained in a supplementary list to the model.
Lines of verses taken from poems by MIKLOS RADNOTI and AKPAD TOTH.

Scales of values are of wide-spread use in papers on semantics and
lexicology. For example, of. J. LEVY. The Meanings of Form and the
Forms of Meaning, in: Poetics Poetyka Poétika II. Warszawa, 1966 pp.

45-61.






SYNTACTIC ANALYSIS ON THE BASIS OF CONTINUOUS JUNCTION OF

SYNTACTIC UNITS*

D. Varga

In the last number of Computational Linguistics | gave the outlines of
the automatic system of analysis that has been under development at the
Computational Centre of the Hungarian Academy of Sciences since 1966 [I].
The present article gives a short description of the principles of the algorithm
for carrying out syntactical analyses.

The algorithm produces all those structures of the analyzed symbol
string that meet the requirements of the grammar applied. The grammar can
be changed or modified; the analyzing algorithm itself processes matrices, a
special input program has been elaborated to build up these matrices from the
defined grammar.

Our starting point was B. DAdmadlki's algorithm for the syntactic
analysis of formal languages [2]. The discovery of the syntactic structures of
natural languages did demand, however, the elaboration of a more sophisticated
algorithm. The input program is the work of E.B. Szdéllosy and Zs. Varga.

The basic idea of the algorithm is somewhat similar to the idea of
dynamic programming \3]. Dynamic programming aims at the step by step,
gradually extended optimalisation of the part procosses instead of attempting to
optimalize the whole of the process in question. In our case the basic require-
ment is the formation of a single continuously organized structure out of all the

syntactic units of the whole sentence. The algorithm works by constantly

+The present paper is part of the lecture delivered by the author in September
1968 at the Balatonszabadi Conference on Mathematical Linguistics.
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checking whether the condition of continuity is fulfilled on the step by step
extended string of syntactic units as related to the whole structure uncovered
so far.

Continuity may be realized by the simultaneous application of a series of
different rules.

The algorithm checks the fulfillment of the rules simultaneously, always
taking into consideration those possibilities that have already fulfilled the
previous checks for continuity.

The linguistically most important part of the algorithm is a matrix of
hierarchization. The vectors that make up the rows of the matrix correspond
to the breaking up of syntactic units on the basis of their syntactic behaviour.
This "syntactic spectrum" indicates which position of which syntactic rule may
be filled by the unit in question. (The algoritm employs a more condensed
form in the storage and in the processing but for the sake of clarity | would
prefere not to discuss it in detail.)

Let us examine the following grammar as an example:

(i) c+d =>G
©)

(iii)

(iv) F+G+e=*K
(v) ft +K+0 = * 12

in the matrix of hierarchization the following rows correspond to the

syntactic units:
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a — (0, 10, 110, 0, 0)
b — (0, 01, 010, 0, 0)
c —* (10, 10, OQil, 0, 0)

d —~ (01, 01, 0, 0, 0)
e —— (0, 0, 0, 001, 0)
—* (0, 0, 0, 100, 0)
G—- (0, 0, 0, 010, 0)
q— (0, 0, 0, 0X 010)
il — (0, 0, 0, 0, 100)
(0, 0, o, 0, 001)

This means that the syntactic unit a does not occur in the first rule,
it can be first element in the second syntactic rule, first and second element
in the third rule, etc. In the course of the analysis the possibilities of
connecting symbols of the string under analysis are examined with the help of
vectors that are assigned to the symbols.

Let us enlarge the symbol string in question during the analysis by
adding such a symbol of complex syntactic unit to it which - according to the
inverted Polish designation without brackets - expresses the syntactic structure
accepted hypothetically. If for example the symbol string Dab c d eA s
analyzed and during the analysis of elements a and b it comes to light that
the elements a and b may be contracted according to a rule a + b "~ F |
then a new symbol string # a b F ___ corresponds to the analysis so far. (As
we apply also rules other than binary ones an index "2" may be attached to F
signifying tho number of elements on the left hand side of the rule.)

When applying the rules we adhere to the principle of precedency i.e.
as soon as we are convinced of the total applicability of a rule, we accept its
lowful amployment as long as the hypothesis shows no contradiction with the
principle of the continuity of the structure. Thus by employing the principle of
precedency the last hypothesis that proved incorrect may be corrected every
time discarding the results obtained previously. Therefore the analysis may be
continued in every case deleting a certain number of the hypotheses as counted

from the end if there is a possibility to "join together" a continuous structure
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at all. Going further, all possible structures may be disclosed by this very
same principle.

Let us designate the tth element of the enlarged string with x*, and let
H [x ] be the vector string assigned to the syntactic unit from the matrix of
hierarchization designated by the index x™.

DOmolki gives the following definition of the vector function series

expressing momentary states of the analysis:

Qo =0

Vi=(8 QVB)H [Vi] e

where B indicates the Boolean vector representing the initial position of the
syntactic rules.

The meaning of this expression is as follows. The next in turn element
of the symbol string under analysis may be attached to those positions of the
already examined x* ... x» structured symbol string which positions have ties
through the right hand side of either of the "live" positions of the Q vector

of state, that is

IQtAH [viP °.
or the symbol x”+" will start a new syntactic rule, consequently

BN HXH] *° o

Accordingly, Qt+1 may only be the continuation of the structure so far if

S+i * ° where Qt+i = 2 Qt A [xtti]v B HT\

The opposite of this statement, however, is not true, therefore the

condition is not necessary only sufficient.



Doémadlki’s result may be made more potent if we employ instead of B
such a B+ vector that designated the initial position of only those syntactic
rules that may make up directly or indirectly such syntactic units that may be
the continuation of the structure completed so far.

Let N be the vector to indicate the positions of the complex syntactic
units where in the coordinates of N1 that are not zeros the complex syntactic
units of S may stand. The S.. units define the individual subsets M.. of the M
syntactic gystem of rules by tlrjle following recursive definition: !

A rule is an element of M* if and only if the first element of the right

side is either S or such an element that may be the first element of the left

4 +
hand side of the rule that belongs to M.
+ 4 +
Let B be that vector of position characteristic of the M.. set, which
ij 4 +
assigned a 1 bit to the initial positions of the rules belonging to M... With

the help of thesevectors Bﬂis easily obtained: B+ is thedisjunction of the
vectors B?.assigned tothe N 'iDOcoordinates of thevector % (%,A N .
Applying the above apparatus the determination of the structure from the
string # a b ¢ d e A may be carried out as follows, applying the above
grammar:
Let the structure under examination correspond to the following tree

diagram :

First of all the possibility of continuous junction between the starting
element of the string # and the element .2 regarding as the starting point of
all structure is examined by the vector B+. As there is a rule that starts with

# and results in 2 , the condition of continuity is fulfilled, i.e.
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Z #

It is likewise fulfilled for the next element a, as for, continuing the
rule # + K + /1 H the necessary K element may be produced by a rule that
begins with a symbol a. Formally this may be deduced from the fact that the
rule a+b =» F is an element of the M set of rules represented by B+

vector. Therefore the symbol string may be enlarged:

The condition of continuity may be fulfilled when the next element b is
attached as b may continue the rule a + b —=F

At the same time one of the conditions for applying the rule is fulfilled:
we controlled the whole left hand side of the rule.

At the stage we add the compound syntactic unit F to the symbol string
under examination according to the principle of precedency defined for the
analysis of structures if the second condition of continuity is also met.
According to this condition the element in question should also be continuously
joined to the syntactic element preceding the substituted element. In other
words the new element should also fit into the structure "on the higher levels".

This condition is also mot, because the rule beginning with F is also part of

the M set related to K. Therefore according to our designation

The analysis progressed in this manner on the basis of further continuity

checks until the complete structure is formed:
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Essentially by this method we "walk around" the structure to be analyzed.
Our method unites in itself the advantages of both the analysis that progressed
from top to bottom and the analysis in the reverse direction, from the bottom
to top [4]. While in D6mdlki’s method the analysis progressed purely from
bottom to top, thanks to the introduction of the B4* vector progressing from top
to bottom has also become a controlled process. This saves us from getting

into many unnecessary blind alleys.
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KO A. AnpecsH: Vgen v meTtodbl COBPEMEHHOW CTPYK-
TYPHON nuHrenctukn / KpaTkmin odvepk /. WN3paTtenb-
cTtBo "llpocBelieHne". MockBa, 1966. 300 cTp.

Korga xanudpa Omapa cnpocunn, cnepyeTt v pasgenntb
KHWUTW, HalgeHHble B NOKOPEHHOM ropoge, cpean npaBOBEpPHbIX
BMecTe C Apyroin pnobblyen, OH Tak oTBeTwun: "Ecnm B 3TUX KHU-
rax ropopuTcs TO, 4YTO e€CTb B KopaHe, OHM OecrnosiesHbl. Ecnm
Xe B HUX TOBOPUTCA 4UYTO-HUOYAb A[pYyroe, OHW BpefHbl. [loaTomy
MW B TOM N B ApPyroMm cnyyae WX Hago cxedb." [onroe Bpemsa -
NULLET aBTOP B NPeAuc/ioBUN - NPUONU3NTENIbHO TakK Xe OTHOCWU-
JINCb N K CTPYKTYPHON NUHrBMCTUKe. EE HOBble wnaen cuutanmn
BpedHbIMU, & BCE OCTa/lbHble TMOJ/IOXEHUSA - [AaBHO W3BECTHbLIMU
NCcTMHaMn. B NIOXHOCTM 3TOro "omMapcKoro B3rndpa" ymtatesnb
kHurn HO.4. AnpecsiHa cKopo yb6expaaeTtcd, TakK Kak pacckasblBa-
eTCA eMy O 3aKOHOMEPHOCTAX BO3HWKHOBEHUA CTPYKTYPHOW JIVH-
TBUCTUKM N O €€ WHTEepecCHbIX, HOBbIX pe3ynbTaTax.

B CCCP uzgaBann yxe MHOI0O KHWUT, 3aHMMaloLMXCA CTPYK-
TYPHOW JNIMHTBUCTUKOW, HO HM OfHA WX HUX He p[aéT Takoro nos-
HOro npeacTtaBNeHnss O Hel M B Takoin OOLLENOHATHON diopme, Kak
kHura HO.[. AnpecaHa / T.K. MO TemMaTuke OHU WM Gonee LUK-
poksne , unu 6onee yskue ° n paccuMTaHbl CKopee Ha 4yuTa-
Tenen-cneumanncTtoB Mo JIMHIBUCTUKE /.

I Cm., Hanp. : B.A. 3BeruvHuyeB, lcTopusa A3blKO3HAHUA
XIX n XX BeKoB B ouyepkax M ussneyeHuax. | - 1. M 1960.

Hanp. : W.WN. PeB3nH, Mogemm da3bika M. 1962 ; Metoa mope-
NNPOBaHMA U TUNONOTNA CcnaBAHCKUX A3blkoB M. 1967.
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ABTOp [aHHOW KHWUTM He cTaBwuil cebe Uebld cucTemMaTUyeckoro
N3NOXEHNA CTPYKTYPHOW JNUHIBUCTUKM, a /mwb B opvMe ouvepka
BBECTM untaTtens B e€ npobsembl U NOATOTOBUTb K YTEHWUIO
cneymansHOM nutepatypbl. ITy 3agadyy OH MNpPeKpacHO BbINOHUI
M CHOBa MNoOKa3ajl CBOK CMNOCOOHOCTb Mucatb paboTy 0630pHOro
xapakrtepa °.

MepBas 4acTb KHWUIM MNOCBSILLAETCS MCTOPUN CTPYKTYPHOIA
NUHTBUCTUKN. Cpean NPUUNH BO3HUKHOBEHUS CTPYKTYPHOU JIMH-
BUCTUKN Pa3NnyalTCsl BHELIHWE W BHYTPEHHWEe CcTuMynbl. Bna-
rogaps COo3[4aHUl0 3NEeKTPOHHbIX BbIYNCAUTENbHbLIX MAlMH NOSIBU-
NACb C OfHOW CTOPOHbI T.H. WHJOpMaUMOHHOe paeno / M, nowuck
MHdoopMauum n T.4. /, C APYroli CTOPOHblI BO3MOXHOCTb MeXa-
HU3aUUN TPYAOEMKUX NIUHIBUCTUYECKUX paboT, OAMHAKOBO MO-
cTaBuBLUME Mepen NMHIBUCTUKOW TpeboBaHue 60/1ee TOUYHOrO
onucaHus si3blka. bBoree BaxHYH pPO/b Cbifpasiv BHYTPEHHME
ctumynbl. C KoHua XIX Beka TpaguuUMOHHAs rpammaTtiuka nojaBepr-
nacb KpUTMUYECKOMY U KOHCTPYKTMBHOMY MepecMoTpy. Hanpasunu
OCTPUE KPUTUKM B MEPBYHD ouyepedb MPOTUB HETOYHOCTM MOHSATWUIH,
onpeaenéHHbIX Ha OCHOBE WHTYUTUBHBLIX CEMaHTUYECKUX KpUTepu-
eB, MNPOTUB NPEMMYLLECTBA TOYKM 3PEHMs C/yLlaloLWero, npoTuB
aMmnupu3Ma. B xoge 3Toro nepecmoTpa BblpabaTtbiBancs CTPYK-
TYPHbIA MOAX0A K A3bIKY.

B panbHeilllem CymMMUPYHOTCS OCHOBHble MAEW HenocpencT-
BEHHbIX NPEeALIeCTBEHHUKOB CTPYKTYPHOW NUHIBUCTUKKU, W A,

boaysHa pe KypteHas un ®. pge Cocciopa wn kpatko / Ha 40

Cm. 0.4 AnpecsiH, COBpEMEHHbIE METOAbl WU3YYEHUS 3HaYEeHWUN
N HeKoTopble MNPO6MEMbl CTPYKTYPHOW NTMHIBUCTUKKU: [pobrembl
CTPYKTYPHON nuHremctukn M. 1963. 102-150.
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cTpaHuuax / wu3naralTcsa TPU KnacCuyeckue LWKOMbl CTPYKTYPHOW
NVUHIBUCTUKN: npaxckaa / qyHKUMOHasbHass IMHIBUCTUKA [, KO-
neHrareHckaa / rnoccematuka / nU amepukaHckasa / [eCcKpunTuBs-
Hass JIMHIBUCTUKA /. HecMOoTpsA Ha pasinumsa Mexgay HUMKW, OHU B
TON WM HOW Mepe ycBounu ydyeHne . pge Coccropa, O[MHAKOBO
MOHMMAKOT A3blK, KakK OOBLEKT JIMHIBUCTUKU W XapaKTepusywTca Ta-
KAMW OOLLYIMM MEeTOA0N0rnYeckuMmn TpeboBaHMAMKW, KakK NpocToTa,
NosHOTa, nocnepfoBaTesibHOCTb, OOBLEKTUBHOCTb, (DOPMasIbHOCTb.
Co3HaTefNlbHO LUMPOKOE MOHUMaHWe CTPYKTYPHOW NUHIBUCTUKU NO3-
BO/NIeT aBTOPY C OAHON CTOPOHbI CYMTATb BbIWEYNOMSAHYTbIE LUKO/bI
pPasHOBUAHOCTAMU CTPYKTypanuama / HO yxe He MPUUYUCNATb K HUAM
MockoBCKyt0, JIOHAOHCKY, >XeHeBCKylo LWKOMbl / U C Qpyron cropo-
Hbl AaTb B [Aa/IbHENLEeM LWMPOKMA 0630p HOBbLIX YYeHMWil, pasBuBalo-
WX Maen HasBaHHbIX KNacCUYeCKMX LUKOA.

COBpeMEHHY0 CTPYKTYPHYI JIMHTBUCTUKY MOXHO Onpeaenntb
Kak Hayky O MoAensx s3blka. BTOp4aFI yacTb KHWUIN 3aHMMaeTcs
NIMHTBUCTUYECKUM MOAENNPOBaHNEM . BblBOgATCA M aHann3upyroT-
CA Clnefywowye OCHOBHble cBoilcTBa mogenewn: /[ | /[ OHM MMUTUPY-
IOT yHKUMIO 0ObeKkTa, M OTBMEKAKTCA OT ero (om3mMyeckom npupo-
obl; /2 | ABNAKTCA HEKOTOpoOi uaeanusaunen obwvekta; [ 3/
OObIYHO OMEPUPYIOT He MOHATUAMWU O peaslbHbIX O00bekTax, a KOH-
cTpyktamun; / 4 [ pomkHbl 6bITb doopMasibHbiMKM; 1/ 5 [/ obnagatb
CBONCTBOM OOBACHUTENIbHOW CW/IbI.

4
3a uCKNYEHNEM OLHOW rnaBbl, B KOTOPOW OOBACHAKTCA Te

/iIeEMEeHTapHble MaTemMaTndyeckme TMOoHATUA W3 ob6nactu TGOpI/II7I MHO-
XeCcTB, Teopuu FpaCDOB n Teopnn BEPOATHOCTU, KOTOPbLIE TMMOHAAO0-
6ATCA uuTaTento npn 4YTEHUN KHUTK.
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MocTpoeHne MoAeNn HauyMHaeTcs C (PUKCUPOBaHUS (DaKTOB,
TpebyoWmx 06BbACHEHUS, MOTOM BbIABUrAOTCA FUNOTE3bl, KOTOPblE
peanu3yloTcs B Buae Mogenein, He TONIbKO OOBSCHSAOLWMX WCXOHble
hakTbl, HO W nNpeacKasblBalOLWMX HOBble, €LE He HabMAABLIMECS
hakTbl, a HakoHel, cnedyeT 3KCMepuMeHTaslbHasi MpoBepKa Moaeneil.

ABTOp 3HAKOMWUT 4yuTaTesida C OAHMM BO3MOXHbIM CMOCOGOM
Knaccudpmkaumm mogenen, B KOTOPOW MoOAENM OT/MyarTca Apyr oT
Apyra no xapaktepy paccmaTpmBaemMoro B HUX o6bekTta. Mogenm
nepBoro Tuna WCNONb3YT B KayecTBe 0ObeKTa KOHKPETHble $3bl-
KOBble SABMEHUA. 3ITM MOLENN UMUTUPYIOT pPedveByo AeATesIbHOCTb
yesniopeka / Tlpaxckasa Lwwkona cpenana nepBblid CepbE3HblA War B
nx paspabotke /. OnM noapasfenialTcsd Ha HecemMaHTuyeckne /MMu-
TUpyloLpye Crnoco6HOCTb 4YesnioBeka MOHUMaTb W CTPOUTb rpaMmmartu-
4yecKku npaBu/ibHble pasbl / M Ha ceMaHTuyeckue / UMATUPYHOLLME
CNOCOGHOCTb 4YenoBeka MNoHMMaTb WU CTPOUTb OCMbIC/IEHHbIE Npenaso-
XeHusa /. Cpegu HUX pasnyaemM MOLENN aHa/m3a U MOAENN CUHTe-
3a; nopoxjawowye MOAeNnn 3aHMMalT MeXay HAMU NPOMEXYTO4YHOe
mMecTo. B mogenax BTOporo tuna B KavyecTBe 0ObekTa paccmarpu-
BalOTCA npoueaypbl, Beaywme JMHIBUCTa K OOHapyXXeHM0 A3bIKOBbIX
AB/IEHUI. DTW MOAENN UMUTUPYIOT WUCCefoBaTesibCKylo AeATefIbHOCTb
NUHrBuUcTa. / AMepukaHCKMe [AeCKPUNTUBUCTLI caenann nepsbli
CepbEé3Hblil Wwar B ux paspabotke. / WX HasHayeHMe - 0OOBEKTMBHO
060CHOBaTb BbIGOP MOHATWIA, WCNOMAb3YEMbIX MPU W3NOXKEHUM Mofe-
nei nepsoro Tuna. MccnegoBaTenbckue Moaenu AensaTcsa B 3aBU-
CAMOCTU OT TOTO, Kakas WHopmauus paccmaTpmBaeTcAa B HUX B
KayecTBe WCXOAHON. VicxogHaa WHcopmaums MOXET ObiTb WAN TEKCT,
WA KPOME TeKCTa W MHOXECTBO MNpaBW/ibHbIX ipas, WM KPOME HUX
ewf M MHOXECTBO CeMaHTMYeCKMX WHBapuaHToB. B mogensax TpeTtbe-
ro Tmna paccMmaTpuBaloTCA B KadyecTBe 0ObekTa yxe roToBble JIWH-
rBUCTMYECKNE ONucaHus.
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3T Mogenn ABMAKTCA meTateopuamMu. [/ noccematuku caenanu
nepBblii Cepb&3Hblii Wwar B uMx pa3paboTke. / WX HaszHauyeHue -
BblpaboTaTb CUCTEMY OLLEHOK, C [MOMOLL0 KOTOPON CTaHOBUTCS
BO3MOXHbIM CpaBHEHME pa3/InyHbIX MoAener u BblIoop Hauydwen wus
HUX. Mogenm nocTpoeHbl B dopMe WCYUCEHUSA WM anroputma.

B nocnegHux TpPEX 4yacTaX KHUMM MNoApo6HO m3naratTcs Has-
BaHHble TWUMbl MoJeneil M WAMKCTPUPYIOTCS YAAUYHO BbIGPAHHBIMA KOH-
KPETHbIMW UMCCneAoBaHuAMU. [MpuBEAEHHbIE NPUMEPBLI SIBASIIOTCA MO
BO3MOXHOCTW MPOCTbIMKW, 4YacTO B3SATbIMM W3 caMbIX MOCNEAHUX WC-
cnefoBaHuii / Takum 06pPa3oOM HEKOTOPble M3 HUX B M3BECTHOW Me-
pe MOryT CAyXuTb BMECTO peueH3un /. Hapsagy c uccneaoBaHusMU
NPU3HAHHbIX aBTOPUTETOB, MNOAYyYUIN 3[eCb MECTO W 3HaAUYUTENb-
Hble pe3ynbTaTbl MOMOAbIX YUYEHbIX.

B cBA3M C uccnepoBaTesibCKMMU MoOAenaAMn OTAesNIbHO paccmart-
pvBalTCA MoAeNn AelunppoBKA N 3KCMepUMEHTaslbHble MOAENN, CXOA-
Hble MO MNOocCTaHOBKe 3agayn /| nepesof OT TekcTa K "cucteme" /,
HO OT/mMyawuwmecs Apyr oT gpyra B MeTode €€ MnonyyeHus U B
XapakTepe WCXOoAHON WHdopmaumn. B kayecTBe nNpUMEpPoB ANS MOAENU
AewmdopoBkn npeActasieHbl anroputMmbl 65.B. CyxotmHa un 3. Xap-
puca u 34ecb m3naraetca KopoTtko mogens HO.[. AnpecsHa, B
KOTOPOWN ONUCbIBAETCS CEMaHTUKa PYCCKOro rnarona no ero CuH-
TaKCMYECKUM CBOWCTBAM . OJKCMNEPUMEHTasIbHble MOAENN WUCMNOb3YIT
pasHble npuMepbl: aAobasBrfieHne, OnylleHne, nepecTaHOBKY 3/1EMEHTOB,
cybcTutyymto, TpaHcopmauumo, nepesod. Mogenm 3Toro tuna wn-
ncTpupytotcs pabotamm 3. Xappuca, A.A. 3anusHdaka / mopdosno-
rma /, 3.M. Bosnoukoi, T1.A. Coboneson / cnosoobpaszoBaHune /,

5 HepaBHO Bblwia B cBeT HoBas kHura HKO.[. AnpecsHa, B KOTOPOW
OH NoApO6GHO M3naraeT CBOK TEOpuI: IKCNepuMeHTaslbHoe uccre-
[OBaHMe cemMaHTUKM pycckoro rnarona M. 1967.



122

B CBA3M C CUHTaKcucom wusnararwtcad metogq HC n TM.

Kpyr mopenein peyeBol [eATE/NIbHOCTU HACTOJ/IbKO LIMPOK, 4TO
aBTOP BbIHY)XAEH ObU1 OrpaHN4YMBaTbCA HEKOTOPbIMU CUHTaKCUYeCKU-
MW WU cCeMaHTudyeckumun mopgenamu. Paccmatpusatrotca / |/ nopox-
Jaiowye mopgenu /[ mogenn nopoxaeHns no HC B TeCHOW CBA3KU C
rMNoTe3o WMHrBe; TpaHcdopmaunoHHas Mogesb ; annankaTtMBHas
nopoxparowaa mogens C.K. WaymaHa 7 ; /[ 2 /| CUHTaKcu4veckue
Mogenn aHanmisa / nocnefgoBaTtesibHbIi aHa/ini, MNPUMEPOM CIYXUT
mogenb W.A. Mernbuyka ; npepckasyemoCTHbI aHanus3; MNOUcK onop-
HbIX TOYEeK; MeTof (punbTpoB, WIOCTPUPYEMbIA Mogensto W. Jlecep-
da / ; [/ 3/ cemaHTnyeckaa Mogenb aHanusa, KoTopasa npeg-
cTaBneHa pa6oton /M1 MTWMA |/ A.K. XonkoBckoro, H.H. Jle-
oHTbeBOM, HO.C. MapTtembsiHOoBa, B.HO. PoseHuBeira, HO.K. Ller-
nosa u Apyrux wuccnegosateneun / 8.

NocnefHAs 4acTb KHWUIX MOCBsiLleHa meTaTteopuu. [lokasbiBaeT-
ca mogenb W.A. Menbuyka, copManusyowas KpUTepun OLEeHKU /non-
HOTY, afeKBaTHOCTb U T.4. / Ha 6a3e Teopun MHOXECTB, Mpu
MOMOLLY KOTOPOWN SKCMEPEMEHTa/IbHO MOXHO CpaBHMBATb MOAENU U
UNNIOCTPUPYETCA BO3MOXHOCTb TEOPETUYECKOTO CPaBHEHUS Moaenel
NPMMEPOM, B3SITbIM Y XOMCKOrO.

c
C Tex nop Teopusi MOPOXAALWMX Modesneli Bo MHOrOM pasBuBa-

nacb panblue,
7

HoBbih BapuaHT 3aTon mopenu: C.K. LWaymsH, CTpyKTypHas J/uH-
rBuUCTUKa M. 1965.

g9
C tex nop nosasunucb: A.K. XXonkosckuh - W.K. Menbuyk, O

BO3MOXHOM MeTOoAe M MHCTPyMeHTaX CeMaHTUYeCKOro CUHTe3sa:
HTW 1965. Ne6; 23-28; O cucteme CeMaHTUYECKOro CcuHTe3a
l. HIM 1965. Nell, 48-55 wn 2. HIMN 1967. Ne2, 17-27.

MAGYAR u-
MMOVAMYO3 AKADEMIA
.» KONYWTARA -
MTA Kényvtar»

Periocikd. 3>0*t" - X *
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KHura HO.[. AnpecsiHa sBniseTca o6pasyoM HayyHo-nonynsp-
HO pab6oTbl / Tupax: 35 TbiCc. 3k3emnnapos ! /. TlonynsapHOCTb
M Hay4YHOCTb OKa3blBAlOTCA BMOJIHE COBMECTUMbIMU / 4YTO OblBaeT
[I0BOJ/IbHO peako /, ogHa He BpeanT Apyron. ABTOpP yMeeT 4pes-
BblYallHO SICHO W OOHOBPEMEHHO CXarto nucaTb, NPOHUKass B CYTb
npo6nemM. TepMUHbI MOCTENEHHO BBOAATCA W MX 4YUCNO HeboNbLUoe.
B cnyyae Hanuuma 6onee NPUHATONO TepMWHA, MeHee ynoTpeb-
NSeMbIi TEPMUH 3aMeHEH 6oniee M3BeCTHbIM / Hanp. : accouuaTtms-
Hoe oOTHoweHne @®. pe Cocclopa 3aMeHseTca TepMMHOM napajurma-
TUYEeCKOro OTHOLIEeHUA, cCbllasCb Ha 3aMeHy /. YKa3blBaeTca Ha
coBrnafjeHne O0OO6bBLEKTOB, MO PasHOMY HaUMEHOBaHHbIX OTAEe/IbHbIMM
NIMHTBUCTAMX W Ha cny4yau, Korga OgHM W Te e TepMuHbl Noapyro-
My WCMNOIb30BaHbl nMmKU. Kaxgoe yTBepXaeHue cpasy X»e MnoATBep-
XOAeTca HarnagHbiM npumepomM, 6oratble 6ubnuorpacunyeckue yka-
3aHMA MoMoralwT uyuTaTenio B [Aa/lbHEWein opueHTauuu.

3aMeTHO, 4YTO aBTOP OTHOCUTCHA K CTPYKTYPHOW JIMHIBUCTU-
ke C 60/bloi N60BbLID, N3 pasHbIX WUCCMefoBaHWA cTapaeTcsa Bbk
[ENATb caMble LEHHble MAen W pe3ynbTaTbl, W3 KOTOPbIX K KOHLY
"pomMaHa CTPYKTYPHOW NMHIBUCTUKN" CKNafdblBaeTca npuBnekaTesb-
Had KapTMHa O HeMn.

PeueH3eHT HapeeTcd Ha nepeBodHble KU3JaHUA KHUTWU, B KX
yucne N Ha eé BEeHrepckoe wuspaHue, Tem 6onee, 4To 3HaeT O
rotosdAwemMmca BeEHIrepCKomMm rnepesoje / no Hawmm cBegeHndamMm roTo-
BUTCA W HeMeukoe wunsgaHune /.

M. Canrto
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