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Editorial

Acta Geodaetica, Geophysica et Montanistica has been published since 1966 
as one of the foreign language journals of Section X of the Hungarian Academy 
of Sciences, and its title and content have been chosen accordingly. During the 
28 years of its existence, the issues within the volumes were differently distributed 
among the three disciplines: geodesy, geophysics and mining, but none of these 
distributions proved to be satisfactory. That is why the scope of the journal has 
been changed from 1994 on, beginning with Volume 29. As papers on mining will 
be published elsewhere, the title of the journal changes for Acta Geodaetica et 
Geophysica Hungarica. Nevertheless, this journal is considered as the continuation 
of its predecessor.

A new Editorial Board was set up corresponding to the reduced field, and a new 
editor-in-chief was elected. As editor, however, he has acted at the journal for a 
long time. Both he and the technical editor are from the Geodetic and Geophysical 
Research Institute of the Hungarian Academy of Sciences, as before; manuscripts 
are to be sent to this institute and the preparation for publication is made there, 
too.

Eminent foreign scientists who had contacts with the journal were asked to act 
as members of the Advisory Board in their respective fields of interest. They are 
listed on the cover; on page 4, the addresses are given, too.

The publication policy remains basically unchanged, there are topics which have 
preference. These topics partly deal with the area of Hungary and in a wider sense 
with that of the Carpathian Basin. Another part covers fields in geodesy and 
geophysics having an important role in Hungary. In geodesy, such fields are geo
dynamics and robust adjustment, while in geophysics, seismicity, electromagnetic 
induction, geoelectricity and geomagnetic pulsations. In addition, the journal will 
publish material presented at symposia and conferences. National reports to scien
tific unions may also be included.

We invite all past and future authors who wish to publish papers in any of the 
fields listed above to send us manuscripts in a written form or on a floppy disk. 
Papers are published after peer-reviewing. We thank all colleagues who helped the 
journal in past years in any way and we hope that we shall gain new friends for the 
future volumes of Acta Geodaetica et Geophysica Hungarica.

J Verő
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EFFECT OF WATER LOADING IN INDUCING  
SEISMICITY AROUND ASWAN RESERVOIR, EG Y PT

A bd  E l-M onem  S M o h a m e d 1

[Manuscript received November 16, 1993]

A sw an Lake is the  second  largest m an-m ade reservo ir in th e  world. Filling s ta r te d  
in  1964 a n d  an  earthquake  of m ag n itu d e  5.5 took  p lace  in  1981 a t th e  K a labsha  fau lt 
area . T h is  earthquake  was followed by a  trem endous n u m b er of sm aller events.

T h e  seism icity is c lu s te red  in  th ree  m ain  zones. T h e  m o st active zone is d irec tly  
b e n e a th  G ebei M arawa o n  th e  K alabsha fault, a t  a  d e p th  of 15 to  25 km . A ctiv ity  
ou tsid e  th e  M araw a area  is o f shallow er origin having d e p th s  o f 0 to 10 km , no a c tiv ity  
below 10 km .

C o rre la tio n  was c o m p u ted  betw een seism icity a n d  lake w ater level. I t  is found  th a t  
there  is a  continuous decrease  in  th e  seism icity level while th e  w ater level (am o u n t) in 
th e  H igh D am  Lake flu c tu a te d . T here  is no obvious increase  in  seism icity re la te d  to  
th e  seasonal w ater level m ax im a  during  th is tim e p e rio d , on  th e  o th er han d , a c tiv ity  
increases du rin g  the m iddle  o f th e  year, and  near w a ter level m inim a.

K e y w o r d s :  d a ta  analysis; induced  earthquakes; seism ic d a ta ; w ater loading

Introduction

Induced seismicity is controlled at some reservoirs by short term changes in the 
water level in the reservoir. Increased seismicity most often occurs soon after peaks 
in water level or following abrupt changes in the rate of filling of reservoir.

The Aswan high dam impounds the second largest man-made reservoir in the 
world. Although the dam is not high by world standard (110 m), the reservoir 
extends over a large area and its maximum capacity is 160 km3.

The 1981 Aswan earthquake occurred 17 years after the reservoir began to be 
filled in 1964. The mainshock and much of the aftershock activities are at depths 
of 15 to 25 km beneath the northwestern edge of the reservoir. The delay from the 
start of filling to the onset of seismicity and the great depths of the earthquakes 
are at odds with the observations at many other sites of induced seismicity. This 
study indicates the relationship between the seismicity and changes in water level 
at Aswan reservoir which strengthens the case for a causal relationship between the 
reservoir and the seismicity.

1 G eodetic  a n d  Geophysical R esearch  In s titu te  of th e  H un g arian  A cadem y of Sciences, H -9401 
Sopron, РО В  5, H ungary
P erm anent  address: N ational R esearch  In s titu te  of A stronom y a n d  Geophysics, Helwan, C airo ,
Egypt

1217-8977/94/$  4 .0 0  © 1 9 9 4  Akadémiai Kiadó, Budapest
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G eolog ic  h istory  and tec to n ics

Along the Nile in the lower reservoir area, from the High Dam to Garf Hussin 
(Fig. 1), the basement complex forms the rocks of the eastern shore, and comprises 
several small outcrops on the western bank. To the west of the Nile, beneath 
the Nubian plain, the irregular surface of the basement dips gently westward, the 
thickness of the overlying Nubian sandstone is gradually increasing away from the 
reservoir (Fig. 2). At Wadi Kurkur, a deep borehole reached this basement at 
about 400 m; thus the dip of the basement surface can be estimated at about 1°. 
The basement again outcrops at over 100 km west of the Nile (Issawi 1969), but the 
structure in the basement which allows this resurfacing has not been well determi
ned. If it is due to basement faulting, this faulting must have occurred before the 
deposition of the post-Nubian formations which are undisturbed. Alternatively, the 
Late Cretaceous Nubian sands may have been deposited in an existing trough or 
basin in the basement. The thickness of the Nubian is small. Issawi (1969) indicated 
an angular unconformity between the Nubian formation and the overlying Maas- 
trichtian through of lower Eocene marine formations. Where the Nubian formation 
can be seen to contact basement, it is also generally in an angular unconformity 
with it. At this contact, there is generally an extensive kaolinitic zone of weathered 
granitic rock.

The Nubian plain predominantly consists of a sandstone outcrop of the Nubia 
formation, except at Gebei Marawa, where there appears a remnant outcrop of the 
limestone plateau which has receded to the west and now forms the Sinn El-Kaddab 
(liars teeth) scarp. Marawa is cut by the east-west trending Kalabsha fault (Fig. 
1), and is slightly folded into a syncline, elongate along the fault. The fault forms 
the south side of an east-trending graben. East-west normal faulting postdates 
north-south normal faulting; the latter does not generally cut the lower Eocene 
formations, and is offset by the minor strike-slip which has occurred along the E-W 
faults. Since the sedimentary section is merely a thin cover over the basement,

Fig. 1. Geology of th e  K alabsha a rea  a n d  seism icity  zones (a fte r Issaw i 1969)

A c t a  Geod. Geoph. Hung. 29, 1994
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L o c a t i o n  o f  p i e z o m e t e r  o r  w e l l

Fig . 2. E -W  geologic c ross-section  representing  sed im en tary  thickness ded u ced  from  drillholes 
(a fte r  W CC 1985)

faulting in the sedimentary section essentially reflects basement strain. The time of 
fault movements can only be constrained to be post-early Eocene.

The tectonic history of the area is complex and is mainly determined by faulting. 
Said (1962) classifies Egypt into 3 main structural units: the Arabo-Nubian massif, 
the stable shelf and the unstable belt. The area in and around Aswan Lake is 
included in Said’s stable shelf (Fig. 3). The structural pattern of the area under 
investigation is controlled primarily by regional faulting and regional uplift of the 
basement rocks (Issawi 1978). The main structural features of the area are two sets 
of faults, one trending north-south and the other east-west (Fig. 1).

H istorica l and recent seism icity

From the point of view of the historical seismicity, Egypt is divided into five 
seismic zones. These are the coastal zone, the Gulf of Suez, the Western desert, the 
Northern Red sea, and the Aswan region. The historical earthquake activity within 
the Aswan region, (within 300 km of the Aswan and High dams) is characterized

Acta  Geod. Geoph. H ung. 29, 1994



8 ABD EL-MONEM S M O H A M ED

by a low level of seismic activity that is revealed by long recorded history (more 
than 2,000 years). The seismicity within the Aswan region was found to be lower 
than expected due to mislocated earthquakes, distant earthquakes having been mi
sinterpreted as local ones, and damage was attributed to earthquakes when other 
causes are clearly the case.

The largest historical earthquakes likely to have occurred in the Aswan region do 
not appear to have exceeded a magnitude (MS) of about 7.0. The largest earthquake 
that may have occurred along the Nile Valley is the 27 B.C. event with a magnitude 
estimated at 5.5 to 6.0. Somewhat larger earthquakes, including the 1481 events of 
magnitude approximately 6.5 appear to have occurred to the east in the vicinity of 
the Red Sea.

The pattern of seismicity in the Aswan region suggests that a transition zone 
lies between the higher level of seismicity within the Red Sea or the Red Sea border 
to the lower level of seismicity west of the Nile Valley in the Western desert. There 
have been possibly eight earthquakes within the Aswan region since about 2000 
B.C., with magnitude about 5.5 and larger. Since the event in 27 B.C., these have 
occurred on the average every 300 years.

Prior to 14 November 1981, no earthquakes had been reported in the Aswan area 
in the catalog of the International Seismological Center since the ISC’s inception in 
1920. Because of the lack of continuous and reliable data during the early stages 
of the filling of the reservoir, it is not possible to determine exactly when low- 
magnitude activity may have started.

On 14 November 1981, a magnitude 5.5 earthquake occurred 60 km south-west 
of Aswan high dam, under a large embayment of the lake. This embayment is 
a structural depression that has been only submerged since 1976. It marks the 
intersection of two major sets of faults, trending approximately east-west and north-

A c ta  Geod. Geoph. Hung. 29, 1994
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south. The seismicity was concentrated at Gebei Marawa, near the intersection of 
the easterly trending Kalabsha fault with a north trending fault.

The November 1981 earthquake was unprecedented in recent history in the As
wan area. It occurred seventeen years after Aswan Lake started to fill. During these 
years, the lake level rose gradually more than sixty meters submerging ancient tri
butaries of the Nile.

Fig . 4. M icroearthquakes recorded by th e  Aswan seism ic ne tw ork  from  1982 to  1993. X-L_L fau lts  
(tak en  from  m ap  by Issawi 1969), 0  epicenters, * seism ic s ta tio n

Seism ic a ctiv ity  in A sw an region

In order to monitor continuously the earthquake activity around Aswan Lake 
and to investigate its relationship with the variation of the physical parameters 
which occurred in the area as the waterrose in the lake, a radio-telemetry network 
of 13 seismic stations (Fig. 4) was established around the northern part of the 
lake and has operated since 1982. The seismic events are recorded by telemetry 
at the Regional Seismological Center at Aswan. The purpose of this network is to 
investigate the relationship between the change of water level and the earthquake 
activity in and around the lake.

The distribution of the hypocenters of earthquakes recorded by the above te
lemetric network from 1982 to June 1992 has been studied. The total number of 
earthquakes within the entire Aswan region was about 2429 events occurred over

A cta  Geod. Geoph. Hung. 29, 1994



10 A BD  EL-M ONEM  S M O H A M ED

the entire Aswan region during the 11 years of collected data of magnitudes ranging 
between 0 to 4.8. However, most of them (about 96 %) are located in the area 
enclosed by latitudes (23.40° N, 23.80° N) and longitudes (32.50° E, 33.00° E). 
The final outcome of this research showed that the distribution can be presented in 
three adjacent active zones 1,2 and 3 whose extent is given in Table I, and whose 
geographical locations are shown in Fig. 4. From Fig. 4 it can be seen that the 
most of the active faults are in these regions.

T a b le  I. T h e  e x te n t of the  th ree  active  zones o f th e  specified area

zone latitude extent longitude extent
zonel 23.49° 23.58° N 32.49° 32.61° E
zone2 23.54° 23.60° N 32.68° 32.85° E
zone3 23.62° 23.68° N 32.65° 32.73° E

Fig . 5. Frequency of focal d e p th s  of earthquakes a t  zone 1 (Aswan region 1982-1993)

From an analysis of the data it can be noticed that the seismicity is concentrated 
at Gebei Marawa, near the intersection of the easterly trending Kalabsha fault with 
a north trending fault. The seismicity is clustered in three main zones (Table I):
1. Gebei Marawa,
2. east of Gebei Marawa, and
3. northeast of Marawa along the Khor El-Ramile N-S fault.

The most active zone (zone 1) is directly beneath Gebei Marawa on the Kalabsha 
fault, at a depth of 15 to 25 km (Fig. 5). This deeper activity is taking place where 
the two fault sets intersect beneath Gebei Marawa. All activity outside the Marawa 
area is shallower, i.e. 0-10 km, with no activity below 10 km. A second zone (zone 
2) of much less activity is located farther east along the Kalabsha fault, at a depth

A c t a  Geod. Geoph. Hung. 29, 1 9 9 \



SEISM IC ITY  ARO UND ASWAN R E SER V O IR 11

Fig . 6. F requency of focal d e p th s  of earthquakes a t  zone 2 (A sw an region 1982-1993)

Fig. 7. F requency of focal d ep th s o f earthquakes a t  zone 3 (A sw an region 1982-1993)

of 5 to 10 km (Fig. 6). The third zone (zone 3) is located north of the Kalabsha 
fault, and south of Wadi Kurkur, at a depth of 0 to 5 km (Fig. 7). These three 
seismic zones are located under a major western branch of the lake (Fig. 4). A few 
epicenters were located in the mainstream of the Nile between the High Dam and 
Wadi Kalabsha.

C hanges in th e  seism icity  lev e l w ith  tim e

The seismicity level can be defined as the density of earthquake occurrence which 
can be calculated as the number of earthquake occurrence during a year within a

A c ta  G tod. G toph. Hung. 29, 1994



12 ABD EL-M O N EM  S M O HAM ED

certain area per each square kilometer of this area (Sadovsky et al. 1972)

year km2

The density estimates are computed from the above formula, and the obtained 
results are indicated in Table II, in order to indicate the seismic activity of the three 
active zones 1,2 and 3. 
where

Nt =  the total number of earthquakes,
7Vi = the total number of earthquakes in the first zone,
N 2  — the total number of earthquakes in the second zone,
N 3  =  the total number of earthquakes in the third zone.
Figure 8 shows the change in the seismicity level for the three active zones 1, 

2 and 3 during 10 years (1982-1992). Figure 8 shows that a sharp decrease of 
seismicity can be seen in zone 1 after the strong earthquake 1981, until 1985, and 
after this time the level of activity remained relatively constant. Zone 2 shows a 
decrease of seismicity through 1982 to 1989, except for a swarm in June 1987. From 
1989 the activity has begun to increase. Zone 3 shows a decrease of the level of 
activity from 1984 to 1989, and it has begun to increase from 1989 to 1992.

Induced  seism icity

One of the more interesting aspects of the induced seismicity at Aswan is the 
possible role that the Nubian sandstone plays in the control of the earthquake 
activity. The water level in the region where the earthquakes are occurring is 
less than 10 m deep. The sandstone surrounding the reservoir, however, is highly

T a b le  I I .  T h e  e a rth q u ak e  d ensity  for th e  th ree  active  zones

year
(month) Nt Ni d X  IO“ 2 n 2 0 X  10“ 2 N 3 0 X  IO"2

1981( 1) 83 38 254.40 3 32.30 7 104.10
1982(12) 1155 878 487.80 99 88.40 46 56.80
1983(12) 326 171 95.00 55 49.10 37 45.70
1984(12) 241 70 38.90 54 48.20 64 79.00
1985( 9) 81 26 19.30 11 13.10 22 36.20
1986(12) 78 26 14.40 17 15.20 19 23.50
1987(12) 168 21 11.70 118 105.40 13 16.00
1988(12) 71 15 8.30 8 7.14 17 21.00
1989(12) 55 18 10.00 3 2.68 10 12.30
1990(12) 76 22 12.20 8 7.14 38 46.90
1991(12) 69 15 8.30 15 13.40 30 37.00
1992( 5) 26 8 10.60 3 6.40 6 17.60

A cta  Geod. Gtoph. Hung. 29, 1994



SEISM IC ITY  AROUND ASWAN R ESER V O IR 13

porous (25 %) and relatively permeable compared to the underlying granite. As 
the reservoir fills, the expanding area of the reservoir and the rising water level are 
allowing water to seep into the sandstone, thus raising the local water table. Because 
of the impermeable basement, the water is confined to the westward thickening 
sandstone lens.

The increased load of the reservoir thus consists not only of the water within 
the reservoir, but also of a significant amount of water stored in the sandstone. The 
increased pressure at the base of the sandstone results from the combined influence 
of both the water in the reservoir and the increased water table in the sandstone. 
The time required for the water to diffuse into the sandstone may explain the delay 
between the filling of the reservoir and the start of the seismic activity.

Figure 9 shows water levels at Aswan Lake for the period 1982 through 1992,
10 days changes in the lake level and earthquakes of magnitude > 1. Figure 9 
shows a gradual decrease of the average seismicity with exception of some spikes in 
microearthquakes that follow rapid rate of seasonal discharges indicating that there 
is some correlation between seismicity and change in water level. It is not, however, 
clear whether the decrease in seismicity can be attributed to gradual decrease in 
the lake water level, or to the gradual stabilization of the area after the start of 
seismicity in 1981.

Figures 10, 11 and 12 show the relation between the average changes of the 
water level and totals of earthquake frequency for the same period. The data for 11 
rainy seasons from 1982 to 1992 provide 11 such examples, where the rainy season 
extends from August to November in every year.

Figure 10 shows that there is no obvious increase in seismicity related to the 
seasonal maximain water level over this time period. A careful examination of Figs
11 and 12 indicate that every year, following the rainy season, the activity slightly

Time (yr)

Fig. 8. Secu lar changes in ea rth q u ak es density  as defined by earth q u ak e  num bers p e r  k m 2 y ear in 
th ree  zones (A sw an region 1982-1992)
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increases. The activity increases during the middle of the year (Fig. 11), and it 
reaches maximum near the time of local minima in water level (Fig. 12).

C om p arison  w ith  oth er reservoirs

At a number of reservoir sites there appears to be a close association of time 
of increased seismicity with rapid changes in the water level of the reservoir. One 
of the best documented examples is the Nurek reservoir, where most of the larger 
earthquakes and swarms of increased activity follow closely rapid decreases in the 
rate of filling (Keith et al. 1982). A second example is lake Oroville in California 
where draw-downs of 3 to 5 m resulted in renewed induced seismicity (Toppozada 
and Morrison 1982) At Koyna (Gupta 1983) the seismicity appears to be triggered 
if the rate of filling exceeds 12 m/week.

Simpson et al. (1988) include cases in which there is a correlation of increased 
seismicity with water level change in a “rapid response” classification of induced seis
micity. In addition to Nurek, other reservoirs that have shown this rapid response 
include Koyna (Gupta 1983), Monticello (Lablance and Anglin 1978, Talwani and 
Acree 1988). Of these, the relationship between changes in water level change and 
seismicity is most obvious at Nurek and Koyna.

One may separate two classes of reservoirs from the general population of reser
voirs that exhibit induced seismicity, depending on their behavior after the initial 
filling: one that gives rise to seismicity during down-draw, and another that gives 
rise to it on refilling.

Short-term temporal changes in induced seismicity are suggested to be related 
to spatial inhomogeneities in rock properties. The latter produce transient and 
localized increase in pore pressure following rapid changes in surface load. This 
mechanism may explain the correlation observed at Aswan between the annual 
peaks in water level and seismicity.

A delayed response in induced seismicity, with a long time between first filling of 
the reservoir and the onset of seismicity can be related to diffusion of pore pressure 
from the reservoir to seismogenic depths. An explanation of the delay between 
the start of filling of Aswan reservoir and the 1981 earthquake can invoke this 
diffusion process plus the time taken to flood the unsaturated Nubian sandstone in 
the seismicity active area.

C onclusions

The main earthquake on November 14, 1981, and aftershocks, were in the deep 
zone (zone 1) at depths of 15 to 25 km beneath Gebei Marawa. All activities 
outside the Marawa area are shallower, at depths of 0 to 10 km, with no activity 
below 10 km. The activity gradually migrated to east and northeastward (shallower 
zones), while the level of seismicity decreased in the deep zone. This seismicity is 
concentrated along the edge of the Kalabsha embayment.

The reservoir behind the Aswan High Dam gives rise to seismicity during down- 
draw. Every year following the rainy season, the activity slightly increases, and it
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Fig. 9. Water level in the reservoir and number of earthquakes occurred within the considered area for the 
period 1982 to 1993
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Time (yr)

F ig . 10. R elation  betw een th e  av erag e  increase of w ater level (d a sh ed  line) and  to ta ls  of e a r th q u ak e  
freq u en cy  (vertical b a r) fo r th e  sam e m onths a t Aswan L ake (4 m o n th s /y e a r, A ug., S e p t., O ct. 
a n d  N ov.) from  1982-1992

Time (yr)

F ig . 11. R ela tion  betw een th e  av erag e  decrease of w ater leve l (d a sh ed  line) and to ta ls  o f e a r th q u ak e  
freq u en cy  (vertical b a r) fo r th e  sam e  m onths a t Aswan L ake (4 m o n th s /y e a r, Dec., J a n .,  Feb. a n d  
M a r.)  from  1982-1992

reaches maximum near the time of local minima in water level.
From the study of the seismicity in the Aswan area, it was found that a conti

nuous decrease in the seismicity level happened between 1982 to 1992, although the 
water level (amount) in Aswan lake fluctuated during the same period. This means 
that the gradual stabilization of the area has begun after the start up of seismicity 
in 1981. Also, the water loading is only one from several factors as an activating 
medium in triggering earthquakes. The common factors for all cases of induced seis
micity seem to be the presence of specific geological conditions, the tectonic setting 
and water loading.

Any relationship between the water level and seismicity at Aswan is complicated 
by the details of the interaction between the reservoir and the regional groundwater

A c t a  Geod. Geoph. Hung. 29, 1 9 9 ^



S E ISM IC IT Y  AROUND ASWAN R ESER V O IR 17

lime (yr)

Fig . 12. R e la tio n  betw een th e  av erage  increasing  of w a te r  level (dashed  line) a n d  to ta ls  o f  e a r th 
q u ake  frequency  (vertical b a r)  fo r th e  sam e m onths a t  A sw an Lake (4 m o n th s /y e a r , A pr., May, 
Ju n . a n d  Ju ly ) from  1982-1992

surface. Lateral variations in the extent of the reservoir are large in the area where 
the seismicity is occurring, with the reservoir first entering the active area 6 years 
before the 1981 earthquake and then completely receding during the recent drought. 
The process which controls the relationship between the seismicity and the water 
level is obviously complex and not deterministic. There are, however, sufficient 
examples of increased seismicity closely associated in time with conspicuous changes 
in water level to add support to a causal relationship between the reservoir and the 
Aswan earthquakes. Any increase in the level of seismicity as the reservoir re
enters the Marawa area in future years will help to refine our understanding of the 
mechanism by which the seismicity is related to the reservoir.
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GEOPHYSICAL STUDIES OF THE ANTARCTIC
PENINSULA

P rocedures and critic ism  o f their use to obtain  an acceptable syn th esis  o f  
results com ing from  six  cam paigns on the A ntarctic  Peninsula u sin g  four  
geophysical m ethods: m agnetotelluric, audiom agnetotelluric, e lectr ic  and  

seism ic soundings, from 1979 t ill 1992

H G F o u r n i e r 1

[Manuscript received December 6, 1993]

W ith  th e  resu lts  of a  to ta l of 15 soundings m ad e  in  a n  a rea  of 200 k m  d ia m e te r  
b y  4 m eth o d s (9 M T S, 2 VES, 2 AM TS, 2 SS) a t  th e  N E end  of the  A n ta rc tic  
P en in su la , in a  syn thesis, we follow: 1) th e  p e rm afro s t; 2) th e  brine layer below  
th e  p e rm afro st; 3) th e  co n tac t betw een th e  Lower a n d  U p p er C retaceous; 4) th e  
sed im en tary  basem en t; 5) th e  to p  of the  in te rm ed iate  co n ductive  layer (ICL).

K e y w o rd s :  A n ta rc tic  Peninsula; geoelectric sound ing ; m agnetote llurics; p e r 
m afro s t; seismics

Introduction

Figure 1 shows the region studied at the North-East extremity of the Antarctic 
Peninsula. The map of Fig. 2 gives more details of this region and also the soun
ding sites: Seymour and James Ross Islands in the northeastern part (Section I), 
Robertson, Larsen, Pedersen and Fair Weather Island, on the Barrier of Larsen, in 
the southwestern part (Section II). The distance between the two Sections I and II 
is about 200 km. Table I gives a detailed list and content of the 6 campaigns made 
from 1979 till 1992. A general presentation of the geology is given by Grikurov 
(1978).

Synthesis

Section 1.1 Seymour Island: the two MTS and the two VES were made at the 
Argentine Marambio Scientific Air Base situated in this island. There is no glacier 
ice. Recent geological developments are given by Del Valle et al. (1983a) and by 
Leguizamón and Mamani (1993). For Seymour Island iterative soundings were used 
to find an acceptable coherent section; it will be the base to continue this synthesis. 
Consequently, we are obliged to conduct this study carefully, with a maximum of 
field data. By chance, there are many results permitting us to give a detailed 
description of the Marambio soundings sections.

Field results are obtained:
1C R IC Y T -1IA C E -G E O FISIC A , Casilla de Correo 131, 5500 M endoza, A rgentina
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A) by the MTS method: Fig. 3 shows the MT sounding curves obtained: ALBK 
for MAI in 1979 (Fournier et al. 1980) and CMD for MA2 in 1980 (Del Valle 
et al. 1983b, 1988). The two curves are parallel with a small shifts between 
them. The two sites were chosen at a distance of 2 km to avoid a hypothetic 
heterogeneity of local first sedimentary layers. The two teams of geophysicists 
were completely different and also the equipment, with magnetic variometers 
(core coiled bars) built using different techniques. We think that the fact 
of the quasi equality of the two sounding results is very important for the 
validity of the following synthesis because all the comparisons will be based 
on the Seymour Island results.

B) by the VES method: Figs. 4 and 5 give the results obtained: two vertical 
electrical sounding curves with the values of AB/2 between 0.003 and 0.4 km. 
The VES sites were the same as for the MTS. We remark that the upper parts 
of the permafrost resistivities are very different for the two sounding sections 
(Fournier et al. 1990).

W hat have we done with these results to obtain an acceptable complete section 
for Seymour Island?

The basic idea is to replace the VES curves by corresponding MT curves. The 
purpose of this replacement is to obtain a unique curve, e.g. for MAI: EJB, and for 
MA2: GHB (Benderitter et al. 1978). To obtain this replacement we have done the 
following: 1. we determined the corresponding VES layer sections by a programme 
given by the Garchy MT base in France; 2. we calculated with these sections of 
layers the corresponding MT curves using the formula proposed by Fournier et al. 
(1963). We have obtained for the “VES transform in MTS” the curves EQ for 
MAI and GP for MA2. There is no overlapping interval between the two kinds of 
curves. It is to be investigated if the nature of the ohmm values used in the two 
kinds of soundings is the same (VES and MTS) i.e. it permits us to connect the two 
experimental curves (the transformed VES and MTS) by an adjusting calculated 
curve. On one hand, it is well known that the earth currents are flowing horizontally

T a b l e  I .  S tu d ied  zones, d u rin g  fou rteen  years, on th e  N E  end  of th e  A n ta rctic  P e n in su la , w ith 
g e o p h y sica l m ethods o p e ra tin g  o n  th e  soil, on th e  ice a n d  on  th e  L arsen Ice B a rrie r

C am paign R egion Sound ing N um ber an d  n am e
year of th e  site m e th o d of the  soundings
1979 S eym our Island M TS 1 M A I

1980 f S ey m o u r Island M TS 1 MA2
\  R o b e rtso n  Island M TS 1 R O l

1981 L arsen  B arrier M TS 3 L A I, P E I ,  FA I
1987/1988 S eym our Island VES 2 M A I, M A2
1987/1988 Jam es R oss Island SS 1 S B R l

1992 f Jam es R oss Island AM TS 2 B R I, B R 2
\  Jam es R oss Island M TS 3 B R I, B R 2, Н И

M TS: M agneto tellu ric  Sounding, VES: V ertical E lec trica l Sounding, 
SS: Seismic Sounding , AM TS: Audio M ag n e to te llu ric  Sounding
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in the earth, on the other hand man-made electric currents of the VES are crossing 
the earth partly with a vertical component. Because of this, the electric current 
crosses and contorts the horizontal micro-resistive particles, as compressed by the 
terrain above, an elevation of the resistivity is generated in this way (Maillet and 
Doll 1933; Cagniard 1948).

We know similar cases presented in the literature. We present first a most 
similar case, published by Fournier et al. (1986). We reproduce in Fig. 3 this case 
of adjustment. But in this study, the permafrost is a valley covered glacier (fossil 
glacier) situated near Vallecitos on the Argentine side of the Andes Chain, Province 
of Mendoza. The SXT curve is the resulting MT curve of the transformation of the 
VES curve (AB/2 from 0.003 to 0.3 km). The UV curve is the AMTS curve obtained 
on the same site. We see no overlapping interval but an adjustment is permitted 
with a small shift of the joining calculated curve SXUV near point T. (See the 
Vallecitos sounding section in Table II.) The topographic conditions of the site were 
very uncomfortable due to a very strong and irregular slope of the glacier. This 
was not in favour of a general harmony of the results. In conclusion, Table II shows 
us that the successive layers are very similar for the two studied cases Marambio 
and Vallecitos, particularly for the conductive layer below the permafrost. There 
is no overlapping interval of periods, but only an adjustment from one curve to 
the other. The XT curve is a deviation generated by the effect of the narrowness 
of the shoulders of the valley, affecting the distribution of the electric currents of 
the VES emission in the earth, lateral rocks having a great resistivity. Figure 3 
shows that only a combination of adjustment layers for MAI and MA2 is possible
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Fig . 1. Position  of th e  s tu d ied  region, a  rectangle, in  th e  n o rth  end of th e  A n ta rc tic  Pen insu la  
(a fte r  a  m ap  of the  “D irección N ációnál del A n tá rtico ” , Buenos Aires, an d  a f te r  D alziel 1983). 
A P: A n ta rc tic  Pen insu la. LB: L arsen  B arrier; R: R obertson  Island; S: Seym our Is lan d
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tha t obey at point C the law of continuity for the resulting MT curve (Fournier et 
al. 1987). We see that the combination of layers was chosen so to cross point C 
(Fig. 3) continuously with curve CMD. There is a small interval of variants without 
im portant change in the layer combination to obtain the joining of the two curves 
of different origin. These connections QJC and PHC are made intercalating a brine 
layer (0.018 km at 0.6 ohmm) (McGinnis et al. 1973). A final adjustment layer

F ig . 2 . S tu d ied  region, m ain ly  fro m  S eym our Island to R o b e rtso n  Is land , w ith  th e  genera l tec ton ic  
f e a tu r e s  (a fte r a  m ap of th e  “ G e o a n ta r  G roup” of the  “I n s t i tu to  A n tá rtico  A rgen tino” , a n d  a fte r 
D e l V alle e t al. 1982). L o ca liza tio n  o f th e  sites: MA (M aram bio  B ase  on Seym our Is land) fo r M AI 
a n d  M A 2 soundings; BR (B ra n d y  s ite s  on  Jam es Ross Island) fo r B R I a n d  BR2; HI (H idden  Lake 
s i te  o n  Jam es Ross Island) for H H ; R O  (on the cen ter o f R o b e rtso n  Island) for R O l; LA (n ear 
L a rs e n  n u n a tak ) for LAI; P E  (n e a r  P edersen  nunatak ) for P E l  a n d  FA (n ear C ape F a ir W ether) 
fo r  F A l.  Arrows give the  strik e  d ire c tio n  (tectonic angle) See T ab le  IV
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Fig . 3. T ensorial in te rp re ta tiv e  unid im ensional sounding  curves

for S ey m o u r Island

' for M AI f from  VES orig in  : EQ  \
full line 1 from  MTS orig in  : ALBK J

for MA2 f from  VES origin : G P  "1

full line [ from  MTS orig in  : CM D J

A)

B)

A ) : E Q JA L B F  is th e  ca lcu la ted  unid im ensional th eo re tica l curve for M AI d o ts cu rve.

B ) : G P H C M D  is th e  sam e for MA2 d o ts curve.
F or R o b ertso n  Island  (R O l): from  M TS origin: RN full line; W RN is th e  c a lcu la te d  u n id i
m en sio n a l th eo re tica l curve for R O l d o ts curve.
F o r V allecitos (VA): from  VES origin: full line SX T.
For V allecitos (VA): from  AM TS origin: full line UV.
SX UV is th e  whole co rresponding  calcu la ted  curve fo r (VA) full line.

R em ark : we see a  g rea t difference betw een th e  two curves B K  a n d  BF: BK is considered  e rro n eo u s  
by  one e lec tro d e  effect a t  very long periods (a  very sm all d ifference in  tem p era tu re  b e tw een  th e  two 
e lec tro d es). B F  is a n  ap p ro x im ate  trace  to  avoid the  ev en tu a l sandw ich or m u tu a l effect (D u h a u  
e t a l. 1988).

follows having a thickness of 4.25 km at 260 ohmm, that is the first layer of the MT 
curve CMD.

Now, we shall see a case of linkage for terrain in normal conditions (no per
mafrost). Figure 6 shows the curve “MTS from VES-MTS”: Tittarelli site, with 5 
km of sediments, near Mendoza, Argentine. There is a perfect overlapping CB of 
the two curves AB and CD between 0.002 s (50 m depth) and 0.013 s (150 m depth). 
AB is given by the electric sounding and CD by the magnetotelluric sounding.

In conclusion, we think that it is allowed us to connect the two kinds of curves 
from the MAI and MA2 sites on Seymour Island: MTS from VES with MTS as we 
did.

A cta  G tod. Geoph. Hung. 29, 1994
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F ig . 4. VES results for M A I so u n d in g  of Seym our Is lan d  —  th e  X-es are  th e  m easu rin g  values for 
A B /2  from  0.003 to  0.3 km , th e  g re a t circle is the re su lt  o b ta in e d  in  1979 (Fourn ier e t  al. 1980), 
w ith  DZ a  dispersion zone, b e ca u se  th e  m easuring a p p a ra tu s  is a t  its  sensibility  lim it. T h e  circles 
g ive  th e  calcu la ted  co rresp o n d in g  M T curve used to  a d ju s t  th e  M TS resu lts
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Fig. 5. T he sam e as Fig. 4 for the  MA2 so u n d in g  of Seym our Island

What is a brine layer? The formation of permafrost is viewed as a refining 
process in which the salts are segregated to the bottom of the frozen layers during 
freezing (Baskov and Zaytsev 1973, Ginsburg and Neizvestnov 1973, Larin et al. 
1973, Yasko 1973). We also expect brine concentration due to the ion migration in
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the frozen state (Anasimova 1978). Such a conductive zone has been observed by 
others, such as Osterkamp using well logs in Northern Alaska. Consequently, we 
expect brine concentration at the interface between the permafrost and unfrozen 
rocks.

Now, in the progressive search for the EJB and GHB unidimensional theoretical 
curves in the interval CD, we have used the two parallel experimental MT curves 
ALB and CMD as the limit of a zone of error-bars: we have tried to stay between 
these two curves. The layer sections of the two sites MAI and MA2 are the same 
with the exception of the permafrost layers (Fournier et al. 1990). Figure 3 shows 
the resulting MT curves for the two sites, situated at a distance of 2 km from each 
other: for MAI: EQJBF and for MA2: GPHBF. The MAI sounding was made in a 
different interval of periods, thus it gives a complete definition of the ICL between

T a b le  I I .  D etailed  layers co n ten t for the  M T soundings of th e  Sections I an d  II

SECTIO N  I
Seym our Island (M A I) Seym our Is lan d  (MA2)

9 layers 10 layers
Thickness R esistiv ity T hickness R esistiv ity

in km in ohm m in km in ohm m
SC 0.0020 320.

SC 0.0028 25. NC 0.01 165.
NC 0.130 2000. NC 0.140 2000.
NC 0.018 0.6 NC 0.018 0.6
NC 4.25 160. NC 4.25 160.
NC 1.5 1.7 NC 1.5 1.7
NC 72. 2000. NC 72. 2000.
NC 23. 7. NC 23. 7.
SC 400. 2000. SC 400. 2000.
s c Infinite 2. SC Infin ite 2.

Jam es Ross Is lan d  (B R I) Jam es R oss Island  (BR2)
10 layers 10 layers

s c 0.070 2000. s c 0.070 2000.
NC 0.0105 0.6 NC 0.0105 0.6
NC 0.35 200. NC 0.35 200.
NC 0.45 3.5 NC 0.45 3.5
NC 6.6 200. NC 6.6 200.
NC 0.5 4. NC 0.5 3.
NC 70. 2000. NC 70. 2000.
SC 20. 10. SC 20. 10.
SC 408. 2000. SC 408. 2000.
SC Infinite 2. SC Infin ite 2.

Jam es Ross Island  (H Il) Vallecitos (VA) A ndes C hain  Arg.
6 layers 5 layers

SC 0.10 2000. active layer 0.0015 800 SC
NC 0.09 0.38 permafrost 0.070 4100 NC
NC ? ? subpermafr. 0.063 31 NC
NC 72. 2000. basement lay. 3.8 4800 NC
SC 20. 10. Infin ite 75 SC
SC 410. 2000.
SC Infinite 2.
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T a b le  I I .  (co n td .)

SE C T IO N  II
R obertson  Is la n d  (R O l) n e a r L arsen  N u n a tak  (L A I)

8 layers 6 layers
Thickness R esistiv ity T hickness R esistiv ity

in  km in  ohm m in km in  ohm m
SC 0.165 2000. s c 0.135 2000.
SC 0.026 0.5 NC 0.210 0.25
NC 1.7 200. NC 42. 2000.
NC 0.5 1.6 s c 15. 7.
NC 27. 2000. s c 450. 2000.
SC 7. 7. s c Infin ite 2.
s c 450. 2000.
s c Infin ite 2.
near Pedersen  N u n a ta k  (P E l) n e a r  C ape Fair W eather (F A I)

8 layers 8 layers
s c 0.105 2000. SC 0.270 2000.
s c 0.0148 0.25 NC 0.042 0.25
NC 0.84 200. NC 1.3 200.
NC 1.7 2. NC 0.9 2.
NC 24. 2000. NC 42. 2000.
SC 10. 3. SC 7. 7.
SC 460. 2000. SC 450. 2000.
s c Infinite 2. SC Infinite 2.
SC: Supposed C o n ten t 
NC: N orm al C o n ten t

78 and 100 km depth, with 7 ohmm resistivity. This is very important because it is 
a unique case of complete ICL determination from among all the MT soundings of 
this synthesis. The experimental section of curve BK is considered erroneous. Table 
II shows that the section of these two MT soundings begin with a permafrost layer 
of about 0.130 and 0.140 km thickness having a resistivity up to 2000 ohmm; then, 
a brine layer of 0.018 km at 0.6 ohmm, a resistive layer of 4.25 km at 160 ohmm 
(Tertiary + Upper Cretaceous), a 1.5 km layer at 1.7 ohmm (Lower Cretaceous + 
Upper Jurassic), a very resistive layer of 72 km at 2000 ohmm (partly crust and 
partly upper mantle), an ICL of 23 km thickness at 7 ohmm (MAI only); then 
two added layers to avoid the eventual “sandwich or mutual effect” (Duhau et al.
1988): a 400 km layer at 2000 ohmm (upper mantle) and the top of the ultimate 
conductive layer (UCL) at 500 km depth — the UCL having 2 ohmm resistivity. The 
characteristics of these two final layers were chosen in the range generally accepted 
for the Earth (Berdichevsky et al. 1976). We add here that the cited Upper-Lower 
Cretaceous contact is discussed by Del Valle and Fourcade (1986), Del Valle et al. 
(1988), Fournier et al. (1989, 1992). This contact is supposed to be the contact 
between the resistive and the conductive layers constituting the sedimentary lower 
part of the studied basin. Consequently, it should be possible to follow it in the 
region of the Antarctic Peninsula by the MTS method if this supposed MT contact 
is realistic. Figure 7 shows the sections of the Marambio MTS: MAI and MA2.
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Fig . 6. For P lanchez site: full line  JK : E xperim ental curve from  th e  VES origin; fill line LM: 
E x p erim en ta l curve from  th e  M TS origin; JLM: co rresponding  c a lcu la ted  M T curve fo r th e  site . 
For T itta re lli  site: full line AB: E xp erim en ta l curve from  th e  VES origin; full line CD: E x p erim en ta l 
curve from  th e  M TS origin. CB is th e  in terval p resen ting  a  p e rfec t overlapping of th e  two curves 
of th e  two origins; ACBD is th e  corresponding calcu la ted  M T  curve  for th e  site

The Marambio MT soundings were studied by Pomposiello et al. (1988). It 
was shown that the tensorial unidimensional interpretative curve was obtained for 
an angle of NG 57°E, Rhomin, direction parallel to the general trend axis of the 
island and also parallel to the Peninsula Coast. We have made an attempt for a 
bidimensional interpretation of the results: it appears that it is a combination of 
the topographic profile and of the sea water depths, briefly the island effect that 
affects the TM curve and pushes it above the ТЕ curve. The theoretical curve is 
very near to the measured curve. Below the site, the sedimentary layers should be 
mostly regular (with a great wave length for the layer’s ondulations) (2D inversion 
programme by courtesy of Wannamaker).

The resistivity of the permafrost of Seymour Island has been determined with 
the combination of the two kinds of soundings: VES and MTS, about 2000 ohmm, 
or more. To simplify, we shall use systematically this value for the resistivity of the 
permafrost of the two other islands, James Ross and Robertson, for glacier ice cover 
of Robertson Island and also for the basement layers in the crust and for the upper 
mantle layers. It does not change anything if we use values higher than 2000 ohmm. 
We shall not research each time the exact minimum value of the high resistivities 
as it appears in the layer sections.

Section 1.21 James Ross Island: Here, we must give a general remark concerning 
the iterative method that we shall use to complete soundings by addition of layers 
by analogy of the results obtained in previous soundings.

We know that in the MT method the first layer is not completely defined (only its 
integrated conductivity — or resistivity —), but there exists a maximum thickness 
that must not be exceeded by the addition of a combination for the first layers by 
analogy (Fournier et al. 1987). In Fig. 7 the layers in the columns between the two
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F ig . 7. G rap h ic  rep resen ta tion  in  log scale, for the  M T re su lts  o f the  soundings o f th e  S ec tio n  I +  
Н И  a n d  th e  Section II +  F A l. See th e  p o sitio n  of th e  soundings sites in  Fig. 2. M A I a n d  MA2 
on  M A  s ite  — M aram bio Base o n  S eym our Island. B R I a n d  BR 2 on B R  site  —  B ra n d y  sites on 
Ja m e s  R oss Island. H Il on  HI s ite  — H idden  Lake site  on Jam es Ross Island . R O l o n  RO site 
—  o n  th e  cen ter of R obertson  Is land . LA I on LA site  — n e a r th e  L arsen  n u n a ta k , o n  th e  L arsen  
B a rr ie r . P E l  on P E  site  — n e a r th e  Pedersen  n u n a ta k , on th e  Larsen B arrie r. F A l on  FA site  — 
n e a r  th e  C ape  Fair W eather, on th e  L arsen  B arrier. BI: B arrie r Ice, GI: G lacier Ice, SC: sup p o sed  
c o n te n t ,  SW : Sea W ater, SE: Screen Effect, NC: n o rm al co n ten t, P: P e rm afro st

reinforced lines constitute the true, observed, section in the soundings. The other 
layers are incorporated by analogy with the results obtained in previous soundings. 
These supplements have a high probability to be realistic as discussed later.

Section 1.22 James Ross Island — Brandy sites: for the geology see Del Valle
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Fig . 8. M T  theo re tica l unid im ensional sounding curves for Jam es Ross Island sites: fo r B R I: 
ex p e rim e n ta l resu lts: full line A H EFB , for BR2: ex p erim en ta l results: full line A H E D G B , for 
HI1: e x p erim en ta l results: full line CDG B. T he circles give th e  calcu la ted  co rrespond ing  curves

et al. (1982), Del Valle and Fourcade (1986), Rinaldy (1992) and Leguizamón and 
Mamani (1993), in Fig. 2 the position BR of the two MT sounding sites BRI and 
BR2, situated 6 km from each other. There is no glacier ice on these two sites. A 
detailed description of the study is given by Mamani et al. (1993).

For the first layers, BRI and BR2 give nearly the same section (only the diffe
rence: 0.5 km at 4 ohmm for BRI and 0.5 km at 3 ohmm for BR2 (see Table 11(1)). 
We interpret it by analogy with the Marambio soundings MAI and MA2, Fig. 8: 
we complete the AH full line by JA dots till the presence of an acceptable thickness 
of permafrost, like the EQJC dots obtained for the MAI sounding of Marambio, 
with the combination of the “VES transform in MTS with MTS”. In this case, for 
the Brandy sties, we define a maximum thickness for a permafrost layer 0.070 km at 
2000 ohmm + an adjustment brine layer 0.0105 km at 0.6 ohmm. (See Fig. 7 in the 
columns BRI and BR2, and see also Table II.) Then follows for BRI and for BR2 
a sedimentary cover of 8 km: AHEF and AHEDG, a resistive layer, partly crust, 
partly upper mantle, and the top of the ICL at a depth of 78 km. The tectonic angle 
(strike) is NG 32°E for BRI and Rhomax, and is Ng 21°E for BR2 and Rhomax 
also.

In the same way as for Marambio, a bidimensional interpretation was made for 
the BRI and BR2 sites. A bay effect near the sounding site BRI gives a contrast to 
Marambio: the TM curve is below the ТЕ one. For BR2, more inside the country, 
the situation is the same, but with another cause of the relative position of the two 
curves, TM below the ТЕ one. The structure below the sites, originally horizontal, 
is inclined: more in the BRI case, and it is mescladed with basaltic intrusions and 
effusions (stronger at BRI than at BR2).

A seismic sounding was made in the same region as BRI (Keller and Diaz 1990).
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T a b l e  I I I .  C om parisons of layers fo r th e  MTS of B ran d y  I (a n d  II) betw een A) th e  f irs t n o rm al 
d e te rm in a tio n ; B) th e  resu lts  of th e  search  to  in troduce  m in im u m  km  of layers w ith  th e  sam e  trac e  
o f cu rv e

A В
layer 

thickness 
in  km

layer
resistiv ity  
in  ohm m

layer 
th ickness 

in  k m

layer
resistiv ity  
in  ohm m

s c 0.0700 2000. s c 0.0700 2000.
NC 0.0105 0.6 N C 0.0105 0.6
NC 0.35 200. N C 0.35 200.
NC 0.45 3.5 N C 0.45 3.5
N C 6.6 200. .............1 km
NC 0.5 4. AV

............ 8 k m N C 4. 300.
AV N C 0.1 1000.

NC 70. 2000. N C 1. 8.
SC 20. 10.
SC 408. 2000. AV
SC in fin ite 2. N C 70. 2000.

SC 20. 10.
SC 408. 2000.
SC in fin ite 2.

SC: Supposed  C on ten t AV: A p p ro x im ate  Value
NC: N orm al C onten t

It gives a sedimentary basin of 4.5 km thickness for “Brandy seismic section” . Our 
results are not in accord with these depths for the basin, we have proposed 8 km 
(Table II). The sounding lines are at a distance of 0.2 km from each other. But 
the principle of non-uniqueness of the MT method permits us to look for a layers 
combination that does not change the trace of the sounding curve, but allows a 
shorter way for the interpretation. See Table III, for an understanding two layer 
combinations: A) the first with a sedimentary thickness of 8 km, and B) the second 
with only 6 km and containing a layer of a thickness 0.100 km at 1000 ohmm 
resistivity between two layers having lower resistivities.

We know also that the electric basement may be different in depth from the 
seismic basement. This remark explains the two km difference between the results 
of the two methods.

Section 1.3 James Ross Island — Hidden Lake site: HI1 site is situated 20 km 
SW of the Brandy sites. As with Brandy there is no glacier ice on the site.

We interprète the Hidden Lake sounding HII, Fig. 8, by analogy with soundings 
Brandy BRI and BR2: we complete the full line CP by the MC dots so that we add 
an acceptable permafrost thickness of 0.1 km at 2000 ohmm + a very conductive 
layer (brine layer?) 0.090 km at 0.38 ohmm. A conductive-resistive contact is seen 
at point P on the full line curve CPDB. Then the top of the ICL follows at 72 km 
depth. But it is impossible to see something more because of the strong screening 
effect by the supposed brine layer. The tectonic angle or strike is Ng 39°E (Rhomin).

The HI1 sounding curve resembles LAI one of Section II — See Fig. 9. We
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- 3 - 2 - 1  0 1 2 3 U 5

Fig. 9. M T  th eo re tica l un id im ensional sounding curves fo r th e  s ites  s itu a ted  on the  L arsen  B a rr ie r  
ih  th e  S ec tio n  II: for LA site: experim ental results: fu ll line L A I, for PE  site: e x p e rim e n ta l 
resu lts : fu ll line  P E l , for FA site: experim ental results: fu ll line  F A I . T he dots give th e  c a lc u la te d  
co rresp o n d in g  curves

must be careful with the results of the sounding HI1, being apparently surprising 
for the upper part of its section.

For the three soundings of the James Ross Island, as for the Marambio soundings 
we add the same two final layers to avoid the “mutual effect” (Duhau et al. 1988). 
Table II gives the complete list of layers and Fig. 7 shows the sections.

Figure 7 shows that it is easy to connect at Section I the results of Seymour 
Island and James Ross Island: the existence of a permafrost; a brine layer, a little 
higher below James Ross Island than below Seymour Island; the supposed contact 
Upper-Lower Cretaceous; the sedimentary basement; the ICL (only the top of the 
ICL is defined at James Ross Island).

Section II. The region of this section seems to be a kind of basaltic tumor, defi
ned by the Nunataks Foca (Fig. 2). These nunataks are basaltic islands, generally 
small, outcropping through the Larsen Barrier. The Nunataks Foca are a modern 
geomorphology feature made of subaerial basalts with AR/K radiometric ages ran
ging between 4±1 my (Pliocene) and 0.2 my (recent) (Del Valle et al. 1983c). These 
nunataks are located 300 km east of a Mesozoic subsidence zone in the northwe
stern edge of South Shetlands Islands (Fig. 1). Subsidence stopped in the Early 
Tertiary. Consumption of oceanic crust w e is  replaced during the Pliocene by rifting 
and basaltic volcanism on the Southeastern margin of South Shetland Islands (Fig. 
!)•

For this Section II, see the following studies: Del Valle et al. (1982, 1983a, 
1983b, 1988), Fournier et al. (1989, 1992) and Munoz et al. (1992).

Section II. 1 Robertson Island: see in Fig. 2 the position of the sounding site. 
Figure 3 shows the MT interpretative curve RN obtained for site ROl. This curve
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is the first one obtained on glacier ice in this synthesis: see Lefevre and Fournier 
(1957) and Fournier et al. (1957). We remark that the curve RN has the same 
trend as the one of Marambio CMD in Fig. 3.

For the Robertson Island sounding ROl, we complete the first layers by analogy 
with the Marambio soundings — Fig. 3 —, but with the restriction of connecting 
the two curves: full line RN and WR dots obeying the law of conductivity at the 
point R — as for Marambio MAI: full line CD with EQJC dots continuously at 
point C in Fig. 3. For the Robertson sounding we introduce a maximum thickness 
of 0.165 km of snow +  glacier ice + permafrost (?) at a resistivity of 2000 ohmm 
+  a brine layer 0.026 km at 0.5 ohmm. It is the first sounding having a glacier ice 
layer. Then we see 1.7 km Tertiary (?) + Upper Cretaceous having a resistivity of 
200 ohmm (or more) and below, the Lower Cretaceous + Upper Jurassic (?) 0.5 
km at 1.6 ohmm. The sedimentary basin has a thickness 2.4 km. After it a contact 
follows at a depth of 29 km, that is the top of the ICL, much higher than for Section 
I situated 200 km NE. (See Table II, Figs 3, 7 and Table IV.)

As with Marambio, the interpreted tectonic direction is Ng 33°E, Rhomin, Table 
IV: see Fig. 2. The sedimentary basin below the island is thinner than below 
Marambio, but with the same succession of layers — see Fig. 7.

Section II.2 Larsen site: on the Larsen Barrier, 5 km SW of the Larsen nunatak 
(Fig. 2). We interprète the Larsen sounding — curve LAI in Fig. 9 — by analogy 
with the Brandy BRI and BR2 soundings, we complete the CD full line by QC 
dots so we get an acceptable thickness of that ice barrier (0.135 km at 2000 ohmm) 
+  a sea water thickness (0.210 km at 0.25 ohmm). Then we see a basin basement 
contact (?), without knowing the content of this basin because of the screening 
effect caused by the sea water layer (Fournier et al. 1989).

In the same way as Pomposiello et al. (1988) give the tensorial results for 
the study of Marambio, for the site Larsen, with a tectonic direction of Ng 50°E, 
Rhomin, (Table II, Fig. 7 and Table IV).

Section II.3 Pedersen site: on the Larsen Barrier, 5 km NE of Pedersen nunatak 
(see Fig. 2).

We interprète the Pedersen sounding PEI full line curve by analogy with the 
Marambio MAI sounding and the Robertson ROl sounding. We complete the 
full line AB by JA dots in Fig. 9 with an acceptable thickness of the ice barrier 
(0.105 km at 2000 ohmm) + a sea water thickness (0.Ü148 km at 0.25 ohmm) 
without trespassing against the thickness maximum permitted in this case by the 
AB sounding full line curve. We see a sedimentary basin of 2.7 km thickness. The 
top of the ICL is at a depth of 27 km (Table II, Fig. 7 and Table IV).

The curve PEI, full line, Fig. 9, is the tensorial unidimensional interpretation 
having the direction Ng 40°E, Rhomin, the same trend as the two precedent sites.

We must note that for the Pedersen and Robertson Islands soundings, the 2D 
model response almost coincides for periods longer than 5-10 s with the response 
of a 2D model structure that synthesizes ID results after Munoz et al. 1992.

Section II.4 Fair Weather site: on the Larsen Barrier, 6 km SE of the Peninsula 
Coast (Fig. 2).

For the Fair Weather sounding, FAI we complete the full line curve by analogy
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T a b le  IV . P a rtia l resu lts  of the  stud ies on  th e  NE end of th e  A n tartic  Pen insu la

Sounding B rine Layer D ep th  of In terca la ted  C onductive  Layer T ectonic Sounding
1 2 3 4 th e  b o tto m 5 6 7 8 Angle

N am e in km in km in  km in ohm m in km in  km in  km in  km in ohm m (strike) Site
M A I 0.137 0.155 0.018 0.6 5.9 78 101 23 7 Ng 57°E See Fig. 2
MA2 0.137 0.155 0.018 0.6 5.9 78 101 23 7 Ng 55°E See Fig. 2
B R I 0.070 0.080 0.010 0.6 8.0 78 7 7 7 Ng 32°E See Fig. 2
BR2 0.070 0.080 0.010 0.6 8.0 78 7 7 7 Ng 21°E See Fig. 2
HU 0.100 0.190 0.090 0.38 5.0? 72 7 7 7 Ng 39° E See Fig. 2

R O l 0.165 0.191 0.026 0.5 2.4 29.4 7 7 7 Ng 33° E
In th e  center 

of R obertson  I

LAI 0.135 0.345 0.210 0.25 0.35 42.3 7 7 7 Ng 50° E 5 km  SW  of 
Larsen N unatak

РБ1 0.105 0.119 0.014 0.25 2.7 26.7 7 7 7 Ng 40°E 5 km  NE of 
Pedersen  N unatak

FA l 0.270 0.312 0.042 0.25 2.5 44.5 7 7 7 Ng 36° E
6 km  E ast of 

th e  coast

Remark:  Ng m eans n o rth  geographic
O n e a r th  w ithou t snow: M A I, M A2, B R I, BR2, H Il
O n e a r th  w ith  snow: R O l
On B arrie r of Larsen, over snow: L A I, P E l ,  FA l
B rine Layer: 1: D epth  of th e  to p  of th e  B rine Layer; 2: D ep th  of the  b o tto m  of th e  B rine Layer; 3: Thickness of th e  B rine Layer; 4: Resistivity of 
th e  B rine Layer
In te rca la ted  C onductive Layer: 5: D ep th  of th e  to p  of th e  I.C .L.; 6: D ep th  of th e  b o tto m  of the  I.C .L.; 7: Thickness of th e  I.C .L.; 8: Resistivity 
o f th e  I.C .L.
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with the soundings of Brandy BRI and BR2 and Larsen LAI — RE dots in Fig. 
9. We add 0.270 km of ice barrier at 2000 ohmm +  0.042 km of sea water at 0.25 
ohmm. We see a layer combination analogous to that for the Pedersen site, but with 
a sedimentary thickness of only 2.5 km. The top of the ICL appears at a depth of
44.5 km (Table II, Fig. 7 and Table IV). The curve FAI, full line (Fig. 9), is the 
tectonic unidimensional interpretation. The direction is Ng 36° E, parallel to the 
axis of the local syncline and also parallel to the Peninsula Coast (Rhomin). We 
must be careful because the site is not far from a cape of the coast and perhaps a 
“cape effect” perturbation has modified the true position of the sounding curves.

Now, we see in Fig. 7, that it is possible to connect for Section II between 
the Robertson Island and the Larsen Barrier sites results, as we have done for 
Section I. But in this Section II, only the Lower Cretaceous + Upper Jurassic (?) 
is observable. The thickness of the ice barrier at Larsen is in general agreement 
with the values given by Skvarka (Del Valle et al. 1983c). We see a variable sea 
water depth, and also the mean top of the ICL: 36 km, with great dispersion, half 
in depth as at Section I: 78 km with a slight dispersion. We must try to understand 
the relatively high dispersion of the depth values for the top of the ICL in Section 
II results considering that:

1. The Marambio soundings were made relatively easy at the base.

2. The James Ross soundings were made with helicopter support, giving a good 
access to equipment at the soundings sites.

3. The Section II soundings were made first using airplanes, then an itinerant 
column of tractors and sledges with a minimum load of equipment, the people 
walking on the snow. In these conditions of work, it is difficult to do as a high 
quality work as at the former sites of Section I.

Section I and Section II remark: it seems in conclusion that these approaches 
are no fantasy because we stay between the limits of reality: integrated conductivity 
on the one hand and thickness of the Larsen Barrier given by Skvarka, on the other 
hand by Del Valle et al. (1983).

Remarks

Here, I give a list of the names of the 22 engineers and scientists that have, 
worked with me in the Antarctic Peninsula, in the analysis, in the inversions and 
in the interpretation of the results: see Table V.

The historic fact that has permitted us to carry out this research, going on 
for already 15 years, or better said, the genesis of this “Scientific Andventure” , 
was the acceptance of my suggestion by Capitan de Navio, don Roberto Manuel 
Martinez Abal, Director of the Argentine Antarctic Institute, to do MT research in 
the Antarctic Peninsula, on November 12th of 1976, in his office at Buenos Aires 
(from 1-79 to 10-93).
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T a b le  V . L ist of th e  22 a u th o rs  th a t  have co n trib u ted  w ith  m e in th e  e lectrom agnetic , electric  
and  seism ic s tu d ies in  th e  NE final p a r t  of th e  A n ta rc tic  Pen insu la

E n riq u e  B o n to tta  (1) M arcelo Keller (3)
E n riq u e  B u k  (2) S a tu rn in o  Leguizam ón (5)
B ib ian a  C astig lione (1) A rtu ro  Nicolas M aidana  (1)
A rtu ro  C o rte  (2) M anuel Jesus M am ani (1)
R odolfo  D el Valle (3) Francisco M edina (3)
Jose D em icheli (4) C arlos Em ilio M oyano (1)
M aria  T rin id ad  Diaz (3) M iguel M unoz (6)
Jose M iguel Febrer (3) Jorge N unez (3)
N esto r F o u rcade  (3) Alvaro P e re tti (3)
Ju a n  C arlos Gasco (4) M aria  C ristina  Pom posiello  (7)
H oracio Irigo in  (4) Jorge Venencia (1)
(1) CRICYT-IIACE-GEOFISICA, Casilla de Соггео 131, 5500 Mendoza, Argentina
(2) CRICYT-GEOCRIOLOGIA, Casilla de Correo 330, 5500 Mendoza, Argentina
(3) Instituto Antartico Argentino, Cerrito 1248, 1010 Buenos Aires, Argentina
(4) Centro Espacial de San Miguel, Avenida Mitre 3100, 1663 San Miguel, Argentina
(5) Departamento de Sensores Remotos, ПАСЕ, Casilla de Correo 131, 5500 Mendoza, 

Argentina
(6) Departamento de Geológia y Geofisica, Universidad de Chile, Casilla 2777, 

Santiago, Chile
(7) Centro de Investigaciones en Recursos Geologicos, CONICET, Ramirez de Velazco

847, 1405 Buenos Aires, Argentina____________________________________________

C o n clu sio n s

The MT results below Seymour Island and James Ross Island — Section I — are 
very interesting: we see a sedimentary basin with a thickness of about 6 km below 
the two islands cited. On the other hand, for Section II, the 80 km long profile (4 
sites) shows a regular sedimentary thickness of about 2.5 km, exept for the Larsen 
site. An important fact common to the two regions studied is the content of the 
basin composed of a relatively resistive upper layer underlain by a very conductive 
layer (2 ohmm). It is provisionally proposed, that the contact between these two 
resistive layers could be the contact between the Lower and Upper Cretaceous. If 
this turns out to be true, it will be possible to follow this contact towards NE of 
the Antarctic Peninsula by the magnetotelluric method, eventually on icebergs and 
on ice-pack using the W method as is described by Del Valle et al. (1988), Fournier 
et al. (1989, 1992).

There is an intermediate conductive layer (ICL) below Seymour Island extending 
from 78 to 100 km depth and having a true resistivity of 7 ohmm. Below James 
Ross Island, the top of this ICL is at 78 km depth, without knowing its content. 
But for Section II, the top of this ICL is found at a depth of 36 km in average for the 
four MT sounding sites located over Robertson Island and on the Larsen Barrier.

We have also confirmed the existence of a brine layer below the permafrost that 
exists on the top of Seymour and James Ross Islands, and probably also below 
Robertson Island, depending on the thickness of the glacier ice cover, that is not 
present on the top of the two first islands already cited.
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A k n o w le d g e m e n ts

I am indebted to each of the 22 scientists and engineers who have participated with me 
in these expeditions in the Antarctic Peninsula, in the analysis, in the inversions and in 
the interpretation of the results giving me the opportunity to do this synthesis, see Table 
V.

T he analysis and ID and 2D inversions were made using six different computer centers 
belonging to three countries:
1) Argentine Antarctic Institute, Buenos Aires, Argentine,
2) Geophysical Center of Garchy, Garchy, France,
3) Air Force Spatial Center of San Miguel, San Miguel, Argentine,
4) Computer Center of the IN PE, Sao Jose dos Campos, Brasil,
5) Computer Center of the Argentine Air Force, Buenos Aires, Argentine,
6) Computer Center of the CRICYT (CONICET), Mendoza, Argentine.

We are indebted to each of these six computer centers for permitting us to do the 
analysis of the records coming from the field and inversions for the interpretations.
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H YPOCENTER DETERMINATION OF LOCAL 
EARTHQUAKES USING GENETIC ALGORITHM

I B o n d a r 1

[Manuscript received January 13, 1994]

G enetic  a lg o rith m s belong  to  th e  class of g lobal op tim iza tion  tech n iq u es. U n
like local, d e te rm in istic  techniques, such as th e  least squares m ethods, th e y  req u ire  
no  derivative  in fo rm atio n  b u t  use only m isfit fu n c tio n  evaluations, th u s av o id ing  th e  
lin ea riza tio n  of th e  p ro b lem . G enetic a lgorithm s s ta r t  from  a  random ly chosen  p o p u 
la tio n  of b in ary  co ded  m odel pa ram ete r sets a n d  use  p robabilistic  tra n s it io n  ru les  to  
gu ide th e  search. M odels w ith lower m isfit values a re  rep roduced  an d  m a te d  by th e  
genetic  o p e ra to rs  se lec tion , crossover and  m u ta tio n  w ith  h igher p ro b ab ilities , while 
p o o re r m odels te n d  to  d ie  off, analogously to  th e  p rincip le  of the  survival o f th e  fit
te s t in  biological ev o lu tion . Since the  a lg o rith m  evaluates the  objective fu n c tio n  from  
m an y  p a r ts  of th e  sea rch  space it is no t likely to  get trap p e d  in to  a  local m in im u m , 
b u t  p roduces n e a r o p tim a l solutions. T he averaged  resu lts  of re p ea te d  r im s o f th e  
a lg o rith m  provides a  ro b u s t estim ate  for th e  g lobal op tim um .

We app lied  th e  g en etic  a lgorithm  to localize th e  hypocen ters of local e a rth q u ak e s , 
so th a t  th e  ob jec tive  fu n c tio n , the  weighted RM S trave l tim e residual is m in im ized . 
In  o u r im p lem en ta tio n  th e  search space includes th e  hypocenter co o rd in a te s  an d  
th e  c ru s ta l velocity m odel param eters, th u s allow ing th e  jo in t inversion o f velocity  
m odel p a ram ete rs  w ith  th e  hypocenter lo ca tio n . T h e  power of genetic  a lg o rith m  
is illu s tra te d  on  two exam ples, a  dynam ite  explosion  event w ith know n h y p o c en te r  
a n d  som e events se lec ted  from  the  earthquake  sequence of 1985, B erh ida , H ungary . 
T h e  resu lts  show th a t  genetic  a lgorithm  can  p e rfo rm  b e tte r  th an  an  ite ra tiv e  m a tr ix  
inversion  th a t  requ ires a  good s ta rtin g  m odel.

K e y w o rd s :  B e rh id a  earthquake; explosion seism ology; genetic a lg o rith m ; h y p o 
cen ter; ro b u st e s tim a tio n ; seismology

In trod u ction

The most commonly used techniques in hypocenter determination are the va
riants of the least squares method. These are local methods that strongly rely on 
using local information on the gradient of the objective function in order to im
prove the starting model in an iterative fashion (Lee and Lahr 1975, Klein 1978, 
Lienert et al. 1986). Therefore their success depend on the initial guess regarding 
the hypocenter location. If the starting model is far from the global minimum, 
local methods are prone to get trapped in a local minimum. Moreover, they need a 
reliable velocity model of the underlying Earth structure, as well.

1 Seism ological O bservatory , G eodetic  and  G eophysical R esearch In s ti tu te  o f th e  H ungarian  
A cadem y of Sciences, H -1112  B u d ap est, M eredek u . 18, H ungary
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Stochastic global search methods, such as Monte Carlo methods, simulated an
nealing and genetic algorithms require no derivative information, thus avoiding the 
linearization of the multiparameter non-linear optimization problem. They use ran
dom processes to search the model space and to find better models.

Both simulated annealing and genetic algorithms have their analogies in natural 
optimization systems, i.e. in thermodynamics and biological evolution. Compari
sons of the two methods can be found in Davis (1990), Ackley (1990) and Sam- 
bridge and Drijkoningen (1992). The superiority of genetic algorithms over the 
Monte Carlo method, which is a memoryless random walk over the model space, is 
shown by Sambridge and Drijkoningen (1992). Stoffa and Sen (1991) describes a 
combination of simulated annealing and genetic algorithms applied for inversion of 
plane-wave seismograms.

The primary development of genetic algorithms and their theoretical background 
is originated from Holland (1975). Genetic algorithm research is a rapidly evolving 
field of artificial intelligence and has already found many scientific and engineering 
applications. More recent summaries of the field have been given by Goldberg 
(1989) and Davis (1990).

Genetic algorithms differ from traditional optimization and search techniques 
in several ways. They use probabilistic transition rules to guide the search, not 
deterministic ones; they search from a population of models; they work with binary 
coded model parameters formed into bit-strings that are often called chromoso
mes, analogously to natural genetics, not the parameters themselves; and they use 
objective (fitness or cost) function information, not derivatives or other auxiliary 
knowledge. These algorithms are based on the principle of “survival of the fittest” 
by using some simple genetic operators: selection, crossover and mutation.

G en etic  algorithm s

Genetic algorithms start with a randomly chosen population of models. The 
model parameters are coded as binary strings and the resulting bit-strings are con
catenated to build up a chromosome, which is considered one instant of the model 
space. For each model parameter we define a pair of bounds, a,- and 6,-, such that 
ai < %i < bi and a resolution interval Д,-, such that

Ni = 2 l ‘ - l  = (1)Ai

where Ni denotes the number of discrete values of the ith model parameter, and l{ 
stands for the length of the bit-string (i.e. the number of bits in the string) on which 
the model parameter within the given range and resolution can be represented. 
When all bits in the string are zero, the lower bound ai, if all bits are one, the 
upper bound bi is represented (see Fig. 1). Each model parameter can have different 
search ranges and resolution, which in most problems can be chosen a priori. If we
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have M  model parameters, the discrete model space will contain

M
М = (2)

i—i

models.

* * * ~ T ~ F * * 1 I F * F 1
0 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 1 0 0 1 — а,+Д„. ,а,+ Д|, ...,аЯ1+Дм

0 0 1 0 0 1 0 0 1 0 —• 3|̂ 2A

1 1 1 1 1 1 1 1 1 1 ■* b|,...,bi,...,bM

CROSSOVER

MUTATION

1 0 1 0 1 1 0 - 1 0 1 0 0 1 0

Fig. 1. G enetic  a lgo rithm s work w ith  b inary  coded m odel p a ram ete rs, n o t th e  p a ra m e te rs  th em 
selves. T h e  m odel p a ram ete rs  a re  coded  in to  a b it s tr in g  betw een the  lower b o u n d  a,  a n d  u p p e r 
b o u n d  6; linearly  w ith  reso lu tio n  Д , , an d  co n ca ten a ted  yielding a  “chrom osom e” (u p p e r) . T he 
genetic  o p e ra to r  crossover m ates  two chrom osom es to g e th e r by  exchanging b its  ( ita lic )  to  th e  righ t 
of th e  ran d o m ly  selected  crossover position . T he re su lt is two offsprings th a t  in h e rit  in fo rm atio n  
from  b o th  p a ren ts  (m iddle). M u ta tio n  is the  ra n d o m  change of a  b it (ita lic ) in  a  chrom osom e 
(lower)

The objective function (called fitness function in maximization or cost function 
in minimization problems) is evaluated for each member of the population, and 
models are selected for reproduction based on their fitness values.

The simplest selection method, stochastic sampling, defines the probability of 
selection for the kth model parameter vector m* = mk(xi,X2, .. . , i m ) as the ratio
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of the model’s fitness value to the sum of all fitness functions:

P>{mk) = Ф(тк)
E  Ф{™к)
к- 1

Ф{тк)
T^avg ( 3 )

where n is the size of population. In minimization problems the probability of 
selection using the cost function is defined as

Ps(rnk) = ^max -  ф { т к ) (4)

The selection process is continued until n models have been chosen for reproduc
tion. In our implementation however, we use a more advanced selection method, 
called stochastic remainder selection without replacement (Goldberg 1989). In this 
selection procedure the expected count of each model is determined as described 
above, but each model will be replicated in direct proportion to the integer part of 
its expected count, while the fractional part is used as an additional probability for 
selection.

The selection procedure ensures that the more successful models with higher 
fitness or lower misfit values will survive and reproduce themselves at the expense 
of poorer models, while below average models will tend to die off in the subsequent 
generations, analogously to the principle of the survival of the fittest.

After the selection process was finished, the selected models are paired together 
randomly to produce n/ 2 couples of parent chromosomes. Each parent is subjected 
to the crossover (partial bit exchange) with its mate with a specified crossover 
probability Pc. If crossover is to occur, a crossover site is selected randomly along 
the bit-string, and two offsprings are created by exchanging the bits to the right of 
the crossover position (see Fig. 1). If the couple is not selected for crossover, the 
parents propagate to the next generation of the population unaffected.

The members of the offspring population are then subjected to the third genetic 
operator, the mutation step. Any bits of the chromosomes can change its parity 
(Fig. 1) with a specified mutation probability Pm.

The resulting new generation of chromosomes are evaluated, reproduced and 
mated over and over again, until a specified generation count is reached, or the 
population becomes homogeneous, i.e. the average misfit value approaches the 
minimal misfit in the population.

The three basic genetic operators play different roles in the algorithm. The 
reproduction step ensures the survival of the fittest from generation to generation 
via the selection mechanism. However, if the population size is too small, the 
problem of premature convergence may arise. This could happen when the initial 
population contains an extraordinary individual being close to a local extremum in 
the model space, which has a relatively high fitness value compared to the other 
members of the population. The above average individual would be reproduced by 
the selection process more frequently then its middling colleagues, and soon would 
take over a significant proportion of the later generations. The undesirable effect
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of premature convergence can be avoided by scaling the fitness function (Goldberg
1989), or by simply increasing the population size.

The crossover operator is responsible for the mixing and sharing of information 
between the members of population (for more sophisticated crossover operators see 
Booker 1990).

Mutation can be considered as a background process, aiming to maintain the 
genetic diversity in the population, which would otherwise be exhausted by the 
previous two steps, and occasionally to introduce new genetic material. However, 
mutation probability should be kept low (Goldberg (1989) recommends Pm£/L, 
where L is the length of chromosomes), otherwise the algorithm becomes similar 
to a random walk over the search space, destroying the beneficial effects of the 
reproduction and crossover steps.

The robust searching features of genetic algorithms are attributed to the way 
the “schemata” are processed (Holland 1975). The schema is the term used to 
describe classes of strings with common set of elements. For example, consider the 
schema H  =  1 * *1 * 0, where the asterisk is the “don’t care symbol” , i.e. * can 
represent either the value 1 or 0. Strings belonging to the region of the search space 
designated by a schema (often called hyperplane) are the instances of that schema, 
e.g. the string 110100 is an instance of the above defined schema. Every string of 
length к is an instance of exactly 2 k distinct schemata.

The schemata can be characterized by two properties: schema order and defining 
length. The order of schema H , denoted by o(H) is the number of fixed positions 
present in the template, while the defining length of a schema H , denoted by 6 (H), is 
the distance between the first and last specific string position. In the example above, 
the schema H = 1**1*0 has defining length 6 (H) = 5 and order o(H) = 3. Using 
these notations, the expected number of copies for a particular schema in the next 
generation under reproduction, simple crossover and mutation can be calculated. 
The fundamental theorem of genetic algorithms (Goldberg 1989) states that the 
expected count m, of a schema H at iteration t +  1 is bounded by the expression

m(H, t + 1) = m(H, t)
‘'avg

(5)

where <j>, is the average fitness of all the strings in the population which are the 
instances of schema H . The theorem shows that schemata with above average 
performance, low order and short defining length will be sampled at exponentially 
increasing rates. Holland (1975) has estimated that the number of beneficially 
processed schemata at each generation is of the order n3, despite the processing of 
only n chromosomes at each iteration. This feature, commonly referred as implicit 
parallelism, causes the genetic algorithm to explore the search space and exploit the 
highly fit models in a highly parallel fashion.

However, while the theory indicates sampling rates and search behaviour in the 
limit, any implementation uses a finite population of models. Estimates based on 
finite samples inevitably have a sampling error associated with them. Repeated ite
rations compound the sampling error and lead to search trajectories much different 
from those theoretically predicted (Booker 1990). Moreover, the convergence of the

A cta  Gcod. Gcoph. H ung .  29, 1994



4 4 IB O N D Á R

algorithm to the global optimum of the objective function is not guaranteed. But, 
since the algorithm evaluates the objective function from many parts of the search 
space in parallel, it is not likely to get trapped into a local extremum when proper 
choice is made of the size of the population and probabilities of crossover and mu
tation. Genetic algorithm performs well even in problems intentionally designed to 
deceive the algorithm (Goldberg 1990), which indicates that genetic algorithms are 
not easily misled.

H ypocenter d eterm in a tio n  u sing  g en e tic  a lgorithm

For the determination of the hypocenter of an earthquake we use the first P and 
S (if available) arrivals at a number of stations. The stations are given by their 
coordinates (latitude, longitude, elevation) and delay times. The underlying crustal 
model is assumed to consist of horizontal, homogeneous layers over a homogeneous 
halfspace.

The multiparameter search space is built up from the hypocenter coordinates 
(latitude, longitude and depth) and the crustal model parameters (layer thicknesses, 
P velocities and P/S velocity ratios). The inclusion of crustal model parameters in 
the search space allows us to improve the underlying velocity model simultaneously 
with the determination of the hypocenter. However, any of the parameters can be 
fixed to a specified value, thus disabling its involvement in the search space. For 
example, in case of explosions or quarry blast, where the hypocenter coordinates 
are known, the method can be used to fine tune the velocity model. Each variable 
parameter is defined by a pair of bounds and a resolution interval. The bounds are 
automatically adjusted, so that equation (1) is satisfied.

Our objective is to minimize the root mean square of the weighted travel time 
residuals over the stations:

E  (w jTres,)2
Ф =  --------  (6)

E  wli—\
where N  is the number of stations, w, denotes the applied weights, and Très is the 
travel time residual at a station. The travel time residual is defined as

Très — Tobs — Teal — Tdel (7)

where Tobs is the observed arrival time, Teal is the calculated arrival time and Tdel 
denotes the station delay time.

The weights in the objective function are defined as a product of three indepen
dent weights: the first one describes the reading quality of the phase, which can 
be 0, 0.25, 0.5, 0.75 or 1; the second is a residual weight which ensures to weight 
down stations with large residuals; and the third one weights down the more distant 
stations. The residual and distance weights are determined dynamically during the 
run, similarly to that of the HYPOINVERSE program (Klein 1978).
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Fig. 2. M ean crusta l velocity m odel (solid line) of th e  explosion November, 1990 a n d  s ta n d a rd  
e rro r ran g es (dashed  lines) co m p u ted  from  th e  resu lts  of 50 ru n s  of th e  genetic a lg o rith m

In order to evaluate the objective function, each chromosome in the population 
is decoded one by one to get an instance of parameter values in the model space. 
The travel times of the direct wave and all possible refracted waves under the 
parameter values (i.e. hypocenter coordinates, layer thicknesses, P and S velocities 
represented by the chromosome) are computed and the first arrivals are determined 
for each station. The S waves are considered pseudo-P waves in the computation.

Since no closed formula exists to determine the travel time of the direct wave 
from a focus deeper than the first layer, we use an iterative method to find the 
raypath between the focus and the stations by changing the angle of emergency 
from the focus. The iteration is stopped when the ray hits the station within a 
specified precision (usually 1 meter).

As we allow the inclusion of velocity model parameters in the search space, such 
velocity models may be generated that neither direct wave, nor refracted waves can 
reach a station. If this situation occurred, the chromosome representing that model 
is discarded and replaced by the best individual from the previous generation. If 
no individuals were discarded in the population then the worst solution, i.e. the 
individual having the largest RMS residual in the population is replaced by the
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LONGITUDE E

F ig . 3. E picenter e stim a te s  fo r th e  explosion event N ovem ber, 1990. M edian (square) a n d  m ean  
(c irc le) epicenter lo ca tio n  w ith  s ta n d a rd  errors c o m p u ted  from  50 runs an d  th e  tru e  ep icen te r 
( s ta r )  are  shown

best solution from the previous generation, which speeds up the convergence of the 
algorithm.

After the objective function was evaluated for each chromosome in the popula
tion, the individuals are ready to reproduced and mated by the genetic operators 
to make up the next generation.

When the algorithm finishes, the parameters of the best solution during the run,
i.e. the model parameters (hypocenter coordinates and crustal model parameters) 
that yielded the smallest RMS travel time residual are reported. The origin time 
of the earthquake, the largest azimuthal gap between the stations, as well as the 
epicentral distances, epicenter-station azimuths, emergence angles from the focus, 
applied weights, travel times and travel time residuals regarding the best solution 
for each station are also reported.

R esu lts

In the followings we demonstrate the performance of the genetic algorithm on 
two examples: an explosion and a shallow earthquake in Hungary.

On 20 November, 1990, 15:00:55.63 (GMT) 200 kg of dynamite w e i s  exploded 10 
meters below the surface in the vicinity of Paks nuclear power plant, Hungary, in 
order to determine the structural response of the plant against seismic waves (Mónus 
and Szeidovitz 1991). The shotpoint w e is  located at 46.5533N, 18.8672E and two 
permanent and five temporal (installed just for this purpose) stations recorded the 
event.
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Fig . 4. H isto rica l seism icity in  th e  region of B erh ida , H ungary. P rio r to  th e  1985 e a r th q u a k e  
sequence som e 700 earth q u ak es were felt along th e  K om árom -B alatonkenese Une (so lid  lin e ) since 
1599. O n ly  th e  ep icenters o f th e  largest events are  show n

Since the hypocenter coordinates are known, we used first the genetic algorithm 
to fine tune the crustal model parameters. Table I lists the input parameters for 
the algorithm. In each run we computed 50 generations with Pc = 0.66 crossover 
probability, Pm = 0.0192 mutation probability and 50 members in each population. 
The length of chromosomes were 52 bits, thus defining some 4 ■ 1015 discrete models 
in the search space. Table II shows the best solution over the 50 runs of the program. 
Note, that it determined the origin time of the explosion as 55.624 s, which is in 
excellent agreement with the true origin time. The mean values and standard error 
ranges of the crustal model parameters computed from the results of the 50 runs 
are shown in Fig. 2.

In the next step we executed the program 50 times again with the same input 
values, but now the crustal model parameters were fixed to the mean values obtai
ned from the previous experiment and the hypocenter coordinates are allowed to 
vary, so that we could see how precisely the genetic algorithm approaches the true 
hypocenter. The hypocenter coordinate bounds were chosen as 45.6809-47.3193N, 
16.6809-18.3193E and 0.001-1.025 km with 0.0001°, 0.000Г and 0.001 km resolu
tion steps for the latitude, longitude and focal depth, respectively. The latitude and 
longitude ranges define a quite big area (more than 20000 km2), which makes the 
localization of the hypocenter more difficult for the genetic algorithm. With these 
bounds and resolutions the search contained some 3 • 1011 discrete models.

Table III shows the best solution over 50 runs of the program. The epicenter
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T a b le  I. In p u t p a ra m e te rs  for genetic a lg o rith m  20 N ovem ber 1990 explosion even t

No. sta tio n V (°N )
S tation  p a ram e te rs  

Л (°E ) h  (km ) de lay  (s ) P  arrival (s) P  weight
1 PA К 46.5718 18.8439 0 0 56.700 0.75
2 MMA 46.5188 18.8492 0 0 57.160 0.75
3 SZI 46.6084 18.8840 0 0 57.810 1.00
4 UZD 46.5911 18.5804 0 0 60.400 0.50
5 GYA 46.6913 18.7734 0 0 60.430 0.75
6 MEV 46.1135 18.1123 0 0 68.700 0.75
7 PSZ 47.9194 19.8944 0.94 0 89.200 0.50

C ru sta l velocity m odel p a ra m e te rs
No. lay er th ickness (km) P  velocity (k m /s)

m in m ax resolu tion b its m in m ax reso lu tion b its
1 0.50 0.81 0.01 5 1.64 2.27 0.01 6
2 1.70 2.01 0.01 5 3.63 4.27 0.01 6
3 17.30 17.94 0.01 6 5.94 6.58 0.01 6
4 10.80 11.44 0.01 6 6.24 6.88 0.01 6
5 — - - 7.68 8.32 0.01 6

T a b le  I I . Best so lu tio n  over 50 runs of genetic  a lg o rith m  w ith  fixed h y p o cen te r coor
d in a te s , 20 N ovem ber 1990 explosion event

S ta tion  p a ram e te rs
No. s ta tio n d is tan ce

(Ion)
azim uth

n
em ergence 
angle (° )

P  travel 
tim e  (s)

P  residual 
(s) weight

P

1 PAK 3.11 339.28 90.18 1.370 -0 .2 9 5 0.750
2 MMA 3.81 180.00 38.71 1.603 -0 .0 6 7 0.750
3 SZI 6.22 10.00 38.71 2.267 -0 .0 8 2 0.999
4 GYA 16.90 335.29 20.44 4.183 0.623 0.742
5 UZD 22.34 280.96 20.44 5.018 -0 .2 4 2 0.490
6 MEV 75.82 230.11 20.44 13.248 -0 .1 7 2 0.536
7 PSZ 170.55 26.67 20.44 28.210 5.366 0.019

C ru s ta l velocity m odel a n d  focus p a ram ete rs  
No. th ickness (km ) P  velocity (km /s)_____________focus pa ram ete rs

1 0.81 2.27
2 2.01 3.63
3 17.63 6.50
4 11.36 6.74
5 oo 8.07

la t i tu d e  (°) 46.5533N
lo n g itu d e  (°) 18.8672E
d e p th  (km ) 0.01
o rig in  tim e  (s) 55.624
rm s re sid u al (s2) 0.095
a z im u th a l gap (0 ) 153.33

location estimates of the 50 runs, as well as the true epicenter, the median and the 
mean epicenter with its error ranges are shown in Fig. 3. Although there are some 
poorer solutions, the genetic algorithm robustly localized the epicenter: either the 
median or the mean estimate for the epicenter location falls within 0.01° distance 
away from the true epicenter. The focal depth estimations are a bit poorer, the best 
solution gave 176 m for the focal depth, while the averaged depth estimate over the 
50 runs is 320 m with 262 m standard error.
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T a b le  I I I .  B est so lu tion  over 50 runs of genetic  a lg o rith m  w ith fixed c ru s ta l velocity  
m o d e l p a ram ete rs , 20 N ovem ber 1990 explosion event

S ta tio n  p a ram e te rs
No. s ta tio n d istance

(km )
azim uth

(°)
em ergence 
ang le  (°)

P  travel 
tim e (s)

P residual 
(s) weight

P

1 PAR 2.20 0.00 94.57 0.998 -0 .2 9 2 0.750
2 MMA 3.81 180.00 37.40 1.559 -0 .3 9 3 0.750
3 SZI 6.22 18.38 37.40 2.222 -0 .4 0 5 1.000
4 GYA 16.31 339.34 19.92 4.031 0.405 1.000
5 UZD 21.10 280.97 19.92 4.768 -0 .3 6 2 0.500
6 M EV 75.11 229.40 19.92 13.089 -0 .3 8 3 0.749
7 PSZ 170.88 27.03 19.92 28.242 4.964 0.198

C ru sta l velocity m odel a n d  focus p a ram eters 
N o. th ickness (km ) P  velocity (k m /s )  focus param eters

1 0.801 2.211
2 2.003 3.640
3 17.616 6.491
4 11.115 6.577
5 oo 7.980

la t i tu d e  (°) 46.5553N
lo ng itude  (°) 18.8522E
d e p th  (km ) 0.176
orig in  tim e (s) 55.994
rm s residual (s2 ) 0.388
a z im u th a l gap (0 ) 152.97

T a b le  IV . Events used  in  co m p u ta tio n  from 
th e  earth q u ak e  sequence B erh id a , H ungary

event d a te  (y r -m o -d y  h :m )
1 85-08-15 04:13
2 85-08-15 04:16
3 85-08-15 04:18
4 85-08-15 04:28 (m ain  shock)
5 85-08-15 04:44
6 85-08-15 05:29
7 85-08-15 08:58
8 85-08-15 09:05
9 85-08-15 09:54

10 85-08-15 10:53

Our next example is one of the largest earthquakes in Hungary that has taken 
place in this century. The earthquake of magnitude Mj = 4.7 (NEIC, ISC) occurred 
in the western part of the Pannonian Basin near Lake Balaton on 15 August, 1985, 
4h 28m (GMT). The shock caused moderate damage in the Berhida-Peremarton 
epicenter region and slight damage was reported from Budapest, too. The quake 
was felt throughout western Hungary and southwestern Slovakia. It was also felt at 
Zagreb, Croatia and in Burgenland and at Vienna, Austria. The maximum intensity 
has been estimated VII on the MSK-64 scale. Tóth et al. (1989) have determined 
the focal mechanism as strike-slip faulting with nearly horizontal compressional 
stress axis oriented E-W.

Earthquakes in the Pannonian Basin are mostly crustal events, sometimes fol-
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Fig . 5. E p icen te r e stim a tes fo r th e  10 events selected fro m  th e  1985 B erh ida  earth q u ak e  sequence. 
T h e  ep icen te rs  were co m p u ted  50 tim es for each event

lowed by a series of aftershocks. The relatively strong earthquake at Berhida, 15 
August, 1985 was preceded by 3 foreshocks and followed by 29 aftershocks with a 
magnitude greater than 3.0. A large number of aftershocks occurred in the area 
after the major shocks — at least 226 aftershocks were identified from 15 August, 
1985 to 30 July, 1986.

Berhida lies just on the Komárom-Balatonkenese line which is well-known for its 
relatively high seismicity. Prior to the 1985 Berhida earthquake sequence, some 700 
earthquakes were felt along this line since 1599 (Zsíros et al. 1988). The epicenters 
of the largest events are shown in Fig. 4.

We determined the hypocenter of the 3 foreshocks, the main shock and 6 after
shocks. The events taken into consideration are listed in Table IV. The program 
was executed 50 times for each event, so that statistics could be computed on the 
results. The population size and the number of generations were 50 again, the
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Fig . 6. M ean  c ru s ta l velocity m odel (solid line) of th e  1985 B erh id a  events w ith s ta n d a rd  e rro r 
ranges (d a sh ed  lines) com puted  from  th e  resu lts of 500 re p ea te d  runs

T a b le  V . C ru s ta l velocity m odel p a ram e te r and  h y p o cen te r c o o rd in a te  ranges for B e rh id a  even ts

C ru sta l velocity m odel p a ram ete rs
No. layer P  velocity (k m /s)  V p /V s  velocity ra tio

thickness m in m ax res. b its m in m ax res. b its
1 20.0 4.97 6.25 0.01 7 1.59 1.75 0.01 6
2 11.0 5.94 7.22 0.01 7 1.67 1.82 0.01 6
3 oo 7.39 8.67 0.01 7 1.71 1.86 0.01 6

la t i tu d e  (°N )
Source p a ram ete rs  

longitude (°E ) focal d e p th  (km )
m in  m ax res. b its m in m ax res. b its m in m ax res. b its

46.94 47.58 0.01 6 17.94 18.57 0.01 6 3.0 9.4 0.1 6

crossover and mutation probability were chosen as Pc =  0.66 and Pm =  0.0196, 
respectively. The same source coordinate and crustal model parameter bounds and 
resolution were taken for all of the events, as shown in Table V, so the search space 
contained some 2 • 1015 discrete models for each event.
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T a b l e  V I .  C om parison o f gen etic  a lgorithm  resu lts w ith  h y p o c e n te r  estim ates of d ifferen t agencies 
fo r B e rh id a  events

even t agency d a te seconds V (°N ) > (°E) h  (km )
1 CSEM 8 5 -0 8 -1 5 14 .53 i0 .22 4 7 .0 9 i0 .0 2 1 8 .0 2 i0 .0 3 10.

NEIC 4:13 12.0 47.0 18.1 15.
ISC 1 2 .8 i0 .8 7 4 7 .0 8 i0 .0 3 1 18 .0 3 i0 .0 5 9 . Í 7 .9
GA ll .7 4 i0 .5 6 4 7 .0 5 i0 .0 1 3 18 .09 i0 .012 5 .9 8 Í1 .8

2 CSEM 8 5 -0 8 -1 5 6 .8 9 Í0 .4 3 4 7 .1 4 i0 .0 4 18 .1 4 i0 .0 5 10.
NEIC 4:16 6.0 47.2 18.1 10.

ISC 5 .8 Í0 .6 0 4 7 .2 5 i0 .0 4 9 1 8 .2 3 i0 .064 10.
GA 5.15Í0 .619 4 7 .1 2 i0 .0 2 2 18 .1 4 i0 .0 2 3 7 .0 3 Ü .5

3 CSEM 8 5 -0 8 -1 5 2 6 .0 1 il .1 6 4 7 .3 5 i0 . l l 1 8 .1 9 i0 . l l 10.
NEIC 4:18 21.5 47.1 18.2 10.
ISC 2 5 .2 i0 .71 4 7 .3 6 i0 .0 1 2 17 .9 1 i0 .0 8 10.
GA 21 .61 i0 .564 4 7 .1 5 i0 .0 5 3 1 8 .1 8 i0 .0 6 6 .8 6 Í1 .4

4 CSEM 8 5 -0 8 -1 5 4 9 .4 3 i0 . l l 4 7 .0 7 i0 .0 1 18 .0 7 i0 .0 2 10.
NEIC 4:28 46.9 47.0 18.1 10.
MOS m ain 49.6 47.04 18.00 33.
LDG shock 51.3 47.0 18.0

HRVD 5 1 .9 Í2 .2 4 7 . l l i 0 .2 7 1 7 .9 i0 .1 8 10.
ISC 4 7 .4 i0 .1 3 4 7 .0 6 i0 .0 1 6 1 8 .01 i0 .019 10.
GA 46 .78 i0 .539 4 7 .0 5 i0 .0 1 1 18 .09 i0 .012 5 .4 8 Ü .7

5 CSEM 8 5 -0 8 -1 5 3 2 .8 7 i0 .3 7 4 7 .0 3 i0 .0 2 1 8 .1 0 i0 .0 4 10.
NEIC 4:44 31.4 47.0 18.1 10.
ISC 31 .0 Í1 .1 4 7 .0 6 i0 .0 3 4 1 7 .9 9 i0 .064 3 . Í 1 0
GA 30 .16 i0 .345 4 6 .9 9 i0 .0 1 1 1 8 .2 8 i0 .029 8 .5 1 Í0 .9

6 CSEM 8 5 -0 8 -1 5 19 .1 9 i0 .1 9 4 7 .1 0 i0 .0 2 18 .06 i0 .02 10.
NEIC 5:29 17.3 47.0 18.0 9.
MOS 17.4 46.95 18.28 33.
LDG 20.7 47.0 18.0
ISC 18.O i l . 6 4 7 .0 4 i0 .0 2 9 1 8 .0 1 i0 .039 1 1 .Í1 3
GA 16 .75 i0 .596 4 7 .0 5 i0 .0 1 0 18 .08 i0 .012 6 .3 2 Ü .8

7 CSEM 8 5 -0 8 -1 5 57 .1 2 i0 .5 6 4 7 .1 0 i0 .0 5 18 .1 3 i0 .0 4 10.
NEIC 8:05 55.9 47.1 18.1 10.
ISC 57.O i l . 9 4 7 .2 i0 .1 2 1 8 .li0 .1 2 1 0 .Í1 6
GA 56 .53 i0 .763 4 7 .1 6 i0 .0 1 7 1 8 .l l i0 .0 1 0 5 .8 3 Ü .8

8 CSEM 8 5 -0 8 -1 5 3 2 .9 1 i0 .6 4 4 7 .3 5 i0 .0 7 1 8 .2 i0 .0 6 10.
NEIC 9:05 28.7 47.1 18.2 10.
ISC 31.O i l . 6 4 7 .3 i0 .1 2 18.17 i0 .091 5 .Í1 2
GA 27 .85 i0 .308 4 7 .1 5 i0 .0 2 2 1 8 .1 4 i0 .018 4 .2 8 Í1 .3

9 CSEM 8 5 -0 8 -1 5 7.24Í0 .31 4 7 .0 1 i0 .0 3 18 .1 4 i0 .0 3 10.
NEIC 9:54 6.3 47.0 18.1 10.
ISC 6 .0 Í2 .4 4 7 .0 i0 .1 3 1 8 .li0 .1 3 4 . Í 1 8
GA 5.53Í0 .665 4 7 .0 1 i0 .0 2 8 18 .1 7 i0 .0 3 6 5 .3 6 Ü .8

10 CSEM 8 5 -0 8 -1 5 19 .12 i0 .44 4 7 .2 i0 .0 4 1 8 .0 1 i0 .0 6 10.
NEIC 10:53 16.0 47.0 18.0 10.
ISC 1 7 .4 i0 .3 7 4 7 .1 4 i0 .0 3 3 1 8 .0 5 i0 .0 5 3 10.
GA 1 8 .0 3 il.0 6 1 4 7 .1 7 i0 .0 4 1 1 8 .0 7 i0 .045 6 .4 4 Í1 .6

G A  refers to  genetic  a lg o rith m  estim ates, o th e r  d a ta  a re  read  from  ISC B ulle tin
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Fig. 7. M ean  ep icen ter loca tions for th e  1985 B erh id a  even ts w ith s tan d ard  e rro r ra n g es , each 
co m p u te d  fro m  50 re p ea te d  rim s

Figure 5 shows the computed epicenters of the events, while the mean values of 
the crustal velocity (P and S) parameters with their standard error bounds, which 
were computed from the results of the 500 runs can be seen in Fig. 6.

Figure 7 displays the averaged epicenters over the 50 runs and the standard 
error ranges for each event. The mean hypocenter depths of the events together 
with their error ranges are shown in Fig. 8. The obtained focal depth estimates 
indicate a rather shallow focus around 6 km deep in the crust, in accordance with 
the depth distribution of focuses in the Pannonian Basin (Zsíros et al. 1989).

D iscussion  and con clu sions

Genetic algorithms are a class of search algorithms that have been used in many 
optimization problems. The algorithm requires minimal information, i.e. it uses 
only the misfit function evaluations in controlling the search. It is independent of 
the details of the forward problem and needs no derivative information, but, owing

A cta  Geod. Geoph. H ung .  29, 1994



5 4 IB O N D Á R

О 1 2 3 4 5 6 7 8 9  10 11
_J______I______I______I_____ I_____ I____I ! I I I -  1 0  0

- 9 .0  

- 8.0 

- 7 .0  

- 6.0  

- 5 . 0  

- 4 . 0  

- 3 . 0

I I I I I I I I I 1 -2.0
0 1 2 3 4 5 6 7 8 9  10 11

EVENT

F ig . 8. Focal d ep th  estim a tes fo r th e  1985 B erhida even ts. M ean values (square) w ith  s ta n d a rd  
e r ro r  ra n g es  com puted  from  50 re p ea te d  runs are show n

to its implicit parallelism, is able to efficiently exploit information in the model 
search space and find near optimal solutions rapidly.

We recall here, that reproduction copies models according to their objective 
function values, i.e. the models with lower misfit values have higher probabilities 
of getting copied. Therefore, in the end of a genetic algorithm run the resulting 
population will contain many copies of one or more very good models that are close 
to the global minimum. Thus, by repeating the genetic algorithm with different 
initial random populations, we can acquire a set of good models that can be used to 
calculate the mean model and its standard error bounds, which provides a robust 
estimate for the global optimum.

We have shown that in the case of the 20 November, 1990 explosion event the 
mean hypocenter estimate computed from 50 repeated runs of the genetic algorithm 
provides an excellent solution for the true hypocenter.

For the 10 selected event from the 1985 Berhida earthquake sequence Table VI 
lists the mean hypocenter estimates obtained from the repeated runs of the genetic 
algorithm and the estimates given by international agencies as read from the ISC 
Bulletin. Figure 9 shows the epicenter estimates of the different agencies and the 
mean estimate obtained from the repeated genetic algorithm runs for the main 
shock, 15 August 1985, 4:28 that has been recorded by more than 300 stations
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Fig. 9. C om parison  of g en etic  a lgorithm  ep icen ter e s tim a te  for th e  1985 B erh ida  m a in  shock  w ith 
ep icen te r e stim a te s  of d ifferen t agencies. E rro r b a rs  a re  show n where they  are  av a ilab le

all over the world. The estimate given by HRVD seems to be an outlier, but the 
other estimates, including the genetic algorithm (labelled GA in the Figure) fall 
close to each other. Furthermore, comparing the various estimates in Table VI, it 
can be concluded that the estimates provided by the genetic algorithm are in good 
agreement with that of the international agencies, but in the case of focal depth 
estimations, genetic algorithm gives much more consistent estimates with definitely 
less variance than the agencies.
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RECENT HORIZONTAL DEFORMATION IN THE  
PANNONIAN BASIN M EASURED WITH  

EXTENSOMETERS

P  Va r g a 1 and T  Va r g a 2
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T h e  extensom etric  ne tw o rk  an d  th e  observed s tra in s  of th e  P a n n o n ian  B asin  
гиге described. D efo rm atio n  d a ta  are in te rp re ted  in  a  com parison  w ith  th e  s tre ss  
m easu rem en ts  o b ta in ed  w orldwide, in  E urope an d  in  H ungary.

K e y w o rd s :  d e fo rm ation ; extensom eter; P an n o n ian  B asin; sress-stra in  re la tio n

Introduction

High precision 10-9 — 10_ u  extensometric (strain) data have been used recently 
to study local tectonic conditions. Results of observations at stations equipped with 
such instruments are strongly influenced by local effects (e.g. topography, cavity). 
The interpretation of the data obtained from the network of such stations is difficult, 
because each single site equipped with strainmeters is differently disturbed by local 
effects. Nevertheless succesful experiments were made to use extensometric data 
for tectonic purposes in connection with seismicity in active areas (Latynina and 
Karmaleeva 1978, Agnew 1986). An attempt was realized to study the regional 
recent tectonic activity with strainmeters in an intraplate and “qutie” area in the 
Pannonian Basin (Varga et al. 1993). All strainmeter sites of this experiment 
were equipped with identical quartz tube extensometers operating under similar 
conditions and the equipment was maintained at every station in the same manner.

The main goal of the present study is to prove the objectivity of the extensome
tric data in terms of real geological processes. It was found that local extensometric 
observations have a comparable accuracy in regional interpretation to other methods 
of earth sciences.

S tress  and strain  fields o f  our p lanet, o f  E urope and o f  th e P a n n o n ia n
basin

The determination of the stress and strain fields is an important problem of geo
sciences. Stresses, deformations and movements are often regarded as a consequence 
of the processes in the Earth’s mantle.

1 G eo d e tic  an d  G eophysical R esearch  In s titu te  of the  H u n g arian  A cadem y of Sciences, H -9401 
S o pron , Р О В  5, H ungary

2E ö tv ö s  L oránd G eophysical In s ti tu te  of Hungary, H -1145 B u d ap es t, C o lum bus 17 -23 , 
H u n g a ry
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In the frame of a broad international cooperation (Zoback et al. 1989) the global 
features of the tectonic stress field were determined on the basis of earthquake focal 
mechanisms, well breakouts, in situ stress measurements (hydraulic fracturing and 
overcoring), studies of young geological deformational features. The stress regime 
of our planet can be characterized as follows (Zoback 1992)

—  in most places a uniform stress field exists throughout the upper brittle crust

—  the interplate regions are determined by compression in which the maximum 
principal stress is horizontal

—  active extensional tectonism can be observed in topographically high areas 
both on the continents and in oceanic areas.

It is remarkable that stress orientations together with the relative stress ampli
tudes are uniform over broad geological regions. There are different sources of the 
regional stress field with the common feature that they are connected to the plate 
tectonic activity (e.g. forces acting at the plate boundaries, viscous drag on the 
subducting slabs).

In Europe directions determined by shallow focus earthquakes are very coherent 
(Udias et al. 1989). A similar situation is valid in case of other methods of stress 
field detetmination. The regional patterns of the stress distribution in Europe show 
three regional areas (Miiller et al. 1992):

—  the maximum compressive horizontal stress (5#mlx) has a NW to NNW ori
entation in Western Europe,

—  a WNW-ESE 5 я ш»х orientation in Scandinavia with a large variability of 
Shmxx orientations

—  an E-W 5ятхх orientation and N-S extension in the Aegean Sea and Western 
Anatolia.

These different stress fields — based on 1500 stress orientation determinations 
— are the result of plate-driving forces acting on the boundaries of the Eurasian 
plate. An overview of the first results of stress determination in the Pannonian 
Basin was published in 1990 by Dövényi and Horváth.

The 5 ятхх directions in the Pannonian Basin can be related to the well known 
NW-SE direction of western Central Europe (Griinthal and Strohmayer 1992). A 
similar 5 ятхх orientation was described for Pribram (Czech Republik) (Peska 1993) 
and for different parts of Austria (Kohlbeck et al. 1980).

The scatter of 5 ятхх directions in the Pannonian Basin is considerable. The 
orientation distribution changes significantly from the NW-SE direction typical in 
the western part of the Pannonian Basin to the NNE-SSW direction typical in its 
central and eastern parts (Miiller et al. 1992). In addition a NE-SW 5 я юхх orienta
tion was also observed in the focal mechanisms of the seismic events in the central 
and eastern part of the Pannonian Basin. According to Miiller et al. (1992) the 
5 'ятхх orientations of this region might result from the superposition of the roughly
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NW stress orientation in Western Europe and the NNE oriented compression ac
ting along the NE coast of the Adriatic. Becker (1993) comes to the conclusion that 
“On average the absolute maximum horizontal stress is oriented to WNW-ESE in 
the overall Pannonian Basin with the only difference that it is compressional at 
the Earth’s surface in the western and probably in the eastern part of the Panno
nian Basin but tensional in its centre.” The estimated maximum stress magnitudes 
scatter between 0 and ±10 MPa.

On the distribution of the horizontal displacements in a planetary scale, there 
are first of all evidences for the rigid plate motions. In this direction the methods 
of space geodesy (satellite laser ranging SLR, lunar laser ranging LLR, very long 
baseline interferometry VLBI) gave a lot of very important information. The Global 
Positioning System (GPS) is able to monitor regional and local tectonic motions 
by repeated measurements. Of course, the increased accuracy of space geodetic 
methods leads to a more pronounced role of gravimetry in detecting the mechanics 
of the deformations or displacements (Groten 1991). The new geodetic methods 
had not sufficient accuracy in some cases and the need of repeated measurements 
distributed over an interval of several years made them time consuming. To monitor 
the recent tectonic activity, strain and tilt observations of high accuracy (10~10) 
are run mainly in active seismic areas.

E xten som eters

The first strainmeters (extensometers) were developed in the 19th century, but 
due to high technical requirements the first equipment of this type was made by 
Benioff as late as in 1935, who called it as “linear strain seismograph”. The equip
ments of this type are able to measure the relative displacement of two points at a 
distance of some 10 meters from each other with an accuracy of 10~3 micrometers 
what means 10“ 10 relative units. The importance of the strainmeters lies in the fact 
that phenomena with periods from some 10 s up to years can be reliably recorded 
with them corresponding to the wide spectrum of movements taking place in the 
solid Earth (Table I). Thus they connect the frequency bands of seismic waves and 
of phenomena studied usually by means of geodetic methods. It is worth mentio
ning — even if according to authors’ knowledge it hits not been studied in detail 
— that the amplification of the extensometers at different frequencies is practically 
constant. Due to this feature of the strainmeters they are often used in attempts 
to predict seismic events (Rikitake 1976, Asada 1982, Kurskeev 1990).

From the visual point of view the most characteristic phenomena on strainmeter 
records are earth tides. The analysis of the records shows that the main diurnal and 
semidiurnal waves can be detected with a signal to noise ratio of 10 or higher, the 
phase delay of the tidal waves can be obtained with a considerable accuracy, too. As 
example the harmonic analysis results of an extensometer record of the Budapest 
Geodynamical Observatory for 1984-85 obtained by the Venedikov (1966) method is 
shown. The well pronounced differences in the amplitudes and phase delays of the 
best determined diurnal (0i and К i) and semi-diurnal (N 2 , М2  and S 2 ) waves can 
be explained by the loading influence of oceanic tides especially strong in Europe
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T a b le  I .  D efo rm ation  phenom ena in  th e  solid  E a rth

T ype  of p h e n o m e n a  P e rio d  (in  s) R elative s tra in

Waves from  d is ta n t  earthquakes
M icroseisms
Free oscilla tions
Tides

Seasonal p ro cesses 
(m eteorological, hydrological) 
Annual v a ria tio n  of 
axial ro ta t io n  sp e e d  
(estim a ted  e la s tic  s tra in )  
Annual sp eed  o f tec to n ic  
phenom ena

0 1 о 1 to IO"6 -  1 0 - 9
(1 -  20) • 10° 10-9 -  t o -11

102 -  103 10-8 -  1 0 - 11
2 . 104 -  1 • 106 10-7 -  10-8

3 Ю 7 10-5 -  10~ 7

3 ■ 107 1 0 - 9 -  t o - 10

3 • 107 10“ 5 -  t o -7

for М 2  and S2  consituents (Pertzev and Ivanova 1991). The residual noise spectrum 
of the data shows a 0.59 nano-strain noise in the frequency band of semi-diurnal 
waves and a 0.71 nano-strain noise in case of diurnal waves. In fact these noise level 
values — as it is usual in case of extensometers — are almost by one order higher 
than in case of the records obtained by recording gravimeters. They are mainly of 
natural (e.g. meteorological) but also of technical origin. The lower accuracy of 
instrument calibration is another reason why strainmeters are not competitive with 
recording gravimeters in the study of the solid Earth’s tides at present. According 
to the authors’ experience a strainmeter can be calibrated with an accuracy of 5 
percent while gravimeters with a reliability of 0.5 percent. It is reasonable to try to 
reduce the record noise and to increase calibration accuracy of strain records because 
in tidal domain they carry — in principle — a greater amount of information on 
the Earth’s inner structure than gravity and tilt observations preferred recently. 
(For instance the liquid core resonance characterised usually by the difference of 
amplitude ratios of 0i and K \ waves is 1.8 percent in case of gravity, 5.8 percent in 
case of tilt, and higher than 15 percent in case of strain observations (Varga 1976)).

Another conspicuous phenomenon on the strain records are earthquakes. Of 
course extensometers can only record, longer seismic waves. To give an idea on the 
resolving power of the extensometers used, a long periodic seismic wave package of 
the earthquake of January 15, 1993 (Japan, Hokkaido Mj = 6.9, M, = 7.0) is shown 
(Fig. 1) in comparison with the record obtained at the Piszkéstető Observatory, 
Hungary (tp = 47°57', A =  19°57') with the very broad band seismograph of the 
type STS-2.

The long term strain variations can be connected to meteorological and hydro- 
logical phenomena as well as to recent tectonic activity. To separate these from 
the instrumental drift is a complicated task. To get valuable long periodic strain 
signals, very stable conditions and careful maintenance must be guaranteed over 
long time intervals. The separation of signals of the order of 10-7 (Table I) can be 
particularly useful since they may be in connection with recent regional tectonics.

The strainmeters (extensometers) are of three types: wire, rod (or bar) and laser 
instruments. The common basic principle of them is that the displacement gradient
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h u 0 7 p s z :  R * l ,  G » 2 . 6 4 e - 0 G ,  no b a n d p a s s

Fig. 1. Long period ic  surface wave package of th e  e a rth q u ak e  of Jan u ary  15, 1993 (Ja p a n , 
H okkaido) reco rded  w ith  STS-2 very b ro ad  b a n d  se ism o g rap h  and  with 21.3 m  long  q u a r tz  tu b e  
s tra in m e te r  o f B u d ap es t G eodynam ical O bservatory

should be constant for the baselength of the equipment (what cannot be perfectly 
realized). The continuous measurement of realistic external (among them, tectonic) 
signals requires the following very strict constructional conditions:

—  Perfect attachment of the strainmeter to the rock and of the different in
strument parts to each other. This requirement is of first order importance 
because for perfect observations, the homogeneous behaviour of a basically 
inhomogeneous system is needed.

—  For the observations with strainmeters extremely stable thermal conditions are 
needed. The diurnal temparature variations must be kept far below 0.1 C°, 
the annual ones must not exceed some centigrades. For the reduction of in
strumental disturbances, materials with low thermal conductivity are needed.
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—  Stable and high quality reference of the length and a satisfactory method o f 
the comparison of it with the strainmeter baselength is needed. As reference a 
basis connected to the meter standard and measurement by differential laser 
interference are suitable. There are different methods of comparison, but 
neither of them allows a calibration better than some percents, and this is not 
enough for the earth tide data. The accurate and systematic calibration is, 
however, important not only for the tidal components of the strain records, 
but also for the study of the long term variations, because it shows the stability 
of the instrument.

—  The transducers of strainmeters must be of high accuracy and sensitivity. 
To produce a sensor satisfying both conditions mentioned is theoretically a 
complex problem of metrology and engineering.

In the present study quartz tube rod extensometers were used, the basic idea of 
which was developed at the Shmidt Institute of Earth Physics, Moscow (Latynina 
and Karmaleeva 1978). To increase the sensitivity a specially high quality capaci
tive transducer system was constructed in the Geodetic and Geophysical Research 
Institute, Sopron, Hungary (Mentes 1981) which worked several years without any 
technical problem even in sites with extremely high humidity. For the extensome- 
ter suspended on stainless wire silica glass tubes of 45 mm diameter and 2-3 mm 
thickness were used which have a linear thermal extension coefficient of 0.45 • 10-6 . 
(Fig. 2). The lenghts of the individual tube pieces are 2.0-2.5 m. The suspended 
quartz rod is held by supports with levelling screws. The individual quartz tubes are 
assembled by means of adhesive and invar profile pieces (linear thermal extension 
coefficient 0.7 ■ 10~6) (Fig. 3). The adhesive consists of cement, quartz sand and a 
two-component resin to accelerate the setting. The fixed end of the extensometer 
is connected to the rock by a metallic rod which is adjoined to the quartz tube by 
a magnetostrictive calibration unit (Fig. 4). This device consists of a coil with a 
permendur-core of a resistivity about 40 ohm. The linear deformations of the cali
bration unit caused by the effect of currents of different intensities were determined 
by a laser interferometer. In order to reach high accuracy and high resolution, op
tical and capacitive sensors were used simultaneously in the first working period. 
Both transducers were installed at the free end of the extensometer system and 
show excellent agreement (Latynina et al. 1984, Mentes 1991). The displacement 
at the free end of the measuring system is indicated by a capacitive sensor, and 
can be recorded with a resolving power which enables observations with a relative 
sensitivity of 10-10 or even better if the external — natural and artificial — noise 
conditions are favourable. For the processing and interpretation, the determination 
of the sensitivity with adequate accuracy meant an important difficulty. A study 
of the calibrating unit showed that the scale value of the record can be determined 
with an inner accuracy of 1.5 percent at the stability of 1.0 percent of the calibration 
current. Taking into account the error of the interferometric calibration it can the 
spoken only about a calibration accuracy of about 5 percent as already mentioned. 
The built-in calibration unit enabled the linearity control of the total system, too. 
During routine recording, calibration is carried out automatically once in a day.
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A detailed study of the mechanical part is given by Latynina et al. (1978). The 
following are to be mentioned:

—  Forces hampering the free motion of the quartz tube rod are especially dan
gerous when the fitting of the individual tubes is not perfect. Forces acting 
against the motion of the rod at the suspension wires are proportional to the 
strain. Hence this problem has not an importance of first order.

—  Elastic deformations of the quartz tube rod can be estimated if the sensors 
are installed at different places along the instrument. On this basis it was 
found that errors of such a type are not significant.

The influence of meteorology on the strain measurements must not be neglected. 
The problem of possible external thermal influences will be discussed later on in 
detail. The seasonal thermoelastic deformations reflected in extensometric records 
may reach a considerable magnitude (10-5 — 10-7) at a depth of some ten meters

C o n c r e te  
ol !h» 
f ix e d  en d

Fig. 3. Sectional draw ing of th e  a tta ch m en t of th e  tu b es (M entes 1991)
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variable resistance to keep the 
calibration current constant

invar connec
tion profiles

Fig. 4. T he m ag n e to stric tiv e  calib ra tion  u n it o f th e  q u a rtz  ro d  stra in m ete rs

under the surface. From the point of view of thermoelastic deformations monolitic 
and relatively soft rocks effectively protect the strain meters. The direct effect of the 
daily temperature variation is relatively small at well protected stations, they are of 
the order 10-2 — 10-1 centigrade which give 10~9 — 10-8 diurnal strain variation in 
case of silica glass. The yearly variation is about 1°C at well protected sites which 
means an annual strain 10-7 — 10-6 and this is easy to separate from the long term 
variations.

Variations of the atmospheric pressure can be hardly determined due to their 
irregular behaviour. The main error is connected to the length variation of the 
quartz rod induced by air pressure which is А р /3k (where Ap is the air pessure 
variation and к is the bulk module). In case of quartz к ~  4 • 1010 N /m 2 and 
at strong barometric changes (2-3000 N/m2) the strains caused by air pressure 
variations reach 10-8 which is similar to the magnitude of the tidal strain.

Atmospheric moisture influences the strain in dependence of hydrogeological 
conditions. High porosity leads to bigger strains up to 10-7 . As far as the surface 
water induced by strain is concerned, close correlation between level and strain 
was found at some places (Erpel tunel, Germany) (Wilmes 1983). In case of the 
Budapest Geodynamic Observatory, the observed extensometric material does not 
show any connection with the water-level changes of the Danube which is flowing 
in a distance of about 2 km. A connection with the variation of the level of karstic 
water was found in several cases. This connection is, however, a complicated one 
(Fig. 5) and needs further investigation.
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Fig. 5. K a rs t  w ater level va ria tio n s u n  a t..’ th e  B udapest G eodynam ica l O bservatory  a n d  th e  
co rresp o n d in g  residual s tra in  v a ria tions

E xten som etric  netw ork o f th e P an non ian  B asin

Data are used from all stations in operation at this time. Records of adequate 
length are at disposal from the stations Budapest and Sopron (Fig. 6). The records 
of the observatory operating in Pécs was not used because it was installed in 1991 
and its records did not reach sufficient length. The Hungarian stations are operating 
in close cooperation with the stations Vyhné (Slovakia) (Brimich and Latynina 1988) 
and Beregovo (Ukraine) (Latynina et al. 1992).

The Budapest Geodynamical Observatory (Latynina et al. 1984) is situated in 
the NW part of the Hungarian capital (Fig. 7) in a natural cave formed in limestone 
by thermal water. The level of the karstic water is about hundred meter deeper 
than the level of the station. The strainmeters (Fig. 7) equipped by capacitive 
transducers are at a distance 30-35 m both from the entrance and from the surface. 
In order to decrease the cavity effect the posts of the strainmeters are mounted in 
a way that the quartz-tubes lie almost in the axis of the galleries, and the concrete 
pillars of the free and fixed ends are from the ends of the site at a distance of 
about the diameter of the quasi-cylindrical tunnels. The most important parameters 
of the two equipments installed are listed in Table III. The annual temperature 
variation at the sites of the strainmeters is < 1°C, while the diurnal change does 
not exceed 0.1°C. To reduce the influence of the surface temperature variation a 
system of hermetic doors were installed in the tunnels between the surface and the 
strainmeters. This station is at the same time the Hungarian 1st order absolute
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Fig. 6. T he e x ten so m ete r netw ork o p e ra tin g  in  th e  P an n o n ian  B asin

gravimetric point, permanent gravimetric records are run with several instruments. 
Special laboratory devices for gravimeter calibration are also available here. For 
a more correct interpretation of the strain observations at the station, barometric 
and temperature variations are regulary recorded and geophysicists from the Mecsek 
Uran Mining Company (Pécs) record the radon gas content, too.

The Sopron Geodynamical Observatory (Mentes 1991) is in the western part 
of the city (Fig. 8) in an artificial tunnel driven in gneiss. The distance of the 
extensometer from the entrance is about 30 m; the overlaying of the gallery is 60 
m thick and is separated from the gallery by thermal insulation. Due to technical 
reasons the instrument is not in the tunnel axis. The temperature variation is less 
than 0.5 °C per year and 0.05°C per day. Seismographs and a recording gravimeter 
are run in the station, too. The most important characteristics of the quartz tube 
strainmeter can be found in Table III. A microbarograph developed in the Geodetic 
and Geophysical Research Institute is regulary used at the Sopron Observatory for 
the interpretation of the extensometer records.

Station Beregovo (Ukraine) (Latynina et al. 1992) is 10 km far from the city of 
Beregovo in a tunnel driven into tuff. The vicinity of the station is characterized by a 
seismic activity higher than in the Pannonian Basin. Distance of the equipment from 
the surface is more than 15 m, the station is carefully isolated from the temperature 
variations.
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Station Vyhné (Slovakia) (Brimich et al. 1988) is a gallery driven in granite. 
The instrument is installed 130 m from the entrance. The relative depth under 
the surface is 50 m. The seasonal change of the temperature is 0.2 °C, the diurnal 
one is almost one order of magnitude less. The extensometer is equipped with 
an optical (resolution 510-9) and a photoelectrical recording system (sensitivity 
5TO-10) (for details see Table III). The air pressure variations recorded at the 
meteorological observatory in Mlynany (30 km westward from Vyhné) were used 
for the interpretation of the aperiodic deformation.

When the above mentioned four stations are used as a network in order to 
achieve further geophysical information, the following additional conditions must

Recording
gravimeter

Pillar for absolute 
gravity measure

Auxiliary and record 
equipments

5 10 15 20 25
M 1=500

the calibration line

Fig. 7. Schem e of th e  G eodynam ical O b serv a to ry  B u dapest

F ig . 8. Schem e of the Sopron O bserva to ry
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T a b l e  I I .  E a r th  tida l observations ca rried  ou t w ith th e  21.3 m  long q u a rtz  tu b e  e x te n so m e te r a t  
B u d a p e s t  O bservatory in  1984—85 acco rd in g  to  Venedikov’s (1966) m eth o d .

W ave A m plitude 
(•10-9  re la tive)

Phase h/1
(fro m

m e a su re m e n t)

h /1
( fro m

th e o re t ic a l  m o d e l)
D iu rn a l

Oi 5.36 ±  0.36 - 1 .3 °  ±  3.8° 0.153 0.146
P i 5.53 ±  0.33 2.6° ±  3.4° 0.130 0.189

S e m i-d iu rn a l
n 2 0.55 ±  0.19 9.0° ±  20.3° 0.130 0.146
M 2 0.67 ±  0.17 -1 0 .3 °  ±  3.7° 0.125 0.146
S 2 1.26 ±  0.16 -1 6 .5 °  ±  7.1° 0.111 0.146

In the  two columns on the r.h.s. h and 1 are the Love and Shida numbers correspondingly.

T a b le  I I I .  Q u a rtz  tu b e  ex tensom etric  s ta tio n s  in  th e  P an n o n ian  B asin

L eng th
S ta tio n L atitude L o n g itu d e A zim uth of th e Reference

in s tru m e n t
(in  m )

B ereg o v o i
(U k ra in e ) 48.2° 2 2 .7 ° 73° 27.5 L a ty n in a  e t al. 1992

B eregovoII
(U k ra in e ) 48.2° 22.7° 37° 11.4 L aty n in a  e t al. 1992

V y h n é
(S lovakia) 48.5° 18.5° 55° 20.5 B rim ich a n d  L a ty n in a  1988

B u d a p e s ti
(H u n g a ry ) 47.6° 19.0° 114° 21.3 Varga T . e t al. 1993

B u d a p e s ti  I 
(H u n g a ry ) 47.6° 19.0° CO 00 0 13.8 Varga T . e t al. 1993

S o p ro n
(H u n g a ry ) 47.7° 16.50 116° 22.0 M entes 1991

be fulfilled:

—  Regular (daily) local calibration of the strainmeters, for a fast recognition of 
possible defects in the records.

—  Systematic intercalibration of the strainmeters operating at different sites. For 
this purpose a special mobile calibration device was developed and successfully 
tested by Mentes (1993).

—  The meteorological data, as temperature (both in the tunnel and at the sur
face), pressure, humidity are needed at every strainmeter site.

— Similar long-term stability must be guaranteed in temperature (diurnal vari
ations less than one tenth of centigrade, seasonal ones less than 1°C),
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—  The electronic (capacitive, inductive etc.) transducer devices must be com
pared with an optical read-off system of the same resolution power (~  10“ 10) 
at least once, as far as possible at the beginning of the observations.

—  To avoid later uncertainties all steps of the data processing must be done in 
the same way as far as possible with the same computer programs.

T h e d a ta  observed  by th e  stra in m eter netw ork o f  th e P a n n o n ia n  B asin

The main parameters of the strainmeters used in the Pannonian Basin are li
sted in Table III. The network of extensometers were installed — except Pécs — 
during the eighties (Fig. 6). Two of the observatories (Beregovo and Budapest) are 
equipped with two instruments while at Vyhné and at Sopron only one instrument 
is running. All these stations were mounted — as mentioned earlier — in similar 
manner but their geological environment is quite different. Beregovo and Budapest 
lie in the sedimentary part of the Pannonian Basin while Vyhné and Sopron are 
close to the margin of the area and they are connected to the Alpine-Carpathian 
range.

A considerable data set was collected first of all at the stations Beregovo, Buda
pest and Vyhné. From Beregovo the records of both strainmeters installed (Laty
nina et al. 1992) were used in the interval 1986-1991 (Fig. 9); for Vyhné two time 
intervals were selected: 1984-1987 and 1989-1991 (Fig. 10); for both strainmeters 
of Budapest the data from 1990 till 1992 (Fig. 11); and from of Sopron the data of 
the years 1991-1993 (Fig. 12) were used. In case of all the six strainmeters hourly 
values expressed in micrometer were used. The scale of the record was determined 
on the basis of the magnetostrictive calibration device mounted into each instru
ment. (The intercalibration of the individual strainmeters using the calibration 
device developed by Mentes (1993) is the task of the nearest future.)

It should be mentioned that during the studied time intervals there were no 
important changes in the recording conditions. The interpretation of data obtained 
at the Budapest Geodynamical Observatory are somewhat complicated due to the 
hydrological conditions. The Danube flows two kilometers far from the station. 
No correlation was found between the water level of the river and the strainmeter 
data so far. It seems that even the moisture does not influence the strainmeters 
at this station. On the contrary, the level of the karstic water (measured in the 
Mátyáshegy cave as a level variation of a small underground lake called Agyagos) 
shows in this obervatory in 1992 close correlation with the residual curves of one 
of the extensometers installed in the azimuth N 114° (Fig. 5). This phenomenon 
can be of great importance in the practical use in environmental studies of the 
strainmeters in the future, and must be taken into account when the data are 
interpreted in terms of tectonics.

It is an important question with respect to the future use of the extensometers 
whether the aseismic and non-tidal parts of the records are of instrumental origin 
(so called instrumental drift) or they are caused by (local or regional) phenomena.
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F ig . 9 . Long-periodic s tra in  v a ria tio n s  observed a t  B eregovo O bservatory  in  th e  tim e  in te rv a l 
1986-1991

In this respect experiments carried out with strainmeters installed parallel in the 
same tunnel are important (Latynina 1975a, 1975b, Latynina and Rizaeva 1976) 
because they show that the instrumental drift is the same or almost the same in 
case of them. To investigate whether similarities are of local or of regional origin in 
case of the stations of the Pannonian network, the amplitude spectra were calculated
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Fig . 10. Long-periodic s tra in  v aria tions observed a t V yhné O bservatory  from  1984 till  1987 and 
from  1989 tiU 1991

for the frequency band 110-3 -  2-10- 2 cph (T = 1000 -  50 in hours). Three from 
the five calculated spectra are based on synchronous data sets (Sopron and the 
two instruments of Budapest), while two were recorded in different time-intervals 
(Vyhné and Beregovo).

All these spectra show that the “energy content” is significantly higher at low 
frequencies than in case of the higher ones. After the removal of the exponential 
parts of the spectra, the number of the significant frequency peaks in the spectra of 
the different records were compared. A spectral peak was accepted for significant 
if it was 3 or more times higher than the main noise level of the given spectrum. 
The results of this investigation (Table IV) show that the number of the coinci
dent spectral peaks in case of the records obtained during the same time interval 
is considerably high: there are 13 coincidences out of 15 cases between the two 
strainmeters of Budapest and 9 coincidences out of 18 in case of the first three 
equipments listed in Table IV. The number of coincidences is probably significantly 
reduced in the latter case by the fact that the interval of the observations carried 
out in Sopron and in Budapest do not exactly coincide. It is remarkable that the 
amplitudes of peaks in case of these three equipments installed in different azimuths 
are very similar. This last circumstance shows that at the stations of the present 
network the cavity and the topographic effects are not extreme high in the studied 
frequency band. As far aus the physical interpretation of the spectral peaks is con
cerned, the nine coinciding peaks are probably of regional meteorological origin.
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Fig. 11. Long-term  v a ria tio n s  observed a t B u d ap es t O b serv a to ry  (1990-1992)

The four peaks recorded by the two strainmeters of Budapest alone — when neg
lecting the imperfect time-interval coincidences — are of course not of instrumental 
origin. They can be connected to local meteorological events or explained by the 
above mentioned hydrological conditions. (These frequencies are in cph: 4.5 • 10~3,
13.5 • 10-3 , 15.5 • 10-3 , 19.0 • 10~3). Two or three frequencies being present at the 
same time in all the five records (1.5 • 10“3, 3 ■ 10~3, 10.5 • 10-3 cph) are probably 
random coincidences or they are characteristic features of the meteorology of the 
Pannonian Basin in the studied time-interval 1989-1991.

The recorded data (Figs 9-12) show that in case of all stations used in this study
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F ig. 12. Long-term  varia tio n s obserwed a t Sopron O bservatory  (1991-1993)

T a b le  I V .  Frequency peaks (in  cph) recorded  a t s ta tio n s Beregovo, B u d ap est, S o p ro n  a n d  V yhné

Station Epoch
Record 
length 

(in days)

Number of 
significant 

peaks

Number of significant peaks 
recorded with 

two three four five 
instruments

Budapest I 01.01.91-04.09.91 247 15 1 I
13

Budapest II 01.01.91-04.09.91 247 15 J • 9
1 3

Sopron 11.01.91-04.10.91 177 18 ■ • 2

Vyhné 23.07.90-14.12.90 145 13 >

Beregovo 02.08.89-28.12.89 149 12 J

the long periodic variations у are mainly composed from a quasi-annual component 
and from a monotonous, almost linear component, what can be simply modelled as

у ss a + bt -f c • sin(w ■ t + e)

where a, b, c and e are the arbitrary constants to be determined, t is the time in 
hours, ш is circular frequency, i.e. w = ^  (T =8766 hours = 1 year). For later 
consideration constants b (it describes the longperiodic “secular” strain), c (the 
amplitude of the yearly wave), and e (the phase shift between the observed and 
astronomical annual wave) are important (Table V).

The examination of the annual drift rates (6) and their geophysical interpretation 
is the task of the next section of this study. The seasonal strain variations can be 
studied with the help of the amplitude (c) and phase shift (e). The yearly wave
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T a b l e  V . Annual drift a n d  se a so n a l (yearly) varia tions o bserved  a t  th e  s tra in m e te r  s ta tio n s  of th e  
P a n n o n ia n  Basin

S ta tio n E poch

A n n u a l d r if t 
in  m icron  -y-1  
(a n d  in  re la tiv e  

u n it -y- 1 )

Y early  w ave 
in  m ic ro n  -y _1 
( a n d  in  re la tiv e  

u n i t  y - 1 )

P h a s e  sh if t 
o f y e a r ly  w ave 

r e la tiv e  to  
m e te o ro lo g ica l 

in  у
B eregovo  I. 1986-1991 -4 .2 7

( -1 .5 5  -lO“ 7)
13.90

(5.05 -lO“ 7)
0.26

B eregovo  II. 1986-1991 -2 7 .5 6  
( -2 .4 1  -10—e)

4.35
(3.82 -10~7)

0.26

V y h n é 1984-87, 1989-91 0.90
(4.39 -10- 8 )

0.45
(2.10 -10- 8 )

0.32

B u d a p e s t  I. 1990-1992 -1 .6 9
( -7 .9 3  -10-*)

10.4
(4.88 IO- 7)

0.36

B u d a p e s t  II. 1990-1992 -3 1 .4 2
( -2 .2 7  IO“ 6)

1.2
(8.69 -10—8)

0.26

S o p ro n 1991-1993 1.51
(6.81 -10~8)

0.4
(1.82 -IO- 8 )

0.12

amplitudes are small and vary between 5 • 10-7 and 2 • 10-8 . Remarkable is that 
the phase shift values (e) are very similar at each station and they are ~  0.3 years 
in average. The only exception is Sopron where the phase shift is less (~  0.1 year). 
To interpret the influence of the seasonal strain variation two different possibilities 
present themselves. The first way is a study of the partial differential equation 
of thermo-conductivity in a special case of a flat boundary where the boundary 
condition at the surface (z — 0) is described by a harmonic wave y(0, t) — C-sin(w-<). 
In this way the solution can be obtained in a closed form

C(z, t) = Co • e-(" /2a2)* ‘ • cos г j

(where a is the thermal conductivity of the rocks, its typical value is 4- 10~3 cm2 s-1). 
This expression describes the two laws of Fourier according to which the surface am
plitude Co decreases exponentially with the increase of the depth z, and in the rocks 
the surface temperature wave has a phase shift • z. If an annual wave is ta
ken, the corresponding frequency is и — 1.9924 • 10_7s_1. Some solutions of the 
above equation (Table VI) clearly show that even if the yearly surface tempera
ture variation is 40 °C, at a depth of 10 m an annual wave with an amplitude of 
C  =  0.27°C only exists which is clearly not enough to explain the annual strain 
waves of 10-7 — 10-8 in case of silica glass tubes which have a thermal expansion 
coefficient of 4.5 • 10-7 . Another problem is connected with the phase values which 
are of about 0.3 years. On the basis of the data listed in Table VI this phase delay 
is typical at the depth of 5 m.

Another explanation of the yearly strain variation due to the surface temperature 
waves was given by Hvozdara and Brimich (1988). They show that thermoelastic
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T a b le  V I . R eduction  of th e  a m p litu d e  a n d  delay of the  phase 
of th e  surface tem p era tu re  v aria tions a t  different dep ths z  in 
case of rock th e rm al conductiv ity  a  =  4 • 10“ 3cm 2s ~ 1

z
R eduction  of the  
am p litu d e  which 

us u n it a t  the  
(d a ta  a re  in re la tive  u n its )

P h ase  delay values 
a t  different 

levels under the  
E a r th ’s surface in years

10 m 6.8 -lO-3 -0 .7 9
20 m 4.6 -IO-5 -1 .5 9
30 m 3.1 10-7 -2 .3 8
50 m 1.5 -IO“ 11 -3 .9 7

deformations increase from the Earth’s surface till a depth of 30 m, below they are 
constant. This explanation needs further investigation because the discussion of the 
problem given by Hvozdara and Brimich (1988) does not take into consideration 
the problem of the phase lag.

Therefore it can be supposed at this time that the quantities c and e in Table 
VI characterize the imperfectness of the thermoisolation of the strainmeters in the 
tunnel.

G eod ynam ical m eaning o f  ob served  strainm eter data

Recently a very big progress has been achieved in the observation of geodynami
cal processes of a planetary scale. The mantle circulation produces shear stresses at 
the base of each plate. Intraplate stress sources are connected with lateral hetero
geneities of the plate lithospheres (variations of crustal and lithospheric thickness, 
heat flow etc.)-, they were ignored earlier (Wuming et al. 1992). Motion, rotation of 
the plates are represented simply as rigid body motions (Gordon and Stein 1992). 
Analyses of magnetic anomalies over midocean ridges show that plate separation 
rates have a broad range between 12 mm • y-1 (Atlantic Ridge) and 160 mm- y -1 
(East Pacific) over the past few million years. Convergence rates are of the same 
order. Therefore it can be calculated with rates of some ten mm • y-1 . The tech
niques of space geodesy (Very Long Baseline radio Interferometry -  VLBI, Satellite 
Laser Ranging -  SLR, the Global Positioning System -  GPS) allow to detect and in
vestigate plate velocities of this order averaged over a few years (e.g. in case of GPS 
measurements, it must be continued for at least a decade to reach a rate accuracy 
of 1 mm • y~l at the 95 percent confidence level). It is important to mention that 
the velocities are similar to those averaged over million years. In this way, however, 
the steady plate motions can only be described, and there is no possibility to detect 
the intraplate displacements, tectonical processes, preseismic activities etc. which 
are by many orders of magnitude less than the rates of the plate movements.

For the study of intraplate processes highly sensitive tilt- and strainmeters seem 
to be of great importance. It was, however, shown earlier by Harrison (1976) that
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in general each geometrical and material irregularity can produce distortions of 
the size of the signals on the records. Cave deformations of the location of the 
recording instruments and the effect of the surface topography should be first of 
all mentioned in this respect. Small cracks and other material inhomogeneities 
may produce large local effects. The distortion effect of caves, topography, local 
inhomogeneities, cracks is strongly influenced by the shape of the strain tensor to 
be observed (Emter and Zürn 1985).

The distortion influence is less in case of strainmeters as in case of tiltmeters and 
it can be further reduced if the instrument is installed near to the axis of the tunnel. 
It must not be forgotten that the longitudinal strain in the tunnel is magnified near 
its ends and most of the anomalous strain is concentrated within a distance of one 
tunnel diameter taken from the end of the tunnel (Harrison 1976).

Taking this into consideration one can make an attempt to interpret the in
traplate deformational processes. Emter (1989) showd that drift rates of globally 
distributed highly sensitive tiltmeters are in most cases at least by one order of 
magnitude higher than tectonically reasonable tilt rates. This statement — proba
bly in less degree — seems to be valid for most of the strain measurements, too. 
According to the authors’ opinion the uncertainties in strain data interpretation 
can be reduced by a station system operating in the same manner within a regional 
tectonic unit. Varga (1984) determined the mean annual drift in planetary scale 
on the basis of 28 extensometric stations and got as result: 2.1 • 10~6 y -1 . The 
question is whether this strain rate is big or not. According to Kasahara (1958) the 
maximum elastic deformation can be given by the ratio

Стах — P * И%
where P is the strength of the rocks (106 — 107)N /m 2 and p is the shear or rigidity 
coefficient (3 — 5) • 10loN/m2. Therefore emax =  10-4 — 10-5. The value of p 
is well known from seismology. The objectivity of the P values are somewhat 
more disputable because above value is the result of laboratory tests. It is known, 
however, that the stress drops in the largest earthquake foci (e.g. San Francisco, 
1906, Izdu, 1930) do not exceed 107 N/m2 (100 bars). The analysis of the isostatic 
anomalies gives a similar value, too, the isostatic anomalies are usually < 20 mgl 
and in young orogenic areas < 50 mgl, i.e. < 125 bar =  1.25 • 10~7 N/m (1 mgl 
corresponds in this case to 2.5 bar). The same value (107 N/m2) can be estimated 
from heights of the geoid anomalies (about 50-100 m) and of the mean surface 
density. In a seismically active area the process of strain accumulation t ~  102 
years (у) (an estimated time interval between two earthquakes). In case of smooth 
and gradual stress, the accumulation of maximum strain rate pro year:

, / t  =
io- io-
102y 102y

= (10-6 — 10-7) •у- l

can be obtained. •
Taking into consideration the problems of strainmeter data interpretation des

cribed in the first part of this section, as well as the above obtained annual strain
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rate values, some conclusions can be obtained on the Pannonian extensometric net
work data. As it is well known, the Pannonian Basin is characterised by a thin 
crust (25 km), by a pronouncedly high heat flow [(80 — 130) mW • m -2], by a 
temperature gradient less than 50°C km-1 , by a low density of the upper mantle 
and by a moderate seismicity (one earthquake in a year with the intensity of Io 
= 4 MSK, two earthquakes with the intensity I0 = 8 MSK during a century). It 
is worth mentioning that the earthquake activity of the basin margins is about 10 
times higher than that of the central part.

Concerning the areal distribution and the geological conditions of the stations 
(Fig. 6), Beregovo and Budapest are located in the sedimentary part of the Pan
nonian Basin, while Vyhné and Sopron lie close to the margin of the basin and 
are connected with the Alpine and Carpathian ranges. The comparison of strain 
and stress data, being not necessarily connected to each other in a simple way, can 
give useful new information. Unfortunately there are for strains no detailed data of 
the regional distribution at disposal as for the stress (Zoback et al. 1989). In the 
central sedimentary part of the Pannonian Basin extension could not be detected 
in the strain. The same conclusion was obtained by the worldwide cooperation of 
stress measurements for intraplate regions. Small extension values were observed 
near the margins of the depressions (Vyhné 4.39 • 10-8 and Sopron 6.81 • 10-8 ) which 
can be connected with the extensional tectonism being worldwide typical for moun
tainous areas (Zoback et al. 1989). Because the orientation of the strainmeters is 
determined by the orientation of the cave where the instruments are installed, it 
is irrealistic to speak about the disturbation of maximum strain directions. Ne
vertheless, the maximum (compressional) strain detected in the Pannonian Basin 
is almost a northward oriented compression (Table IV): in Beregovo (27.6 micron 
• y-1 or 2.4 -10-6 y-1) and in Budapest (31.4 micron • y-1 or 2.3 -10-6 y_1). This 
orientation is not far from the main NW-SE maximum stress direction of Europe 
(Miiller et al. 1992) which was also detected in stress observations in the Panno
nian Basin (Dövényi and Horváth 1990, Grünthal and Strohmayer 1992). Strains 
(mainly compressions) observed in other directions are by one or two orders of ma
gnitude less (10-7 у-1 —10-8 y-1)) (for orientation: the daily variation of the strain 
tides of the solid Earth is 10-8).

The maximum elastic deformation emax = 10-4 — 10-5 is reached in N-S direc
tion within 100 years in case of Beregovo II and Budapest II; in the sedimentary 
part of the Pannonian Basin it is softened by the high heat flow which significantly 
reduces the stress accumulation. In other places and directions of the network 
this critical value can be reached within 103 — 105 years. It is possible that this 
slow strain accumulation is connected with the low seismic activity of the brittle 
marginal parts of the Pannonian Basin where the stations Vyhné and Sopron are 
installed. The elastic stress magnitudes can be estimated on the basis of strain 
measurements. If the elastic axial deformations plotted in the Cartesian coordi
nate system are connected with the corresponding axial stresses {er,} according to 
Hooke’s law as

{u} = [D]{<r.}
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where i = x,y  or z, and

[£>] = ( 1 — /у — 2 u2) 1
£(1 — u) Eu Eu
Eu E( 1 — и) Eu
Eu Eu E( 1 -  u)

where E is Young’s module (expressed in 10 11 Pa) and и is Poisson’s dimensionless 
ratio. If we consider the deformations e.g. along the axis x, then:

eX = E{\ -  и -  2 и2) 1 [(1 -  и)<тх + и о-y + и (Tz] .

It is usually supposed that the flat surface of the Earth is free of normal stresses 
(<rz =  0) and the medium is isotropic in the horizontal direction (ax = ay). Thus:

(x = E ( l - v -  2v2)_1 [ax] = •

Since the measurements of strain variations (Д стах) with strainmeters are ba
sed on the above equation, the corresponding stress variation (Д<гг) can be obtained 
from:

A a x = E{\ — и — 2u2 ) ~ 1 Aex .

Let be E = 1011 Pa, и =  0.25. From strainmeter measurements for Aex the 
annual rate (10-6 — 10-8 ) • y -1 was obtained. For these values the corresponding 
annual stress rates are A ax = 6.25(104 — 10) Pa. Becker (1993) estimated from 
in situ stress measurements stresses of the order of 106 Pa (with different sign 
and significance) for different sites in the Pannonian Basin which can accumulate 
according to the observed annual strain rate data during 102 — 106 years if the 
strain is gradual and smooth. Thus is a rather strong condition, and it probably 
shows that the stress magnitude values obtained from in situ measurements are 
overestimated.

On the basis of investigations reported here it is concluded that

—  strainmeter values are not in contradiction with the stress measurements as far 
as the directions are concerned, their typical value is of the order 10-7 — 10-8 .

—  stress values derived from strainmeter data are less than 105 Pa, the magnitude 
of the observed stress seems to be overestimated,

—  a further development of the strainmeters would be necessary with the aim 
to simplify the installation of such equipments in smaller cavities; in this way 
there would be more chance to obtain the maximum strain values,

—  the study of hydrological conditions is important for the improvement of the 
reliability of the strainmeter data,

—  for more accurate studies of strains, the extensometers must be intercalibrated 
in the future.
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A THIN SHEET NUMERICAL STUDY OF THE  
ELECTROMAGNETIC FIELD OVER GEOMETRICALLY  

COMPLEX HIGH CONDUCTIVITY STRUCTURES: 
THE FIELD COM PONENTS AND THEIR RELATION  

WITH SOME 3-D MT INTERPRETATION  
PARAMETERS

L S z a r k a 1 , M  M e n v i e l l e 2 , P  T a r i t s 3 , A  Á d á m 1

[Manuscript received February 15, 1994]

T h e  present p a p e r  is th e  first of a  series of pap ers  dealing w ith  s tu d ies  o f  the  
e lectrom agnetic  field over geom etrically  com plex m odels. We used  th in  sh ee t m o
delling  to describe  th e  beh av io u r of th e  EM  field in  3-D situ a tio n s, a n d  in v es tig a te  
th e  behav iour of p a ram ete rs  used  in  EM  stud ies . T he m odels tire h ig h -co n d u c tiv ity  
crusted th ree-d im ensional th in  s tru c tu re s  hav in g  different geom etrical co m p lex ity  in 
a  hom ogeneous lithosphere , u n d erla in  by a  deep  h igh-conductiv ity  asth en o sp h ere .

In  th is p a p e r, we s tu d y  th e  m orphological ch aracteris tics of th e  five e lec tro m a
g n e tic  field com ponen ts over s tru c tu re s  of com plex geom etry. We also co n sid er n o r
m alized  q u an titie s  o f com m on use in  th e  analysis of e lectrom agnetic  in v estig a tio n s 
resu lts : im pedance  com ponents, tip p e r e lem ents, tenso r invarian ts c j , C j, a n d  C3 
(w here ci =  Z xx  +  Z yy ,  c2 =  Z x y — Zyx ,  a n d  <=3 =  Z xy • Z yx — Z xx ■ Z y y ), skew , a n d  
ellip ticity . T h e  five e lectrom agnetic  field com ponents are m ap p ed  over th re e  m odels 
hav ing  different geom etrical com plexity, a n d  th e  m ain  featu res of th e  b e h av io u r of 
each  com ponent a re  o u tlin ed . T he resu lts  of th e  num erical co m p u ta tio n s a lso  show 
th a t  th e  m orphology of th e  norm alized  q u a n titie s  we study, can  b e  a p p ro x im a te d  by 
th a t  o f th e  com b in a tio n  of th e  electric com ponents. T he area l d is tr ib u tio n  of th e  
e lectric  com ponent a long  th e  d irec tion  p e rp en d icu la r to  th e  inducing  m ag n e tic  field 
gives th e  m ain  ch arac te ris tics  of th e  an tid iag o n a l e lem ents of th e  im p ed an ce  ten so r, 
while th e  o th e r e lectric  com ponent describes th e  d iagonal e lem ents of th e  im p ed an ce  
tenso r.

Finally, it is p o in te d  o u t th a t  w ith  increasing  m odel com plexity  (1) th e  skew a n d  
th e  ci invarian t (w hich in d ica te  th e  com ers of th e  s tru c tu re s) a re  g e ttin g  worse a n d  
worse; (2) th e  B erdichevsky in varian t (сз) seem s to  b e tte r  ap p ro x im ate  th e  c o n to u r 
o f th e  conducting  s tru c tu re  th a n  over sim ple re c tan g u la r  m odels; (3) th e  C2 in v arian t 
rem a in s a  reliable ’s id e ’ in d ica to r; (4) e llip tic ity  m aps give useful in fo rm a tio n  n e ith e r  
over re la tively  sim ple n o r m ore com plex m odels, because th e  d e n o m in a to r m ay  be  
close to  zero. Skew a n d  e llip tic ity  p a ram ete rs  th u s  a p p ea r to  be  useless to  d e p ic t th e  
geom etry  of 3-D s tru c tu re s .
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Introduction

Since the beginning of magnetotellurics, different MT parameters have been in
troduced with the aim of helping in the interpretation of electromagnetic soundings. 
For example, the characteristics of apparent resistivity (ga ) and phase (<p) sounding 
curves were discussed early by Cagniard (1953) for structures, the conductivity of 
which only varies with depth (one-dimensional situations, 1-D).

When the structure extends towards infinity in one horizontal direction (two- 
dimensional situations, 2-D), not only sounding curves but also profiles and pseu
dosections were studied in E- and H-polarizations by many authors. Berdichevsky 
and Dmitriev (1976) made one of the first steps towards a qualitative study of the 
three-dimensional (3-D) distortions.

In the general 3-D situation, the electromagnetic field cannot be entirely de
scribed with two characteristic profiles or pseudo-sections. The 3-D problem is 
more complex, and areal maps should be then taken into consideration.

Before the availability of effective computer programs it was impossible to make 
any systematic study over 3-D structures. So far only a few studies of the electro
magnetic field over 3-D structures have been published, mainly from the early stage 
of 3-D modelling most of them being reviewed by Vozoff (1986, 1991). Furthermore, 
the aim of most of these papers was more to demonstrate and justify algorithms 
than to give a complete description of 3-D anomalies. Some papers also addressing 
a particular feature of the behaviour of the electromagnetic field over 3-D structures 
have been published (e.g. Weidelt 1975, Reddy et al. 1977, Ting and Hohmann 
1981, Wannamaker et al. 1984, Park 1985).

The thin sheet approximation allows the design of very efficient numerical mod
elling methods, offering almost a unique tool to study morphologic characteristics 
of the electromagnetic field over 3-D structures with small vertical over horizontal 
dimension ratio. Although thin sheet approximation deals with a limited class of 
structures, it fits in practice with a large number of geophysical situations, and 
reliable answers to a great number of questions encountered in exploration and fun
damental geophysics can be derived from numerical investigations with thin sheet 
modelling programs.

The first bimodal thin sheet algorithm was proposed by Vasseur and Weidelt 
(1977), and it allowed to compute the electromagnetic field for a superficial thin 
sheet with an heterogeneous structure of finite extent overlying a stratified sub
stratum . Algorithms dealing with the computation of the electromagnetic field for 
superficial thin heterogeneous structures extending towards infinity and overlying a 
stratified substratum (Dawson et al. 1982), or a 2-D substratum have been proposed 
afterwards.

Tarits (1989) made Vasseur and Weidelt’s program operational for thin sheet 
with heterogeneous structures of finite extent embedded into a stratified medium 
(Weidelt (1987, personal communication) made the same). This program also allows 
to determine field components either at the surface, or at arbitrary depths, and 
therefore permits modelling of seafloor, mines, and drill holes situations. It is in 
fact a very powerful tool for investigating the behaviour of the electromagnetic field
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in a large number of geophysical situations. We therefore used the Vasseur and 
Weidelt (1977) and Tarits (1989) algorithms to investigate the behaviour of the 
electromagnetic field components, and that of various parameters introduced for 
interpreting electromagnetic observations in 3-D situations.

The models we used have been designed for the results to be relevant for upper 
crustal electromagnetic studies. Due to the electromagnetic scaling rules, our results 
can be generalized for other situations, e.g. for the lower crust and upper mantle, 
or for very near-surface explorations.

It is worth noticing here that the related computations can be made on personal 
computers, thus providing low cost efficient tools for data interpretation.

In this study we thus discuss the behaviour of electromagnetic field components 
and the use of different interpretation parameters in certain 3-D situations. Per
forming such interpretation requires a clear knowledge of the links between the 
observations — field components or MT interpretation parameters — and the main 
geometrical and electrical features of the underlying conductivity heterogeneities. 
In our knowledge, although the electromagnetic field components are always com
puted in the process of numerical modelling, a full analysis of their behaviour has 
never been published. We show that the component mapping provides a quick-look 
and accurate sketch of the main geometrical features of the underlying conductive 
structures, that is proved to be very useful in the very first stage of the interpreta
tion.

In fact, various parameters (e.g. impedance, tipper, etc.), normalized by the 
inducing field are generally used in the interpretation process instead of the field 
components themselves. Our modelling results allow us to discuss the efficiency 
of some normalized parameters of common usage, and to select the more powerful 
ones in terms of geometrical description of the structure.

We first present the numerical models we use, and recall the basic formulae and 
definitions. We then present maps of the electromagnetic components (E x ,  Ey , H x , 
Hy,  and H 2),  and of some normalized parameters over three 3-D structures. We 
discuss their main morphological features, and the relations that exist between the 
areal distribution of different normalized parameters and that of the electric field 
components. It will be demonstrated that skew and ellipticity are not acceptable 
interpretation parameters.

T he num erical m odels

The selected models reflect one of possible crustal conductivity structure types 
in the Pannonian Basin (Adam 1992). High-conductivity formations (dykes, layer- 
pieces, etc.) may be observed in a resistive lithosphere which is underlain here by 
a high conductivity asthenosphere at a depth of approximately 70 km.

We considered the case of conductive structures at a depth of 4 km in a strat
ified medium (Fig. 1). We computed the electromagnetic field for three models, 
corresponding to increasing geometrical complexity (see also Fig. 1):

1. a rectangular structure (called S), having two perpendicular symmetry axes 
and consequently a relatively simple 3-D anomaly
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2. an L-shaped structure (called L), having one symmetry axis and a more com
plex 3-D anomaly

3. a non symmetric U shaped structure (called Y), having no symmetry axis and 
consequently the most complex 3-D anomaly.

36 km

38km

ikm

400 mJj .

65 km

0.4flm __

£00m

Ifim

depth levels; 
--------- 0

-1 (2 km)

P Ä

F ig . 1. Sum m ary of th in  shee t m odel param eters, a) P la n  views of 3-D th in  sheet m odels u sed  in 
th e se  stud ies. E, S, U a n d  T  d e n o te  different re c tan g u la r  m odels; L an d  Y deno te  m ore  com plex 
sh ap es , b) P lan  view of th e  th in  sheet com putation  grid  a n d  a  characteris tic  m odel cross sec tion  
show ing  all resistiv ity  a n d  geom etric  param eters

The electromagnetic field was modelled over an area of 40 km x 40 km using a 
20 X 20 mesh of 2 km x 2 km cells (see Fig. 1), and it was computed at four different 
depths: at the surface (level 0), at a depth of 2 km (level 1), at a depth of 3 km (level 
2), and at a depth of 3.5 km (level 3). Five different, logarithmically approximatively

A c ta  Geod. Geoph. Hung. 29, 1994



3-D M T  IN T E R P R E T A T IO N  PA R A M ETER S 85

equidistant periods covering the range from the short period thin sheet limitation 
to the period corresponding to a dominant appearence of the asthenosphere were 
used: 14 s, 56.25 s, 225 s, 900 s and 3600 s.

N o ta tio n s and basic form ulae

For the sake of brevity the electromagnetic field components will be discussed 
hereafter in two groups: 1. the ‘main components’ denoted by capital letters, 
‘E ’ and ‘H ’ (H is parallel to the direction of the inducing magnetic field; E  is 
perpendicular to it); 2. the ‘additional components’ denoted by lower case letters, 
‘e’, ‘Л’, and ‘z’ (h is perpendicular to the inducing magnetic field; e is parallel to 
it). E  and e stand for the horizontal electric field components; H and h stand for 
the horizontal magnetic field components, z stands for the vertical magnetic field 
component, which is considered as additional component. The horizontal plane 
is referred to a xy frame where the x axis points towards North, and the y axis 
points towards East. When the inducing magnetic field is along the x axis, the 
main components are Ey and HX) while the additional components are ex, hy and 
Zo. When the inducing magnetic field is along the y axis, the main components are 
Ex and Hy , while the additional components are ey, hx and Z90 (see also Table II). 
Using for the horizontal components the same notations as in Table I, the impedance 
tensor elements are given by:

Zxy

Zyx

Zyy

с%Ну Ejçhy 
H % H y hxhy 
E x H x  Cjp h x  

HxHy -  hxhy 
EyHy €yhy 
HxHy hxhy
Cy H x Eyhx
H x - H y  h x h y

( 1 )

( 2)

(3)

(4)

Similarly, the tipper elements are given by:

Jzy

z0Hy  -  z90hy 
HxHy hxhy 
zgpHx -  Z p h x 

H  x Hy hxhy

(5)

( 6)

Based on numerical modelling results, it will be demonstrated that these expres
sions can be simplified in the situations we consider.

T h e m orph ology  o f  field  com ponents over three-d im ensional s tru c tu res

We only present here the maps for one period (T = 225 s), because they provide 
a relevant illustration of the conclusions drawn from the whole set of maps we
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T a b le  I. M ain  a n d  additional electric a n d  m ag n e tic  com ponents as a  fu n c tio n  
of th e  in ducing  m agnetic  field direction . In  th e  coord ina te  system  x  p o in ts  
tow ards N orth , (y) p o in ts  towards E a rth

Clockwise from  th e  N orth d irection  ______ F ield  com ponents
______ of th e  inducing //-fie ld__________ E  e H  h  z

0 °  Ey C j  H x  f i y  - to

90° Ex ey Hy hx 290

T a b le  I I .  Num erical values o f th e  two p a rts  
in  th e  nom inator of th e  im p ed an ce  tensor ele
m en t for m odel L. T he d o m in a tin g  term s are 
p rin te d  in bold

Z X X

ex Hy

КГ5 ■ 1

Exhy

10~4•10"3
C x  h x E X H X

ZXy
10~5•10~3 КГ4 • 1

E y H y e y h y

ZyX
10~4 • 1 КГ5 ■ io-3
Eyhx e y H x

Z y y

1СГ4 • КГ3 10"5 • 1

produced. The inducing magnetic field has a unit intensity and zero phase shift. (In 
this meaning all other field components can be regarded as normalized quantities.) 
Maps computed at different depths confirm all conclusions presented here but in 
this paper only surface field values will be shown.

General features of the behaviour of the components

Figure 2 shows 20 field component maps (real and imaginary parts of five field 
components in the two perpendicular inducing field directions) over the rectangular 
model. Figures 3 and 4 show similar maps for the L- and U-shaped models respec
tively. (It should be mentioned that in the plots the isoline values are not everywhere 
denoted. It helps better understanding of these figures that the “main” components 
have more symmetric and the “additional” components have more antisymmetric 
appearance.)

First of all, these maps show that the observed areal distribution of real and 
imaginary parts of each component are always similar to each other. This follows

A c ta  Geod. Geoph. Hung. 29, Î 9 9 4



A
cta G

eod. 
G

eoph. H
ung. 

29, 
1994

Fig . 2. R eal a n d  im aginary  p a r ts  of electric, horizontal an d  vertical m agnetic  field com ponents in  two
( 0  =  90° an d  0  =  0°) po lariza tions over m odel 1 (m odel nam e: S) a t a  p e rio d  of 225 s

3-D
 M

T IN
TER

PR
ETA

TIO
N

 PA
R

A
M

ETER
S



A
cta

 G
eod. 

G
eoph. H

ung. 
29, 1994

Fig . 3. R eal an d  im ag in ary  p a r ts  of horizon tal electric, ho rizon tal and  vertical m agnetic  field com ponents
in  two (© =  90° an d  0  =  0°) po lariza tions over m odel 2 (m odel nam e: L) a t  a  p e rio d  of 225 s

L S
Z

A
R

K
A

 et al.



A
cta G

cod. 
G

coph. H
ung. 

29, 1994

Fig. 4. R eal a n d  im ag in ary  p a r ts  of ho rizon tal electric, horizon tal an d  vertical m ag n e tic  field com ponents
in  two ( 0  =  90° a n d  0  =  0°) po lariza tions over m odel 3 (m odel nam e: Y) a t  a  p e rio d  of 225 s 00<r>

3-D
 M

T IN
TER

PR
ETA

TIO
N

 PA
R

A
M

ETER
S



9 0 L SZARKA e t al.

from the fact that the inductive effects are negligible in the conductive structures for 
the models we consider. The deflection of the electric currents by the conductivity 
heterogeneities is then mostly driven by galvanic effects, and each field component 
is the product of a position-dependent term by a period-dependent term (e.g. Le 
Mouel and Menvielle 1982, Menvielle 1987). The behaviour of the electromagnetic 
field at the surface of the model corresponds to the already described current chan
nelling, or static distortion (Larsen 1975) effects. A review of the distortion effects 
can be found in Menvielle (1987).

E , H , and z components

The E, H and perhaps the 2 maps over the rectangular model (Fig. 2) are 
fairly well known. E is characterized by a central minimum and two ‘side’ maxima, 
H  by a central maximum and by two ‘side’ minima, and z by two antisymmetric 
anomalies at the edges of the structure whose direction is perpendicular to that of 
the inducing magnetic field (the ‘E-polarization’ edges). Besides, the E  and H  maps 
show the existence of a zone, between the central anomaly and the side anomalies, 
where the E and H values do not differ very much from their undistorted values. 
Figures 3 and 4 show that these basic features can be still recognized, although 
distorted, over more complex structures.

e and h components

The behaviour of e and h components reminds to the main components, but the 
additional components are more severely distorted over more complex structures 
than the main components E  and H .

e and h over the rectangular model
The e and h components appear over the rectangular model just outside its 

corners. They are characterized by two positive and two negative peaks, depending 
on the inducing field direction. When E is parallel to the longer sides of the model, 
the extrema of e are definitely shifted from the corners towards the middle of the 
longer sides. This situation is due to the more important current channelling effect 
along the direction of the longer sides of the model than along the other direction. 
Such a sharp difference for the extrema of h cannot be seen; they seem to be at 
corners for both inducing field directions. As expected, the e and h zero lines (or 
zones) coincide with the symmetry axes.

e and h over the L- and U-shaped models

Figures 3 and 4 show two e and h zero zones (there are still two of them, but 
they are not sis sharp as those seen in Fig. 2). One of the zero zones can be always 
observed in the sections of the model which are elongated in the direction of E. The 
center line of this zone connects the E and H side anomalies through the central 
anomaly.

e and h extrema do not change in the same way with increasing model com
plexity. In the e-maps one can still see the peaks corresponding to those present
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on the rectangular model, but one or more further extrema will appear. They are 
still developed at corners and model bends. It is remarkable that the ‘new’ extrema 
appear almost exactly at corners. A visible shift towards the middle of the longer 
sides can only be seen if the model section is definitely elongated in the direction 
of the actual E. ‘Inner’ extrema may also appear over model bends.

In the h-maps the ‘old’ and ‘new’ extrema merge into each other.

R ela tion  b etw een  th e  electrom agnetic field  com ponents an d  th e  
norm alized param eters

For the period range and the models we consider, the integrated density of 
the additional currents is negligible compared to that of the main currents, h is 
therefore expected to be negligible compared to H , as it is found in the numerical 
results. This implies eh <C E H , Eh <C eH and hxhy <C HxHy (see Table II for the 
numerical values). The expressions of the impedance tensor elements can be then 
reduced to the following simplified expressions, which are in practice valid in many 
geophysical situations, and then often used without any numerical justification:

Zxx ~  ex/ H x (7)
Zxy ~  Ex/ H y (8)
V  ~  Ey/ H x (9)
Zyy ~  cy/  Hy (10)

The expressions of the tipper elements similarly reduce to:

~  z0/ H x (11)
Zzy ~  z90/ H y (12)

The areal variations of H are much less than those of E and e (see Figs 2, 3 
and 4). The areal distribution (the “morphology”) of the impedance elements is 
therefore similar to that of the electric components. The areal distribution of nor
malized parameters over 3-D structures can therefore be accounted for in terms of 
electric field components. This is illustrated by a comparison between the corre
sponding maps in Figs 5, 6 and 7 on the one hand, and in Figs 2, 3 and 4 on the 
other hand. In the general case, the electric field components and the impedance 
tensor elements bear almost the same information, directly allowing a ‘quick look’ 
interpretation of the observations, even in presence of 3-D complex structures. In 
the case of a very conductive structure, however, the variations of the magnetic 
field over the structure may become significant (see e.g. Vasseur and Weidelt 1977, 
Adám et al. 1986) depending on the frequency, and the electric field components 
may provide a better information than the tensor elements.

The tensor invariants and the skew

Tensor invariants have been introduced by many authors with the aim of helping 
in the electromagnetic data interpretation. These quantities are independent on the
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direction of the inducing field, and the geometry of the underlying structure is sup
posed to be more or less readible in the invariant maps. A review on the invariants 
can be found in Vozoff (1991). We will consider here the following quantities

Cl ---- ZXX Zyy (13)
c2 H

i*T1II (14)
Сз —  ZXyZyX Zxx Zyy (15)

a
C\ Zxx ~ f" Zyy

ZXy ZyX
(16)

Ci can be also called as spur; C3 is the determinant of the four-element tensor Z; 
hereafter called as Berdichevsky invariant following Hobbs (1993). a is the skew 
and it is considered by many authors as a 3-D indicator (e.g. Reddy et al. 1977, 
Jupp and Vozoff 1972, Ting and Hohmann 1981). Substituting the approximate 
expressions of the tensor elements (see relations (7) to (10)) in relation (16), it 
comes

GxHy Cy HX
EXHX -  EyHy (17)

When values of Hx and Hy over all the area under study are in the same range, 
Eq. (17) can be reduced to:

Cx T Cy
Ex -  Ey

(18)

Over nearly-isometric (where x and y dimensions are nearly the same) 3-D mo
dels, Eq. (18) provides a good approximation of a. Since Ex and Ey have opposite 
signs and are generally the same order of magnitude, the skew is controlled first of 
all by the combined effect of the additional electric components (remind that these 
components are along the inducing magnetic field direction). Figures 8a, 9a and 10a 
show both real and imaginary parts of ci, C2 , C3 , and skew over the three models we 
consider by using the exact formulas; Figs 8b, 9b and 10b show the corresponding 
electric field-based approximations. The comparison of these figures illustrates that 
the electric field-based approximations are relevant in the situations we consider.

The tensor invariant C\ and the skew seem to be ‘corner’ indicators for the rec
tangular model. Since the exact and approximated maps have very similar shapes, 
their physical meaning can be inferred from the behaviour of the electric field com
ponents only. According to Eq. (13), c 1 is the sum of the two additional electric 
field components in the two polarizations. When E is parallel to the longer sides, 
the e-peaks are higher than in the other polarization. Since in the sum of the two 
additional components the effect of the higher peaks dominate, the ci parameter 
is principally sensitive to current channelling effects along the longer sides of the 
model (see Fig. 11). This is the reason for the slight shifts from the corners towards 
the longer sides. The number of e-peaks increases with increasing model complexity 
(see Figs 2-4), resulting in a complicated, quasi-random shape of c\ and skew over 
geometrically complex models. The skew therefore may be useless, even misleading 
for qualitative interpretation over geometrically complex models.
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eX

© ©
F ig . 11. T he positive a n d  n eg ativ e  peaks in  the  a d d itio n a l e lectric  field com ponents, re p re sen tin g  
seco n d ary  curren t channelling  effects over a  th ree -d im ensional re c tan g u la r  m odel a t  a  p e r io d  of 
225 s. T he curren t ch an n e llin g  inside th e  m odel is m ore  im p o r ta n t when th e  m ain  e lectric  field 
is p a ra lle l to  its e longation  as i t  d em onstra ted  by la rg e r  circles. T herefore the  ex tre m u m  of th e  
te n so r  invarian t cj a n d  in  th e  skew Ci / C2 the  m ax im u m  will b e  sh ifted  from  th e  co m ers  tow ards 
th e  longer sides

On the contrary, the с-i and сз tensor invariants appear to be better 3-D indi
cators. For the three models we consider, C2 seems to be a reliable ‘side’ indicator, 
while сз (the Berdichevsky invariant) fairly well depicts the geometry of the con
ductive structure. It is remarkable that the more complex the model geometry is, 
the better are the C3 indications, since the ‘side’ maximum areas around the more 
complex models are more distributed. In addition, the electric field approximation 
of Сз has significant ‘side’ maximum zones, calling attention to the not negligible 
smoothing effect in the impedance due to the horizontal magnetic components. The 
Berdichevsky invariant appears to be the best indicator for a qualitative interpre
tation over complex 3-D structures (Berdichevsky and Dmitriev 1976).

The elhpticity

The ellipticity (usually denoted by /?(©)) does depend on the field direction (0). 
Its definition is

ß(Q) = z n (0 ) -  Z 2 2 (Q)
Sl2(0) + ^2l(0)

(19)

where 0  is the (clockwise from North) direction of the inducing magnetic field; Z\\, 
Z i 2 , Z2i and Z22 are the rotated impedance elements. According to Eqs(7) to (10),
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ß  can be estimated by:
/?(©) e*(9) -Cÿ(Q) 

EX{Q) + E ,(ß ) .
( 20)

The rotated complex ß parameter, for neither of the three models seems to be 
useful. These figures, which are not shown here clearly indicate that ß is completely 
useless. The main problem with the ß parameter is that it has curious maximum 
zones, corresponding to location where its denominator (Zxy+Zyx) becomes close to 
zero. For a rectangular model these /З-rnaxima are along outward spreading curved 
lines originating from corners. In case of the L-shaped model the denominator is 
zero along the symmetry axis. Finally, it is worth noticing that for the U-shaped 
model (the most complex one, having no symmetry axis) ß has no visible meaning 
for any rotation angle.

D iscussion

The availability of a powerful 3-D thin sheet numerical algorithm made possible 
to analyse the behaviour of different EM parameters over 3-D structures for periods 
ranging from 14 to 3600 seconds. In the paper only some basic MT formulae are 
used, and the complicated derivations are intentially avoided. Instead of them the 
demonstration was given by means of maps and their brief descriptions.

We first consider the morphologic characteristics of the main and additional 
electromagnetic field components over geometrically complex high-conductivity 3- 
D models.

The geometric distribution of the impedance tensor elements, the tensor in
variants, the skew and the ellipticity were also discussed. We showed that the 
morphological characteristics of most 3-D interpretation parameters are essentially 
the same as those of some combination of the electric components. The maps we 
present clearly show that the antidiagonal terms of the tensor are relevant side in
dicators while the diagonal terms bear almost no useful information. The tensor 
invariant ci, the skew and the ellipticity are proved to be useless to depict the ge
ometry of complex 3-D high conductivity structures. On the contrary, c? seems to 
be a reliable ‘side’ indicator, while the Berdichevsky invariant (the tensor invariant 
C3) over such complex models becomes even better than over rectangular ones.

The results we present in this paper illustrate what can be the contribution 
of numerical studies to EM interpretation, provided efficient numerical tools are 
available.

In order to make a synthesis of our results, let us consider the case of a geophys
ical exploration over the U-shaped structure. Consider first the better situation, 
when an evenly spaced network (say one station at the center of each cell) is avail
able. We therefore know the maps of the observed components (Fig. 4), the maps 
of the tensor impedance elements (Fig. 7), and those of the c\, C2, C3 skew and 
ellipticity.

The ellipticity provides almost no information, and we will forget it immediately. 
In addition, Fig. 10 shows that neither the Cj parameter, nor the skew provide 
any useful informations. On the contrary the Berdichevsky invariant depicts the
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main features of the geometry of the structure. Some estimation about the outer 
limits of the conductive structure is also provided by the c-i parameters. However 
the indications about the U shaped geometry of the structure are given by the 
antidiagonal elements of the tensor, and by the vertical component z (i.e. the tipper 
components): the portions of the zero lines in areas of important lateral gradient 
depict the outer edges of the structure in the case of the antidiagonal terms of the 
tensor, and the axes of the structure in the case of the tipper (see Figs 4 and 7).

The main electric and magnetic components may help in confirming the conclu
sions drawn from the antidiagonal terms of the tensor and the tipper components. 
The additional electric and magnetic fields do not provide further information.

Consider now the situation which prevails in practice, namely an ill conditioned 
network. In this case, the smoothness of the variations of the indicator is of basic 
importance, because it governs the relevancy of the interpolation which will be 
necessarily made. Short spatial wavelengths will induce aliasing, and in practice 
lead to interpolated maps without any practical meaning. The diagonal term of 
the tensor, the skew and the C\ parameter are therefore to be rejected. On the 
contrary, the tipper components, the Berdichevsky invariant and the antidiagonal 
terms of the tensor have fairly smooth variations, and they will still provide an 
accurate description of the structure, although less precise because of the larger 
spacing between the stations.

Therefore it clearly appears that, in any situation, the more reliable description 
of a conductive structure is obtained by using:

-  the Berdichevsky invariant which depicts the main lateral geometrical trends;

-  the antidiagonal terms of the tensor which indicate the outer limits of the 
structure. Note that these terms may be favourably replaced by the corre
sponding electric components also in case of strong magnetic effect of the 
currents flowing in the structure;

-  the tipper components which delineate the symmetry axes of the structure.

In opposition, the ellipticity, as well as the diagonal term of the tensor and the 
related indicators, the skew and the spur, should be avoided. (The Berdichevsky- 
invariant is not only able to separate shallow and deep anomalies (as it was shown 
in Ranganayaki 1984), but it is the best in lateral terms as well.)
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A THIN SHEET NUMERICAL STUDY OF THE  
ELECTROMAGNETIC FIELD OVER GEOMETRICALLY  

COMPLEX HIGH CONDUCTIVITY STRUCTURES:
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In  th is p ap er, be longing  to  a  series of p a p ers  dealing  w ith th in  shee t s tu d ies  
o f th e  electrom agnetic  field over geom etrically com plex m odels, a  sy s tem atic  s tu d y  
a b o u t  different a p p a re n t resistiv ity  definitions (sum m arized  by Spies a n d  E ggers 
1986) in  1-D a n d  3-D environm ents a t  the  surface a n d  in  th e  d ep th  is given. T h e  3-D 
he terogeneities a re  h igh-conductiv ity  crusta l th in  shee t s tru c tu res  hav in g  d ifferent 
geom etrical com plex ity  in  a  hom ogeneous lith o sp h ere , und erla in  by a  d eep  high- 
co n d u ctiv ity  asth en o sp h ere . We have found a  big a n d  m eaningful d ifference be tw een  
th e  ap p aren t re sis tiv ity  definitions de term ined  a t  different d ep th  levels, while th e  
la te ra l  ch aracteris tics o f these  resistiv ity  defin itions were found to  b e  m ore  o r less 
th e  sam e. T he conventional C agniard  ap p aren t resistiv ities seem to  be  in  g en era l 
accep tab le , b u t  in  som e special stud ies the  use of q r ^ z  (ap p aren t resistiv ity  c o m p u ted  
from  th e  real p a r t  o f th e  com plex im pedance) m ig h t give b e tte r  results .

K e y w o rd s :  a p p a re n t resistiv ity ; m ag n e to te ilurics; num erical m odelling ; th in
sh ee t; th ree-dim ensional m odels

1. In troduction

Several years ago Spies and Eggers (1986) compared different definitions of ma- 
gnetotelluric apparent resistivities. They expected to find an ideal apparent resi
stivity curve, having perfect asymptotes, and quick and oscillationfree transitions 
at the shortest periods. In this sense the best apparent resistivity was found to be 
that which is based on the real part of the impedance, and one of the worst was 
that which is determined from the imaginary part of the impedance. Cagniard’s 
classical apparent resistivity we generally use is the arithmetic mean of these two 
apparent resistivities.

We investigate in this paper how these different apparent resistivities behave in 
presence of 3-D inhomogeneities. The aim of this study is to help in deciding which
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parameter is to be used for data interpretation, given the existing data (number 
of stations, frequency range, data quality, etc.) and the a priori knowledge about 
the structure under study. In many situations, the different parameters are not 
in practice equivalent, because of their different response to conductivity hetero
geneities. It is in particular the case when making preliminary data interpretation 
with non-sophisticated imaging tools.

The models considered are described in Section 2 and the algorithms used for 
computation are presented in Section 3. The results are discussed in Section 4. 
Finally illustrations of the possible contribution of our results to field measurements 
are given in Section 5.

2. T h e  n u m erica l m o d e llin g

We considered four different models corresponding to typical geophysical situa
tions:
Model 1. A two layer model with a resistive upper layer standing for the crust over 

a conductive half space simulating a conductive crustal basement (ßi =  40 Qm, 
hi =  4 km, £>2 = 1 fim);

Model 2. A two layer model with a resistive upper layer standing for the lithosphere 
(£>i =  40 fim, hi = 65 km) over a conductive half space simulating a conductive 
asthenosphere (í>2 = 1 fim);

Model 3. A four-layer half space, based on the two previous models (£>j = 40 fim, 
hi — A km, Q2  = 0.4 fim, Л2 =  0.4 km, £>з = 40 fim, /13 = 65 km, £>4 = 1 fim);

Model 4. Model No. 4 was a 3-D one, based on 1-D model No. 3, but instead of 
the third layer one of the 3-D thin sheet heterogeneities was placed. (The set 
of 3-D thin sheet heterogeneities is shown in Fig. 1.)

We studied the behaviour of different resistivities at different apparent depths 
for the three 1-D models we consider (models 1, 2 and 3), and in the vicinity of 3-D 
thin sheet structures (model 4).

We used the Vasseur and Weidelt (1977) and Tarits (1989) numerical thin sheet 
algorithms. These programs allow to determine the electromagnetic field not only 
at the surface (Vasseur and Weidelt algorithm), but at arbitrary depths, too.

The electromagnetic field was modelled over a 40 km x 40 km wide area using 
a 20 X 20 mesh of 2 km x 2 km cells (see Fig. 1), and computed at four different 
depths: at the surface (level 0), at the depth of 2 km (level 1), at the depth of 
3 km (level 3), and at the depth of 3.5 km (level 4). Five different periods, covering 
the range from the short period limitation of the thin sheet approximation to the 
dominant appearance of the asthenosphere were used: 14 s, 56.25 s, 225 s, 900 s 
and 3600 s. The impedance of the corresponding 1-D models was also computed. 
More details about the numerical modelling problems is discussed by Szarka et al. 
(1994).
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Fig . 1. a) P la n  views o f 3-D th in  sheet m odels used in  these  s tu d ies . E , S, U an d  T  d e n o te  different 
re c ta n g u la r  m odels, b ) P la n  view of th e  th in  sheet co m p u ta tio n  m esh and  a  ch a ra c te ris tic  m odel 
cross sec tio n  showing all re sis tiv ity  an d  geom etric p a ram e te rs  a n d  also th e  in v es tig a ted  d e p th s

3. T h e  ap p aren t r e s is t iv ity  d e fin itio n s

We consider hereafter the five different MT apparent resistivity definitions stu
died by Spies and Eggers (1986):

e i =  f?ReZ =  2 \ R e Z \ 2/ ш ц (1)
e i =  e im z =  2 |/m Z |2/w /i (2)

в з =  ß\Z\ =  { e Re Z  +  e i m z ) / 2 (3)
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(4)
(5)

í>4 =  у/ ( QReZ • Q l m Z )

0 5  =  1 / 2  - y f i ß R e Z  +  ß l m z ) -

рз is the classical Cagniard apparent resistivity, рз =  \Z\2 /шц. It is known that 
Q R e Z  is nothing else but Schmucker’s apparent resistivity (Schmucker 1970). Q R e Z  

and Q i m z  can be derived from p \ z \  as follows:

Q R e Z  =  2  COS2 ■ Q\Z \  ( 6 )

Q l m Z  = 2 sin2 <P ■ Q \ z \  (7)

where is the argument of Z . It comes from (6) and (7) that

Q l m z / Q R e Z  =  t a n 2 <p . (8 )

Spies and Eggers(1986) tested the MT sounding curves for the following criteria:

—  the asymptotic values should well approximate the true resistivities;

—  the changes on the sounding curves should be well expressed, should be quick, 
and possibly free of oscillations.

Q R e Z  was found to be relatively the best and e i m Z  was found to be definitely 
the worst. According to Eqs (3), (4) and (5), all the other definitions (рз, p 4 and 
Р ъ )  are some means of q r c z  and pimz-

Schmucker (1970) evidenced the close link between Im Z  and as he called it ‘the 
center of currents depth’. Later on, Szarka and Fischer (1989, 1991) showed that 
the real part of the impedance gives information about the mean depth of currents 
flowing out-of-phase to the surface magnetic field, while the imaginary part of the 
impedance is in linear relationship with the mean depth of currents flowing in-phase 
with the surface magnetic field. From the formulas (3)-(5) it follows that p 3 , p 4 and 
p5 describe some alternatively defined mean depths of subsurface currents flowing in 
the earth. For example, the classical Cagniard resistivity is related to the arithmetic 
mean of ‘in-phase’ and ‘out-of-phase’ current-centre depths.

In the following, we will consider the two basic apparent resistivity definitions 
QReZ> QlmZ, and for comparison the Cagniard apparent resistivity Q\z\- In a multi
dimensional situation pxy, pyx and even plm = y/pXy ■ pyx (the invariant apparent 
resistivity, see Berdichevsky (1968) for details) are also introduced. They can be 
computed from either the real part, or the imaginary part, or the modulus of the 
corresponding complex impedance element.

4. The resu lts

Before looking at the behaviour of the apparent resistivities close to 3-D struc
ture, it is worth recalling some properties of the evolution with depth of the apparent 
resistivities in 1-D situation.
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1-D situations

Let us consider the three different cases mentioned in Section 3 to illustrate what 
happens in 1-D situations. The computation was made for the same period range 
(14-3600 s) as in Paper 1, Szarka et al. (1994). The observation depth ranges from 
0 m (surface) to 3500 m.
Two-layer models

In case of the first two-layer crustal model (Model 1), the difference between 
Û R eZ  and Q irnZ  is very big in the whole period range, because QRe z  reaches much 
earlier (that is at much shorter periods) the high-conductivity basement (see Fig. 2).

For the asthenosphere model (Model 2) at all investigation depths the same 
results were obtained, which are very close to the surface values. This is due to 
the relatively small subsurface observation depths compared to the asthenosphere 
depth (see Fig. 3).

100

10

l

o.i
0.1 1 10 100  1000 1 0 0 0 0

p e r i o d  ( s )

Fig. 2. ß R c Z  and  Q i m Z  a t four different c ru sta l d e p th  levels (0 km , 2 km , 3 km , 3.5 k m ) over 
a  sim ple  tw o-layered m odel, represen ting  a  h igh-conductiv ity  basem ent a t a  d e p th  o f 4 km . T he 
QReZ cu rves are those  which decrease m ore steeply a n d  have lower resistivity values th a n  th e  QimZ  
ones

r e s i s t i v i t y  ( o h m m )

I I l i u m  I I » I I I NI _____ I___t l . J  J l l l l _____ I___l I 1 H i l l --------1---- 1 I 1 H 1 I

Four-layer model
In case of the four-layer Model 3 the crustal effect disappears at long periods 

both in Q R e z  and Q i m Z  1 but it takes place at much shorter periods in case of 
6 R e Z  (Fig. 4a) than in case of eimz (Fig. 4b). (The ß R e Z  apparent resistivity 
curves at different depths are nearly the same at longer than T «  10 s periods. 
Such a period limit exists for gimz  only at periods T «  100 s.) In the long period- 
-range, where the apparent resistivity values are the same at all investigated depths, 
exclusively the asthenospheric effects dominate in the resistivity values. In the
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p eriod  (s)

F ig . 3. QRez  and  QimZ a t  fo u r different crustal d e p th  levels (0 km , 2 km , 3 km , 3.5 k m ) over a  
s im p le  two-layered m odel, re p re sen tin g  a high-conductiv ity  basem en t (asthenosphere) a t  a  d e p th  
o f a b o u t  (69.4) 70 km . T h e  QRe z  curves have lower re sis tiv ity  values th a n  QimZ ones only a t  long 
p e r io d s

10 s-100 s period range pReZ is already the same at all depth levels, whilst Qimz  is 
still strongly influenced by near-surface layers and has therefore a significant depth 
dependence.

It must be remarked that the conclusions are drawn from a visual comparison 
of sounding curves in Figs 2, 3 and 4.

Relation between 1-D curves at different depths

The 1-D characteristics are determined by the key-parameters X\/(h — z) (where 
Ai is the wavelength in the first layer, h is the layer thickness and z is the observation 
depth), and s (reflection coefficient). The expression of QRez and QimZ as function 
of Ai/(h  — z) and s are given in the Appendix. The interrelation between ReZ  and 
Im Z  (which is very similar to that between QReZ and Qimz) is shown in Fig. 5 
for a <72 = 100(7! half-space. According to the Appendix for a certain conductivity 
contrast S the resistivity and phase values are determined exclusively by Ai/(/i —z). 
It means that completely the same в and ф conditions prevail for all T  and z values 
(period and depth) characterized by the same X\/(h  — z). The period shift with 
depth is determined by the constancy of Xi/(h — z ) (Szarka and Fischer 1991).

From Fig. 5 it can be seen that the change in ReZ  is much less than in Im Z  
when the Ai/(/i — z) parameter is large enough (in Fig. 5 when it is greater than 
about 10). This is in perfect accordance with the asymptotes in qrcz appearing 
earlier at long periods.
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0.1  1 10 100 1000 100 0 0
p e rio d  (s)

re s is tiv ity  (o h m m )

p erio d  (s)

Fig- 4. QHeZ a n d  QimZ a t four different c ru s ta l d e p th  levels (0 km , 2 km , 3 km , 3.5 k m ) over a  
fo u r-layered  m odel, rep resen ting  a  h igh-conductiv ity  c ru sta l layer a t  4 km  an d  a  h ig h -co n d u c tiv ity  
b a se m e n t (asthenosphere) a t a  d e p th  of ab o u t 70 km . a) QReZ curves, b) ßlm Z  curves

3-D SITUATIONS

3-D characteristics of qr^z and Q lm Z  were studied for models described in Fig. 1. 
Far from the three-dimensional structures, 1-D relations dominate, as expected. 

Coming closer to the heterogeneities, the resulting anomaly depends on the direction 
of polarization. At any depth, two different, well-known effects appear:

1. an apparent resistivity decrease roughly over the central part of the models;
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F ig . 5. R elation  be tw een  d im ension less R e Z  an d  I m Z  o n  th e  surface  an d  inside  th e  first layer of 
a  <72 =  <Tj two-layered h a lf-sp ac e , as a  function of th e  key p a ra m e te r  \\/(h — z). T h e  n u m b ers  — 
in  te rm s  of X i / (h  — z)  —  d e n o te  different features on  th e  a p p a re n t resistiv ity  a n d  p h a se  sounding  
cu rv es

2. a resistivity increase (‘spatial overshooting’) just outside the main current 
inflow-outflow edges of the model.

The former effect is always more significant than the latter (both in areal extension 
and in amplitude) but both effects are complicated functions of the direction and 
the period of the field on the one hand, and of the model geometry on the other 
hand.

We mapped the three different (g\ , дч and рз) apparent resistivities which we 
consider at different periods for the four different rectangular models, described in 
Fig. 1. The study was carried out in two steps:

1. A morphological comparison of gxy, gyx and of the invariant apparent resistivity
£inv maps

2. Study of 3-D effects in selected sites. Regarding the apparent resistivity maps
over the models, both the minimum-rho ( f m i n )  and maximum-rho sites (дтлх) 
are discussed.

Comparison of gxy gyx and ginv apparent resistivity maps by using different apparent 
resistivity definitions

Figures 6, 7, 8 and 9 show gxy, gyx, and glnv apparent resistivity maps corre
sponding to the three different definitions of the apparent resistivity (pi, pi and gf) 
we consider. The apparent resistivity values are normalized to the corresponding
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1-D values, far from the inhomogeneities. Figures 6, 7, 8 and 9 correspond to О 
(surface), 2, 3, and 3.5 km observation depth, respectively.

Fig. 6. QXy , QyX an d  £inv m aps by using th ree  different re sis tiv ity  definitions for m o d e l S on  th e  
surface  a t  a  p e rio d  of 3600 s

The periods presented here were selected in such a way that the 1-D key parame
ter, \ i / ( h  — z) is the same for each map. The periods, depths, and the corresponding 
Ai/ (h — z) values are summarized in Table I.

These figures show that at the surface the areal distribution of ßReZ and Qim z  
are practically the same. This is confirmed by other maps we have drawn (not 
published in this paper). This is due to the large value of Ai/(/i — z), and to the 
corresponding small phase anomaly.

When going deeper and deeper the difference between QReZ and Qim z  maps —
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F ig . 7. Q x y  t Qyx  an d  £inv m ap s by  using  three  different re s is tiv ity  definitions fo r m o d e l S a t  a  
d e p th  o f 2 km , period  900 s

first of all in the center parts and in the slight gmax sites — becomes more and more 
significant. The central anomaly and the side effects are more expressed in both 
field directions in the Q R tZ  maps than in the Q lm Z  ones. It is interesting to notice 
that at the same time the difference in terms of ‘spatial overshootings’ between the 
different apparent resistivity definitions completely disappears in the ß mv  maps.

Invariant apparent resistiviiy maps at selected (pmax and gmm) sites

In this section we only consider the invariant apparent resistivities. They are 
computed from orientation-free invariant tensor elements, and normalized by the 
1-D values far from the 3-D model. From Figs (6-9) it can be seen that the relative 
apparent resistivity decrease observed above 3-D crustal inhomogeneities is quite
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Fig. 8. ß x y ,  B y x  an d  fiinv m ap s by using th ree  d ifferen t resistiv ity  definitions fo r m o d e l S a t  a  
d e p th  of 3 km , p e rio d  225 s

considerable for all apparent resistivity definitions and the highest effect (the most 
isolines) can be seen in QRez- At the same time, all invariant apparent resistivity 
maps give nearly the same 3-D effect outside the 3-D heterogeneities.

The overall 37D characteristics is shown in Fig. 10 which was compiled from in
variant ßmin and invariant £>max values (always normalized by the corresponding 1-D 
values) for the four different models, at a period of 225 s. In this figure both surface 
(continuous line) and subsurface relative resistivities (dotted lines) are shown. This 
figure shows that:

1. at any depth, it is always ßReZ which has the largest decrease, and eimZ 
which has the smallest decrease over high conductivity models;
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F ig . 9 . в х у , Qyx  and  gi„v m ap s by  using  th ree  different re s is tiv ity  definitions for m o d e l S a t  a 
d e p th  o f  3.5 km , p e rio d  56.25 s

2. the difference between the three invariant apparent resistivities due to the 
3-D models is insignificant (practically less than 1 percent) off the high- 
conductivity structure. Remember that for this second case 6x y ( R e Z )  and 
ß y x ( R e Z )  are always more distorted than e x y ( i m Z)  and Qyx^ mz)-

At depth, the resistivity increase outside a more elongated model (that is a b) 
is definitely higher than for a more isometric one (that is b ~  a). It is due to 
the more concentrated charge-accumulation effect along the shorter ends, acting as 
main current inflow-outflow sites. These results are confirmed by the other maps 
we computed, but not published here.
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T a b le  I. C ollection  o f different m odels show n in  F igs (6 -9 ) having 
the  sam e A j/ (/i — z)  values

figure m o d el nam e depth p erio d A i/(/v  -
6 SOI 0 3600 300
7 S12 2000 900 300
8 S23 3000 225 300
9 S34 3500 56.25 300

Fig. 10. Effect of 3-D th in  sh ee t m odels on invariant q r cz < B lmZ  a n d  Q|Z | re sis tiv ity  values a t 
225 s over th e ir  centre (ß ap p /Q i-D  <  1 values) and ou tside  th em  (pip p /P i - O  >  1 values) a t  th e  
su rface  (th ic k  Unes) an d  a t  a  d e p th  by using 3.5 km  (d o tte d  Unes), as a  fu n tio n  of th e  e longation  
p a ra m e te r  (b / a , where a =  16 k m ) of th e  m odel

5. Field exam ple

It will be demonstrated by two field examples that the use of ßReZ does help in 
the interpretation of sounding curves and in the recognition of 3-D distortions.

Two sets of broadband MT sounding curves have been chosen from the Panno
nian basin to illustrate the numerical calculations by field examples:
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1. MT site “Kisigmánd”, from the Transdanubian area (Western Hungary). 
It probably lies at the rim of the Transdanubian crustal conductor due to 
strongly anisotropic graphitic formations (Adam and Varga 1990).
The sounding curves (Fig. 11) calculated by using Eqs (1), (2) and (3) are sep
arated differently from each other in the case of the дтлх and £>mm curves. (In 
this section ßmax and £>тш are defined in 2-D terms.) Much clearer difference 
appears in the case of the ßmjn curves. The indications of the conductivity 
anomalies both in the crust, and in the upper mantle more definitely appear 
in QReZ curves. According to statements based on numerical methods, the 
resistivity of the conductor is better approximated by this curve.
It is interesting to note the “collapse” of the pmax curves is certainly due to 
the conducting block boundary.

2. “Turkeve-Csodaballa” is a deep sounding point in the Great Hungarian Plain, 
covered by thick sediments and characterized by shallow conducting asthenos- 
phere due to the high heat flow of the Pannonian basin (Ádám et al. 1989).
The extreme curves are here also shown separately (Fig. 12a and b).

RESISTIVITY CURVES COMPUTED FROM ReZ, ImZ and AbsZ

F ig . 11. ËReZi BlmZ ancl e\z\ ex tre m e  M T sounding curves a t  “K isigm ánd” m ea su re d  in  th e  a rea  
o f th e  T ransd an u b ian  u p p e r c ru s ta l  conductiv ity  anom aly

At the first glance the ßReZ curves differ from the traditional £>mjn and £>max 
(determined from Q\z\) curves on basis of the following important characteristics:
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Fig. 12. a. T he sam e curves as in  Fig. 11 for T ürkeve-C sodaballa  (G reat H un g arian  P la in )  in  a  
sed im en tary  basin  w ith shallow  ( ~  55 km ) asthenosphere: qmax curves

—  their apparent resistivity level is the highest among them according to the 
highly resistive basement of the sedimentary basin;

—  the indication of the asthenospheric conductor is much stronger than in the 
case of Qimz and ß\z\ curves.

These field examples — nevertheless in a more complicate way — prove that 
attention should be paid to the information provided by the comparison of Qr 6 z , 
e\Z\ and Qimz curves.

C onclusion

In this paper a brief summary is given about the main depth- and areal charac
teristics of QRtZ, QimZ and g\z\.
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Túrkeve-Csodaballa 
Rho mm

.3

R h o | R e Z |  
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Rho | l mZ |

1 2  5 101 2 Б It fvT
F ig . 12. b . The sam e curves as in  F ig . 11 for T urkeve-C sodaballa  (G rea t H un g arian  P la in )  in  a  
s e d im e n ta ry  basin w ith shallow  ( ~  55 km ) asthenosphere: gm;n curves

In 1-D when the observation depth is comparable to the depth of the investigated 
layer boundary (in case of Model 1), the difference between gRez  and Qimz  at a 
depth is much greater than at the surface. In case of a very deep conducting layer 
(Model 2), when the layer boundary is far below the deepest observation depth, all 
near-surface effects will disappear in QRez at much shorter periods than in QimZ ■

In 3-D situations, the central anomaly and the spatial overshooting effects are 
more expressed, and more increasing with depth on gxy and gyx apparent resisti
vities maps based on ReZ  than on the other maps. By using invariant resistivity 
maps the difference between the different apparent resistivity definitions (1), (2) 
and (3) in the overshooting areas perfectly disappears, and in the central parts is 
significantly reduced.

Asthenospheric effects can be studied by using gRez  at much shorter periods 
than by using any other apparent resistivity definition. Unfortunately it is just gRez

A c t a  Geod. Geoph. Hung. 29, 1994



A P P A R E N T  R E S IS T IV IT Y  D E F IN IT IO N S 123

which is distorted by 3-D crustal structures by the largest amount. This distortion 
can be reduced by using invariant resistivity maps but cannot be perfectly avoided 
in the vicinity of 3-D crustal structures.

We saw that in spite of their different relation to the subsurface current systems 
there is no striking difference between different apparent resistivity definitions in 3- 
D. We should not forget that outside 3-D crustal models it is always the surrounding 
1-D medium which makes the difference between the levels of QRez and Qim 2  and 
not the 3-D crustal structure itself.

According to the field examples the use of ß R e z  may help in two respects:

1. A mutual comparison of Qr c z , Q l m Z  and q \ z \ gives more information than 
any apparent resistivity definition alone;

2. The greatest investigation depth can be reached by using Qr c z  which might 
be important in case of period limitations.

A ppendix

It is well known that in 1-D the subsurface impedance can be easily calculated by 
neglecting the layers above the observation level. The key parameters are \ i / (h  — z) 
(where Ai is the wavelength in the first layer, and z  is the observation depth in the first 
layer) on the one hand, and the conductivity ‘reflection’ coefficient s on the other hand. 
Since in many-layered MT there are as many A, / ( h  — z )  values as the number of layers, the 
situation will be illustrated by the simple two-layered (pi, h \ ,  в 2 ) half-space. The Ai, a  
and s  key parameters are then expressed by:

Ai = 2 it
w/X<71 

2~

4т(Л — z )

a ~

v/g?- -y/crj
v/ÖT + x/̂ 2

By using simple exponential and trigonometric functions of X \ / ( h —z )  and s ,  Q R c z ,  Q i - m Z  

and the phase can be easily written in terms of a  and s :

where

e R t z  = ei R e 2

Q lm Z  = S l i m 2

phase = arctan

{ г " Щ

(z'v t )
I m Z  1 
R e Z i

e 2a +  2sea sin a  — s 2 

e2a — 2s e a  cos a  +  s2

e2a — 2sea sin a  — s 2 

e2a — 2sea cos a  +  s2

For a certain conductivity contrast s ,  q r c z , Q l m Z  and the phase are determined ex
clusively by a .
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T he present p a p e r  is a  p a r t  of a  series of pap ers  d ealin g  w ith th in  sheet m odelling  
s tu d ies  of the  e lec tro m ag n e tic  field over geom etrically  com plex m odels. I t  is show n 
by a  figure com piled from  num erous m odel co m p u ta tio n s, how th e  observed  c u rre n t 
d irec tio n  (de term ined  by connecting  th e  centers of th e  re sistiv ity  overshooting  a reas 
over th e  opposite  m odel sides) over elongated re c tan g u la r  m odels follows th e  ro ta t io n  
of th e  ex ternal in d u cin g  field. A nonlinear re la tio n sh ip  was ob ta in ed , ch arac te rized  
by  preferred  cu rren t d irec tio n s  po in ting  parallel to  th e  longer m odel sides (in  case o f 
very narrow  m odels) o r  to  th e  diagonals (in case of square-like  m od els). T h e  H z =  
0 lines closely follow th e  in te rn a l curren t d irection  for any ro ta tio n  angle. T h is  close 
re la tio n sh ip  betw een th e  H z =  0 lines (giving in fo rm atio n  a b o u t th e  m ain  c u rre n t 
d irec tion ) and  th e  co n n ec tin g  line of the  resistiv ity  overshooting  areas a re  p reserv ed  
in  case of any, in  geo m etric  m eaning  m uch m ore com p lica ted  3-D m odels. In  th is  
way th e  H z — 0 lines ( H z is known as a  typ ical “charge-free” 2-D in d ic a to r)  can  
be  in te rp re ted  in  3-D as lines, po in ting  tow ard th e  accu m u la tio n  cen ters o f surface  
charges.

T he fact th a t  th e  in terned cu rren t d irection seem s to  b e  fasten ed  to  th e  lo n g er 
sides, em phasises th e  im p o rta n ce  of current channelling  an d  degrades th e  va lid ity  o f 
H -polarization-like ap p ro x im atio n s over elongated  dyke-like m odels.

K e y w o rd s :  c u rre n t channelling; m agnetotellurics; num erica l m odelling ; th in  
shee t; three-dim ensional m odels

Introduction

Although 3-D MT anomalies in basic field directions are known from different 
numerical model computations, practically no attention has been paid to some spe
cial characteristics of the rotated maps. Sometimes — largely due to uncleared sign- 
and related phase problems — the rotated maps might even be handled erronously. 
By studying rotated resistivity-, phase and tipper maps, in this paper remarkable
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relations between 3-D resistivity- and H2 (or tipper element) maps will be pointed 
out. The observed relations help us in checking the correctness of rotation, and — 
by means of a clear physical insight — they may also help in the MT interpretation 
over geometrically complicated 3-D structures.

Two main sets of models were concerned. Both sets represent possible upper 
crustal structures from the Pannonian Basin (Adám 1992). The resistivity and 
depth values are in conformity with those in our earlier papers (Szarka et al. 1994a, 
1994b). All parameters (resistivities, depths, grid dimensions and plan views) are 
shown in Fig. 1.

The first set contained different elongated rectangles, denoted by E, S, U and 
T. In the second set the geometrical complexity varied from a simple rectangle (S) 
via an L-shaped model (L) to an asymmetric U-shaped form (Y).

In our first paper (Szarka et al. 1994a) the electromagnetic field components, 
several 3-D magnetotelluric parameters (invariants, skew, ellipticity, etc.) were dis
cussed. In the second paper (Szarka et al. 1994b) the characteristics of different 
resistivity definitions at the surface and at depth, and near 3-D thin sheet inhomo
geneities, based on thin sheet numerical computation were studied.

The thin sheet algorithm we used is based on results by Vasseur and Weidelt 
(1977); and was developed and the program itself was made by Tarits (1989). This 
technique is a very efficient numerical modelling method, offering almost a unique 
tool to study the electromagnetic field over 3-D structures with small vertical over 
horizontal dimension ratio.

After summarizing the rotation equations for the resistivity and the tipper, a se
ries of rotated resistivity- and tipper maps will be shown over rectangular thin sheet 
models. The main current direction within the rectangular models will be defined 
by the connecting line between the so called overshooting (or “side”) anomalies, 
appearing outside the models. After demonstrating a close relation between the 
angle of rotation and the observed current direction, it will be pointed out that the 
H 2 — 0 lines should cross these overshooting regions in case of any complicated 
model, at any rotation angle.

R o ta tio n  defin itions

In the paper Cagniard’s apparent resistivity definition is consequently used. The 
X axis of the coordinate system points to North, y points to East. gxy, gyx, <pxy 
and <pyx mean resistivities and phases, belonging to the two different basic field 
directions. We follow notations suggested by Hobbs (1993).

It is known that gxy and gyx resistivity maps (which correspond to the two 
basic — perpendicular to each other — field directions) over such high conductivity 
rectangular models have significant minimum. The minimum zones are elongated 
parallel to the external magnetic field. In these gxy and gyx maps, outside the 
models, at the two opposite ends two slight resistivity enhancements, appearing 
as “overshooting areas” can be seen as well. (The overshooting areas are direct 
consequences of current inflow and outflow regions, giving information about the
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Fig . 1. Top: P lan  views of 3-D th in  sheet m odels used  in  th is  study. Б , S, U a n d  T  d e n o te  
different re c tan g u la r  m odels; S, L an d  Y m ean  a  m odel se t o f increasing geom etrical com plex ity . 
B o tto m : P la n  view of th e  th in  sheet com p u ta tio n  grid  a n d  a  characteris tic  m odel cross sec tio n  
show ing a ll resistiv ity  a n d  geom etric  pa ram ete rs

charge accumulation sites at the model edges. The buildup of the central minimum 
and the side maxima slightly depend on the period.)

Hz is known as a typical so-called ‘E-polarization’ indicator: it appears in 2-D, 
when the electric field, parallel to the ‘strike’ has lateral variation in the so called 
‘dip’ direction. This simple 2-D rule can be extended for appropriate regions of 
elongated 3-D structures. Since Hz is usually normalized by the horizontal magnetic
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field, instead of Hz here the tipper is used. (The denominator, the horizontal 
magnetic field is considered also as an ‘E-polarization’ indicator.)

In order to study what happens, when the inducing magnetic field is not parallel 
to  the symmetry axes, the inducing field was rotated in many directions, denoted 
by ©, where 0  is a clockwise-directed, North(x)-based rotation angle. For the 
impedance elements the following rotation formulae were applied (Berdichevsky 
1968):

Z \ \  — Z xx cos 0  cos © +  Z xy sin 0  cos & + Z yx sin  0  cos & + Z yy sin © sin  0  (1)

Z \2  =  — Z xx  sin  0  c o s©  -I- Z xy c o s© co s0  — Z yx  s in ©  sin©  +  Zyy  s in ©  co s©  (2)
Z21 =  — Z xx sin  0  cos © — Z xy sin 0  sin 0  +  Zyx  cos © cos Q + Zyy  sin  0  cos © (3)

Z22 =  Z xx sin  © s in  0  — Z xy sin 0  cos © — Z y X sin  © cos Q + Zyy  cos © cos 0  (4)

and for the tipper elements:

Z\  = Zx cos © + Zy sin 0  (5)
Zi — - Z x sin 0  + Zy cos 0  (6)

where Zxx, Zx y , Zyx, Zyy are elements of the impedance tensor expressed in terms 
of the two basic polarizations, while Z u ,  Z 12, Z21, Z22 are the rotated tensor 
elements. Zx, Zy and Z\ ,  Z2  are the elements of the magnetic transfer function 
before and after rotation.

For the simplicity, in this paper, parameters, derived from the impedance tensor 
element Z12 and the magnetic transfer function element Z2  will only be dealt with. 
(Z 2 1  can be easily given from the invariant C2 = Z 12 — Z 2 1  and Z\ 2 \ Z\ can also be 
obtained from Z2. Furthermore, Z 1 2  and Z 2  are normalized by the same horizontal 
magnetic field component: when 0  = 0, then Z \ 2  — Zxy and Z2 ~ Zy. Z 2 1  and Z\ 
have another normalizing magnetic field component.)

O bservations over rectangu lar m odels

The inducing EM field was rotated by 0  = 5 • n (n = 0,1, 2 ,...) degrees over 
four differently elongated rectangular models denoted by E, S, U and T shown in 
Fig. 1. Several periods in the T = 14-3600 s period range were applied.

In Fig. 2 rotated q\2 , <£>12 and I 171Z2 maps are shown over one of the rectangular 
models, in case of rotation angles 0  = 15, 30, 45, 60 and 75 degrees. The actual 
period of the MT field is 225 s. (The areal distribution of the real and imaginary 
parts of the tipper elements are nearly the same, so Z2  is well represented by its 
imaginary part.)

a) Impedance tensor element maps

In all the rotated resistivity- and phase maps we determined the direction of the 
connecting line between the center of the two resistivity enhancements (or “over
shooting areas”) outside the model. This direction approximates the overall current 
direction within the model, since these overshooting areas are direct consequences
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Fig . 3. R e la tio n  betw een  th e  ex ternal field d irec tion  0  a n d  th e  observed cu rren t d irec tio n  ©c 
w ith in  d ifferently  e lo n g a ted  th in  sheet m odels

of current inflow and outflow sites at the corresponding boundaries of the model. 
(This direction was found to coincide quite well with the connecting line of the 
corresponding phase minima.) Denoting the direction of this connecting line by ©c, 
a close relation between 0  and 0 C for these 3-D thin sheet models, having different 
elongation parameters in the range 1/8 < b/a < 1 was found.

Figure 3 summarizes the results for three different models (b/a = 1, 1/2 and 
1/8). It can be seen that Д 0 с/Д 0  has systematic changes as a function of the 
external field direction 0 ; and these changes are strongly influenced by the b/a 
parameter of the rectangular models.

—  The most elongated model (model E, b/a =  1/8). When 0  is small (that is 
the direction of the electric component belonging to the inducing magnetic 
field is nearly parallel to the longer sides), Д 0 с/Д 0  is small, that is the 
connecting direction between the two slight resistivity enhancements rotate 
very slowly. (The two resistivity enhancements seem to be fastened to the two 
shorter ends.) When the external electric field is becoming more and more 
perpendicular to the longer side, Д 0 с/Д 0  becomes higher, that is the change 
in the observed current direction will be extremely accelerated.
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— The square modelT (where b/a = 1) is perfectly antisymmetric to the 0  =  0 C 
line and if 0  = 45°, then 0 C = 45°, too. It demonstrates that the most 
preferred current directions within the model are the two diagonal directions.

—  The systematic slope change in 0 C = /( 0 )  curve belonging to the model 
b/a =  1/2 confirms that the degree of current deviation within the model 
strongly depends on the external field direction. This curve lies between those 
belonging to b/a = 1 and b/a = 1/8. The most preferred current direction 
is not exactly the direction of the diagonals (it would be arctan 1/ 2), the 
preferred zone involves a wide range around the longer side of the model.

These relations can be easily extrapolated for circular- and very long and narrow 
(6 <C a) models as follows:

—  In case of a perfectly circular model 0 C = 0  for any 0, and the resulting 
curve would be a straight line, also indicated in Fig. 3, too.

— In case of very long (b <C a) models the current would be perfectly channelled 
along the longer side. It means that over extremely elongated structures 
(when the current inflow and outflow boundaries are very far from each other) 
‘H-polarization’ effects practically do not exist and always ‘E-polarization’ 
effects are dominant. This simple conclusion may degrade the validity of 
interpretation, based on 2-D H-polarization relations, since according to Fig. 
3, H-polarization over dyke-like 2-D structures practically does not exist.

We mention that at any studied period, from both the resistivity and the phase 
distributions (for all resistivity definitions), a more or less similar relationship was 
observed. One exception, having no importance was found in case of the very long 
period (close to 0) phase values, when all curves seemed to be shifted toward the 
line 0 C =  0 , which would correspond to the circular model.

b) Tipper maps

A similar feature was observed in the rotated tipper element maps: the Z2 
anomalies seem to be fastened much better to the longer sides than to the shorter
ones.

Having made similar direction-determinations for the same models, a similar 
relation to that shown already in Fig. 3 was obtained: the Hz = 0 lines and the 0 C 
directions were found to run very close to each other.

In Fig. 4 — in an unusual way — both the Hz = 0 lines and the slight resistivity 
enhancements are indicated for a rectangular model, where b/a = 1/2. Figure 4a 
demonstrates the situation at the surface, while in Fig. 4b the situation at depth is 
shown. It can be seen that the Hz = 0 lines coincide quite well with the connecting 
lines between the resistivity enhancements at any rotation angle.

A bout the theory  b eh in d

It is obvious that the two slight overshooting areas surrounding the high-conduct- 
ivity models are apparently connected to the main current inflow- and outflow sites
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of 3-D models, which seem to be fastened to the shorter ends, or to the opposite 
corner regions of the rectangular models.

The main current inflow and outflow sites in a model are at the same time the 
main charge-accumulation sites, since the role of charges, appearing at resistivity 
interfaces is just to assure the continuity of currents at resistivity boundaries.

This charge accumulation takes place in a similar way as in the pure electrostat
ics: the induced charges appear in such a way that the total electromagnetic energy 
is minimum. Consequently the distance between the accumulated positive and neg
ative charges on a conducting rectangle should be maximum. The electrostatic 
analogy can be regarded as a Oth approximation of the real situation.

In case of finite resistivity contrast, the effect of the resulting current flow should 
also be taken into account. According to Ohm’s law, the current prefers to flow 
within the better conducting medium as long as “possible” . So this phenomenon is 
not against the electrostatic charge accumulation process: in case of direct current 
flow the positive and negative surface charges prefer to be accumulated at the “pos
sibly” longest distance from each other. It is known that over a straight horizontal 
current flow Hz is 0. Figure 4 shows that the Hz =  0 lines run along the centre 
zone of the main current path within the structure where the length of the current 
flow is “the possible longest” .

In magnetotellurics the electromagnetic induction should also be taken into ac
count, of course. The computed maps at different periods indicate that the whole 
situation only slightly changes due to the induction. According to our results and 
other well-known reports (e.g. Jones 1988) the contribution of current channelling 
in MT anomalies is very important.

J u s t if ic a t io n  o f  th e  e n e r g y  m in im u m  req u ir e m e n t b y  m ore c o m p le x
m od els

We did not use any mathematical formulae to demonstrate this energy-minimum 
requirement. It would be impossible to find close relations and such formulae per
haps would not solve any practical problem. Instead of using mathematical for
mulae, we try illustrate the correctness of this hypothesis on further (in geometric 
meaning more complex) thin sheet models.

In Fig. 5a ßi2  resistivity maps (based on impedance element Z12 by using 
Cagniard’s definition) are shown for 12 different inducing field directions (0  = 
0°, 15°, 30°, . ..  165°). In these maps special attention should be paid to the 
sometimes slowly, sometimes quickly changing resistivity overshooting areas, which 
may be divided or unified at the two shorter ends, depending on the actual value 
of 0 . In Fig. 5b Hz anomaly maps are shown over the same model. Their most 
characteristic features are the H2 = 0 lines, following what is taking place with 
the current flow. In Fig. 5c the close relation between the Hz — 0 lines and the 
positions of the resistivity overshooting areas is demonstrated by putting together 
some resistivity isolines and the Hz = 0 lines. The Hz = 0 lines cross the most 
significant i»max sites in case of any rotation angle.

This close relationship between Hz — 0 lines and the resistivity overshooting
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areas may give a valuable thumb-rule in MT interpretation of complicated 3-D 
structures.

R ela tio n  b e tw e e n  re s is t iv ity  m a p s a n d  p o la r  d iagram s

The polar diagrams summarize mathematical values of some MT parameters 
(e.g. resistivities) for all possible inducing field directions. They contain pure 
mathematical information, regardless if a field direction can be observed in reality 
or not.

It was found that in case of inducing field directions parallel to the longer sides 
or to the diagonals the current direction changes very slowly; and when the inducing 
field is at right angles to the longer sides, the current direction changes extremely 
fast, and in case of very long models (6/a  <C 1) practically no current flow, perpen
dicular to the local strike direction, is available. It means that at the longer sides 
of elongated 3-D structures the “E-polarization” is a stable and the H-polarization 
is an “instable” situation.

Su m m ary

In this paper the wandering of the observed current direction within 3-D models 
as a function of the external field direction in resistivity maps over rectangular and 
more complicated high-conductivitiy models was discussed.

Some basic relations (some of them can be applied as thumb rules) have been 
found as follows:

—  A close relation was found between the external field direction and the current 
direction within the structure and discussed for different rectangular thin sheet 
models. It was found that the internal current direction seems to be fastened 
along the longer sides (6/a  <C 1) or to the diagonals (6/a  ss 1).

—  For the same 3-D models the H2 = 0 lines and the connecting line of the 
slight resistivity enhancements should largely coincide, since both of them 
reflect the same phenomenon: the internal current flow between the surface 
charge accumulation sites at the two opposite model sides.
In this way the H 2 = 0 line (H2 is often regarded as indicator for the so-called 
‘charge-free’ El-polarization), has become in 3-D situations an indicator of 
charge-accumulation. There is no contradiction with 2-D: in ‘El-polarization’ 
the H2 — 0 lines point toward the infinitely distant charges.

— All observed phenomena are preserved in case of complex models as well. 
It means that the close relation found between the H2 = 0 lines and the 
connecting line between the overshooting areas around the model may help 
in checking the corrections of the rotated MT maps.

—  A direct conclusion of Fig. 3 is, that over extremely elongated models (like 2-D 
dykes) H-polarization does not exist, consequently all interpretation results 
obtained in such situations are questionable.
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COMPARISON OF SOME UPPER-ATM OSPHERIC  
MODELS OF MARS

M J I I I1

[Manuscript received March 4, 1994]

L ifetim es of a  fictitious artificial sa te llite  of M ars were calcu la ted  to  verify a t 
m ospheric  m odels. In th e  co m p u ta tio n s first th e  d ensity  profiles ob ta in ed  d u rin g  th e  
lan d in g  of Viking-1 and  Viking-2 were used  an d  th e n  th e  density  profiles g iven by 
o th e r  6 different a tm ospheric  m odels. Only 1 of th e  6 m odels gave p rac tica lly  th e  
sam e lifetim e as observed in  th e  case of V iking-1. However, none of the  6 m odels gave 
accep tab le  lifetim es com pared  w ith  the  lifetim e using  Viking-2 d a ta . C onsequently , 
th ese  m odels still need im p o rta n t im provem ents.

U sing Viking-2 d a ta  th e  o b ta in ed  lifetim e is 5.7 tim es longer th an  th e  one o b ta in e d  
using  th e  d a ta  of th e  V iking-1 entry . A d e ta iled  analysis shows th a t  th e  differences 
be tw een  th e  two profiles are  significant an d  n o t negligible. T h e  density  profiles of 
b o th  V iking landers co n ta in  local m ax im a a n d  m in im a. T h e  origin of these v a ria tio n s 
is unknow n.

K e y w o rd s :  artificial S a tellites; a tm osphere; dynam ics; M ars; o rb its

In tr o d u c tio n

Nowadays we hear more and more about space missions related to planet Mars. 
As a consequence of former missions, experts grew richer in knowledge concerning 
Mars, e.g. there exist already several models making efforts to describe some parts 
of Mars’ atmosphere. However, examining closely these models it becomes evident 
that sometimes they differ to a high degree from each other (at some altitudes the 
differences between the vertical density profiles exceed 100 %!).

The structure of Mars’ atmosphere was measured in situ by instruments (acce
lerometers, mass spectrometers) on board the two Viking landers. Among others, it 
was also possible to deduce two vertical density profiles from these measurements. 
This fact gave us the idea to compare the density profiles given by different models 
with those deduced from Viking measurements. The ratios of measured and calcu
lated densities give varying pictures along the vertical profiles, but in this manner 
it is not easy to arrive to practical conclusions.

Nevertheless, it is well-known that the density of the atmosphere plays a decisive 
role among the factors having an influence on the lifetime of a satellite. Therefore 
the accuracy of a given model can be checked if we calculate the lifetime of a 
fictitious satellite of Mars by using first the Viking measurements and then the 
density profile of the model. The comparison of the obtained lifetimes clearly shows 
to which degree the model departs from the real atmospheric conditions measured 
during the entries of the Vikings.

1K onkoly  O bservatory  of th e  H u ngarian  A cadem y of Sciences, Box 67, H-1525 B u d a p es t, 
H ungary
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M eth o d

In our computations first we used the density profiles measured during the lan
ding of Viking-1 and Viking-2. The data of the Mars missions were taken from Seiff 
and Kirk (1977). Since in the case of Viking-2 we did not find density values for 
altitudes higher than 175 km, we chose hp = 175 km as pericenter height and ha 
=  1000 km as apocenter height of the orbit. Further initial orbital elements of this 
orbit are: orbital period Pq =  127.362 min, semi-major axis a0  = 3980.901 km and 
excentricity eo = 0.10362.

Our method of computation is as follows. From the initial values a о and eo we 
compute their changes Дао and Aeo during one revolution. In this way we obtain 
from ai = ao + Дао and e\ =  eo + Део a new pericenter height and a new orbital 
period P\. After this, using ai and ei we compute again their changes Д а1 and Де1 
during one revolution, whereby we obtain further аг = ai + Дсн and ег = t \  + Aei  
determining a new pericenter height and the new orbital period P2  etc. We stop the 
computations when the change of pericenter height during one revolution becomes 
larger than 40 km. In this case the satellite performs generally not more than 1 
revolution, since this limiting case occurs around hp = 100 km. On the base of the 
foregoings the lifetime of the satellite is the sum of the successive orbital periods: 
T  — P0 +  Pi + P2  + • • •

We compute the Да and Д(а • e) = Ax  values using the formulae published by 
King-Hele (1964):

Да = —(2тгH / Xy / 2 Fa 2 Dp [l + 2e + 3e2/2 + Я /8х + 9Я2/128х2-
-  ЗЯ/4а +  3M/8(1 + 2e + 5Я/8х + 105Я2/128х2)]

А х  = -(2irH/x)l' 2 Fa 2 Dp [l + 2е + Зе2/2 -  З Я /8х -  15Я2/128х2-
-  ЗЯ/4а +  ЗМ/8(1 + 2е -  15Я/8х -  175Я2/128х2)]

where
a, e = orbital elements
Dp = density at altitude hp
H density scale height at h.
M gradient of Я.

These formulae are valid when the scale height Я varies with altitude, in the 
case if e < 0.2 and В — a ■ е / H > 3.

Let the mass of our fictitious satellite be m =  100 kg, and its effective cross- 
section A — 1 m2! Let us suppose that the value of the drag coefficient is Cjj — 
2.0, so in our case the value of the aerodynamic coefficient is F — A ■ C o /m  = 
0.02 m 2/kg.

In our computations we used densities derived from accelerometer and upper- 
atmospheric spectrometer data collected during the landing of the Viking probes. 
The data were derived and published in tabular form by Seiff and Kirk (1977). In 
order to facilitate the computations we applied a least squares fit to the density
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data. Hereby we obtained the best fits by determining a logarithmic curve for the 
densities corresponding to altitudes not higher than the approximate turbopause 
height (120-130 km), and a second one for higher altitudes.

In Table I the densities measured by Viking-1 in the 175-96 km altitude range 
are presented, as well as the densities given by our logarithmic curves together 
with their differences from the observed data (O-C). In the case of Viking-1 the 
mean difference is ±2.96 % (with a maximum value of 8.34 % in the vicinity of the 
turbopause height).

T a b le  I. O bserved and  calcu la ted  densitites

A ltitu d e
(km )

Density (k g /m 3) 
V iking-1 C alcu lated

O -C
%

96 •2880E-06 ■2755E-06 4.35
100 .1670E-06 Л 730Е -06 -3 .58
104 Л 060Е-06 Л 076Е -06 -1 .52
108 •6590E-07 •6631E-07 -0 .62
112 •3950E-07 •4048E-07 -2 .48
116 .2420E-07 • 2448E-07 -1 .16
120 • 1600E-07 Л 467Е -07 8.34
130 .3800E-08 ■3910E-08 -2 .89
135 Л 590Е-08 Л 464Е-08 7.91
140 ■7250E-09 ■7476E-09 -3 .12
145 ■ 4100E-09 •3849E-09 6.13
150 .2410E-09 .2368E-09 2.09
155 Л 480Е-09 Л 468Е -09 0.79
160 •9350E-10 •9401E-10 -0 .55
165 •6270E-10 •6127E-10 2.28
170 •4210E-10 •4207E-10 0.07
175 •2770E-10 • 2875E-10 -3.81

•2880E-06 =  .2880 • 10“ 6

In Table II the same data corresponding to Viking-2 are shown. Here we have 
a mean O-C of ±3.31 %. As we shall see later, the value measured at 144 km is a 
strongly irregular point of the density profile. If we omit his single point, the mean 
O-C decreases to ±2.7 %.

To use the formulae mentioned above we also need the density scale height H . 
Its value was calculated for the whole altitude range in steps of 4-5 km, using 
the well-known formula: H = — Ahp/\n(D 2 /Di),  where A/ip is the difference in 
altitude and D\, D2  are the corresponding densities. The calculated scale heights 
were fitted by curves of the second degree.

R esu lts

Our computations are performed according to the above mentioned method and 
supposing the initial conditions (hp = 175 km, ha = 1000 km). Using the density 
profile derived from Viking-1 measurements the pericenter height of our fictitious 
satellite decreased to 100 km after 26028 revolutions, corresponding to a lifetime of
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T a b le  I I .  O bserved  and calcu la ted  d e n s itite s

A ltitu d e
(km )

Density (k g /m 3) 
V iking-2 C alcu la ted

O -C
%

96 ■ 2300E-06 ■2291E-06 0.38
100 • 1420E-06 Л 472Е-06 -3 .6 8
104 •9360E-07 .9105E-07 2.72
108 ■5620E-07 .5419E-07 3.58
112 •3080E-07 .3104E-07 -0 .7 8
116 .1690E-07 Л 711Е-07 -1 .2 4
120 •8860E-08 ■9077E-08 -2 .4 5
128 ■2310E-08 •2277E-08 1.41
132 Л 430Е -08 Л 397Е-08 2.30
136 •8650E-09 .8558E-09 1.06
140 ■4900E-09 .5213E-09 -6 .3 9
144 ■2750E-09 .3158E-09 -1 4 .8 4
148 Л 810Е -09 Л 902Е-09 -5 .11
152 Л 130Е -09 Л 140Е-09 -0 .8 7
156 ■6820E-10 .6791E-10 0.43
160 •4150E-10 .4023E-10 3.05
162 •3230E-10 •3091E-10 4.32
166 Л 900Е -10 .1816E-10 4.42
170 Л 070Е -10 Л 061Е-10 0.83
174 •5800E-11 •6166E-11 -6 .3 2

•2300E -06 =  .2300 • IO“ 06

2221.5 (terrestrial) days. But in turn, if we used the Viking-2 densities keeping all 
other conditions unchanged, the satellite was able to perform 149212 revolutions, 
i.e. its lifetime increased to 12769.6 days. We consider it very surprising that the use 
of two density profiles supposed to be only slightly different, results in such different 
lifetimes. For that very reason we considered interesting to determine the lifetime 
of the same satellite (maintaining the same initial conditions), but using density 
profiles of different models of Mars’ atmosphere and to compare these lifetimes 
with those obtained using Viking-data. In these computations we used the density 
profiles of the NOMINAL, MINIMUM and MAXIMUM MODELS published by 
Selina1 (1990), as well as the NOMINAL, COLD and WARM MODELS published 
by Moroz et al. (1991). (We have no other model at our disposal for altitudes above 
100 km). The obtained lifetimes are given in Table III.

Discussion

Comparing the lifetimes given in Table III it can be easily established that the 
lifetime calculated by the Viking-1 data is fairly well approximated by the Nominal 
Model of Sehnal. The difference is only 29.6 days or 340 revolutions, amounting to
1.3 %. Among the Moroz et al. models it is likewise the Nominal Model, which 
gave the best result. However, in this case the difference is already 492.4 days or 
5789 revolutions. This difference amounts to 22.2 % and it can be considered as
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T a b le  I I I .  C o m puted  lifetim es of a  fictitious 
sa te llite  using  different density  profiles

D ensity Lifetim e in N um ber
profile Days Years of rev.

V iking-1 2221.5 6.08 26028
Viking-2 12769.6 34.96 149212

Sehnal-Nom. 2191.9 6.00 25688
Sehnal-M ax. 810.1 2.22 9494
Sehnal-M in. 6874.5 19.10 81739

M oroz-Nom . 1729.1 4.73 20239
M oroz-W arm 392.0 1.07 4594
M oroz-Cold 15708.3 43.01 184047

important (1.35 years!). This large deviation may be explained by the differences 
in the temperature profiles. In the Nominal Model (Moroz et al. 1991) the surface 
temperature is 210 K, at 130 km it decreases to 182 К and at 200 km it increases 
up to 211 K. The corresponding values of the Viking-1 profile are: 238 K, 120 К 
and 102 K, respectively.

The lifetime calculated using Viking-2 data is “best” approximated by the Cold 
Model of Moroz et al. (1991), but even in this case the difference is very important: 
the model overestimates the lifetime by 2938.7 days or 34855 revolutions. Using 
the Minimum Model of Sehnal the difference is still larger: it underestimates the 
lifetime by 5795.1 days or 67479 revolutions. These deviations show that above 
100 km these model-densities differ significantly from those measured by Viking-2.

The fact that in the case of Viking-2 data we obtained a lifetime 5.7 times longer 
than by using the data of Viking-1, drove us to compare in detail the two density 
profiles. The densities published in Tables IV and V of Seiff and Kirk 1977 render 
a comparison in the 28-175 km range possible.

It can be established at first sight that the densities D2  derived from Viking-2 
measurements are always smaller than the corresponding values D\ of Viking-1 (a 
single exception is at 60 km), but the measure of the difference varies with altitude. 
In Fig. 1 the ratio .D2/.D1 of the observed densities versus altitude is plotted. From 
this curve it appears that the ratio decreases with increasing altitude, but the most 
remarkable feature is the wave structure all along the curve (below the turbopause 
as well as above it).

Naturally, the large and variable difference between the Viking-1 and Viking-2 
densities can also clearly be recognized by comparing the number of revolutions 
performed (or the lifetime) so long as the pericenter decreased by e.g. 5 km. In 
Table IV the number of revolutions performed in a given altitude range are given 
for both density profiles together with their ratios. These ratios vary with altitude 
as expected, namely they decrease in the intervals where the density ratios D 2 / D 1 

increase (see Fig. 1). The most conspicuous differences appear, of course, in the
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F ig . 1. R atio  D ï / D x o f d e n s itie s  derived from  m easu rem en ts  o f Viking-1 a n d  V iking-2 (do ts). 
C ro sses show the sam e ra tio ,  c a lcu la te d  sta rting  from  th e  o bserved  surface pressu res a n d  tem p e
r a tu r e s

175-150 km range where the differences between the two observed temperature 
profiles amount up to 67 К .

At the landing time of the Viking probes the surface pressures and temperatures 
were 7.62 and 7.81 mbar and 238 К and 226 K, respectively. In interpreting the 
accelerometer data hydrostatic equilibrium has been assumed by Seiff and Kirk 
(1977). Using the same hypothesis and starting from the observed surface pressures 
and temperatures we calculated the two “theoretical” density profiles up to 124 km, 
the supposed altitude of turbopause (Stewart 1987). The ratios of these calculated 
densities are marked by “+ ” crosses in Fig. 1. It is apparent that the general 
trend of the “observed” ratios is the same as that of the “calculated” ones, but 
the calculated curve is nearly linear and has no wave structure at all. Since we 
would like to know the cause of the wave structure of the curve obtained by using 
the Viking-data, it seems to be logical to search for answer in the difference in the 
landing conditions of the two vehicles.

It is well-known that Viking-2 landed 45 days after Viking-1, therefore the que
stion arises whether the discovered differences between the two density profiles ori
ginate from a seasonal effect. Taking into account that the 45 day interval is shorter 
than 1/3 of the shortest Martian season, it is reasonable to suppose that this short 
time-difference cannot cause large changes in the density profiles. However, at the 
computation of our density profiles we started with the measured surface data, so 
the profiles contain also the seasonal change, but the curve has no wave structure. 
The fact that the difference in chemical composition of the atmosphere during the 
two landings was small, speaks also against the decisive role of a seasonal effect. 
On the basis of all these we consider the seasonal effect as inadequate to explain 
the wave structure of the curve.
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T a b le  IV . N um ber of revolutions perfo rm ed  in 
a  given a lt i tu d e  in terval

A lt. range  
(km )

V iking-1 
R l

Viking-2 
R2

R atio
R 2/R 1

175-170 10320 92500 8.96
170-165 6640 34830 5.25
165-160 4030 13186 3.27
160-155 2355 5196 2.21
155-150 1320 2066 1.57
150-145 710 878 1.24
145-140 368 301 0.82
140-135 184 145 0.79
135-130 72 66 0.92
130-125 17 27 1.59
125-120 7 10 1.43
120-100 5 7 1.40

Viking-2 landed 6 hours earlier (in Martian local time) than Viking-1. According 
to several authors (e.g. Stewart 1987, Moroz et al. 1991) on the surface of Mars 
there exists a diurnal effect, the amplitude of which decreases rapidly with altitude 
and above 100 km it is already negligible. Therefore the wave structure cannot be 
explained as the consequence of a diurnal effect.

Neither the 10.7 cm solar flux can be taken into account because its intensity 
was 69.4 units in the first case and 75.7 units at the second entry. This difference 
is too small to explain the fact that Viking-2 densities at 175 km were roughly 5 
times smaller than the corresponding values of Viking-1.

Finally, we remark that the two entries were separated by 178° in longitude and 
25° in latitude. Although the latter causes certainly some differences in temperature 
and pressure (taken into account by using the measured surface data), we can 
disregard it as the cause of the wave structure.

In summary, taking into account all known differences between the landing con
ditions of the two vehicles, we have no explanation for the observed large variations 
of the density ratios in Fig. 1. Accordingly, our final conclusion is that the wave 
structure can most probable be attributed to developing of internal gravity waves. 
This idea seems to be supported by Fig. 2 which shows the ratio of the observed 
density £>i (Viking-1) and the corresponding density given by the Nominal Model 
of the COSPAR Mars Reference Atmosphere. The same ratio for Viking-2 is also 
given in Fig. 2. Both normalized curves show a considerable wave structure. The 
local density maxima and minima of the normalized curves of Fig. 2 permit the de
termination of the apparent wavelengths. The altitude differences between adjacent 
density extrema altitudes can be accepted as apparent vertical half-wavelengths. In 
Table V are given the altitudes of extrema for both vehicles, as well as the corre
sponding apparent vertical half-wavelengths.

Newton et al. (1969) observed local variations in the terrestrial atmospheric 
density, confirming that waves propagate in the neutral atmosphere. They in-
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ce

Fig. 2. R a tio  o f V iking-density  to  C ospar m o del-density  versus a lt i tu d e

terpreted these waves as internal gravity waves. The observed apparent vertical 
half-wavelengths increased with altitude from 1 km at 286 km altitude to 70 km at 
510 km altitude, in agreement with theoretical considerations of Hines (1960).

We note that according to the data in Table V our half-wavelengths are signi
ficantly longer than those observed by Newton et al. (1969) and the increase of 
wavelength with altitude is noticable only in the case of Viking-2. It will be inte
resting to analyse the expected properties of internal gravity waves in the Martian 
atmosphere.

C onclusions

The fact that the lifetime calculated using the Viking-2 densities is 5.7 times 
longer than using Viking-1 data exhibits that the density profiles obtained at the 
two entries differ by an important degree, especially at altitudes above 120 km. 
Our analysis shows that the differences can be interpreted as internal gravity waves 
originating at several altitudes with different amplitudes during the two entries, 
but in addition to this a latitudinal effect can also play a role. It is interesting to 
remark that during both entries the extrema of density appeared at nearly the same 
altitudes (See Table V). We consider it as an accidental coincidence.

The lifetimes calculated by using several models differ considerably from one 
another. Only 1 from 6 models gave an acceptable result. It is evident that these 
models still need important improvements, because in their actual form they de
scribe Mars’ atmosphere, especially the upper-atmosphere, only to a very limited 
degree.
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T a b le  V . Local density  e x trem a  a ltitu d e s  a n d  corresponding a p p a re n t vertical half-w avelengths w ith th e ir  m ean  a ltitu d es

E x trem a  eilt. 
A p p aren t A/2 
M ean a lt.

Ill -4 4  -5 0
6 6 

47 53

+ 56
8

60

V iking-1 
-6 4  + 7 6  

12 
70

10
81

-8 6
6

89

+ 9 2  -100  
8 

96
Viking-2

E x trem a  a lt. (km ) -4 8 + 58 -66 +74 -8 8 + 106
A p p aren t A/2 (km ) 10 8 8 14 18
M ean alt. (km ) 53 62 70 81 97

“+ ” deno tes m axim um , ” den o tes m inim um
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IS THERE ANY RELATION 
BETW EEN THE EARTHQUAKES AND GRAPHITIC  

CONDUCTORS IN THE U PPER  CRUST?
-  A HYPOTHESIS -

A Á d á m 1

[Manuscript received March 10, 1994]

T h ere  is a n  in d ica tio n  in th e  a rea  of th e  T ran sd an u b ian  electrical co n d u c tiv ity  
an o m aly  (C A ) th a t  som e earthquakes m ay b e  g en era ted  in  th e  d ep th  ran g e  o f th e  
c o n d u c to rs . I t  seems th a t  “low viscosity g ra p h itic  fo rm ations” , parallel to  f ra c tu re s , 
influence earth q u ak e  genera tion  in  th e  crust ( tec to n ic  earthquakes) an d  a t  th e  sam e 
tim e a tte n u a te  th e  earth q u ak e  waves by th e ir  la te ra l  ex tension  and  so d ecrease  th e  
seism ic h a za rd . O n th e  basis of these p h en o m en a  th e  g raph itic  origin of th e  C A ’s 
m ay  b e  d ed u ced  for an  a rea  which has no t b een  drilled . T his h y p o th etica l re la tio n  
sh o u ld  b e  p roved  by a  sta tis tica lly  large enough  d a ta  se t.

K e y w o r d s :  conductiv ity  anom aly; g rap h itic  fo rm ation ; low viscosity; P a n n o n ia n  
b asin ; seism icity ; tec ton ic  earthquake

1. U p p er  crustal conductor in N W  Transdanubia (H u n gary)

In NW Transdanubia a large conductivity anomaly (TCA) was detected by 
related telluric and magnetotelluric soundings in the early sixties (Ádám and Verő 
1964, Takács 1968, Ádám 1985). The TCA lies between two great tectonic lines, i.e., 
the Balaton (S) and the Rába line (N) in the eastern part of the Bakony-Drauzug 
independent geologic unit (BDU, Kázmér and Kovács 1985) where similar narrow 
conductivity anomalies have been delineated (Ádám et al. 1990).

The TCA consists of 10-15 km wide stripes of high conductivity at two different 
depth ranges (at 5-7 km and 12-14 km) parallel to the characteristic longitudi
nal (NE-SW) fractures/strike slips of the Pannonian basin (Fig. 1). The ratio 
of the extreme resistivity values (Rhomax/Rhomin), i.e., the simple anisotropy is 
high. (In some cases it is greater than 1000.) Its conductance value (S =  h / g  — 
thickness/average resistivity) reaches 10-20 thousand Siemens.

As mentioned above, this anomaly is strongly related to the tectonics of the 
area. Based on their extreme parameters it has been concluded that it is caused 
by graphitic schists/black shales which outcrop in the western part of BDU in 
the Gail Valley Alps (Ádám et al. 1990). The low shear strength (low viscosity) 
of black shale focuses the tectonic deformation within these units and leads to a

1 G eo d etic  a n d  G eophysical R esearch In s titu te  o f th e  H u ngarian  Academ y of Sciences, H-9401 
Sopron, Р О В  5, H ungary
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F ig . 1. M ap of th e  occurrence a n d  d e p th  d istrib u tio n  of C A -s in  NW  T ran sd an u b ia  (Á d ám  a n d  
V arga  1990)

preferential accumulation of carbon along the shear zones, as stated by the Ensenada 
EM Induction Workshop in 1990 (Hjelt 1990).

The relation of this graphitic anomaly to the earthquakes of the area has al
ready been studied in the seventies by Adam (1976). Zsíros and his colleagues’ 
(1983, 1985) very detailed investigation on the seismicity of Hungary and new MT 
soundings in the area of the Transdanubian CA enabled us to look for closer connec
tion of these phenomena.

2. C on n ection  b etw een  d ep th  d istribu tion  o f  th e  earthquakes an d  th e  
u p p er  crustal CA in T ransdanubia

Zsíros and his co-workers from the Seismological Department of the Geodetic 
and Geophysical Research Institute published several diagrams on the focal depth 
distribution of earthquakes (Zsíros 1983, Zsíros and Tóth 1984, Zsíros et al. 1989) 
determined by Kövesligethy’s (1907) formula (or by its simplified version) based 
on the isoseismals. 73 percent of the seismic events occurred in the depth range
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3 to 12 km (Zsíros et al. 1989), i.e., in the depth range of the Transdanubian 
conductivity anomaly (Fig. 2).2

Fig . 2. Frequency of th e  d e p th  values o f CA-s in  NW  T ran sd an u b ia  (Á dám  1981)

It would be interesting to compare the relation of the depths of these quite 
different physical phenomena in well determined earthquake epicenters lying in the 
main stripes of the Transdanubian CA of different depths clearly indicated by Wiese 
induction arrows, too (Fig. 3) in the area of the TCA.

Therefore isoseismal maps of two earthquakes with well determined foci have 
been selected: one has been generated near the shallower conducting stripe, the 
other one near the deeper one of the TCA (See Table I).

Table I.

Site T im e Focal d ep th  
[km]

M agnitude
(M)

E p icen tra l 
in ten sity  

Io epi
U kk-T ürje Sept. 13, 1953 5 4.2 6.5

B erh ida Aug. 15, 1985
~  10‘

5 -  9 .5 “ 4.7 6.5

‘ Zsíros e t al. (1989) 
“ B ondár (1994)

The isoseismals are shown for these earthquakes in Figs 4a and 4b. The agree
ment between the depth values of the two different phenomena, earthquake and 
CA, seems to be good, i.e., the earthquakes originated from about the depth of the 
conductors. Thus the graphitic schist blocks of low viscosity — similarly to the 
preformed and weak fault and fractured zones (see viscosity and velocity behaviour 
in the San Andreas fault zone in Fig. 5 after Meissner 1986) — can influence the 
generation of the earthquakes. (These are the tectonic earthquakes.)

2 I t  is w orth  no ting  th a t  th e  lower c ru sta l co n d u cto r in  th e  P an n o n ian  b asin  (H ungary ) lies below 
th ese  d e p th s , a t  th e  d e p th  of 18 ±  5.3 km  as de te rm in ed  by A dam  e t al. (1989), o r  so m ew hat 
shallow er (A dam  e t al. 1990), i.e ., in  th e  d e p th  range  w ithout earthquakes, in  th e  d u c tile  zone 
co rresp o n d in g  to  th e  h igh  h e a t flow values in th e  P an n o n ian  B asin  (>  80 m W m - ^).
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Fig . 3. W iese arrow s in  NW  T ran sd an u b ia  (W allner 1977),  ̂ U kk-T ürje, B e rh id a  e a r th 
quake

We are aware of the weakness of the justification of this relation, nevertheless, 
we wanted to point out its possibility until we have more, and more significant data 
from both areas to answer many questions arising in this respect.

3. T h e a tten u a tio n  o f  th e  seism ic waves by  grap h itic  form ation s in  th e
upper crust

The graphitic blocks (CA) attenuate the seismic waves generated by the ear
thquakes due to low viscosity (rç) as the two parameters are in relation. Meissner 
(1986) has given the following very simplified formula

In »7 = 4.4 ln Q + 22

where Q = quality factor, its reciprocal value (Q-1) = attenuation. This does 
not take into account the dependence on frequency, on the rheological model, etc., 
nevertheless, it qualitatively calls attention to the existing relation.
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Fig. 5. Velocity an d  v iscosity  behav iour in  a  fau lt zone a re a , (a) Velocity isolines a ro u n d  th e  San  
A ndreas fa u lt, based  on seism ic reflection an d  re frac tio n  d a ta  from  Feng and M cEvilly (1983) a n d  
(b) v iscosity  isolines tak e n  fro m  M eissner (1986)

Earthquake intensity decreases exponentially with the epicentral distance (inde
pendently from the direction):

Ik = I0exp(-akR k)

where R k denotes the mean distance [km] of the Лг-th isoseism from the epicentre, 
a k the attenuation coefficient of intensity and Ik the intensity of the fc-th isoseism. 
Zsíros (1985) estimated the attenuation coefficient (a*) for 5 source areas being 
inside and outside the Pannonian basin (Hungary) (Fig. 6). The arithmetic mean 
was chosen as representative value («*,). Studying the spatial distribution of the 
attenuation coefficients Zsíros delineated subregions in the greatest source area V 
including almost the whole area of Hungary. Table II gives the mean territorial 
attenuation coefficients (d) of source areas with standard deviations (<ra ) and data 
number (N). All data used in the calculations are shown in Fig. 6.

The greatest attenuation coefficients appear in subarea V/2, i.e., just in the
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Table II.

Source  area a  [km *] <r& N
I 0.012 0.004 20
II 0.012 0.004 19
III 0.016 0.005 6
IV 0.016 0.013 12
V / l 0.023 0.005 5
V /2 0.042 0.029 13

0.018 0.006 8
V /4 0.014 0.004 5
V /5 0.029 0.011 7
V /6 0.010 0.003 6
V /7 0.016 0.006 5

F ig . 6 . A tten u a tio n  coefficients a  [10 ^ km  *] of in te n s itie s  in  th e  source areas (Z síros 1985)

area of the Transdanubian CA attributed to highly Conducting graphitic blocks. 
The average is 0.042 km-1 , for comparison: the lowest a* value in Hungary is 
0.010 km-1. It is necessary to note that the scatter (and the error, too) of a* 
values is the highest in V/2 area because among the greatest values appear also 
some low values certainly due to the great inhomogeneity of the CA, probably its 
block structure (Adam and Varga 1990).

The following two phenomena in the area of the Transdanubian CA are conse
quences of this high attenuation:
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-  The isoseismals of the Berhida earthquake are strongly asymmetric (Fig. 4b); 
the distance between the isoseismals is much smaller in the area of the CA 
than south of the Lake Balaton, where the attenuation coefficient (ац) is much 
smaller.

— The map of maximum felt intensity in Hungary caused by earthquakes ge
nerated outside the border, i.e., in the source areas I-IV in Fig. 6 has been 
constructed by Zsíros and Tóth (1988). As these authors remarked “a large 
part of Transdanubia is exposed to a considerable hazard. Damaging ear
thquakes from earlier Yugoslavia (i.e. from south) have effects up to Lake 
Balaton” (i.e. just to the southern border of the Transdanubian CA). “In the 
western part of Hungary, Austrian earthquakes denote the main threat but 
their intensities rapidly decrease with distance from the sources” (especially 
at the western border of the Transdanubian CA, at the Rába line) (Fig. 7).

21°

Fig . 7. T h e  largest felt in ten sity  values in H ungary g en era ted  by  th e  effects of foreign e a r th q u a k e s  
(Z síros a n d  T ó th  1988)

4. G eneral con clu sions from  the relation  b etw een  earthquakes an d  CA
o f graphitic orig in

As has been shown in case of the Pannonian basin, especially its N W part (Trans
danubia), graphitic or C (?) film CA-s may have effects on the depth distribution of 
earthquakes and on the propagation direction of seismic waves in the brittle upper 
crust. These effects can be summarized as follows:
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— a common depth range of conductivity anomalies and of earthquakes can hint 
at the graphitic origin of the CA, as such graphitic formations, parallel to 
fractures and faults (preformed zones) can influence earthquakes with their 
low viscosities (see Fig. 5)

— earthquakes are more highly attenuated in low viscosity graphitic blocks, the
refore their effect extends to much smaller areas

— earthquake mechanism starts at a lower level of stress accumulation, therefore 
low viscosity graphitic bodies can set an upper limit to earthquake magnitu
des.

Such as water in the fracture zone, could also contribute to the attenuation. It is 
suggested that more study of such attenuation phenomena be initiated, particularly 
important is a study of the role of graphite.
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INSTRUM ENTS FOR PRECISE DETERM INATION  
OF HORIZONTAL DEFORMATIONS 

IN THE PANNONIAN BASIN

G y  M e n t e s 1

[Manuscript received March 10, 1994]

In th is p ap er th e  in s tru m en ts  developed for e a r th  tide  an d  de fo rm atio n  m ea 
su rem en ts a t th e  G eodetic  an d  G eophysical R esearch In s titu te  of th e  H u n g a rian  
A cadem y of Sciences a re  described. A long q u a rtz  tu b e  ex tensom eter was in s ta lled  
a t  th e  Sopron O bserva to ry  in  1990 an d  an  a n o th e r  one a t  the  U ran  M ining  C om 
p any  in Pécs in 1991. For a  h igher reliability  of th e  m easurem ents a n d  a  b e t te r  
in te rp re ta tio n  of th e  o b ta in ed  d a ta  th ree  short ( lm )  q u a rtz  tu b e  ex ten so m ete rs have  
b een  developed an d  in sta lled  a t  Sopron O bservatory  for paralle l record ing  w ith  th e  
ex is ting  long one. M ore e lectron ic  sensors and  th e ir  m echanical u n its  were dev elo p ed  
to  a n o th e r  in stru m en ts  u sed  a t  th e  observatory  in B u dapest an d  in  th e  C zech R e
public . For b e tte r  u n d e rs tan d in g  of th e  effect of th e  a ir  pressure a  m ic ro b aro g rap h  
was developed. In th e  p a p e r  th e  m ain  aspects of th e  deform ation  m easu rem en ts  a re  
given, too.

K e y w o rd s :  c rap o u d in e ; E a rth  tides; ex tensom eter; m agnetostric tive  ca lib ra tio n ; 
m icrobarograph

1. In troduction

The local and global tectonic movements are generally calculated from the re
sidual curves of Earth tide records. For high precision measurement of horizontal 
displacements extensometers are used. To detect the very slowly varying tectonic 
phenomena extensometers of very high resolution (10-9 — 10-11) and stability are 
needed. Besides of the mechanical stability of the extensometers the requirements 
against the electronic sensors and amplifiers are very strict because they can cause a 
very high electrical drift that remains in the residual curve after removing the Earth 
tide components. To avoid the interpretation of the drift as a horizontal motion at 
long term measurements, the following conditions should be kept:

1. To record on very stable places, in observatories possibly built into or on the 
bedrock.

2. To reduce the cavity effect as much as possible.

3. A perfectly stable and rigid attachment of the extensometers to the bedrock.

4. Application of high accuracy sensors with low drift.

1 G eodetic  an d  G eophysical R esearch In s titu te  of th e  H ungarian  A cadem y of Sciences, H-9401 
S o p ro n , РО В  5, H ungary
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5. To use extensometers of very high mechanical stability.

6 . To ensure stable environmental conditions at the recording place.

7. Precise measurement of the changes of the environmental parameters (tem
perature, atmospheric pressure, humidity etc.) and taking them into account 
at the evaluation of the measuring results.

8. High precision calibration of the instruments.

9. Parallel recording by more instruments of different and identical types.

By ensuring the conditions mentioned in the points 1 to 7 the drift of the instru
ments can be held low and the measured data can be corrected by the measured 
environmental parameters. The remaining drift can only be diminished by using 
more instruments for the measurements. The generally used long extensometers 
(10-30 m) are very expensive and need a large, long underground room for instal
lation, therefore it is a problem to use more parallel instruments.

One of our aims is to develop better sensors and amplifiers which allow to make 
short (1-2 m) extensometers of the same or higher accuracy than the long ones. The 
short extensometers enable not only a parallel recording but also a three dimensional 
measurement in a small recording room.

The main goal of this paper is to summarize our efforts in developing the instru
ments for the investigation of the movements in the Pannonian Basin. The paper 
describes the construction of the long and short extensometers, the microbarograph 
developed at the Geodetic and Geophysical Research Institute of the Hungarian 
Academy of Sciences and deals with the calibration of these instruments.

2. C a p a c itiv e  transducers for ex ten so m eters

Capacitive transducers for horizontal pendulums and gravimeters were deve
loped in the early 70’s (Mentes 1981, 1983). The electronics of these sensors was 
further developed and applied to the extensometers. The principle of the electronics 
is shown in Fig. 1. The transducer consists of a differential condenser connected 
into a bride circuit. An oscillator of very stable amplitude supplies the capacitive 
bridge. The supply voltage of the bridge is peak to peak 25 V. The oscillator has

I---------------------------------------------- 1

I______________________________ I

Fig. 1. T h e  p rin c ip le  of the ex ten so m ete r e lectron ics
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Fig . 2. T h e  sensor un it developed to  long ex tensom eters. differential condenser (1), fine a d ju s tin g  
screw  of th e  s tan d in g  p lates o f th e  differential condenser (2), sliding clam p of th e  s ta n d in g  p la te s  
(3 ), b o a rd  of electronics (4), foo t screws (5), shielding bu ck et of th e  electronics (6)

a frequency of 12 kHz. Because the output voltage of the bridge is directly pro
portional to the amplitude of the supply voltage of the bridge, the amplitude of 
the output voltage of the oscillator is stabilized by a PID regulating circuit and the 
oscillator is temperature compensated. In this way an amplitude stability better 
than 10-4 was achieved. The output voltage of the capacitive bridge is amplified 
by a carrier-frequency amplifier. It consists of two stages. The first one has a high 
impedance and a high gain. The second stage is the phase-sensitive rectifier which 
ensures that the sign of the output voltage be in accordance with the direction of the 
movement of the moving plate of the differential condenser. The carrier-frequency 
amplifier ensures also a very high noise rejection, because it amplifies only the si
gnal with the same frequency as its reference signal has. The whole electronics is 
very carefully shielded and placed near to the differential condenser to eliminate 
the effect of spurious capacitances.

To compensate the drift of the extensometers and to adjust the output voltage 
of the sensor amplifier to zero, a very fine mechanically adjustable support was de
veloped for the precise movement of the standing plates of the differential condenser 
(Fig. 2). The mechanical unit is standing on three foot screws of fine thread (5) 
placed at the corners of a right-angled triangle. The standing plates of the differen-
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adhesive 
-q u a r tz  lube

invar plate

F ig . 6. C onnection  of q u artz  tu b e s  by  in v ar profiles

extensometer at the Sopron Geodynamical Observatory and at the Mecsek Uran 
Mining Company in Pécs (Fig. 3). On the one hand this figure shows the observa
tories taking part in the measurements of the movements of the Pannonian Basin, 
on the other hand it shows the observatories where extensometers and sensor units 
developed by us are operating.

3. C onstruction  o f long  ex ten so m eters

We have constructed two extensometers which differ from each other in the 
calibration units and in the connection of the quartz tubes. The construction of 
the long extensometers developed by us is shown in Fig. 4. The extensometer is 
attached to the rock by means of a stainless steel bolt and concrete as shown in 
Fig. 5. The stability of this connection is very important. The calibration device is 
connected between the bolt and the quartz tube. The length of both extensometers 
is about 22 m and therefore they consist of several quartz tubes of 2-2.5 m length 
attached to each other. The setting strength of the attachment determines .the 
stability of an extensometer. The extensometer in Sopron weis made in cooperation 
with the О Yu Smidt Institute of Earth Physics, Moscow. At this instrument the 
attachment of tubes was made by means of invar profiles and adhesive consisting 
of cement, quartz sand and a two-component resin to accelerate the bonding of 
the adhesive (Fig. 6). The quartz tubes of the other extensometer installed at
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Fig. 7. C onnection  of q u a rtz  tu b e s  by  q u a rtz  muffles

the Mecsek Uran Mining Company in Pécs are attached by means of muffles made 
of quartz tubes which have a greater diameter (46-49 mm) than the long tubes 
(43-45 mm) to be attached (Fig. 7). The space between the tube and the muffle 
is luted by a two-component resin. The measurements showed that in both cases 
the junctions are very strong, they have about the same thermal expansion as the 
quartz tube and do not cause observable drift of the instruments. The attached 
tubes are suspended on very fine wires connected to supports (Fig. 8) making 
possible the levelling of the quartz tube (Fig. 9). The longer are the suspension 
wires, the smaller is the force obstructing the movements of the suspended quartz 
tubes. According to our measurements this force is negligible.

The mechanical unit of the capacitive sensor is placed at the free end of the 
extensometer and it is attached to the rock by concrete. The moving plate of the 
differential condenser is fixed to the end of the extensometer thus the movements of 
the rock at the fixed end of the extensometer are transferred by means of the rigid 
quartz tube to the free end of the extensometer and measured with respect to the 
standing plates of the capacitive transducer (Fig. 10).

For study of local tectonic effects extensometric data with a relative precision of 
10-9 —10-11 have to be used. To assure this accuracy very stable thermal conditions
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Fig. 8. S u p p o rt of the  q u a rtz  tu b es

are needed at the recording places. The temperature variations should be lower than
0.1 — 0.01°C. To achieve this very low temperature variation the recording rooms 
of the extensometers are separated from the other parts of the observatories by air 
lock doors and in addition both extensometers are directly covered from side and 
above by means of poliethylen insulating blocks. The extensometer in the uranium 
mine is operating at a temperature of 48°C and the one at the Sopron Observatory 
at 9°C.

4. C alibration  o f  th e  long ex ten som eters

4-1 Magnetostrictive calibration device

The extensometer installed at the Sopron Geodynamical Observatory is calibra
ted by means of a magnetostrictive calibration device developed at the О Yu Smidt 
Institute of Earth Physics in Moscow. This device consists of a permendur-core 
and a coil (Fig. 11). The coil is supplied by direct-current and the core changes his 
length in function of the magnitude of the current. The free end of the extensometer 
moves to the same measure as the length of the magnetostrictive core changes. The 
extensometer and therefore the magnetostrictive calibration device was calibrated
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Fig. 9. T he e x te n so m e te r  installed  a t th e  S o p ro n  G eodynam ica l O bserva to ry

at the installation by means of the Russian optical calibration device connected 
to the free end of the extensometer. From the measurements the following main 
parameters of the extensometer were obtained (Mentes 1991):

— calibration coefficients:
optical coefficient: 2.467 nm/mA 
electrical coefficient: 1.447 mV/mA

-  electrical sensitivity: 0.5865 mV/nm.

The accuracy of the above given parameters is about 2 %. The optical calibration 
unit can be used for yearly controls of these parameters but it cannot be done 
without disturbing the work of the extensometer. The magnetostrictive calibration

A c t a  Geod. Geoph. Hung. 29, 1994



H O R IZ O N T A L  D E F O R M A T IO N 169

F ig . 10. T h e  capacitive  sensor u n it connected  to  th e  end  of th e  extensom eter in s ta lled  a t  th e  
M ecsek U ran  M ining C om pany in  Pécs

device is used for the daily calibration of the instrument. An automatic controlling 
device gives a constant current of 150 mA to the coil and causes a displacement of 
370 nm at the free end of the extensometer. This value has been strictly constant 
during the three years long recording since the installation.

4-2 The crapoudine

For the extensometer installed at the Mecsek Uran Minig Company in Pécs we 
did not have the possibility to make a magnetostrictive calibration device due to 
the lack of magnetostrictive material (permendur). Therefore we have developed a 
crapoudine for the calibration of extensometers. Earlier we used these devices for the 
calibration of horizontal pendulums. The crapoudine is a thick-walled (about 5 mm) 
closed membrane made of stainless steel. The interior of the membrane is jointed 
via a pipe junction and a flexible pressure-tight tube to a mercury vessel filled with 
mercury. By lifting the mercury vessel the pressure increases inside the membrane 
and its ends protrude with some nm/Hgcm. The construction of the crapoudine is 
shown in Fig. 12. The joint ends of the crapoudine are identical with the ones of 
the magnetostrictive device, so the same clamping frame (Fig. 13) can be used to 
both devices to connect them to the quartz tube. The calibration devices have the 
same measurements, hence they are interchangeable without any modification of the
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Fig. 11. T h e  R ussian  m agnetostric tive  c a lib ra tio n  device

extensometers. Figure 14 shows the crapoudine built into the extensometer directly 
at the fixed end of the instrument. The one side of the clamping frame is attached 
to the bolt concreted into the rock and the other end of the frame to the quartz 
tube. This instrument is calibrated once a week. The automatic lifting mechanism 
(Fig. 15) lifts the mercury vessel by 30 cm very slowly (about 20 minutes) then 
holds the vessel in this elevated position for 30 minutes and lowers then the vessel 
back to its original position. The dilatation of the crapoudine due to the pressure 
change of 30 Hgcm is exactly 400 nm. The crapoudine was calibrated by means 
of the high precision calibration device developed in our Institute (Mentes 1993). 
This instrument is used for the measurement of very small displacements with an 
accuracy of 1 nm.

According to our measurements the linearity of crapoudines is better than the 
one of the magnetostrictive coils. Generally the linearity errors of the crapoudines 
are about 1 % and the ones for the magnetostrictive coils are about 2.5 %.

5. Short ex ten so m eters

Our short extensometer is made of a 1 m long single quartz tube having a 
diameter of 10 mm and a wall thickness of 1 mm. The advantage of this solution 
is that the instabilities of the instrument rised from the connections of the tubes 
are omitted. The disadvantage is that the instrument has a far lower sensitivity 
as the long ones which must be counterbalanced by a higher gain of the electronic 
amplifiers. To achieve a higher gain with an acceptable electronic noise level a new
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Fig . 12. T he construction  of th e  c rapoudine

sensor unit was developed. The principle of the electronic solution is the same as 
at the long extensometers, but the amplifier is built up from new electronic parts 
according to the latest development stage of electronics.

Figure 16 shows the construction of our short extensometer. The one end of the 
quartz tube (1) is strengthened by means of a very robust holding fixture (2) to 
the bolt concreted into the bedrock. On the other end of the tube is a fastening 
clamp holding the moving plate (3) of the differential condenser. This plate hangs 
down into the interspace between the standing plates (4) of the capacitive transducer 
placed on the mechanical unit (5) which is fastened to an another bolt (6) concreted 
into the bedrock (7).

Figure 17 shows the complete sensor unit. The fastening clamp (8) holds the 
rigid base plate (7) which holds the whole electronics (9) and the precise moving 
mechanism of the standing plates (4) of the differential condenser. The moving 
mechanism consists of the slide (6) holding the standing plates (4). A very fine 
motion of the slide can be produced by the micrometer screw (10) via a single- 
armed lever (5).

The calibration of the long extensometer can be done by magnetostrictive de
vices. A proper solution is being developed in our Institute. We should like to 
make magnetostrictive calibration devices of smaller dimensions which have about 
the same conversion coefficient as the devices made for long extensometers.
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F ig . 13. T h e  jo in ting  p a r t  to  co n n ec t th e  m ag n e to stric tiv e  device or the  c rap oud ine  to  th e  q u a rtz  
tu b e

The short extensometers make three-dimensional measurements possible and 
with more instruments simultaneously parallel measurements in small recording 
rooms. Of course three-dimensional parallel measurements are possible, too. In 
small recording rooms the steadiness of the environmental parameters (temperature, 
humidity, etc.) can be easier assured. Especially the constant temperature is very 
im portant due to the lower sensitivity of the short extensometers. The temperature 
must be kept within 0.1°C and the annual variation must be within 0.5°C. The only 
disadvantage of the small recording rooms is the higher cavity effect.

6. T h e  m icro b a ro g ra p h

The effect of the atmospheric pressure changes influences the extensometric mea
surements and in general all those which have a connection to the gravity variations
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Fig . 14. T he crapoudine b u ilt  in to  th e  extensom eter a t  th e  U ran  M ining C om pany in  Pécs

of the Earth. The mass of the atmosphere produces an effect on the gravity in two 
ways:

-  direct effect: air mass attraction

-  indirect effect: an elastic deformation of the solid Earth due to an air mass 
loading.

The sum of these effects results a magnitude of the atmospheric gravity effects 
of about 20 //Gal and therefore — similarly to the gravity field variations — the 
atmospheric pressure influences the extensometric measurements. Consequently the
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Fig. 15. T h e  liftin g  m echanism  of th e  m ercu ry  vessel

gravity changes can be recorded by a very sensitive barograph or the recorded at
mospheric pressure can be used to correct the gravity measurements and so the 
extensometric measurements, too. For this purpose we have developed a microba
rograph.

The principle of the microbarograph is shown in Fig. 18. The pressure sensor 
is a very sensitive closed diaphragm which produces large displacements between 
its two end faces for small air-pressure variations. This displacement is measured 
as follows: The standing plates of the differential condenser are fastened to the 
one end face of the closed diaphragm and the moving plate is joined to its other 
end face. The length changes of the membrane due to air-pressure variations cause
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F ig . 16. T h e  construction  of th e  sh o rt extensom eter: q u a r tz  tu b e  (1), holding fix tu re  o f th e  q u a rtz  
tu b e  (2), fasten ing  clam p of th e  m oving  p la te  (3), s tan d in g  p la te s  (4), m echanical s u p p o r t  o f the  
c ap a c itiv e  sensor (5), bo lt ho ld ing  th e  sensor un it (6), co n cre te  (7)

F ig . 17. T h e  sensor un it of th e  sh o rt ex tensom eter: q u a rtz  tu b e  (1), fastening clam p o f th e  m oving  
p la te  ( 2 ), m oving p la te  of th e  d ifferen tia l condenser (3), s ta n d in g  p la tes  of the  d ifferen tia l co n d en ser 
(4 ), fine m oving single-arm ed lever of th e  stand ing  p la te s  (5), m oving slide of th e  s ta n d in g  p la te s  
(6 ), rig id  base p la te  (7), fasten ing  c lam p  of th e  sensor u n it  to  th e  bo lt (8), electronic u n i t  (9 ), fine 
a d ju s tin g  screw of the  s tan d in g  p la te s  (10), lead-out wires o f th e  differential co n d en ser (11)
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Fig . 18. T h e  principle of th e  m ic ro b aro g rap h

capacitance variations being measured in a bridge circuit in the known manner as 
done in the extensometer electronics.

The calibration of the instrument was made during the air-pressure recording. 
The output signal of the microbarograph was regularly compared by a barometer 
with an accuracy of 0.1 mbar. The sensitivity of the instrument according to the 
measurements is 341.8 /iV//rbar and the linearity error of the microbarograph is 
less than 1 % in the whole measuring range.

7. C o n c lu sio n

The developed long extensometer and the sensor electronics have been working 
since many years satisfactorily. The measuring results prove that these instruments 
are suitable for the long term recording of very small displacements (Varga et al. 
1993). In spite of the good results we continue the development of such instruments, 
since the increase of the accuracy and the stability is a steady requirement for a 
better interpretation of the measuring results at long term measurements.
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INTERPLANETARY MAGNETIC FIELD-DEPENDENT  
A N D  GEOMAGNETIC LATITUDE DEPENDENT  

PERIODS OF PULSATIONS —  A RE-EVALUATION

J Cz M iletits1, L Holló1, J V e r ő 1, В Zieger1

[Manuscript received March 13, 1994]

Som e tw enty  years ago a  d e ta iled  com parison  was m ade based on d a ta  o f th e  
N agycenk  O bservatory  (L  — 2.0) betw een p e rio d s  o f geom agnetic pu lsa tions a n d  
in te rp la n e ta ry  conditions. According to  it, p e rio d s  were clearly dependen t on  th e  
sc a la r  m ag n itu d e  of th e  in te rp lan e ta ry  m agnetic  field, (IM F ), |f l |,  and  even th e  fo rm  
o f th e  connection , T  =  1 6 0 / |B | could b e  confirm ed. Since then , th e  same p ro b lem  h a s  
b e en  several tim es a ttack ed . T he (geom agnetic) la t i tu d e  dependence of th e  p e rio d s  
m ay  veil th is  connection . Nevertheless, field line resonances are also influenced  by  
in te rp la n e ta ry  conditions, as e.g. th e  occurrence frequency  of th e  resonance d e p en d s  
on  IM F . Anyway, following types of th e  p u lsa tio n  pe rio d s can  be  separated :

1. IM F dep en d en t periods (u p stream  waves w ith  slightly  transform ed sp e c tra )  
everyw here in  th e  zone stu d ied  (L  1.7 to  3  o r m ore)

2. L a titu d e  d ep enden t periods, i.e. field line  resonances, often sim ultaneously  
w ith  u p stre am  waves

3. Long p e rio d  events w ith sim ilar periods everyw here  (from  the  tail?) m a in ly  a t  
h ig h er la titu d e s

4. S h o rt p e rio d s du rin g  geom agnetically ac tiv e  in te rv als (storm s). It is n o t e x c lu 
d ed  th a t  th e  IM F dependence of periods m ay  b e  different a t  different L -values, 
even w ith in  th e  m id -la titu d e  region, d u e  to  in te rference  of the  field line  re so 
nances.

K e y w o r d s :  field line resonance; geom agnetic  p u lsa tio n s; Nagycenk geom agnetic  
o b se rv a to ry ; u p stre am  waves

1. In tr o d u c tio n

Based on data of the Nagycenk (NCK, L =. 2.0) observatory, the connections 
between (Pc2-4) pulsation activity and several interplanetary-magnetospheric pa
rameters have been studied since the International Geophysical Year, IGY, in 1957. 
Thus data and results for more than three complete solar cycles are available. 
Quite recently questions have been raised about the validity of the previously found 
connections. That is why we should like to summarize experience and results in 
this field, together with results concerning meridional changes of the pulsation acti
vity (periods) based on results of several pulsation arrays in Central and Northern 
Europe.

'G e o d e tic  a n d  G eophysical Research In s titu te  o f th e  H u ngarian  Academy of Sciences, H-9401 
Sopron , Р О В  5, H ungary
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In the following, we discuss mostly results confirmed by at least two, but in 
many cases by three or more independent sets of data. Data sets mean here when 
not otherwise stated all available data from one year, i.e. several thousand hourly 
values. As most results have been published previously (even if sometimes not 
in international journals), we do not want to give details about instruments, data 
collection and processing. Hourly occurrences and average amplitudes are from the 
pulsation catalogue of the observatory that contains these values from quick-run 
records for 12 period bands, namely

PI 1- 5 s P7 30- 40
P2 5-10 s P8 40- 60
P3 10-15 s P9 60- 90
P4 15-20 s P10 90-120
P5 20-25 s P l l 120-300
P6 25-30 s P12 300-600

It is to be added that since 1987, the bands PI and P2 are too disturbed for an 
estimation of the corresponding parameters. Amplitude and period values are hand- 
scaled, but due to the great experience of the colleague who makes the processing, 
they are quite stable, moreover, they are made in a routine basis, i.e. they cannot 
be influenced by wishful thinking.

In a few cases daily pulsation indices are also used. They indicate the activity

F ig . 1. Scheme of th e  co n n ec tio n s surveyed in  th is p a p e r . N um bers ind icate  sections w here th e  
c o rre sp o n d in g  connections a re  tre a te d
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Fig. 2. Effect of the  geom agnetic  activity , EA'P, on  th e  p u lsa tio n  activ ity  in  two ra n g e s  of th e  
so lar w ind velocity (for P l - 1 2 ,  see tex t) (Verő 1975)

of the period range 0-2 min by a quasi-logarithmic index between 0 and 9 (Kl), as 
determined from normal records.

Observatories and temporal stations included in the arrays discussed in Section 
3 are variable, but they are mostly restricted to a zone North/South of NCK. In 
recent arrays, mostly high-resolution dynamic spectra are used, details can be found 
in the original publications, too.

Data amounts of the arrays are naturally much less than in case of the NCK 
data, nevertheless, we only included into this paper generally valid conclusions, not 
exceptional cases.

Figure 1 gives a scheme on the connections to be surveyed in this paper, but it 
is not meant as a summary of physical processes.

2. E ffec ts  o f  in te r p la n e ta r y -m a g n e to sp h e r ic  p aram eters o n  t h e  P c 2 —4
a c t iv ity

2.1 Effect of the geomagnetic activity

In the chronological order, the first (magnetospheric) parameter being known 
to influence pulsation activity was geomagnetic activity. Geomagnetic activity (as 
expressed e.g. by Kp) is naturally influenced by interplanetary parameters, mainly 
by solar wind velocity (Vsiv) and by the latitude (0 ) of the direction of the inter
planetary magnetic field (IMF). As far as possible, we tried to separate effects due 
to the geomagnetic activity and due to Vsiv, as the latter may directly influence 
pulsation activity, too. From this point of view, 0  is less problematic, as it does 
not seem to influence significantly pulsations.

Increasing geomagnetic activity shifts pulsation periods towards shorter ones as 
early results have shown (Verő 1958). It is, however, possible that this shift is due 
to increasing Vsw or even to increasing scalar magnitude, |5 |, of IMF.

Acta Geod. Geoph. H ung .  29, 1994
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F ig . 3 . A ctiv ity  in the  p e rio d  ra n g e  5-10  s (P2) vs. K p a n d  Vsvv, during  different lo ca l tim es. 
( V s w  values are lower lim its in  100 k m /s  wide bins) (Verő 1980)

1 10 20 30 60120600s
F ig . 4 . Effect of the  so lar w ind  velocity, V s w ,  on  th e  p u lsa tio n  activ ity  a t  two levels o f th e  
g e o m a g n e tic  activ ity  (Verő 1975)

Evidences show that local field line resonances (e.g at NCK, 20 s periods) are less 
active at higher /v'p-values (Fig. 2) if V5tv-effects are excluded. Field line resonances 
(at least in the longer period part of the corresponding range) are strongest at 
Kp -values of 1 or 2, somewhat less strong at Kp 0, and decrease continuously at 
Ffp-values higher than 2.

The most significant effect of high geomagnetic activity is in the Pc2-range, 
namely the average amplitude of P2 (5-10 s) increases about 8 times at Kp > 
6, and only about 3 times at high Vsw (Fig.3). Anyway, the increasing short- 
period activity connected with high geomagnetic activity is to be considered when 
analyzing |5|-effects.
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2.2 Effect of the solar wind velocity

In contrast to geomagnetic activity, high solar wind velocity is favourable for 
field line resonances. Figure 4 shows that P5-P6 (20-30 s) activity increases by more 
than a factor of 2 between solar wind velocities 300 and 500 km/s. The activity in 
this period range increases smoothly with Vsw up to the highest speeds observed 
(Fig. 5).

Fig. 5. A ctiv ity  in th e  p e rio d  ran g e  25-30 s (P6) vs. K p a n d  V g w  (as Fig- 3 for P2) (Verő 1980)

Supposing a connection of the type A(Pn) = cn ■ Vgfo (here A(Pn) means 
average amplitude in the range Pn, c„ a constant, and x„ the exponent of the solar 
wind velocity), the xn-values are the following in some data sets:

P2

Year 1972 
all data 

2.9
all data

Year 1974 
cone angle 20

P3 3.5 3.0 2.7
P4 4.5 2.6 2.7
P5 2.2 2.3 1.8
P6 2.3 1.5 1.4
P7 1.0 1.0 1.0
P8 0.8 1.0 0.4
P9 0.5 - 0.2 -0.4
P10 -0.3 - 0.8 - 0.8
P ll - 0.2 0.8 0.7
P12 1.8 1.8 2.3

These values indicate the similarity between different data sets, too, with a slight 
shortening of the most affected period range in 1974 as the only significant effect. 
It is, however, to be kept in mind that actual values are to be taken with caution, 
as data used in the computation are hand-scaled values.
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The fact that amplitudes in the shorter period part of the Pc2-4 range increase 
more quickly with Vsw means that spectra are shifted toward shorter periods at 
high solar wind velocities. Therefore the dependence of the (peak) period, T  on |0 | 
can only be clearly identified at lower Vsw-values.

The increasing activity of the field line resonances results among others in an 
increasing share of regular — very regular pulsations at solar wind velocities higher 
than average (at 300 km/s, about 10 percent, at 500 km/s, about 20 percent, and 
at 700 km/s, about 15 percent of the pulsations is of a regular sinusoidal form).

The total pulsation activity (as a sum of amplitudes in the different period 
ranges, or Kl) depends approximately linearly on Vsw (Verő and Holló 1983). At 
different local times, the connection between Vsw and pulsation activity does not 
change significantly, in contrast to pulsation activity at satellite altitudes (ATS 6).

2.3 Effect of the IMF scalar magnitude, |5 |

Before going into details of the connection between |0 | and pulsation activity, 
the distribution of |H| values should be given. In 1972 (from 56 percent of all 
possible values), 33.5 percent of |B| values were less than 5 nT, 58 percent between 
5 and 10 nT, and 8.5 percent more than 10 nT. Taking into account that the field 
line resonance has a characteristic period of 20 to 25 s at L > 2 (valid for NCK), 
most frequent values of \B\ (at least in the time interval studied) correspond to the 
period of the local field line resonance (from T  = 160/|jB|, at \B\ values between 6 
and 8 nT), and therefore the periods of upstream waves and of field line resonance 
often coincide.

At any value of \B\, the most likely period to be found (peak of the spectrum) 
is T  — 160/|5|. The only restriction to this statement is that if Kp and/or Vsw 
are high, the spectrum may be shifted towards shorter periods. Otherwise the 
statement remains valid even if field line resonances (e.g. very regular pulsations) 
are considered.

The amplification at the peak in the spectrum is, however, not very strong, with 
respect to the next minimum (or flat part) at longer periods, about 1.7-2.5 times 
(Fig.6); these minima are at periods about twice the period of the maximum.

Fig . 6. A m plification  of th e  p u lsa tio n  am p litu d es a t  different IM F sca la r m ag n itu d es , |S | ,  (am 
p litu d e s  a t  given \B\ relative to  th e  average am p litu d e) (Verő an d  Holló 1978)
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The frequency of occurrence of regular pulsations increases from about 8 percent 
at 4 nT, to 14 at 6 nT, to 27 at 9 nT and to 38 at 11 nT, then above 12.5 nT it 
drops again to 9 percent.

There are some “secondary” effects together with the shift of the maximum: 
amplitudes of periods longer than 60 s decrease at high |ß|-values (this may be 
some shielding effect of the short period activity in the processing); at very low \B\, 
there is a second peak at about 20 s, corresponding to the local field line resonance 
period, supposedly due to impulsive excitation of the field lines.

As mentioned in the previous section, high Vsiy-values shift the spectrum to
wards shorter periods. Figure 7 shows data about this complex connection. At 
solar wind velocities 300-400 km/s, observed T-values correspond to those com
puted from 160/|5|, at 500-600 km/s, periods are too short at low IMF, and at 
Vsw > 700 km/s, there is practically no connection between |5 | and T. This 
situation may result in low correlation between T  and |ß | at high Vsw (or Kp) 
values.

Fig . 7. P o sitio n  of the  peaks in  th e  sp e c tra  of the  pu lsa tions a t  different so lar w ind ve locities vs. 
|B |,  w ith  corresponding  linear ap p rox im ations (Verő 1986)

2.J, Effect of the IMF direction — cone angle (d)

In the first survey carried out with NCK pulsation data and IMF direction, 
most advantageous latitude (0) of the IMF for the excitation was found at 0°, 
with decrease of the average amplitudes towards both higher negative and positive 
latitudes, even more quickly towards negative ones. Similarly, longitudes (Ф) around 
0° and 180° were advantageous, perpendicular directions unadvantageous.

In a more detailed analysis, the maximum of the amplitudes in the range P4-P5 
(15-25 s) was found at a cone angle (t?) of 30°, and in the range P6, there was a
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K1NCK

F ig . 8. Pu lsation  a c tiv ity  a t  N C K  (K l)  va. V s w  °!1 days w ith  fixed, low p u lsa tio n  activ ity  
(P a t s  =  1) on the  sa te llite  A TS 6 (Holló and  Verő 1987)

flat maximum up to this angular value (Verő and Holló 1978). Similar surveys have 
been repeated three times, always with the same result, i.e. maximum at a cone 
angle of 30°, but only around the local field line resonance.

Not only amplitudes, but also the occurrence of regular pulsation is most proba
ble at у-values around 30°. Occurrence frequencies of about 17 percent were found 
at lower and higher cone angles, with a maximum of 21 percent at 30°. Thus it 
seems that field line resonances are most likely if the cone angle is around 30°.

The effect of the cone angle was found to be very similar at different solar wind 
velocities, up to 700 km/s and above.

2.5 Magnetospheric effects

In this section, several effects are summarized which are supposed to be due 
to different magnetospheric conditions, but not immediately connected to field line 
resonance.

a) Average daily pulsation activities are influenced by the previous activity for a 
longer time than geomagnetic activity. Geomagnetic activity is in high appro
ximation a Markovian process, whereas pulsation activity is non-Markovian. 
The difference can be seen on spectra on days with similar geomagnetic ac
tivity on the actual day, but with different activities previously (Verő 1974). 
The “memory” for past activity is most likely to be found in the position of 
the plasmapause.

b) The position of the magnetopause is closely connected with e.g. geomagnetic 
activity. It was found that the amplitude inversely depends on the dimension 
of the magnetosphere in the range P3 (10-15 s) if the magnetosphere is small, 
and in the range P4-P5, if it is large. As the amount of data was not suf
ficiently large in this case, it is not sure whether the period of the field line 
resonance could be really influenced by the dimension of the magnetosphere.
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Fig . 9. P u lsa tio n  periods of som e selected events (H -com ponen t) vs. geom agnetic la t i tu d e  (Cz 
M ile tits  1980)

Regularity

Fig . 10. C onnection  betw een average change of th e  p u lsa tio n  p e rio d  for one degree of g eo m agnetic  
la t i tu d e  a n d  th e  “reg u la rity ” of th e  pu lsa tio n  event (reg u la rity  decreases in th e  o rd er O , Q , W , T) 
(C z M ile tits  1980)
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c) There are some seasonal effects in the pulsation activity. For example, in sum
mer the morning start of the activity occurs earlier than in winter, moreover, 
the occurrence of regular pulsations is more frequent in summer. (This may 
be connected to the winter attenuation of field line rezonances.)

d) A comparison with data of the satellite ATS 6 has shown that the pulsation 
activity at the altitude of ATS 6 sets a lower limit to the pulsation activity at 
NCK. The NCK activity above a limit set by the ATS 6 activity depends on the 
solar wind velocity. With other words, if NCK activités are plotted vs. Vsw 
for a given level of the pulsation activity at ATS 6, a rather close correlation 
exists between both (Fig. 12). That means that incoming upstream waves are 
modified within the magnetosphere, and the amplification there depends on 
solar wind velocity, too. This is an indirect proof of the solar wind influence 
on magnetospheric parameters.

Fig . 11. P osition  of th e  sp e c tra l peak s in  an  in terval w ith  b o th  field fine resonances a n d  sligh tly  
tra n s fo rm e d  u p stream  waves (Cz M iletits et al. 1990)

F ig . 12. S p ec tra l peaks for a n  in te rv a l w ith only sligh tly  tran sfo rm ed  u p stream  waves; field  fine 
re so n an c e s  are, nevertheless, a p p a re n t a t 54 (W RH) a n d  p e rh a p s  a t NGK, too (b ro a d  p e a k )  (Cz 
M ile tits  e t al. 1990)
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2.6 Effect of geomagnetic impulses (SI-s)

Since Veldkamp has found in 1958 a connection between SI-s and geomagnetic 
pulsations, this connection has been studied several times. The effect can be de
scribed so that longer period (30-60 s) pulsations present before the impulse get 
amplified during, and disappear after, the impulse. Sometimes after the impulse, 
shorter period (15-25 s) pulsations appear (Verő and Tátrallyay 1973). The dura
tion of the effect is about 1-2.5 hours.

Subsequent results have shown that rather small SI-s (not qualified as those from 
geomagnetic observatory records) have more significant effects than greater ones. 
Statistical data proved a duration of these effects up to 12 hours (Holló and Verő 
1985).

It is likely that such small SI-s are connected with switch-on and switch-off 
events in the upstream waves, in the pre-magnetospheric solar wind. Switch-ons 
are more likely to coincide with these small SI-s which can be then identified on the 
records in a rather great part of the events. The effect of switch-ons is similar to 
that of SI-s, as periods of 20-40 s are most influenced, and the duration of the effect 
is 2 to 3 hours. Switch-offs, on their part, are accompanied by period decrease, as 
mentioned for SI-s previously.

3. L -dependent p u lsation  periods and field  lin e  resonances

3.1 Short duration events

The disjunction of short-duration and long-duration events is certainly artificial 
in the context of pulsation arrays, there are notwithstanding certain other diffe
rences in the data sets to be discussed in this and in the following section that 
justify the separation.

Short-duration events consist of a dozen individual cycles (certainly quite of
ten single “beats” due to interference of two periods differring by a fraction of the 
common period). The events of the 1977 array were selected to have these charac
teristics, and from one month of data, about 400 such events were processed. In 
addition, the 1977 array included a station pair with a distance of about 150 km 
between them (somewhat more than one degree of latitude), where periods could 
be compared at such a small distance, too.

From the present point of view, significant results of this array (and of some 
other small-scale campaigns) are the following (Cz Miletits 1980):

1. Pulsation periods do change in a significant part of the events with latitude 
(or with the L-value), in other events the period remained the same along the 
whole array (at least from L 1.7 to 3.0). Figure 9 shows some examples.

2. If pulsations are of a regular (i.e. sinusoidal) form, it is more likely that the 
period changes with the latitude. (Fig. 10).

3. In events when the period changes with latitude, there may be station pairs 
the records of which have the same period, i.e. the period does not change
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smoothly with latitude, but there are steps in the function period vs. latitude. 
It is to be remarked that such cases were most often found in case of the 
station pair having the 150 km distance between them. As later arrays did 
not contain such neighbouring stations, this observation was not confirmed by 
a later study. Figure 9 shows a lot of examples for these steps, too.

4. The average rate of the period change is about 8 percent for one degree of 
latitude in case of stations located at around L 2 to 3.

These observations can be interpreted as field line resonances, (in the case of 
the steps more exactly, resonances of shells of field lines) in the case of L-dependent

945 UT Ю151Л
K v ls ta b e r g , February 2S 1977

0 250
0945 UT

500 750

N a g y c e n k , February 25 1977

UÜ0 1250 1500 1750sювит

F ig . 13. D ynam ic sp ec tra  from  K v lstab erg  a n d  N C K , F ebruary  25, 1977, 0945-1015 U T . U pw ards 
a n d  dow nw ards trends a re  visible in  th e  p e rio d  of th e  p eak  a ro u n d  67 s (Cz M ile tits  e t al. 1988)
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periods, and waves conserving their original spectrum in the case of constant periods 
along the array. From the distance between the stations, the width of the shells was 
supposed to be one or a few degrees of latitude.

3.2 Long-duration intervals

Long-duration intervals are no “events” in the strict sense of the word, they 
have durations of 30 min or more. Such intervals were selected from the records of 
a campaign in 1984, including partly the same stations as the 1977 array, with a 
latitudinal extension being similar to the earlier one. Nevertheless, the later array 
did not include neighbouring stations, but some stations were at similar latitudes 
at slightly different longitudes (e.g. NCK and Fürstenfeldbruck). In the following, 
data not only from this array are considered, but similar “intervals” from other 
times, too.

The main results are the following (Cz Miletits et al. 1990):

1. Similarly to short duration events of the previous array, both latitude depen
dent and constant periods were found in this material, too. The occurrence 
frequency of the two types, however, was quite different in the two sets.

2. Several intervals were found when both types occurred simultaneously. In 
some cases, field line resonances only covered a part of the array, in other 
cases, they were simultaneously present along the whole array. Most frequent 
occurrence was observed at L values 2.5 to 3 (NGK, WRH). Periods of a 
typical event are presented in Fig. 11.

3. Field line resonances occur at latitudes where the local field line resonant pe
riod is longer than that due to upstream waves, i.e. T  = 160/|B|. At stations 
lying near to the intersection of the field line resonance and of upstream waves, 
a strong maximum of amplitudes is found, but at even lower latitudes, i.e. at 
significantly shorter periods no field line resonances were observed (Fig. 12, 
and the effect is apparent in Fig. 11, too).

4. An analysis of beating structures (Verő and Cz Miletits 1994) led to the idea 
that they are due to field line resonances from neighbouring shells. These 
periods differ in average by 10 percent, i.e. with the previously found rate of 
the period change vs. latitude, the width of the shells is around 1°. According 
to this supposition, beating structures characterize field line resonances.

5. Frequency shifts occur sometimes in the pulsation records. They are mostly 
found at longer periods (at 40 s or more). Slow changes of the frequency are 
typical for upstream waves when |B| changes, too. Such a case is shown in Fig. 
13. In a few cases the change in the IMF could be identified with frequency 
shifts of the pulsations. (Such “slow” shifts are to be separated from sudden 
changes of the period, as the latter can be due to switch-on and switch-off 
events of the field line resonance, too) (Cz Miletits et al. 1988).
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6. Impulses in the geomagnetic field/pulsation range were nearly without excep
tion of the constant period type, as if impulses would not excite field line 
resonance. This fact is conflicting with the spectra for very low |.B|-values at 
NCK, where a secondary peak at the local field line resonance was attributed 
to impulsive excitation of the field line resonance.

7. Figure 8 in Verő and Cz Miletits (1994) shows that the hyperbola T  = 160/|0| 
vs. |B| crosses mostly the bottom part of the period range of all stations 
during a given time interval. Points corresponding to the data pairs (T, |Б|) 
of all stations belong to three zones: Zone C contains “upstream waves” , Zone 
В field line resonances, Zone A perhaps pulsations from the tail (there is a 
misprint in the legend of this figure in the original paper).

The occurrence frequency of field line resonances changed significantly in diffe
rent data sets collected at arrays. As based on data of a single station we cannot 
unambiguously separate the two types, field line resonances and upstream waves, 
from each other, it is impossible to carry out a more exhaustive survey of this pro
blem. It would be moreover important to have data on the occurrence of field line 
resonances, as without them, the factors governing the excitation of field line re
sonances cannot be found. An immediate comparison of upstream waves observed 
in the near-Earth space and of surface pulsations confirmed the close connection 
between the two events (Verő et al. 1993), but did not yield conclusive evidence for 
a direct influence of upstream waves on field line resonances.

4. D isc u ss io n  an d  co n c lu sio n s

4-1 Expected and observed pulsation spectra at three L-values

The following facts follow from the previous observations and considerations:

1. Both slightly modified upstream waves and pulsations due to field line reso
nance can be observed at the surface, at mid-latitudes. The characteristics 
(e.g. period) of the two kinds are rather similar, nevertheless, there are some 
differences between the two types:

a) Pulsations from field line resonances are more often regular (sinusoidal), 
or even very regular (spectra with narrow peaks), than upstream waves 
are.

b) Field line resonances are more active than average at high solar wind 
velocity and are less active at high geomagnetic activity (or they are 
veiled by storm-time short period pulsations).

c) The maximum occurrence of field line resonances can be supposed at 
cone angles around t? = 30°, that of upstream waves around t? = 0°.

d) There are specific signatures of both types in dynamic spectra, as e.g. 
frequency/period shifts in the case of upstream waves (due to changes 
in the IMF) and beating structures in the case of field line resonances
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(due to interference of neighbouring shells with slightly different resonant 
periods).

2. Field line resonances may occur with different frequency of occurrence at dif
ferent L-values (geomagnetic latitudes) (Vellante et al. 1993). The standard 
plot period vs. latitude is valid between latitudes of about 40° and auroral la
titudes with a maximum frequency of occurrence around L ~  2.5, 50° latitude 
(Fig. 14). At lower latitudes, mostly upstream waves and periods longer than 
expected are present, at auroral latitudes, the standard periods are sometimes 
found, but due to higher geomagnetic activity, they are often veiled.

3. The incoming spectrum of the upstream waves (being the energy source of field 
line resonances, too) has a sharp upper frequency limit (at short periods) and 
a rather long flank towards low frequencies (long periods) (Varga 1980). Thus 
there is no energy to excite field line resonances above the frequency /  = 6. | / i |, 
but long period resonances are often excited.

4. Both high geomagnetic activity and high solar wind velocity shift the spectrum 
towards short periods. Therefore field line resonances (and upstream waves) 
are to be studied at low geomagnetic activity and solar wind velocity.

Fig. 14. O ccurrence of field line resonances along th e  array , a t  L  values a ro u n d  L  1.7 (P R E ), 2.0 
(N C K , FU R ), 2.5 (N G K , G T T ), 3.0 (W RH) an d  a t even h igher la titu d es (NU R)

It is to be remarked here again that NCK is situated in the central part of the 
zone where IMF scalar magnitude most significantly influences pulsation periods. 
At latitudes below 40°, field line resonances are hardly excited at low |S|-values, i.e. 
the long period part of the spectrum may be lacking. At higher latitudes, the short 
period part of the spectrum can be veiled by strong long-period field line resonance.

4-2 Conclusions

The main conclusions from the present re-examination of earlier results are the 
following:
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1. There are two types of Pc2-4 pulsations which can be hardly distinguished 
based on records of a single station.

Slightly modified upstream waves conserve their spectra from the inter
planetary medium, i.e the peak is found at Tsw — 160/|B|, with a shift 
towards higher frequencies at high solar wind velocity.
Field line resonances are also governed by the spectrum of the upstream 
waves, parts of the spectrum corresponding to the local field line resonant 
period are amplified in a zone where the resonant periods are included 
in the spectrum of the upstream waves (see also Vellante et al. 1993).

2. Some features of the two pulsations types may be different, e.g. different cone 
angles are advantageous for their excitation, the widths of the spectral peaks 
are different, field line resonances are promoted by high solar wind velocity 
and hampered by high geomagnetic activity etc.

3. Field line resonance and upstream waves occur often simultaneously with a 
variable ratio of the two types. Field line resonances are most likely at L- 
values around 2.5 to 3, below L — 2, field line resonances are connected to 
higher |H|-values.

4. At very high geomagnetic activity (Kp > 6) a sudden increase of the pulsation 
amplitudes indicates the appearance of storm-time pulsations.

5. High geomagnetic activity and high solar wind velocity shift spectra towards 
shorter periods, both for upstream waves and field line resonances, thus the 
connection between T  and |5 | can be only found for lower Kp and Vsw values.

6. Field line resonances are active at frequencies below the peak frequency of 
the upstream waves (6. |S |), above it there is no available energy for the 
excitation.

7. The connection between pulsation periods and IMF scalar magnitude is best 
reflected in pulsations around L ~  2, as the most frequent \B\-values corre
spond to the field line resonant period there.

8. The occurrence frequency of field line resonances changes significantly in time. 
Thus their efficiency is controlled by some (magnetospheric) agent. This else 
unknown agent is influenced by the solar wind velocity, and it is correlated 
with electron concentrations both in the F2 region of the ionosphere (Verő 
and Menk 1986) and in the equatorial magnetosphere at distances of a few 
R e , where whistlers propagate (Verő 1965).

Field line resonances are capable to increase the surface pulsation activity at mid
latitudes irrespective of other interplanetary conditions.

These conclusions may change somewhat in different time intervals e.g. due to 
changes in the average parameters of the interplanetary medium as such changes 
may influence field line resonances, too. Very little is known on the changes of the

A c t a  Geod. Geoph. Hung. 29, 1994



P E R IO D S  O F  P U L S A T IO N S 195

periods of field line resonances with time. A perhaps related time variable effect is 
the mentioned winter minimum of the pulsation activity at high solar activity, ». e. 
at high ionospheric-magnetospheric particle densities.
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A SHORT HISTORY OF EARTHQUAKE RESEARCH IN
HUNGARY

G y  S z e i d o v i t z 1

[Manuscript received April 14, 1994]

T h e  h isto ry  of seism ological research  in  H u ngary  is sum m arized . T he se ism o
g ram s, available in H ungary, are listed.

K e y w o rd s :  earth q u ak e  research; h isto ry  of seism ology; seism ogram s

The first major scientifically investigated earthquake in Hungary burst out in 
the vicinity of Komárom in 1763, in consequence buildings were seriously damaged 
and a lot of people died. The different effects of the earthquake exerted on its sur
roundings were discussed in details in the contemporary press, and the earthquake 
became well-known in the whole Austro-Hungarian Monarchy. It is likely that the 
subsequent detailed study of the shocks in Hungary was inspired by this devastating 
shock.

The first comprehensive Hungarian catalogue on the earthquakes was edited and 
published by Grossingen in 1783. It was followed by studies by Sternberg (1786), 
Kitaibel and Tomtsányi (1814), Holéczy (1824), Hunfalvy (1859), Saly (1860), Jeit
tels (1860) and Koch (1880). In addition, the earthquake activity of particular 
minor areas was investigated by a lot of authors. It may be worth listing a few aut
hors among our predecessors without striving at completeness: Inkey (1877, 1881), 
Hantken (1882), Schafarzik (1880, 1889, 1901), Réthly (1906, 1907, 1908, 1909, 
1912, 1914, 1915, 1952), Szilber (1914), Csengeri (1916), Schréter (1925), Moravetz 
(1925), Simon (1926, 1931, 1937).

Proposed by Schafarzik, a Permanent Earthquake Committee was established 
within the Hungarian Geological Society in 1881, as the second in Europe, following 
the Swiss one. Its first president was József Szabó, an eminent geologist. The 
following people were elected to the committee: Lajos Lóczy, as vice-president, 
Ferenc Schafarzik, Miksa Hantken, Tamás Szontágh, Miklós Válya, as members. At 
the first meeting of the committee, they decided to send letters in Hungarian and 
German to each editorial office in Hungary as well as to the towns in the country in 
which the description of the earthquake observations and its brief explanation were 
summarized. They enclosed questionnaires to the letters, in preparing of which they 
used the similar material of A Heim, a professor in Zürich, as an aid.

Besides the acquisition and evaluation of macroseismic data, they regarded the 
building up of a domestic seismological network as their important task.

1 Seism ological O bservatory , G eodetic  an d  G eophysical R esearch In s titu te  o f th e  H u n g a rian  
A cadem y of Sciences, H-1112 B u d ap est, M eredek u . 18, H ungary
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It would exceed the size of this brief historic summary to recite where and what 
kind of instruments were set and from what time till what time they operated, 
therefore we only refer to Bisztricsány and Csomor’s study (1981), in which more 
detailed answer can be found to the questions in connection with the seismological 
stations.

In 1900, the Earthquake Committee sent Radó Kövesligethy to the Strassburg 
Institute to study the building up and instrumentation of the seismological station 
operating there. It turned out from his travel report that he visited other earthquake 
observatories, too (Kövesligethy 1900).

In the 1902 report of the Ogyalla Observatory, Réthly (1909) had already re
ported the establishment of some seismological stations. The first station began 
to operate in Kalocsa. In 1901, a pair of horizontal pendulums were installed in 
Ogyalla, and somewhat later in Budapest, in the cellar of the Geological Institute 
with the assistance of Dr Ignác Darányi and Dr Andor Semsey. 5000 koronás were 
made available by the Ministry of Agriculture, from which they wanted to buy 
5 Vicentini pendulums. The instruments were planned to be set up in Budapest, 
Ogyalla, Segesvár and Fiume. At the first seismological meeting in Strassburg, 1901, 
Schafarzik gave an account on the activity of the Hungarian Earthquake Commit
tee. Kövesligethy reviewed the earthquake catalogue compiled by Ferenc László. 
Kövesligethy was elected as the seventh member of the international committee 
by the participants of the meeting. The Earthquake Committee received regular 
support from the Hungarian Academy of Sciences from the year 1902 on.

From 1903 on, the seismological research activities were continued in the frame
work of the Meteorological Institute. The macroseismic reports on the earthquakes 
occurred in Hungary were edited by Réthly (1909), which were first published as the 
publications of the Institute for Meteorology and Geomagnetism, and then under 
the auspices of the University Earthquake Observatory directed by Kövesligethy. 
The annual microseismic reports on the activity of the earthquake observatories in 
Hungary were edited by Kövesligethy.

The report on the earthquakes recorded at the Hungarian stations between 1913 
and 1919 was published after World War I 1920. In its introduction Kövesligethy 
(1920) gave a summary of the damage caused in the seismological network. Hun
gary lost the stations Fiume, Ogyalla, Kolozsvár, Ungvár and Temesvár, and the 
observatories of Budapest, Kalocsa, Kecskemet and Szeged only remained.

The next microseismic report edited by Simon was published in 1926, and it 
only contained the shocks recorded at the station Budapest.

As the macroseismic observations, the situation was even more unfavourable: 
no reports were made on the shocks from 1913 till 1929. In fact, this gap remained 
unfilled up to now. Though Réthly (1952) collected the earthquake observations 
from the years before 1918 in his book Earthquakes in the Carpathian Basin, a ten 
years interval remained unprocessed yet. Csömör and Kiss (1962) published in a 
catalogue like form a list of shocks occurred in this particular period in their study 
on the seismicity of Hungary, but they did not deal with the detailed description 
of the individual shocks. The same applies to the catalogue edited by Zsíros et al. 
(1988).
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After World War I, the Hungarian earthquake research gradually recovered. 
The macroseismic and microseismic reports generally edited by Simon and Mrs 
Szilber and controlled by Kövesligethy were published more or less regularly. After 
Kövesligethy’s death (1934), Béla Simon became first the temporary and then the 
appointed director of the Earthquake Observatory of Budapest. In the preface of the 
1938 microseismic report, he announced that the name of the seismological Institute 
of Budapest had been changed for Péter Pázmány University National Earthquake 
Observation Institute according to the decision of the Minister of Religion and 
Public Education (24759-1937/IV.). The shorter name of National Earthquake 
Observatory was used in the reports.

In World War II during the siege of Budapest, 12 destructive and two incendiary 
bombs fell upon the headquarters of the Institute (Deák tér 21, Budapest) (Simon 
1946). As a consequence, the building was consumed by fire and collapsed down 
to the bombshelter, thus the manuscript of the macroseismic material for the years 
1943-44 was destroyed, too. The list of the available seismograms has been compi
led in Table I. From 1943 till 1949, the macroseismic and microseismic reports were 
published by the National Earthquake Observation Institute of the Péter Pázmány 
University of Budapest. The macroseismic and microseismic reports after 1951 were 
published under the name National Earthquake Observation Institute. The Insti
tute kept its name unchanged for a relatively long time, only the name of the then 
mother institute was added to it depending on which major institute it was trans
formed. After 1951, the Institute belonged to the Ministry of Mining and Energy for 
one year and then to the Loránd Eötvös Geophysical Institute of Hungary (ELGI) 
between 1952 and 1963. Directed by Professor László Egyed, the building of the 
seismological observatory of Sashegy started in Budapest in 1955. The seismological 
investigations were launched at the Geophysical Department of the Loránd Eötvös 
University. Egyed supplemented the Hungarian seismological network with stations 
established at Piszkéstető and Sopron. In 1963, the Seismological Division of ELGI 
was transferred to the Geophysics Department of ELTE as an academic research 
team, but it continued to present itself as the National Earthquake Observation In
stitute in international relations. After Professor Egyed’s death (1970) the research 
team of the department joined the Geodetic and Geophysical Research Institute of 
the Hungarian Academy of Sciences on the proposal of Ede Bisztricsány, the head 
of the research team, and it has been an independent division of this institute since 
1971.

Bisztricsány retired in 1987 and Győző Szeidovitz was appointed as head of the 
Seismological Department.

During the last years a few seismological stations have been closed, and two new 
stations have been installed.

At the present time five seismological stations (Budapest, Sopron, Piszkéstető, 
Paks and Uzd) run in Hungary.

Recently at the station Piszkéstető, a new Adebahr-Quanterra broad-band in
strument of high sensitivity and dynamics has been put up. Data are freely available 
for everybody through the X.25 network. This station has been integrated into the 
German seismological network.
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Table I.

Name and 
coordinates
of th e  observatory  
an d  th e  period  
in which the 
in stru m en ts  
were used

T ype of in stru m en ts
H ead of the  
O bservatory

Seism ogram s 
begin  s to red  in References a n d  rem arks

B U D A PE ST 19°03 '55" E G r 47° 29 '29" N

1902-1905 S trassb o u rg  horizontal 
fu rth e r Bosch

S. Kalecsinszky 
K. Em szt

- l / a ,  3, 4, W orked in  th e  cellar 
of H ungarian  Geological In s titu te

1906-1912 Bosch
V icentin i-Konkoly 
W iechert (1000 kg)

R. Kövesligethy 
A. Pécsi

5, 6, 7, W orked in  th e  cellar 
of th e  H ungarian N ational M useum

1913-1920 W iechert (1000 kg) R. Kövesligethy - 8
1920-1926 1»

”
from  1926 
Kecskem et

9

1926-1934 ” « ” 11, 12, Kövesligethy died
1935-1945 « В. Simon

”
12, 13, 14, 15, T he observato ry  was 
ou t o r  order

1946-1949 W iechert (1000 kg) 
K rum bach (100 kg)

n я 16, 17

1950 W iechert (1000 kg) Я я 17
1951-1962 W iechert (1000 kg) 

N-S, E-W ” ”
20, 21, 22, 23, 24, 25

1962-1972 V EG IK  Z
K im os, N-S, E -W , Z

L. Egyed 
E. B isztricsány я

25, 26, 27, 28, 29, 30, 31, 32, 33, 34 
M odified K im os an d  K im os 
w ith  m agnification  o f 200

1973-1979 K im os, N-S, E -W , Z 
M. K im os

E. B isztricsány я 34, 35, 36, 37, 38
M odified K im os w ith  filte r galvano
m ete r

ULLmann, Teupser (UT)

2
0

0
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T a b le  I. (con td .)

Nam e and  
coord inates
of th e  observatory H ead of the Seism ogram s
and  th e  period  
in which th e  
in stru m en ts  
were used

T ype  of in strum en ts O bservatory begin  sto red  in References an d  rem arks

1980 U llm ann, T eupser (Z) 
K im os, N-S, E-W , Z 
M. K im os Z

B udapest 39

1981-1990 K im os, N-S, E -W , Z E. B isztricsány n 39
M. K im os Z from  1987 

Gy. Szeidovitz

PIS Z K É S T E T Ő 19°53 '40" E  47°55 '10" N
1964 M. K im os (Z) K(Z) L. Egyed Kecskem ét? V E G IK  sh o rt period

E. B isztricsány seism ograph worked 1963-1964 
27, 28, 29

1965-1966 K im os N-S, E -W , Z 
M. K im os (Z)

1967-1976 M. K im os (Z) L. Egyed 30, 31, 32, 33, 34, 35
E. B isztricsány O bservatory  of P iszkéste tő  was no t
E . B isztricsány included  in B ulle tin  of 1977. From

1977-1990 sh o rt period Gy. Szeidovitz 1977 th e  seism ological d a ta  has
seism ograph been  tra n sm itte d  from  Piszkéstető  

to  B u dapest by radio
36, 37, 38, 39

PÉC S 18°15' E G r 47°06 ' N

1906 K onkoly av isatore E . Czirer - 5

K E C SK EM ÉT 19°41 '54" E G r 46 °5 4 '4 4 " N

1937-1942 W iechert vertical (80 kg) K . M urányi Kecskem ét 13
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Table I. (contd.)

N am e and
co ord ina tes
of th e  observatory H ead of the Seism ogram s
a n d  th e  period  
in which the  
in stru m en ts  
were used

T ype of in s tru m en ts O bservatory begin s to red  in References and  rem arks

1951-1966 K rum bach (100 kg) Я equipm ent K rum bach worked till 1972
N-S, S-W 20, 21, 22, 23, 24, 25, 26, 27, 28, 29

1967-1971 K im os K. M urányi Я D ata  vailable from  tim e in terval
N-S, E-W , Z 1968-1971 betw een 1967-1971 in bu lle tin

30, 31, 32, 33

Q uervain -P iccard  (25 kg)
SZEG ED 20°8 '29" E G r 46°14 '54" N
1909-1911 M ainka - 6, it was no t included in 

M icroseismic bulletin
1939 M ainka (135 kg) Kecskem ét 13

1940-1944 M ainka (210 kg) Я 15
1952-1963 Я В. Sim on ” T here  are seism ogram s from

N-S, E-W 1964 as well
20, 21, 22, 23, 24, 25, 26

KALOCSA 18°48 '35" E G r 46°31 '4 3 " N
1900? B rassart vertica l ? - 2 /a
19037-1906 Rossi A visatore Gy. Fényi - 2
1907-1908 It is no t involved in bu lle tin  

of 1909
1910-1912 W iechert (200 kg) - 7
1940-1950 Я В. Sim on Kecskem ét 14, 15, 17
1951-1963 W iechert (200 kg) 

N-S, E-W
” 20, 21, 22, 23, 24, 25
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T a b le  I. (con td .)

N am e a n d  
c o o rd in a te s  
o f  th e  o b se rv a to ry  
a n d  th e  p e r io d  
in  w h ich  th e  
in s t ru m e n ts  
w ere u se d

T y p e  o f  in s tru m e n ts
H ead  o f  th e  
O b se rv a to ry

S eism o g ram s 
b eg in  s to re d  in R e feren ces a n d  re m a rk s

JÓ S V A F Ö

1970-1 9 8 2

2 0 ° 3 2 '2 1 .7 "  E G r  4 8 ° 2 9 '4 8 .8 "  N 

M . K im o s  (Z ) E . B isz tric sá n y K ecskem ét 33 , 34 , 35, 36, 37 , 38, 39

U N G V Á R

1910?

(U zh g o ro d )  2 2 °1 4 ' E G r  

B osch  (10  kg)

4 8 ° 3 7 ' N 

G u lov ics 7

1911-1912 » G ulov ics? - 7

1940-1 9 4 2 W ie c h e r t (80 kg) 7 o u t o f o rd e r 13, E q u ip m e n t w as p u t  in  a n o th e r

K O L O Z S V Á R

1911?

(C lu j N a p o c a )  23022 ; E G r  

M a in k a  (210 kg)

46° 4 6 ' N 

M . C h o ln o k y

p la c e . T h e  new  c o -o rd in a te s : 
2 2 ° 1 7 '5 7 "  E G r, 4 8 ° 3 7 '3 3 "  N

7

1912 w n - 7

1940-1941 7 7 - 14, E q u ip m e n t w as o u t  o f  o rd e r

Ó G Y A L LA (H u rb a n o v o )  1 8 °1 1 '3 2 "  E G r  4 7 ° 5 2 '2 4 " N

1903 S tra s sb u rg , f u r th e r - 2, 3

1904

B osch  h o r iz o n ta l
w _ 3

1905 B osch , V icen tin y -K o n k o ly - 4

1 9 0 6 -1 9 0 8 ” B . S zabó - 6

1 9 0 9 -1 9 1 0 B osch _ 7

E
A

R
T

H
Q

U
A

K
E

 R
E

SE
A

R
C

H
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U
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Table I. (contd.)

N am e an d  
c o o rd in a te s  
o f  th e  o b se rv a to ry  
a n d  th e  p e r io d  
in  w hich  th e  
in s tru m e n ts  
w ere used

T y p e  o f in s tru m e n ts
H e a d  o f th e  
O b se rv a to ry

S e ism o g ram s 
b eg in  s to re d  in R efe ren ces  a n d  re m a rk s

1911-1912 M a in k a  (210  kg) - 7
1938-1943 M K ecsk em ét 13, 14, 15, O u t o f  o rd e r  in  1939

T E M E S V Á R (T im iso a ra )  2 1 ° 1 5 '5 5 " E G r  4 5 ° 4 5 '3 2 " N

1901-1902 C a c c ia to re ? - 1/a

1903-1904

A g a m e n n o n e  a v is a to re  

R ossi-fo re l a v is a to re E . B erecz 3
1905 V ic e n tin i-K onkoly ” - 4

1906-1909

R o si-F o re l a v is a to re  

V icen tin i-K o n k o ly .. _ 5, 6

1909-1912 »» M . O tti l ie - 7

F IU M E

1903-1904

(R ijek a )  1 4 ° 2 5 '4 0 "  E G r  4 5 ° 1 9 '5 6 "  N 

V ic e n tin i h o r iz o n ta l  P. S a lc h e r l a ,  2, 3

1905 V icen tin i v e r tic a l - 4

1906-1909 V icen tin i h o r iz o n ta l n - 5, 6, 7

1910-1912 »J M . S ch ieb t - 7

Z Á G R Á B

1906-1908

1 5 ° 5 8 '4 8 "  E G r  45 

V icen tin i-K o n k o ly

°4 8 /5 4 ,/ N  

A. M oh o ro v ic ic 5, 6, S e p a ra te  b u l le t in  in  C ro a tia n
a n d  G e rm a n  la n g u a g e s
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Station Sopron will be modernized during the year 1994 and a new station 
will be installed in the SE part of Hungary. Both stations will be equipped with 
K1NEMETRICS SSR-1 seismographs.

The recorded earthquake data are published in Microseismic Bulletins. There is 
some lag in the bulletin publication (they are not available from 1980 till 1990), but 
it is tried to make up some arrears of the publications of Microseismic Bulletins. 
Recently Microseismic Bulletins are available in disk (dBase format) for the years 
1969,1970,1971, 1977, 1978, 1979, 1991 and 1992.

One of the main research works of the department is the seismic hazard as
sessment of Hungary. In this framework the following themes have been studied:

1. Revaluation of the parameters of historical earthquakes.

2. Completing of the earthquake catalogue.

3. Development of a new method for the location of near earthquakes by a genetic 
algorithm.

4. Investigation of geological structures and geoanomalies in the epicentral area 
of large earthquakes.

5. Calculation of amplification of loose layers.

6. Calculation of synthetic seismograms.

The seismological observation of underground blastings has appeared in the 
program of the department since several years.
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CONVECTION IN POROUS LAYERS

Z Bus1 and L Cserepes1

[Manuscript received June 10, 1994]

T h re e -d im e n s io n a l p la n fo rm s  o f th e rm a l c o n v e c tio n  in  p o ro u s  m e d ia  a re  s tu d ie d  
b y  so lv in g  th e  e q u a tio n s  o f  h y d ro d y n a m ic s  n u m e ric a lly . R e c ta n g u la r  cells o f  a  h o 
m o g e n e o u s  p la n e  la y e r  c o n s t i tu te  th e  m o d ellin g  d o m a in  w here  a  c o m b in e d  s p e c t r a l -  
fin ite -d iffe ren ce  a lg o r i th m  is u se d  to  ca lc u la te  th e  te m p o ra l  e v o lu tio n  o f  th e  t e m 
p e r a tu r e  a n d  ve lo c ity  fie ld s. T h e  R ay le ig h  n u m b e r  is in  th e  ra n g e  4 0 -2 4 0 ; f u r th e r  
v a r ia b le s  a re  th e  cell size  a n d  th e  in i t ia l  a n d  b o u n d a ry  co n d itio n s . W h e n  th e  u p 
p e r  a n d  low er b o u n d a r ie s  a re  im p e rm e a b le  a n d  is o th e rm a l ,  th e  so -ca lled  [111] m o d e  
sy m m e tr ic  so lu tio n  (B eck  1972 , S te e n  1983) is r e p ro d u c e d . W ith  p e rm e a b le  t o p  o r  
iso -f lu x  b o t to m , new  a s y m m e tr ic  fo rm s a re  fo u n d . T h e  h ig h e s t d eg ree  o f a s y m m e 
t r y  is o b ta in e d  w ith  p e rm e a b le  to p  w hich can  b e  a  m o d e l o f  a n  u n co n fin ed  p h r e a t i c  
a q u ife r . H ea t tr a n s fe r  efficacy  is d e sc rib e d  in  te rm s  o f  th e  N u sse lt n u m b e r  fo r a l l  th e  
o b se rv e d  p lan fo rm s .

K e y w o r d s :  a s y m m e try ;  ce ll s t ru c tu re ;  p o ro u s  m e d ia ;  th e rm a l c o n v ec tio n

1. In troduction

Hydrothermal convection driven by buoyancy and gravitational instability can 
occur in high heat flow terrains (e.g. volcanic areas, for a review see Stefánsson 
and Björnsson 1982) or in highly permeable thick sediments (e.g. in the Hungarian 
Plain, see Lenkey 1993). The characteristics of hydrothermal flow have been inve
stigated by numerical methods for almost twenty years now, solving the equations 
of motion typically in two-dimensional sections taken as models of the porous me
dium (e.g. Ribando and Torrance 1976, Ribando et al. 1976, Straus and Schubert 
1977, McKibbin and Tyvand 1982, Schubert and Straus 1982, Rosenberg and Spera
1990).

Three-dimensional (3D) studies revealing the true spatial structure of porous 
convection have been much less numerous. In the linear approximation of the theory, 
Beck (1972) has shown that convection in a porous cube with isothermal top and 
bottom and insulated vertical sides begins in the form of two-dimensional rolls when 
the Rayleigh number R exceeds Rcr\t = 4-тг2 «  39.5, and real three-dimensional 
modes exist when R > 4.5тг2. Carrying out an eigenfunction-expansion stability 
analysis, Steen (1983) has proved that the so-called [111] mode becomes stable for 
R > 4.877Г2 = 48.06. Previous and subsequent three-dimensional numerical studies 
concentrated almost exclusively on this particular 3D flow. Holst and Aziz (1972), 
probably in a first attempt to calculate 3D circulations, obtained results for R  = 60

1G e o p h y s ic a l D e p a r tm e n t o f  E ö tv ö s  U n iversity , H-X083 B u d a p e s t ,  L u d o v ik a  t é r  2, H u n g a ry
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and 120. Straus and Schubert (1979) observed that the two-dimensional rolls carry 
more heat than the 3D flow until R < 97, while the opposite is true for R > 97. 
The same authors found (Schubert and Straus 1979) that steady 3D convection 
in a cube is replaced by time-dependent oscillatory flow somewhere in the range 
R  — 300 — 320. Extending the calculations to higher values of R and improving the 
numerical accuracy, Kimura et al. (1989), Stamps et al. (1990) and Graham and 
Steen (1991) located the transition of the [111] mode from the steady to oscillatory 
regime at R ss 580.

Stamps et al. (1990) gave examples for a porous cube with heat-conducting 
lateral sides where the flow pattern may be distinctly different from the well-studied 
[111] mode.

The present paper focuses on the convective patterns occurring in more gene
ral circumstances. Numerical experiments have been carried out for unit cells of 
convection appearing in infinite horizontal layers. The applied boundary conditi
ons on the top and bottom covered more general cases than in any previous study. 
The porous medium have been assumed to be homogeneous and isotropic, and the 
Rayleigh number has been varied between 40 and 240 typically. Before discussing 
the results, a short description of the mathematical methods will be given in the 
next two sections.

2. T h e  equations to  b e  so lved

The behaviour of a convective fluid saturating a porous rock is described by the 
equation of continuity, Darcy’s law and the heat transport equation:

div u = 0 , (1)

£o(l -  ot(T -  T0))ge -  gradp -  j u  = 0 ,к (2)

д'Г
QmCm —  + £>oCoUgradT =  AmV2T , (3)

where u is the Darcy velocity (filtration flux), g0  and gm are the densities of water 
and the saturated medium, respectively, a is the thermal expansivity of water, T  is 
the temperature and Tq its reference value, g the gravitational acceleration, e is the 
unit vector directed downwards, p is the pressure, r] is the viscosity of water, к is the 
permeability of the rock matrix, Co and cm are the specific heat coefficients for water 
and the medium, respectively, Am is the heat conductivity of the medium. When 
setting up the equations, it is assumed that the fluid and the porous matrix are in a 
common thermal equilibrium and that the Boussinesq approximation is valid. This 
latter states that the fluid density can be kept constant everywhere except in the 
buoyancy term (first term in Eq. (2)) where its temperature dependence — source 
of the convective instability — cannot of course be neglected. Since, consequently, 
the divergence of the flow field u is zero (see Eq. (1)), u  can be expressed as the curl 
of a vector potential. On the other hand, the curl of u  ( “vorticity” ) has a vanishing 
vertical component which follows directly from Eq. (2). This means that the vector
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potential is purely poloidal, i.e. it is deduced form a single scalar V. Translating 
this fact to the Darcy velocity, we have

u = V x V x Ve

or for the components (u, v, w) of u:

d2V d*V д2УЛ
dx dz '  V dydz'  W \  dx2 dy2 / ( 4 )

and Darcy’s law reduces to

( 5 )

Turning now to the non-dimensiona1 form of the equations, let us define the 
following scale units: L for length (L =  depth of the convective layer), Z-2/x  for 
time (x =  Am/poco = heat diffusivity), VT for temperature (VT = temperature 
drop across the layer, to be precised later). Then Eq. (5) and the heat transport 
equation become

V2V = RT  , (6)

7^ + u g r a d T =  V2T (7)

with
k a g o g A T L  g m c mR =  ------------- , 7 =  -------  .

ХП S o c0

The non-dimensional form of the components of u is the same as in Eq. (4). 
The qualitative and quantitative features of convection is governed by the Rayleigh 
number R. It has to exceed a first critical value Rcr\t in order to give non-vanishing 
thermal convection. This RCrit depends on the boundary conditions and can be 
determined by linearizing the equations.

In the present study, the top (cool) boundary of the convective layer is kept 
at a constant temperature. The bottom is either isothermal (warm) or it is the 
incoming heat flux q which is prescribed (and taken as constant). In the first case 
having two isothermal boundaries, the scale unit AT is the temperature difference 
assumed between bottom and top. In the second case A T  is defined with the heat 
flux q as A T  = qL/Xm.

The kinematic boundary conditions on the horizontal boundaries may be the 
following: on an impermeable horizontal surface w = 0 and V = 0 (Dirichlet 
condition for V)\ on a permeable boundary dp/dx = dp/dy = 0 is assumed, which 
translates to dV/dz  = 0 (Neumann condition for F).

3. T he num erical m eth o d

The 3D models to be presented have been obtained by a “hybrid” spectral+finite- 
difference solution of Eqs (4), (6) and (7). The method is basically a finite-difference 
algorithm but spectral decomposition is used in x and у to solve Eq. (6) (Cserepes
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et al. 1988). The solution is calculated for a rectangular model box. Its non- 
dimensional depth is 1, the lengths of the horizontal sides are Dx and Dy . This box 
can be regarded a closed cell of the flow, its sides being symmetry planes. The full 
solution for the infinite layer is obtained by repeating the cell periodically in each 
horizontal direction. In terms of the temperature field, symmetry on the sides is 
equivalent to insulation — the usual boundary condition of previous studies about 
the [111] mode circulation.

The numerical solution is represented at the nodes (xj, y*, z<) of a uniform rec
tangular mesh. The horizontal Fourier-decomposition of V and T  is written as

V(xj,yic, z) 

T(xj ,yk,z)
n,m

n , m

( 8)

where a n and ßrn are discrete sets of wavenumbers:

°‘n ~ D x ' ßm ~  Dy
Substitution of Eq. (8) into Eq. (6) yields ordinary differential equations for

Vnm:

^ 2  _  @m) Vnm(z) =  RTnm(z) .

This is solved for every pair of n and m, then V is obtained as Fourier transform 
according to Eq. (8), and the velocities are calculated as numerical derivatives 
according to Eq. (4). At this stage, the T  field is advanced in time by Eq. (7), 
using a finite time step At.  This is done by the alternating direction implicite (ADI) 
method (see e.g. Peaceman 1977):

where

-iX . ) 7 4 " + 1 /3 ) 
Д«» I
J X .  1 r ( n + 2 / 3 )  
Д« » )

j4n-H)

-  (бх +  26y +  26, +  J<") -  2H
S j ( " )  — t L .  j ' t n + i / a )

У iA t  n

fj Т ( " ) ___ tL . 7 ( n + 2/3)
V * 1  A J

d2 d
dx 2 u dx
d2 d
dy2 V dy
d2 d

dz2 w dz
and A t  = Atn is the n-th time step (it is variable), T and T(n+1  ̂ are two sub
sequent stages of the evolution of the temperature field, T <-n+1 D) and J'(n+2/3) are 
auxiliary functions needed by the ADI method. The finite-difference equivalents of 
6 X, 6 y and 6 Z are defined with centred differencing (Cserepes 1985). After advan
cing T  in time, we return to updating V and u ,  and this cycle is repeated until a 
steady or quasi-stationary state is reached.
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4. R esu lts

4-1 Short summary of the numerical experiments

Several series of model computations have been carried out for the range R — 
40 — 240 by varying the boundary and initial conditions as well as the box size 
(Dx , Dy).

The boundary conditions for the top and bottom surface have been prescribed 
in the following four combinations: impermeable top with isothermal bottom (case 
IT), permeable top with isothermal bottom (case PT), impermeable top with iso- 
/ lux bottom (case IF) and permeable top with iso-/lux bottom (case PF). Iso-flux 
means given constant heat flux at the bottom. Otherwise the top is isothermal 
and the bottom is impermeable. All these conditions are usual idealizations of 
the complex geophysical reality. For example impermeable top (together with the 
impermeable bottom) means that the porous layer is a confined reservoir; permeable 
top means that it is bordered by a free water table from above.

Typical initial conditions were

* . . . 2 nx 2nyI  (x,y, z) = z +  Asm xz cos —— cos ——
Л л

(9a)

or
T(x, y,z) = Z  + A Sin XZ

(  2 rex 2 xj/\
( cos— + c o s — j (9b)

where T(x,y,z)  — z corresponds to the non-convective equilibrium state, A and A 
are the amplitude and wavelength of the initial perturbation, respectively.

The basic structure of the resulting 3D patterns have been found not to depend 
essentially on the form of initial conditions and box size. The solutions to be 
presented have been obtained in a box with Dx = Dy = 3 and a mesh of 48 x 
48 x 16 points. There is a slight dependence on the wavelength A of the starting 
perturbation (see later in Section 4.3), but the really important factor in determining 
the cell structure is the choice of boundary conditions. What is found is that the 
solutions fall into two different categories according to the symmetry or asymmetry 
of the boundary conditions. Case IT is symmetrical with respect to the z =  0.5 
plane since the type of boundary conditions is the same on the top and the bottom. 
This leads to solutions with remarkable symmetries. All the other cases (PT, IF, 
PF) represent asymmetrical conditions and result in the asymmetry of the flow 
patterns. What follows is the description of these two classes of solutions.

4-2 Symmetric solutions

Case IT (Fig. 1) produces the well-studied [111] mode symmetric solution (Beck 
1972, Steen 1983, Kimura et al. 1989, Graham and Steen 1991).

Figure la  shows horizontal sections of the model box for R = 60: this is ap
proximately 1.5 times ficrit (Rent = 4x2 in case IT). The contours are isolines of 
the vertical velocity w. The symmetry is as follows: the pattern at a distance l  
upwards from the midplane (i.e. at z = 0.5 — t) is the same as the pattern at the
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F ig . 1. Convection m odels fo r case  IT . In  (a), (b), (c): R  =  60. (a) H orizontal sec tio n s a t  d e p th s  
z  =  0 .75 , 0.5 an d  0.25 w ith  co n to u rs  of w. (b) V ertical cross section  for the  te m p e ra tu re  in  th e  
p la n e  in d ic a te d  by arrow  h ead s in  (a), (c) Velocity d is tr ib u tio n  in th e  sam e v e rtica l p lan e , (d) 
M o d e l fo r R  =  220: h o rizo n tal sections for w. C o n to u rs  a re  equi-spaced in  every d ia g ra m . +  an d  
— in d ic a te  warm upwellings a n d  cold downwellings, respectively , while the  th ick  c o n to u rs  m ark  
w  — 0  in  th e  d iagram s (a) a n d  (d )

same distance downwards (at г = 0.5 + Í) but it is shifted by a half cell width in 
both horizontal directions. The cell width or the basic wavelength of the solution is 
Л =  2 in the present case. This symmetry is valid not only for w but for any other 
physical quantity. The thick contour (w — 0) separates downwelling and upwelling 
domains in each section. In the lower half of the layer the cold descending flow is 
located in isolated, roughly circular areas. The opposite is true for the upper half 
where the ascending currents are isolated. In the midplane z — 0.5 the oppositely
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directed vertical flows form identical squares interconnected at the square vertices 
(chequerboard pattern). Typical vertical cross-sections for the temperature and 
velocity are shown in Figs lb and lc.

The basic symmetry of the circulation is the same at higher Rayleigh numbers 
(R = 220 in Fig. Id), but the pattern shows sharp geometrical features away from 
the midplane. In the lower half of the layer upwelling is concentrated in “ridges” 
along lines of a uniform square grid inclined at 45° to the box walls: these ridges 
separate the isolated downwelling spots. The structure of the upper half is similar 
but opposite in sense.

J.3 Asymmetric solutions

A typical case producing asymmetric solutions is PT, i.e. a layer with permeable 
top and impermeable bottom (both isothermal). The consequences of the change 
in the mechanical character of the top boundary with respect to the previous IT 
case can be studied in Fig. 2. The critical Rayleigh number for PT is Ясrit — 27.1 
(Ribando and Torrance 1976). At low R (R = 60 in Figs 2a-c) the solution is not 
much different from case IT, although the symmetry is lost, e.g. the downwelling 
and upwelling currents do not occupy equal squares in the midplane any more. 
At higher Rayleigh numbers (R = 220 in Fig. 2d) the asymmetry is obvious: 
downwelling and upwelling are different structures throughout the layer. The same 
square grid of warm (upwelling) ridges is observed as in Fig. Id, but this feature 
is topologically the same in the lower and upper part of the fluid (i.e. the change 
in sign at z — 0.5, obvious in Fig. Id, is absent now). With increasing R, the cold 
center of the oblique squares of Fig. 2d grows gradually at the expense of the warm 
ascending flow which, in turn, becomes more and more narrow.

The structure of the flow is much the same in cases IF and PF as in the above 
described case PT. All these 3 cases are inherently asymmetric. However, the change 
of the upper boundary condition from impermeable to permeable introduces a higher 
degree of asymmetry than the change of the bottom conditions from isothermal to 
iso-flux.

In the asymmetric models it is found that the temporal behaviour of the solutions 
may depend on the wavelength A of the initial perturbation. When A = 2 either 
in Eq. (9a) or in Eq. (9b), the flow converges quickly to the final steady state 
shown e.g. in Fig. 2. This steady state is cellular (strictly periodic in space). When 
we applied A = 1 or A = 3, some cases, especially at higher Rayleigh numbers 
(R > 100), did not end in cellular steady states but showed non-damping irregular 
oscillations with continuously changing planforms. An example is given in Fig. 3 
(case PT). The same effect of the choice of initial wavelengths is known from studies 
of Newtonian convection (Cserepes 1993). This shows that the flow pattern cannot 
easily find the stable steady state if the starting conditions are far from it. This 
is all the more difficult that the finite size of the box of the numerical experiments 
imposes artificial symmetries and artificial pattern selection on the circulation — 
which would be absent in an infinite layer. The qualitative character of the irregular 
patterns of Figs За-d is, however, the same as that found in Fig. 2d: large cold
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F ig . 2. Convection m odels for case  P T . In a, b, c: R  = 60. a) H orizon ta l sections w ith  co n to u rs  
o f ги. b )  Vertical cross section  fo r th e  tem pera ture  in  th e  p la n e  in d ica ted  by arrow  h e a d s  in  (a), 
c) V e locity  d istribution  in th e  sa m e  vertica l plane, d) M odel fo r R  = 220: ho rizon tal sec tio n s for 
w .  F o r  th e  no ta tion  see Fig. 1

descending parts are surrounded by “ridges” of the ascending current. Figure 3e) 
shows that the time-dependence of the example case is chaotic.

4-4 Heat transfer

Efficacy of the heat transfer due to convection is measured conventionally in 
terms of the Nusselt number Nu.  For the cases with isothermal bottom boundary,
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(d)

Fig. 3. T em poral evolution  of a  m odel a t  Я  =  180, case P T , s ta r te d  w ith A =  3. F o u r  s tages: a) 
Í =  3.412, b ) f =  3.440, c ) t =  3.470, d) t =  3.559. D iag ram  (e) shows the  va ria tio n  of th e  N usselt 
n u m b er betw een t =  3 a n d  4

Nu  is defined as the average non-dimensional heat flux at the surface:

Nu =< dT/dz  > t0p •

When, instead of a constant temperature, it is the input heat flux that is prescribed 
at the bottom, the above Nu  would always give 1. In this case, the scaling is different 
and the Nusselt number can be defined with the average bottom temperature as

Nu — ——----------  .
<  T  > b o tto m
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Our results for Nu  are displayed in Fig. 4 in a Nu versus R  diagram. On the 
horizontal axis, R is normalized with fíCrit- The curves should start with Nu  =  1 at 
R  =  Rent when the conductive equilibrium ceases to be stable. Beyond that point, 
different curves exist for different cases. If stable cellular patterns can be found with 
different Л basic wavelengths, then Nu depends slightly on A. A more important 
point is that the increase of N u  with R depends on the boundary conditions. The 
curves of Fig. 4 form two groups: the upper group corresponds to the cases IT 
and PT having an isothermal bottom, while the lower curves give Nu  for the cases 
IF and PF when the input flux is given. These two groups cannot be compared 
because different scaling is applied to them: the definitions of both Nu  and R 
are different. However, there is no scaling difference between IT and PT, neither 
between IF and PF. It is interesting to see that — at least in the range of the studied 
Rayleigh numbers — the permeable or impermeable nature of the top surface does 
not influence too much the heat transfer. Only in the case PT can we observe that 
the increase of Nu with R  is faster than in case IT. This can be explained by the 
fact that a mechanically “open” surface, i.e. the permeable top allows easier heat 
transport across than an impermeable boundary. What is a bit surprising is that 
this is not observed in the relation of the other two cases IF and PF. This shows that 
the equalizing effect of the uniform bottom heat flux compensates the differences 
arising from the two opposing permeability conditions applied on the top.

F ig . 4. V ariation of th e  N u sse lt n u m b er with R.  C ircles: case  IT ; squares: case P T ; trian g les : 
c ase  IF ; diam onds: case P F . S o lid  lines: models w ith Л =  2; d a sh e d  Unes: m odels w ith  A =  3

5. C onclusions

Pattern selection of three-dimensional convection in idealized circumstances, e.g. 
in infinite layers, is an important model problem in studying the behaviour of dyna
mical systems. Numerical investigation of the convective flow in Newtonian fluids 
(Busse and Frick 1985, Cserepes 1993) have already revealed that there exist two
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main classes of flow patterns depending on the vertical symmetry or asymmetry of 
the fluid layer with respect to its midplane. Symmetric conditions result in a mir
ror symmetry of the ascending and descending currents, while the lack of symmetry 
produces differently shaped upwellings and downwellings.

The problem of convection in a porous layer with isothermal and impermeable 
boundaries — example of symmetric external conditions — have been thoroughly 
analyzed (Beck 1972, Steen 1983, Kimura et al. 1989, Stamps et al. 1990, Graham 
and Steen 1991): the resulting [111] mode circulation exhibits symmetric structures 
in the ascending and descending parts of the flow. The present study shows that the 
asymmetry introduced by a permeable surface or an iso-flux bottom breaks down 
the geometrical similarity of upwellings and downwellings, shaping them differently. 
This is exactly what could be expected by analogy from models of the Newtonian 
convection mentioned above.

A natural hydrothermal circulation occurring in porous layers will probably ne
ver be symmetrical in the exact mathematical sense. Beyond this evidence, the most 
important hydrogeological situation where free thermal convection can be detected 
under suitable conditions is the case of an unconfined phreatic aquifer bordered 
from above by the water table open to the atmosphere and by an impermeable 
boundary somewhere in the depth. This is equivalent to our model case PT or PF 
— both of which are highly asymmetric. The symmetric case IT could be realized 
in a confined aquifer enclosed by impermeable layers. This means necessarily that 
the confined aquifer is buried at some depth, and if convection occurs in it, its ma
nifestation will be concealed or attenuated by the covering strata (Lenkey 1993). 
Consequently, free hydrothermal convection found and observed in nature will most 
probably occur in an unconfined phreatic aquifer — i.e. in asymmetric physical 
circumstances.

In either case, the detection of natural porous convection relies on near-surface 
geothermal measurements. It is interesting to note the difference in the near-surface 
temperature distribution when the symmetric IT and the asymmetric PT, IF, PF 
cases are compared. This difference can be deduced from the contours of vertical 
velocity in a horizontal plane in the upper half of the convective layer (Figs. Id 
and 2d): the isotherms give practically the same pattern. The near-surface manife
station of the symmetric flow (Fig. Id) is a wide, more or less circular warm spot 
surrounded by narrow cold stripes along the sides of a square. The asymmetric 
models (e.g. Fig. 2d) shows just the opposite: the warm spot is smaller and it is 
connected by four “spokes” to neighbouring warm spots, while the “spokes” enclose 
circular cold spots. This difference of the two model classes is not significant at 
low Rayleigh numbers (near RCrit) but becomes more and more pronounced as R 
increases.
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VERTICAL MAGNETIC DIPOLE OVER VERTICALLY 
INHOM OGENEOUS EARTH W ITH EXPONENTIAL  

VARIATION OF CONDUCTIVITY

N P  S in g h 1, T  La l 1, A H a k im 2

[Manuscript received June 3, 1994]

T he electrom agnetic  (EM ) field response of vertical m agnetic  dipole p laced  over 
th e  surface  of a  vertically  inhom ogeneous e a r th  m odel is analysed. T he p ro b lem  is 
fo rm u la ted  for th e  1-D m ultilayered  inhom ogeneous e a r th  m odel with one of th e  lay 
ers hav ing  exponen tial varia tion  of conductiv ity  w ith  d e p th . Analytical so lu tio n s a n d  
num erica l co m p u ta tio n s have been perform ed for th e  th ree  layered tran s itio n a l e a r th  
m odel w ith  th e  in te rm ed ia te  inhom ogeneous layer possessing above co n d u ctiv ity  va
ria tio n . C o m p u ta tio n s  are  perform ed for th e  abso lu te-am plitude  ra tio  of various field 
co m p onen ts for th e  case of quasi-static  ap p ro x im atio n  an d  as such resu lts , show ing  
th e  effects of v a ria tion  of tran s itio n  layer th ickness a n d  conductivity  c o n tra s t  b e t 
ween th e  to p  a n d  b o tto m  layers are  p resen ted  in  th e  form  of ab so lu te -am p litu d e  
ra tio  of various field com ponents expressed as fu n c tio n  of num erical d is tan ce . T h e  
analysis o f th e  resu lts  reveal the  ch aracteris tics dependence of the EM field resp o n se  
on  co n d u ctiv ity  inhom ogeneity.

K e y w o rd s :  abso lu te-am plitude ra tio ; e lectrom agnetic  response; n u m erica l d i
s tance ; q u a sis ta tic  zone; tim e dependence of source; vertically  inhom ogeneous e a r th  
m odel

In trod u ction

Reliability and accuracy of the quantitative interpretation of electromagnetic 
data depends upon the electrical properties of the subsurface materials and conver
sely the electrical properties (conductivity and dielectric constants) of the subsurface 
materials govern the electromagnetic response. The EM response is differential in 
extended frequency range. The high frequency EM response is controlled by diel
ectric constant, whereas the low frequency EM response, pertaining to geophysical 
exploration work is controlled by mainly conductivity parameter.

The general trend in electromagnetic interpretation is to consider the earth 
models to be made of a number of stratified homogeneous layers. Though this 
assumption of homogeneity of layers is common and expedient, yet it does not 
represent the real subsurface structures. There are a number of cases, where it has 
been observed that in certain zones in the earth, conductivity does not changes 
abruptly from one set of values to the others in accordance with the assumption of 
homogeneity of layers, rather it varies continuously on local as well as global scale
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(Mallick and Roy 1968, Keller 1971). Thus, it is felt logical to study the effect of 
conductivity inhomogeneity on EM response of a vertical magnetic dipole, which is 
the best EM source suitable for detecting relatively good conductors.

Mallick and Roy (1971) have derived the analytical solutions for the EM field 
components of vertical magnetic dipole over an inhomogeneous earth model, consi
dering linear variation of conductivity with depth, while Abramovici and Chlamtac 
(1978) have presented the computational results for the above case for the various 
electric and magnetic field components. Further, Chlamtac and Abramovici (1981) 
presented the EM response of horizontal electric dipole over inhomogeneous earth 
model possessing linear variation of conductivity with depth. Singh and Lai (1994a, 
b) have presented the EM field response of horizontal magnetic dipole over verti
cally inhomogeneous earth models, considering linear and exponential variation of 
conductivity with depth.

In this paper, the problem of calculating EM field response of the vertical ma
gnetic dipole placed over the surface the inhomogeneous earth model is presented 
for the multi-layered earth model with one of the layer having exponential varia
tion of conductivity with depth. Analytical solutions and computational results are 
presented for the three layer transitional earth models with intermediate transition 
layer possessing exponential variation of conductivity with depth.

1. Specification  o f th e  p rob lem

The geometry of ID multilayered earth model under consideration is shown in 
Fig. 1. It comprises of a sequence of TV-layers, in which N  — 1 are homogeneous 
layers and the remaining one j th is inhomogeneous. A cylindrical co-ordinate system 
(Q, ф, z ) with 2-axis directed vertically upward is used. A vertical magnetic dipole or 
its equivalent, a current carrying horizontal circular loop with its axis in 2-direction 
is placed at a height ‘Л’ above the model.

Let <Tj,Hj,hj (j — 1,2, . . . N) be the conductivities, permeabilities and depth to 
the lower boundaries the layers. The conductivity and permeability of the free space 
are assumed to be <r0  and ц„ respectively. Further, as the magnetic permeability 
values for the rock formations in general equals the free space value, it is assumed 
tha t for all the layers pj (j  — 1, 2, . . .N) =  ца. The conductivity aj in the j th 
inhomogeneous layer, which acts as a transition zone, is assumed to follow the 
exponential variation with depth in accordance with the relation;

<Tj(z) = <7j_iexp[a2(2 + /ij_i)] ( 1)

where the conductivity of the (j  — l)th layer gradually merges with that of the 
(j  + l ) th layer through the j th transition layer so that

<Tj(z) = cTj_i at z — —hj-\  and <7j(2) = aj+\ al z — — h, ,

where «2 is the constant dependent upon the model parameters.
The radiation constants -y0  in the air and 71, 72, • ■.7y_ 1,7j+i .. .7дг in the ho

mogeneous layers assume constant values while in the transition layer 7j (2) varies
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Fig. 1. G eom etry  of 1-D m ulti-layered  e a r th  m odel under in v estiga tion

following the exponential variation with depth in correspondence with conducti
vity variation. Therefore, in terms of radiation constants, above relation can be 
expressed as

7j ( z) = 7j-i  exp[a2 • (2 +  h j-i)]

= 7 j - i  at z -  - h j - 1 (2)

= 7j+i at 2 = -h j  ,

where «2 = ^  ^ - In ^ J  and yj = iujfijiTj.

The time dependence of the source is assumed to be of the form elwt which 
is implied. The conduction currents are assumed to dominate over the displace
ment currents in all the conductive media. Further, we have restricted ourselves 
to the discussion of fields at distances within the quasi-static zone, therefore, the 
displacement current in air and all the conductive media have been neglected.

Let dA be the area of the loop representing the vertical magnetic dipole and I 
be the low frequency alternating current circulating the loop. The moment M  of 
the dipole is given by

M = I dA 
4ir ( 3 )

Acta  Geod. Geoph. H ung .  29, 1994



2 2 4 SIN G H  e t al.

e~y°r
жр = M ■ — —  . (4)r

where у0  = у/шц0 (т0  and r  =  y /  g2  + \z — h |2.

Using Sommerfeld’s (1949) relations, one can write

00

тгр = M ■ = M  /  — • e~n°\*-h\ • J„(Xg)dX , (5)
Г J0

where Л is separation constant and n0  — \ f  A2 + yß.
The harmonic electric and magnetic vector fields E  and H may be derived from 

the Hertz vector 7Г, which possess only z-component, using the relations

The primary Hertz-vector, which has only z-component in this case, is written as

E  =  — ÍU/fi CUrl 7Г (6)
H  = — iug.crir + grad(div 7r) . (7)

The components of the fields can be written directly as

Ee =  0; H e д 2 ж
d g d z

Еф = Нф =  о (8)
Ez =  0; Hz и 1

пъ 
|>—* (<?-!j ) =  H î - t 2 - » 2 .

The Hertz-vector 7Г is a solution of wave equations

V 4- = Jj ■ 7Tj (9)

which in cylindrical coordinate system with azimuthal symmetry reduces to

d2nTj 1 дтгj д2тг;-I------ — + — 4
do2 Я л  +  Яг 2  Ъ  0  •

n n t

The solution of the above equations for air (тг0), homogeneous layers (7Tj) and 
lower half-space(7T/v) of the model with constant radiation constants are well known 
and can be written as

7т0  = M ■
OO

e - n 0\z-h\  . j o(Xß)dX + J  A(X) ■ e~n°z • J„(Xg)dX 
0

( 1 1 )

7Tj = /  { В п ( X) ■ e n J z +  Bj2{X) ■ e ~ n i z )  ■ J0 (Xg)dX
0 (12)
for j  =  l , 2 , . . . , j  -  l , j  + 1 ,.. .,1V -  1
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oo
TTN = j  £>(A) ■ еп"г ■ J0 (\ß)dX (13)

О

with ríj =  у/л2 +  72, for all j.

In the following, the solution of the equation for the transition layer, where 
the radiation constant varies with depth has been obtained. After obtaining the 
solution, the appropriate boundary conditions requiring the continuity of tangential 
electric and magnetic fields at different interfaces have been utilised to derive the 
field components over the surface of the proposed model. In general, these boundary 
conditions at the interface of j th and (j + l)th layers can be written as

= »j+i

diTj дж, ] 
dz dz

(14)

(15)

2. A n alytical so lu tion

For the exponential variation of уj(z) in the transition layer, the wave Eq. (10) 
assumes the form *

д2ж 1 дж д2ж , 2 г / 1
+ ë  ö F + ő ^ _{T i- ieXP[a2' (2 +  j - l ) l } , r =  (l6)

Substituting ж — R(g) ■ Z(z ) in the above equation and separating the variables, we 
get following equations

d 2 R  +  l  . M  +  X2R  =  0  (17)

and
dg2  g dg

d 2 7
~ b j - 1 exp {“ 2(z + + A2] Z  = 0 , (18)

where Л is the separation constant.
A non-diverging solution of Eq. (17) is R(g) =  J 0 (^q)-
Making a substitution of the form £ = modifies the Eq. (18) to

d2Z  1 d£ _ 47j2- i 4Л2 1
+ Z = 0 (19)

On comparison of this equation with the standard Bessel equation (Mclachlan 1955), 
we get the solution of Eq. (19) as,

z  = Ci(A) • / 2A/a3 + C2(A). K 2X/a, ■ ^ ( 20)
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Hence, the Hertz-vector potential in transition layer is given by

t t ( Z ) f
0

+

С г ( Х ) 1 2Х/аз ( ^ . eÄ i l )  +

C2(A) • K 2X/a, • ( ^ r 1 • • J0 (Xg)dX .
( 2 1 )

The constants A(A), Hji(A), B j 2 ( X )  for all j, except j  = j; Ci(A), C2(A) and 
£>(A), hereafter denoted as A, Вj i ,  Вj 2 , C i , C 2  and Z) are evaluated using the boun
dary conditions given by Eqs (14) and (15), at different interfaces. The application 
of these 2TV boundary conditions at N  interfaces give rise to 2N  linear equations, 
with the help of which one has to find out the value of 2N  unknowns. These 2N 
linear equations resulting from the boundary conditions can be written in appro
priate matrix form. The solution of this matrix equation would give the value of 
constants for a general ,/V-layered model having presumed type of conductivities in 
different layers. Whereafter the field components over the surface of the model with 
desired number of layers can be obtained.

In the following, the solution for the three layer earth model with the interme
diate inhomogeneous layer having exponentially varying conductivity, acting as a 
transition zone between the top and bottom homogeneous layers is presented. The 
matrix equation for this model is Eq. (22) (see next page),

, , 271 27!where£i = —  ; ( 2  = ----a 2  a 2

a 2 (h\ — h2)
6 2

and7 l(z) = 71 a2(z +  hx)
6 2

On solving the matrix Eq. (22), we get the required constant A  as

( Hsl\n 0 +П1 )
( l + A / n 1 ' ) + ( 7 1 / n 1;
( l - A / n 1) - ( 7 1 / n i ; Б }

. . g—2 n i / » i

i + l ( i . - n d  ( Ü + A / щ '  
( п о + П 1  J t  ( 1 - A / f l i ,

)+hi/n,
)~(-Yi/n,i l lT".

 ̂ • e~2rilhl
„ — n0h (23)

where

_  ^ ( 2 A / a 3 ) - l ( 6 )  +  u  ' ^ ( 2 A / q a ) - l ( 6 )  

K 2X/ a 3( ^l )  -  «  • Z 2 A / e 2 ( £ l )

u _  (n3 + A) ■ K 2 Х/аз(£2) +  • ff(2A/q3)—1(^2)
(1*3 + A) • I2 X/a, (b )  -  ' i(2A H - l (6 )

Now substituting the value of constant A from Eq. (23) in Eq. (11), we get the
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expression of Hertz-vector in the air as

oo
=  M -  rJ П о 

0
е —«о |iS — Л|

/ " « - " Л  !

\ n 0  T П! /

f  (1  +  Х/п\)  +  (7i / г ц )  • V )  

l ( l - Ä / n i ) - ( 7 i / n i ) u J
2 n i/ii

1 + / п 0 - п Л  

\ п 0  +  n i  /

f ( 1 +  X/ni) + (yi/nx) ■ V 

1 ( 1  -  V « i )  - ( l i / n i )  - V
j. . e - 2 n , h ,

. Pn,,(i+h)■ e • Jo(Xq>)dX .

(24)
Taking the conductivity of air cr0 — 0; and placing the source and observation 

point on the ground surface (Л = 0 and z = 0), the Eq. (24) reduces to

* ( : : : )
. = 2 M  f  , * , • 

= о \  о Л̂+П1̂

4
f (1 + Л/n i)  -I- (71/n i) • V ) 
[ ( l - X / n ô - l n / n J - v l

l . g-ZtuA,

1+ jVn0 + n i /  !
f (1 + A/ni) + (h /n i )  ■ V ] 
l (1 -  V «i) -  (t i/« i ) • V J

 ̂ • e_2ni,*i

(25)

Jo(^ 0 )d\  .

Further, this Hertz-vector potential expression (25), for a homogeneous earth, 
h\ —► oo, reduces to

oo
‘Ко / \ = 2M • Í  . r ■ J 0 (Xg)dX . (26)z — о \  7 (A + ni)

U  = o J

This expression (26) is the same as that derived by Wait (1951) for the homogeneous 
half space, which provides the confirmation for the result derived in the expression 
(24).

The magnetic and electric field components in the air can be derived from the 
Eq. (8). In air, on the earth surface these components are

Ee -  0 (27)

Е Ф -  ^  -

1
= - 2.W . M - f

1 +

1 + W  ■ e~2ni'tl
( т~—— \ W  e~2nih' \X + n i J

Ez = 0

■X2  ■J1 (Xg)dX

(28)
(29)
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He = - Л Л -  = - 2 M f у--- ^ ----ve OQ ■ dz J (n0  + nx)

я * - ~ le ' T e  i e ' ^ e )  ~

1 -  W ■ e- 2n'hl

1 + W -e -2nihl\X  + nxj
Н ф - о

д2 пс

A2 • Jx(Xg)dX

= 2M • /  > " 1 v
о K  +  ni)

őz -  To*-« =

1 + W • e~2r>l/‘1
1 + ( p i T W  • е - 2" ‘л'

\  A +  ni  у

A3 • J0(Aß)rfA ,

(30)

(31)

(32)

where W = (1 + Х/щ) + (t i/» i ) • V 
(1 -  A/nj) -  (7i/ni) • V

3. C om p u tation al schem e

The computation of the complex integral expressions occurring in the expressi
ons of various electromagnetic field components have been performed by expressing 
the infinite integrals in terms of Hankel transforms of order 0 and 1 and thereafter 
applying the computer program ZHANKS (Anderson 1979) to calculate the resul
ting Hankel transforms of order 0 and 1. As per requirement of the scheme the 
convergence of the integrals have been tested and in case of slow convergence or 
divergent nature of the kernels associated with these integrals a known integral ex
pression with an analytic equivalent ható been added/subtracted inside the integral 
expression and subsequently has been adjusted outside the integral expression. As 
an illustration, the expression for the, Еф is expressed as

Еф — —2 iujUoM
1 + Km

\
-  0.5 > • A • J j ( A i O d A  + 0.5 J  A  • j x (Xe)dX

(33)
with RM = 1 + We~2n' h' and RN = 1 -  W e - 2n' hi.

In this expression (33), the first part is evaluated using computer program 
ZHANKS of Anderson (1979), whereas the second part is directly evaluated using 
the following relation (Watson 1962)

OOJ  X2 ■J1 {Xg)dX = 1 /g 2  . (34)
о

Further, for the evaluation of Kernels, an approximate expression of v, for the 
resistive basement case ható been used for the ease of computations. The evaluation 
of the modified Bessel functions, occurring in the expressions has been accomplished 
by using the standard expression for them (see Mclachlan 1955).
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F ig . 2. P lo t of the  IFpnl /  \ E ° n \ vs d \ . showing th e  effec ts o f varia tion  of a) t r a n s it io n  layer 
th ick n ess; b) conductiv ity  c o n tr a s t  between the top  a n d  b o t to m  layers

4 . Results and d iscu ssio n s

To study the effect of exponential variation of subsurface conductivity on EM 
response, various three layer models have been chosen with the presumption that 
the conductivity of the top layer gradually merges with that of the baisement or 
substratum following the exponential variation in the transition layer. The com
putations for the absolute-amplitude ratio (the ratio of the absolute-amplitude of
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F ig . 3 . P lo t  o f  th e  \Нфп\ /  |H £ n | vs d \ y sh ow ing  th e  e ffec ts  o f  v a r ia tio n  o f  a )  t r a n s i t i o n  la y e r  
th ic k n e s s ; b )  c o n d u c tiv ity  c o n tr a s t  b e tw e e n  th e  to p  a n d  b o t to m  layers

the field component and the corresponding component for the homogeneous half 
space having the conductivity of the top layer of the proposed model) values of 
different field components have been performed, and the results showing the effect 
of transition layer thickness and the conductivity contrast between the top and 
bottom layers have been presented in the form of absolute-amplitude ratio of field 
components expressed as a function of numerical distance, d\ = {(шц0 сгi )1̂ 2 • £>}.
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The variation of absolute-amplitude ratio of Нг , Еф and He components with 
numerical distance (d\), for the relative transition layer thicknesses h =  (hi —
= 0.5, 1.0, 3.0, 5.0 and 10.0 are presented in the Figs 2a, 3a and 4a, for the models 
shown in the inset of figures and for the relative conductivity contrast between the 
top and bottom layers with constant thickness of transition zone are presented in 
Figs 2b, 3b and 4b. A general observation of these curves reveal that the curves 
have values close to unity for very small and very large values of numerical distance 
and show their characteristics variations only for the intermediate value of d \ .

From the plot of the absolute-amplitude ratio of Я*-component with di, for 
the various relative thickness of transition layer as shown in Fig. 2a, it is clear 
that these curves show a fixed value unity for small values of d\ (d\ < 3), and 
thereafter increase to attain a maximum peak at about d\ ~  4, and then decrease 
sharply to a moderate value of the amplitude which is maintained upto d\ ~  5 • 102. 
Again an increase begins at about d\ ~  103 forming a secondary maximum of lesser 
amplitude than that of the primary maximum, whereafter, the curves descend to 
approach unity value at d\ ~  4 • 104, with minor undulations in between d\ ~  4 • 103 
and 4 • 104. As the thickness of transition layer increases, amplitude lower down 
and peaks become sharper and well defined. From the Fig. 2b showing the effect of 
conductivity contrast between the top and bottom layers on the absolute-amplitude 
ratio curve of Hz-component, it is clear that the maximum and minimum peak 
become more pronounced with decreasing conductivity contrast.

Figure 3a showing the variation of absolute-amplitude ratio of Ед-component 
for the various thickness of transition layer reveals that the curves have a value very 
close to one for small values of d\ and then at d\ ~  0.8, start increasing sharply 
to attain a maximum at about d\ ~  10 and thereafter decrease sharply to regain 
unity value at d\ ~  103, after forming a small lower peak in between d\ ~  40 and 
d\ ~  103. For larger value of d\(di > 103) the curves maintain the fixed value 
unity. As the thickness of transition layer increases, peaks of the curves decrease 
in amplitude and width. Further, from the Fig. 3b showing the effect of variation 
of conductivity contrast on absolute-amplitude ratio curve of Еф component, it is 
clear that as the conductivity contrast decreases, maximum peak increases and the 
minimum peak decreases in amplitude.

Figure 4a showing the variation of absolute-amplitude ratio of //^-component 
with numerical distance (di), for various thickness of transition layer reflects that, 
the curves are smooth, well defined and have a clear pattern. These curves show 
a fixed value unity for small values of d\, then decrease and form a lower peak in 
the intermediate value range of di and thereafter again increase to attain the value 
unity for large value of dj . These curve have a valley type shape. As the thickness 
of transition layer increases peak decreases in size and width. From the Fig. 4b, 
showing the effect of variation of conductivity contrast between the top and bottom 
layers, it is clear that with the decreasing conductivity contrast, minimum peak 
decreases to lower values and thus marks a slight structural difference.
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5. C onclusions

The present work is devoted to the study of the EM response, of a vertical 
magnetic dipole, situated over the surface of vertically inhomogeneous earth mo
del having exponential variation of conductivity with depth, in the inhomogeneous 
layer. Both analytical and computational results have been obtained for the three

Fig. 4. P lo t of the  |H z n | /  \H °n \ vs d \ , showing th e  effects o f varia tion  of a) tra n s it io n  layer 
thickness; b ) conductiv ity  c o n tra s t  betw een th e  to p  a n d  b o t to m  layers
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layered earth model with the intermediate layer having above type of variation. The 
analytical solutions are obtained in terms of integral equations and the numerical 
computations are performed by using the computer program based on digital filter 
theory. The procedure is quite simple and comprehensive.

From the plots of the absolute amplitude ratio of the different field components 
H z, Еф and He, against the numerical distance (di) showing the effect of variation 
of relative transition layer thicknesses and condcutivity contrast, it is clear that all 
the curves show a unity value for very small values of d\ and then show their charac
teristics variation for the intermediate values of di. Thereafter, they again converge 
to the unity value for larger values of d\. The peaks of the curves decrease in size, 
amplitude and width with the increasing thickness of transition layer. Further, it 
is also noticed that the peaks increase in amplitude and width, with decreasing 
conductivity contrast. This variation may be assigned to the model characteristic.
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A MAGNETOTELLURIC 2-D INVERSION TECHNIQUE

C hen Le-shou1, Wang Guang- e1, C hen J iu- p in g1, J iao J ian- w u 1, 
Zhan Shuang- qing2 , D ong Da- ku i2, C ai G ang3

[Manuscript received Jely 13, 1994]

2-D M T im aging was perform ed th rough  successfully  applying th e  G en era lized  
P u lse  S p ec tru m  T echnique (G P ST ) (Chen 1985, Li J ia n  h u a  e t al. 1987, Xie G a n g  
q u a n  a n d  Li J ia n  h u a  1988, Yang Wen cai 1989) w hich has been widely u se d  in  
th e  to m o graph ic  technique, to  the  problem  of 2-D M T  inversion. T he inversion  was 
speeded  up  because  th e  Frechet derivatives were c a lcu la ted  while com puting  th e  2- 
D M T  forw ard  prob lem  using F in ite  E lem ent M e th o d  (FE M ). The theory  o f th is  
im aging  m eth o d  is rigorous a n d  it is num erically  s ta b le  a n d  fast in  convergence. T h e  
m eth o d  is easy to  be  a d o p te d  on m icrocom puter 386. Test w ith theoretical d a ta  a n d  
field d a ta  shows good im aging resu lts  in  th is p a p e r .

K e y w o rd s :  im aging technique; m agneto te llu ric  s ta tic  effect; m ag neto te llu rics

1. In trod u ction

Recently magnetotellurics (MT) has been widely used in the world. It is neces
sary to develop an effective interpretational technique for 2-D model. In this paper, 
a new unique 2-D inverse technique for MT data is presented from the Generalized 
Pulse Spectrum Technique (GPST) which has been widely used to solve the inverse 
problem of partial differential equations in the tomographic technique. By delinea
ting the geo-electrical structure by a continuous model whenever an initial model is 
given, a geoelectrical model fitted the observed data can be obtained by means of 
automatic iterative inversion. Using the Finite Element Method (FEM), the field is 
computed and the Frechet derivative function of the apparent resistivity has been 
computed also, thereby the computation of inversion is speeded up significantly. 
This method is superior to the fashionable methods of 2-D MT inversion, e.g. to 
the minimum model inversion method. Some achievements in technique-scientific 
research have been used in this method. It is theoretically rigorous and comparable 
with the effect of resistivity imaging in practice. It is numerically stable and fast in 
convergence. The program can be run on a PC.
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3A cadem y of G eoexp lo ra tion , M inistry  of Geology a n d  M ineral Resources, 100812 B eijing, 
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2. Theory

The objective function of 2-D inversion for the magnetotelluric apparent resisti
vity data is defined as:

M x N

^[A] =  J 2  {Pn ^ <  -  ln ^>] +  Q'a.-AA}2 (1)
»=1

where M  is the number of MT stations, N  the number of frequency points, Л the 
vector of model parameters, the parameter may be both resistivity or conductivity, 
Q'xi is the Frechet derivative function of Q or In gaci with respect to A, Qi =  In gaci — 
In Pot » в ai is the observed apparent resistivity, gaci theoretical apparent resistivity.

In the 2-D MT problem, the apparent resistivities for the two kinds of polariza
tion are as follows (Liu Guo dong and Chen Le shou 1984):

for E polarization (2)

• /  r \2l ( . 1  \
ea = ^ \ v )  ’

for В polarization (3)

where V is the main field, Ex and Hx, respectively, J  is the auxiliary field Hy or 
Ey, X  is the strike of the structure.

Taking the natural logarithm of Eqs (2) and (3) leads to:

In ga — In----- Ь 2 ln V — 2 In J  , for E polarizationи>ц
i

In Qa — In----- h 2 In J — 2 ln V , for В polarization
Ы/i

(4)

(5)

by differentiation it follows that:

dH

•ДА = 2 'AV AJ'  
V ~ J , for E polarization (6)

• ДА = 2 A J  AV'  
J V , for В polarization. (7)

deal with the problem of В polarization. In this time, Hx , for
will be written as Я, it fulfils the following equations:

d Í dH \  d ( d H \
(8)ду V^ )  + 0 - А е^ )  + г ш м Н = 0 ’

H = 1, for г =  2min (9)
д н
ду -  ° ’ for у - t/maxj У — 2/min (10)

- + ZHs

оIIгц for 2 -- 2max (И )

Acta Geod. Geoph. Hung. 29, 1994



M A G N E T O T E L L U R IC  2-D  IN V E R S IO N  T E C H N IQ U E 2 3 7

where y mm and т/гпах are the y-ordinates of the left and right boundaries of the 
rectangular zone, respectively; zmin and zmax are the z-ordinates of the upper and 
lower boundaries of the ractangular zone which is taken into account for the FEM 
computation; Zh, is the surface impedance at the lower boundary.

The variation of the parameter of the medium, and the variation of the field due 
to a parameter variation, are given by

AH = H - H 0  (12)
Ад = в ~во  (13)

substituting Eqs (12), (13) into Eqs (8)—(11) and omitting the higher order infinite
simals of A H  and Ag, an elliptical boundary value problem is obtained for Hо which 
is exactly similar to Eqs (8)—( 11) formally, and an elliptical type hybrid boundary 
value problem for A H , the latter being:

= -  [ ^  ( Д ^ )  + ш  ( A ^ ) ]  =  - L n ( y , z , A e , H 0)
(14)

= 0, 

= 0,

= 0,

The corresponding Green function G(y, 
definite-solution problem:

e„ ( f ) + Z „ . G  = 0,

8 Q-
dAH

f) у

AH  
d AH  

dy

+ ZHtAH

for z = 0 (15)

for у  =  3/min, у  = J/max (16)

for Z — Zmax ■ (1"0

z, y1, z ', u>) is the solution of the following

iuyG = - 6 ( y - y ' ) ( z  -  z') , (18)

for z — 0 (19)

for у — t/min 1 У = Углах (20)

for Z — ~niax • (21)

This problem of definite solutions formally is exactly similar to Eqs ( 14)—( 17), except 
the source term, thus the Green function can be evaluated by FEM.

Using the Green function method for solving the elliptical boundary value pro
blem leads to an integral equation with respect to Aß  and AH  from Eqs (14)-(17):

JjG (y , z , t / , z ' , u )  [ - ^ 7  -

dt fdz> =  A H{y,z,u>).
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By taking AH  as the difference between successive results, namely:

A # (n)(y, z,u)  = H ^ l \y,z,u>) -  H(n\y,z,u,)  (23)

and substituting Eq. (23) into Eq. (22) and partially integrating (22), as well as 
partially differentiating with respect to z from boundary conditions we obtain:

эя<"> , _a_ (
d y 1 '  d z '  у  d z  J

эя<п>
d z ' Д у^О Л  z')dr/dz' =

ag(n+1)(y,̂ ,w) _  ая<п>(у,г,ы)
d z  d z

(24)

Taking (y, z) as coordinates of the MT station at the surface (y, 0) and according 
to the complementary boundary condition at the surface, namely:

dH(y,z ,u)
dz 2 = 0

1
e(y-0)

ZH(y,  o,w) , (25)

where Z  is the observed surface impedance, substituting the value into Eq. (25) for 
the term — — ■ in the Eq. (24), a first kind Fredholm integral equation for
Af?(")(y,z) is obtained:

i [ *  № ) L - ЭЯ(">
d y 1 +

e(y,o)‘Z ■ H(y, 0,w) — -i-H^n\y , z ,u ) \ z-o ,

(26)

where Z  and Я(у, 0,w) are observed values, g(y, 0) is the resistivity at surface at 
the MT station which should be obtained by some other way or from other data.

From the discrete form of Eq. (26), by using an iterative method to solve this 
equation for Дg(n\  the modification of the geoelectrical model is obtained. Some 
steps are iterated until a fit is obtained.

Up to now, according to Eqs (7), (15), (24) the Frechet derivative function 
Q x ^  or the corresponding ordinary differential at the surface of MT station can be 
derived as follows:

i/V(")r„int _ адн ^ / д г  1
2 ^ e  ° e y -  - j W T  -  d H ( » ) / d z  -  э я < * ) / а г | „ 0 ‘

я  [£ ( ^ )  L  ■ q p +& (q?) L  - q p ]д<,<”> - A * A z ' ■ (27)

In summary, the initial model Qo(y,z) > 0 should be given according to results 
of 1-D interpretation, then the field and the corresponding Green function 
G("> are evaluated by FEM with the aid of an identical coefficient matrix. Af
ter numerical discretization of the Fredholm integral equation, the resulting linear 
equations are solved by normalized generalized inverse matrix inversion method for
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the modification of electrical parameter A a n d  the modified parameter f /n+1) 
can be obtained.

For E polarization, from an analogous derivation, the following elliptic boundary 
value problem for AE  can be obtained:

d_
dy

1
iui/i

dAE
dz

d
l + d~z

/  1 dAE  
\гшц dz

^ -1- <r0A E = - A ct ■ E 0 , (28)

A E = o, for Z — -̂ min (29)
d A E

dy = o, for У ~ У mm ) У — Ушах (30)

■AE = 0, for Z — ^max • (31)

Substituting G for A E  in Eqs (28)—(31) and — 6 {y — y')(y — z) for the right hand 
term of source in Eq. (28) leads to the corresponding boundary value problem which 
the Green function meets.

Using the Green function method to solve the elliptic boundary value problem, 
an integral relationship between AE  and Acr is obtained

A E  = JJ (E0 G0 )A(Tdyldz' . (32)

By partially differentiating Eq. (32) with respect to z, and by using a complemen
tary boundary condition for E polarization which corresponds to Eq. (25), it follows 
that:

J /[£ (" )( î/,z ') ас(и)(у,
dz z = 0

A G^dx/dz'  =

= £ s (n+1)(y,*)L=0

= iu>nZ~l E(y,0,u)  -

. ЭД<П)(У,*)
dz

a s(n>(y,*,w)
dz

z= 0

z = 0

(33)

This is a Fredholm integral equation corresponding to Eq. (31), thereby the para
meter modification A</n) can be evaluated.

From Eqs (6) and (32), the Frechet derivative function of Q, corresponding to 
Eq. (27), for E polarization can be obtained.

3. T he evaluation  o f  th e  G reen fu n ctio n  and its d erivative fu n ctio n

To obtain a stable and convergent modification A{>(n) or Acr^") from Eqs. (26) 
and (33), the following two technical keys must be carefully handled:

1. satisfactory accuracy should be assured for the computation of the Green 
function and its second derivatives;
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2. the ill-definition problem of the Fredholm integral equation should be solved. 
For the latter, the well known normalized generalized inverse method has been 
used (Tikhonov and Arsenin 1977).

As for the first problem, e.g. for В polarization, it can be seen from Eq. (26) that 
the partial derivative of the Green function G is contained in the coefficients. 
To increase the accuracy of computation, the FEM has been used to compute the 
partial derivative of the Green function directly rather than to compute the Green 
function itself, thus the times of difference operation can be decreased.

Equations (18)—(21) constitute a definite-solution problem, which is met by the 
Green function G. G and are substituted for G and ßo in the equations, and 
partial derivatives with respect to z are evaluated on the two sides of each equation. 
Let

Vn(li ,z ,y ' ,z ' ,u)  = j ^ G (nXy ,z ,y ' , z ' ,u )  , (34)

then Vn meets the following definite-solution problem:

d
d y ‘ p(">(2/ , z ') ЭУ„

д у ' + d z ‘

iujfiVn(y, z,rf,z',u>) = - £ 0 (1/  -  y)(z' -  z)
(35)

Vn(y,z ,y\z 'u)

Tj^Vn(y,z,y' ,z ' ,u)

e{n\y ' ,z ' )  ■ j - jV n(y , z , í / , z ' ,u ) -1- 

+ZH,Vn(y,z ,y ' ,z ' ,u)

=  0, for % — ^min (36)

=  0, for У — У m m  > У — 2/max (37)

=  0, for Z —  ^max • (38)

According to the variational principle, solving the boundary value problem, i.e. 
Eqs (35)—(38), is equivalent to determine the mininum of functional J\Vn\ in the 
following equation:

J[Vn] = f f  U  ( f f )2 + § -  TK?-
Q 4 '  (39)

- ш Чу1 -  y)(2' -  z)Vn}dx/dz' + f Zm̂  dS = min .

Evaluating the fourth term in the surface integral of Eq. (39) by partial integrating 
and from boundary condition as well, where (г/, z) is considered as the coordinate 
of MT station on the surface, thus we have:

J [Vn] =  ЛЧ [ е Ы ’ 2 ') ( f ^ )  +  ( l & Ÿ  -  i u n V ^ d y ’d z ' +  

+  L = * a„  ■Vn2) d s + j ? V n ( y , 0 , y , , z , ,u>)\yt=y я,=г  ■
(40)

The equations relative to Vn are almost similar to the equations relative to the 
main field H^n\  except the source term. Thus, in each iteration, meanwhile making
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forward computation, we can evaluate the partial derivative of the Green function 
by increasing a little effort of computation, then the second derivative of can 
be obtained by accomplishing difference operation only once.

Similarly, the corresponding formulas evaluating the derivative function of Green 
function for E polarization could be derived.

4. Test o f  sy n th etic  data and o f observed  data  for В p o lar iza tion

Test computation for synthetic data

a) In the model shown in Fig. la, the initial value of resistivity is 300 ilm. 
After 11 iterations, the variance has been decreased from 76.5 percent to
4.6 percent. The resulting section is shown in Fig. lb.

b) A model consists of three horizontal layers including two shallower con
ductors as shown in Fig. 2a. There are 11 MT observation stations and 
20 frequency points, the mesh for FEM is 23 x 27. The pseudosection for 
apparent resistivity and phase of impedance are shown in Fig. 2b and 
Fig. 2c, respectively. The figures show different characteristic distortions 
due to the “static effect” . At MT stations near two anomalous bodies, 
their effect on ga still exists, if the frequency decreases to 0.015 Hz. On 
the ва pseudosection there are two parallel conductive zones which al
most run through the whole section, but the distortion of p is confined to 
the skin depth, namely near high frequencies on the p pseudosection. 28 
blocks have been divided for inversion. After 8 iterations, the variance 
decreased from 95 percent to 2 percent. On the PC 386 the computation 
takes 2 hours and 19 minutes. The resulted section is shown in Fig. 2d: 
two shallow anomalous bodies have been well illustrated.

c) The model shown in Fig. 3a consists of two outcropping resistive bo
dies and a resistive hörst. The mesh for FEM is 27 x 35. There are 
12 MT stations, 20 frequency points and 50 blocks for inversion. The 
initial values for higher and lower resistivities are 600 ilm and 200 Qm, 
respectively. After 8 iterations, the variance decreased from 89 percent 
to 1.4 percent. The computation takes 4 hours and 22 minutes. The cor
responding imaging section is shown in Fig. 3b, two anomalous bodies 
and deep hörst have been very well resolved. The results shows that the 
inversion is successful.

d) In Fig. 4a the model consists of a hörst complex and a small shallow 
anomalous body. Mesh for FEM is 28 x 29. There are 11 MT stations 
and 18 frequency points. 5 percent random error is added to the synthetic 
data to simulate observed data. There are 54 blocks for inversion. After 
16 iterations, variance decreased from 32 percent to 5.5 percent, it takes 
6 hours and 6 minutes. The resulted imaging section is shown in Fig. 
4b.
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All three models shown in Figs 2a, 3a and 4a contain shallow heterogeneities 
which can cause “static effect”. The imaging results show that although dis
tortions caused by the “static effect” are complicated, those could be identified 
on the apparent resistivity and phase pseudosections and shallow heterogenei
ties could be recovered directly by the MT GPST imaging method.
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Field example

The MT profile Z-K is almost in North-South direction at the southern front of 
the North China Platform, where the thickness of Quaternary is more than 500 m 
in average, its resistivity is about 10 fim and there is no significant lateral variation 
in them. The Da-bie mountain, where the resistive Precambrian stratum is widely 
outcropping, is near to the southern end of the MT profile. This area has undergone
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strong tectogenesis from the Indo-China movement time till the Late Yan-shan 
movement time, as a result, the geological structure is very complicated. In the area 
of the MT profile the strike of regional geological structure is North-West or North- 
West-West, approximately normal to the direction of the MT profile. The survey 
region is located at the joint zone of the North China Platform and of the Yang-zi 
Platform. Some geologists think that the Da-bie mountain including Proterozoic, 
Palaeozoic and Mesozoic formation is a block which is overthrust north in Indo-
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China movement time. It is very interesting for the study of regional tectonics 
and mineral resource exploration to investigate whether there exists an overthrust 
structure.

In the survey region, Cambrian and Proterozoic formations are characterized by 
high resistivity in the range 300 П т to 800 П т. There is no significant difference
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between them, but there does exist a significant electrical interface between them 
and the upper younger formation, the resistivity of latter is some tens ohmmeters 
or even a few ohmmeters.

A segment of the MT profile is chosen for the test computation. The segment is 
of geological significance. It is in N-S direction and 70 km long. There are 13 MT
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stations in this segment, the average station spacing is 5 km. On the basis of results 
of 1-D MT formal interpretation, a geoelectrical structure is delineated along the 
segment of the MT profile as an initial model for 2-D inversion. 18 frequencies were 
chosen which range from 320 to 2 ■ 10-3 Hz. The mesh for FEM is 27 x 25. There 
are 56 blocks for inversion. The error of the observed data is given as 10 percent. 
After 13 iterations, the variance decreased from 123.9 percent to 16.4 percent, it 
takes 7 hours 25 minutes. The resulted imaging section (Fig. 5a) shows clearly 
that a resistive body has been wedged in a less resistive formation, and has thinned 
north, finally tapered out. The resistivity of the central, most resistive body is up 
to 800 Om, only older Palaeozoic and Proterozoic formation can have such a high 
resistivity. The resistivity of the underlain layer is only 10-20 ilm. Apparently the
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latter is younger Mesozoic, Cenozoic or even partly upper Palaeozoic formation. It 
could be inferred that there may be a large scale overthrust structure of gentle slope 
at the southern front of the North China Platform. The apparent resistivity and 
phase pseudosection of the resulting model from inversion and observed data are 
shown in Fig. 5b-e. It is easy to see from those that the appearances of anomalies 
and the values of isolines are similar or approximate to each other between the 
corresponding figures, this means that the fit to the original data has been basically 
performed.

5. D iscussion

The results of tests with synthetic data show that the effectiveness of application 
for E polarization is not as good as for В polarization, since the iterative procedure 
converged slowly or even diverged. To search the reason for that theoretically, the 
Frechet derivatives of surface impedance and components of electromagnetic field 
have been analysed, by which we can measure the variation of surface response cau
sed by variation of the electrical parameters of the substratum, thereby it is termed 
sensitivity function. It is a useful tool for studying the resolution of electrical and 
electromagnetic survey (Sasaki 1989). The results show that the Frechet deriva
tive is a product of the gradient of the Green function GH(r,r') and the magnetic 
field intensity for В polarization while it is a product of GE(r, r') and E(r') for E 
polarization. Therefore, there is a higher resolution for В polarization than for E 
polarization, this may be the basic reason for the lower effectiveness of application 
of the GPST technique to E polarization with respect to В polarization. To im
prove the effectiveness of the GPST technique to 2-D MT imaging, we intend to 
introduce the idea of removing singular eigenvalues to increase the resolution for E 
polarization (Lowery et al. 1989).
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ASYM PTOTIC VARIANCE OF THE MOST FREQ UENT  
VALUE AND OF THE DIHESION

В  H a j a g o s 1

[Manuscript received July 8, 1994]

T h e  p a p e r  gives genera l form ulas for the  a sy m p to tic  s c a tte r  of th e  m ost freq u e n t 
value (u p  to  now, fo rm ulas were only known for special cases, e.g. for sy m m etric  
d is tr ib u tio n s , as well as for th e  asym m etric  U -d istribu tion ).

T he two theses given in  th e  p a p e r  prove the  fin iteness of th e  asy m p to tic  s c a t te r  
o f th e  m ost frequen t value for cases w ith o ften  valid p rem issas, th u s these  theses 
have ev iden t significance for th e  p rac tica l use in  geophysics an d  in  o th e r fields for 
th e  M FV -m ethods.

K e y w o rd s :  a sy m p to tic  variance; dihesion; m ost frequen t value; ro b u st s ta tis t ic s

1. T he form ulas used (after H uber 1981)

The most frequently used form of the robust statistics defines the T  location- 
and S  scale parameters of a distribution F  by the equations

/ * [
» -  n n

S ( F )
F ( d x )  = 0 and

И
X -  T ( F )

S ( F )
F ( d x )  =  0 ( 1 )

where ip(y)  is generally an odd and \(y)  an even function (see e.g. Huber 1981, p. 
136).

The asymptotic variance of the location- and scale-parameters are the variances 
of the corresponding influence-functions:

A 2(F,  T )  =  E [ I C 2( x ] F , T)] and A 2(F,  S )  =  E [ I C 2{x- F,  5)]

(as the expected value of the /С -influence is 0, see Huber 1981, p. 14).
Using the definition of the influence, let us substitute in Eq. (1) F  ~  Ft =  

(1 — t ) F  + t6x . Following derivation after t , let t = 0. Thus the following set of 
equations is obtained:

I C ( x ; F, T )  f  i />' (y)F(dx)  +  I C ( x ;  F,  S )  f  ф ' ( y ) y F ( d x ) =  ^ y ) S ( F )

I C ( x ;  F,  T )  f  X' ( y ) F ( d x )  + Я7(х; F, S )  J X' { y ) y F { d x )  = X ( y ) S ( F )

where y  =
_  X  -  T ( F ) (Huber 1981, p. 136).
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2. G en era l formulas an d  law s for the a sy m p to tic  variances o f  th e  m ost  
freq u en t value and o f  th e  d ih esion

V’(y) = and x(y) =
(a +  l)y2 -  1

(1 +  У2)2 ( 3 )

where y = x~cM, then the location parameter of the distribution F is the most 
frequent value M, its scale parameter 5 = ke, with e, the generalized dihesion 
(Steiner 1988 and 1991).

Let us introduce the following integrals:

W( k 2

k 2  +  y 2
F{dx)\

Eik =  J  У
к2

к2  + у2
F(dx)

Thus the equations defining M  and e obtained from Eq. (1) can be written in 
the following form:

D\k =  0 and (a + 1)5ц — (a +  2)52i = 0 (4)

and the coefficients of Eq. (2) result as:

B n  =  2  5 г *  —  5 u  B\2  =  2D^k
B 2 1  = 2[(2a + 4)D3i — (a + l)Ű2i] B 2 2  — 2[(2a + 3)5г1 — (2a +  4)53i]

the determinant of this system of equations is: D = Вц B2 2  — Ö12ÍÍ21 ■
If D ф 0, then the solution is:

I C ( x ; F , T )  = ^ { y ) B 2 2 -  x ( y ) B 2i ) ,  I C ( x ; F,  S ) = ^ (x (y )S ii -  Ф { у ) В  1 2 )

For the calculation of the expected value of the square of these expressions the 
following notations are introduced:

Gi = Sik — S2k, G 2  =  (a + l)252i — 2(a + l)(o + 2)5з1 + (a +  2)254i

further
G3 = (a + l)i?2k — (a + 2 ) E 3k 

and the variances have the following form:

A 2 {M) = ^ - { B 22G1 + B 21 2 G 2  -  2 B 2 2 B 1 2 G3 ) 

A 2 (e) =  j ^ ( B 22 lGx + B\XG 2  ~ 2B2 1 Bn G3)
(5)
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Usually the pair of functions ip, \  is given as
1. a = 2 and к arbitrary (e.g. 1, 2 or 3)
2. к = 1 and a arbitrary (a > 1).

In the special case, when the distribution F is symmetric, ip(y) is an odd and 
x(y) an even function, the first equation of the system Eq. (1) is fulfilled for the 
symmetry point for all S > 0 and the second equation may have several solutions,' 
too.

It is advantageous to define the scale parameter as the maximum solution S.
As both ip'{y)y and x^J/) аге °dd functions, IC{x , F,T)  can be expressed from 

the first equation, IC (x ,F ,S ) from the second, independently of each other, i.e. 
A 2 (F,T) is independent of A 2 (F, S), but it depends on S.

In the present case (Steiner 1991) if the distribution F is symmetrical, then:

A 2 (M) = k 2 e2
G±_
ß 2

_ .2 2 Slk -
(252* -  S u )2 •

That means that the asymptotic variance of M  is finite if ISik — S u  ф 0.

Theorem  1: If in the case of a symmetric distribution the scale parameter S  — ke
c2

is chosen sufficiently large to get the expected value of the weights -----f---- ——5

as Sik > 1/2, then IS^k — S\k > 0, and A 2 (M) is finite. 
Namely for all functions 0 < h(x) < 1

s 2 + {x -  м у

J  h2 (x)F(dx) < J  h{x)F{dx) as h2 (x) < h(x) 

and Schwartz’s inequality is fulfilled:

J  h?(x)F{dx) = J  h(x)F(dx) J  g  [J  h(x)F(dx ) } 2

if h(x) = 2 S  2 thenS 2  + (k + M У

S2* < S2k < Si к

Let us multiply the inequalities by 2 and subtract S u  :

2Su -  Su < 2 S2* -  Su < Su •

It follows that 2S^k — S u  > 0, if Su >
Theorem  2: If the distribution F is continuous and its density function is f ( x )  is
unimodal, then:

2Sik — Si*

OO

= /
k2 (k2 -  y2) 
(k2  + y2 ) 2

f (x)dx > 0 ( 6 )

and A 2 (M)  is finite.
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In the proof the symmetry point is chosen at M  = 0 without a loss of generality, 
and be e > 0, у = ku =  S  = ke. In this case the integral in Eq. (6) is using the 
symmetry:

o o  o o

s  /  ■
—  o o  0

Let us split this integral into two parts:

/
with substituting in the latter integral и i

и , the two integrals can be added:

j  1 - u 2
J  (1+u2)2(ял)- / ( I ) ) * .

This integral is positive, as in the interval 0 < u < 1 1 — u2 > 0 holds and
f (Su )  > if f (x)  is unimodal.

Q.e.d.
Let us observe that in the proof of the theorems, the fulfilment of the second 

condition of Eq. (4) has not been used. However, if e is also determined from 
the measurement results according to the second condition in Eq. (4), then it is 
necessary that the asymptotic variance

. 2/ \ _  2 ^2 _  2 (a + 1)2<521 — 2(a + l)(a + 2)5з1 — (a + 2)2S4i
(£ ~ £ Ö22 "  £ 4[(2a + 3)521 -  (2a + 4)53i]2

should be finite, i.e. B 2 2  ф 0. Using the condition given in Eq. (4), A 2 (e) is 
obtained as:

2  ^ 2 1  +  ~  2 5 ц 5 2 1 5 з 1

4(521 + 511521 - 2 5 1153i )2
too. This has evidently the advantage in numerical computations that based on 
the values M  and £ determined from the data, empiric values of the S i t -s can be 
determined, too.

A 2 (e) = £
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A THESIS ON THE DIFFERENCE OF THE 
DETERM INATION METHODS OF THE SCALE 

PARAMETER (CML ф MFV)

L C s e r n y á k 1

[Manuscript received July 8, 1994]

I t  is show n th a t  from  am ong sym m etric  d is trib u tio n s , only the  norm al d is tr ib u tio n  
has th e  p ro p e rty  th a t  if used as su b s titu tin g  d is tr ib u tio n , it gives the  sam e fo rm u la  
fo r th e  scale p a ram ete r w hen th e  estim ations a re  used  a f te r  the  m axim um  lik e lih o o d  
m e th o d  a n d  according to  th e  m ost frequent value (M FV ). T h a t m eans th a t  th e  
“C M L -estim atio n ” in  th e  m onograph  by A ndrews e t al. (1972) is no t id en tica l w ith  
th e  M F V -estim atio n  (in sp ite  of iden tical ^ -fu n c tio n s), th e  resistance of th e  l a t t e r  
(in sen sitiv ity  ag a in st outliers) is m uch h igher a n d  correspondingly its  use is m o re  
ad v an tag eo u s in geophysics an d  in  o th e r fields o f science.

K e y w o rd s :  density  functions; location  p a ram e te r; norm al d is trib u tio n ; sca le  
p a ra m e te r

It is shown that among symmetric distributions, only the normal distribution 
has the property that used as substituting distribution, the same scale parameter 
is obtained using both the maximum likelihood estimation and a robust estimation 
method.

Be Jr a twice differentiable density function. If the scale and location parameters 
are estimated with the help of g, using the maximum likelihood (ML) method for a 
random variable £ with the density function / ,  then the location of the maximum 
of the function

OO

L(S ,T )=  j  ln [ ly  ( ^ l l ) ] / ( * ) d z

is to be found (T is the location and S  the scale parameter). That means in case 
of a given T  that the scale parameter is the solution of the equation

OO

[ 1
X  ~ T q '

( x - T \  1
J

- O O

s s2 9 V 5  ) g(^) f(x)dx =  0 . ( 1 )

(Here and in the following is g'(x) = ■)

1 In s t i tu te  of M ath em atics , U niversity  Miskolc, H-3515 M iskolc, Egyetem város; H ig h sch o o l for 
F inances a n d  A ccounting , H-1149 B u d ap est, Buzogány u . 10-12, H ungary
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If the estimation is made using the robust method proposed by Steiner (1991), 
then the scale parameter is obtained for a given location parameter from the follo
wing equation:

/
—  O O

d2g ( ^ f )  1
ŐT2 , ( ^ Z ) f (x)dx  = 0 ( 2)

which can be written in the form
O O

*  /  9" { — )  l ^ ) f{x)dX = ° '
—  O O

It can be easily seen that if g is the density function of the standard normal distri
bution, then Eqs (1) and (2) give the well-known scatter, i.e. both methods result 
in the same scale parameter.

Now the problem emerges whether there is any other g in addition to that of the 
normal distribution which has the same property. For even function, the answer is 
negative.

T H E O R E M : Be g a twice differentiable, even standard density function. If Eqs 
(1) and (2) yield for a fixed value of T  for all density functions /  the same scale 
parameter, then g is the density function of the standard normal distribution.

P ro o f: We shall prove somewhat more than the theorem: it is sufficient to dis
cuss even (symmetrical) density functions / .  It can be supposed that T  =  0. By 
introducing in Eqs (1) and (2) the transformation x = St, the following equations 
result:

S

O O/[ f (St)dt  = 0 , (3)
—  O O

I  /  »"(‘> ^ / ( * ) « <  = о . (4)
—  O O

The solutions of Eqs (3) and (4) coincide for all / - s if the multiplier of /  in the two 
equations differ only by a constant factor, i.e. if

-1
g( 0

A g"{t)
l

ff(0 '

Following some rearrangement we obtain the differential equation

Ag"(t) + tg'(t) +g(t) = 0 . (5)

a) Be Л > 0. Using the transformation ил/Ä =  t, and introducing the notation 
g(u\/A) = y(u), we get from Eq. (5):

y"(u) -I- uy'(u) + y(u) = 0 . (6a)
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u .One of the solutions of this equation is yi(u) =  e ~ ~  (in this case g is the 
density function of the normal distribution).

By using the transformation y(u) = z (u)e~~, the equation

z" - z ' u  = 0

is obtained from Eq. (6), and from this z'(u) — G e ~  . Thus the other solution 
of Eq. (6) is:

y2(u) = z(u)e 2 , where z'(u) = e 2 .
It can be easily seen that y2 is an odd function disregarding an additive 
constant, thus it cannot be density function.
It should be remarked that lirrioo и ■ y2 (u) = 1 (it can be easily shown using 
the L’Hospital-rule), therefore y2  tends to zero only in the order of magnitude 
of 1/u, that is a further proof that it cannot be density function.
According to these, the general solution of Eq. (6),

y(u) = Ciyi(u) + C2t/2(u) 

is a density function only if C2 = 0.

b) If A < 0, then —A = A* > 0 is introduced.
Following the procedure used in a), we get the equation

y"(u) -  uy'(n) -  y(u) = 0 (6b)
„2

with one of the solutions t/i(u) = e 2 . Following further the steps in a), we 
get the equation

z" + z'u = 0 .
«2From this, z'(u) = K \ e ~ ~ , i.e. z(u) = А']Ф(и) +  AT2 (where Ф is the density 

function of the standard normal distribution).
Thus the general solution of Eq. (6b) is

y(u) = е^(К\Ф(и)  + K2) ■
This у cannot be a density function, as

Нт(А'1Ф(ы) + A'2) = K\ + I< 2  ,
O O

Ит(А'1Ф(к) -I- Л'2) = I< 2  ,
—  O O

and therefore у can disappear at ±oo, only if K\ = K 2  — 0.

c) In the case A = 0 it follows from Eq. (5) that g(t) = c/t which cannot be a 
density function.
The theorem is so proven.
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SOME PROPERTIES OF THE MFV-CALCULATIONS 
TESTING  IN CASE OF a -> 1 

FOR THE SUPERMODEL f a(x)

F S t e i n e r 1

[Manuscript received November 14, 1994]

T h e  p a p e r  show s t h a t  th e  m o s t  fre q u e n t v a lu e  (M F V -) p ro c e d u re s  (b a s e d  o n  Pk~ 
n o rm s )  e ssen tia lly  d if fe r  f ro m  o th e r ,  o fte n  u se d  re w e ig h te d  le a s t s q u a re  a lg o r i th m s ,  
th e re fo re  i t  w ould  b e  m is le a d in g  to  re g a rd  th e  l a t t e r  o n es a s  a lg o r i th m s  w ith  s im ila r  
p ro p e r t ie s :  th e  s im ila r i ty  is  l im ite d  on ly  to  th e  c o m p u tin g  te c h n iq u e s . In v e rs io n  
r e s u l t s  (b a se d  o n  th e  m in im iz a t io n  o f  th e  P * -n o rm s)  c a n  h av e  n eg lig ib le  e r ro r  e v e n  if  
m o re  th a n  50 p e rc e n t  o f  th e  d a t a  a re  a sy m m e tr ic a lly  ly in g  o u tlie rs . T h e  lo c a t io n  o f 
t h e  d e n se s t d a ta  is to  b e  a c c u ra te ly  d e te rm in e d  w ith  th e  M F V -p ro c e d u re  e v e n  i f  o n ly  
so m e  p e rc e n t o f d a t a  b e lo n g s  to  th is  in te rv a l c h a ra c te r iz e d  by  m a x im u m  p r o b a b i l i ty  
d e n s itie s .

Keywords: b ia s ;  o u tl ie rs ;  re s is ta n c e ; s ta t is t ic a l  efficiency; s ta t i s t i c a l  n o rm s

In troduction

The f a(x) supermodel is defined by the standard densities

f a(x) = n(a) • (1 + x2)~o/2 ( 1 )

primarily for the open interval 1 < a < oo (see e.g. Steiner 1991). 
The formula for the norming factor n(a) is the following:

n(ns _  r[q/2]
1 ~ y/ir • Г[(а — l)/2]

(2a)

In case of a —» oo (if the variance is constant), / a(x) tends to the Gaussian 
density function, its standard form being / g ( x ) = (2rr)-1/ 2 exp(—x2/2), and in 
this sense this type of probability distribution (as limiting case) can be justified 
considered as a type-member of the supermodel / a(x). On the contrary, a = 1 does 
not define a probability density function because the norming factor written in the 
form (using the equation Г[(а + l)/2] = [(a — l)/2] • Г[(а — l)/2])

n(a) = (a -  1) • Г[я/2]
2 • 0F  Г[(а +  l)/2]

(2b)
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obviously shows that n(a) tends to zero if a —*■ 1. Equation (1) immediately indi
cates that it does not define in case of a = 1 a probability density function as the

OO

integral f  1 /y/l + x2dx is divergent.)
—  OO

In spite of the foregoings the function

/(*)
1

v l̂ + X2
( 3 )

is worth investigating as the /(x)-values (apart from a constant factor) are arbitra
ry ly near to the /„(x)-values on an arbitraryly long interval about the symmetry 
point if a = 1 + 6  and 6  are sufficiently small. Speaking more mathematically, we 
can even denote /(x) as limit function of the functions belonging to the / a(x) family 
in case of a —► 1 in the sense that there exists a monotonous series (cn) of numbers 
fulfilling

lim c„ • f aA x )  — f(x) (—oo < X  < oo) (3a)
7 1 —* OO

and obviously c„ = l/n(a„) is a series with this property if lim an — 1. These
n —*00

investigations will turn out to be also instructive for the special properties and 
advantages of the most frequent value calculation itself.

1. Sim ilarities b e tw e e n  /(x )  and th e C auchy d en sity  fu n ction

There are many possible definitions of similarity but we discuss only two of 
them, namely which are most useful to our purposes.

1.1 Similarity around the maximum f(x)-value (fmax)

The most simple kind of fitting is shown in Fig. 1 by the continuous and the 
dashed lines. The first line shows the shape of the constfy / \  + x2 = const • /(x) 
function where the (otherwise arbitrary) constant factor was actually chosen to 
(n • У З)"1 = 0.1838. In case of this choice the values of the Cauchy probability 
density function fc(x)  are in the interval (—л/3, +л/3, i.e., in the interval of the 
greatest /(x)-values (greater than /max/2) very near to the const • /(x ) values (if 
the Cauchy distribution is also symmetrical to the origin and the parameter of scale 
S  equals л/3). In other words, the “fashion” of the concentration hardly varies from 
a =  2 (this is the Cauchy type) to а-values arbitraryly near to unity.

On the contrary, the flanks are ver different: e.g., already at x = ±3.5 • л/З 
f c ( x ) is less than a half of the const • /(x)-value (we have seen that at x = ±>/3 
an equality holds: f c ( ± V 3) =  0.1838 • /(±л/3)). That means that the simplest 
comparison belonging the similarity (made in the foregoings) has only taken into 
consideration the central parts of the functions, — and unquestionably this was 
the best way to make conclusions for the “fashion” of the accumulation of the data 
around the symmetry point (i.e., around the parameter of location, denoted by T). 
— It is useful, however, to measure the similarity in a more sophisticated (and less 
arbitrary) way, too.
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Fig . 1. T h e  cu rve  of th e  fu n c tio n  f(x)/ir- \/3 (continuous line) a n d  two C auchy d ensity  fu n c tio n s
m o st sim ilar to  i t ,  in  one case in  th e  sense of th e  trea tm e n ts  g iven in p o in t 1.1. (--------), in  th e
o th e r  case in  th e  sense discussed  in  p o in t 1.2. (— - — • —)

1.2 A possible definition of the width for functions which have positive values for
all x-es in the interval (— oo, + 00/

In case of the density function of the Cauchy distribution

~ ж 52 + (x -  T Y  ^

it lies on hand to accept 25 as the width of fc(x)  due to at least three reasons:

T+s
a) the interquartile range of fc(x)  equals 25 (as /  fc(x)dx = 1/2);

T -s

b) outside of the interval (T — S, T  + S) the / с ( a : ) - values are less than the half 
of the maximum value of fc(x)  (i.e., of fc(T)),  inside of it fc(x)  is greater 
than f c { T ) /2, and this interval has obviously the length 25;

c) the dihesion e as a measure of the dispersion of randomly distributed data (see 
e.g. Steiner 1991) has the value in case of Cauchy-distributed data exactly 5, 
and therefore the length of the interval (T — e, T  +  e) is also 25.

Consequently, we are almost forced by these coincidences to accept 25 as the 
width of fc (x )  if no special requirements of other type are to be taken into consi
deration.

In general case we can choose to a quadratically integrable and positive <p(x) 
(> 0 in the interval —oo < x < oo) function that /c(æ)-function which is most 
similar to it and we define the 25-value of this fc (x )  function as the width of 
the <p(x) function itself. Let the expression be accepted as a measure of similarity
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(according to Csernyák (1991) Eqs (2-3)) the expression

oo
/  fc(x )  ■ <p(x)dx

f  fç(x)dx f  <p2 (x)dx
(5)

Constant factors play obviously not any role in this expression, the “similarity” is 
therefore characterized on ground of the “fashions” of the x-dependencies of both 
functions (neglecting “amplitudes”). Consequently, we can calculate without any 
difficulty the width of f{x)  (given in Eq. (3)), too. (The meaning of this width is 
according to the foregoings the width of / a(x) in case of о —» 1.) Accordingly, we 
have to determine the maximum place of

W/(x) =
_{o X2 + s'2 У Г Т

= dx

Гоо ~ o o
dx

(6a)

All integrals figuring in this expression can be given analitically (see e.g. the “clas
sical” Gröbner and Hofreiter 1958) and therefore finally only the maximum place 
of the function

S 2  -  1 ln(5 + V S 2  -  1) (6b)

is to be determined, resulting in the value

S = 2.59204005. (7)

The corresponding fc{x)  is to be seen also in Fig. 1 (—•—•—) which is obviously 
influenced also by the flanks and in this sense it is more similar to const • /(x) as
f c ( x )  calculated to 5 = %/3 (-------); let us remember that the latter takes only the
central part of /(x) into consideration. In spite of all that, the width of /(x )  is not 
too much: according to Eq. (7) it is evidently 2 • 2.59204 = 5.18408 which value is 
only 50 percent more than 2 • \/3 = 3.46410.

2. Efficiency of M FV-calculations for th e  superm odel f a(x) if  a —* 1

The S-value given in Eq. (7) is the so-called “dihesion” £ of the standard f a(x) in 
case of a —> 1: on the one hand, Csernyák (1991) proved (see loc. cit. in connection 
with Eq. (5)) that the (for an arbitrary density function <fi(x)) primarily otherwise 
defined “dihesion” e is really the maximum place of the expression given in Eq. (5), 
and, on the other hand, the function /(x) = l / \ / l  + x2 figuring in Eq. (6a) is the 
limiting function for the / a(x)-supermodel in case of a —* 1 in the sense which was 
defined earlier (see Eq. (3a)).
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It can be easily proven (e.g. using the maximum likelihood principle) that for 
1 < a < oo the best statistical method for determining the location parameter 
T  is the most frequent value- (MFV-) calculation made by the parameter of scale 
S — k(a) ■ e where k(a) is the reciprocal value of the dihesion of the standard / а(ж) 
distribution, i.e., of est (Steiner 1991). Some well known values of к are: k(9) = 3; 
k(5) — 2 and for a — 2 (Cauchy-distribution) к equals the unity. Let be supposed 
that the best k- value is also for the limiting function /(ж) the reciprocal of the value 
given in Eq. (7), i.e., fc(l) =  0.3857965.

In column 8 of the Table at the end of Steiner’s book (1991) are the formulas 
for the asymptotic variances given for к — 2 and к — 3; the generalization for 
an arbitrary к can be trivially made. As in our case ke = 1 holds, the limit of 
the asymptotic variance (the square of the asymptotic scatter A) concerning the 
functions cn • / а„(ж) =  (1 -I- ж2)- “/2 can be written as

2 _  S1 -  S2

[2S2 -  Sr]2
(8a)

where

Si = lim 7  — -
1 J  1 + X 2  ( 1  +  Ж 2 ) “ " / 2

dx
O O

=  / t t
1

ж2 х/ГТж2
dx = 2 (8b)

and

S2 = lim [  ——— 
o . - l  J  (1 + ж2) 2 ( 1 + Ж2)“"/2

dx
= /  (Г+í (8c)

(concerning the numerical values see once more Gröbner and Hofreiter 1958). With 
these values (and using Eq. (2b)) we have for A2 the following:

л г = \ .

The definition of the statistical efficiency e is (in percent)

e = ^ |jn  . 100 % , (9)
A*

where the minimum variance of the statistical estimates A^in (to a given probability 
distribution) is formally the reciprocal value of the Fisher-information (see e.g. 
Cramer 1945); A 2  denotes the actual variance (i.e., for the actually used statistical 
procedure and naturally for the same distribution). The very important practical 
meaning of e is the following: how many percent of data would be enough to 
the same accuracy if we would apply the (to the probability distribution) optimal 
method instead of the actually used one.
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As for the c„ times of the standard f a(x) distributions

2 _  a + 2 1
min e ( a - l )  ‘ n(a„) (1 0 )

holds (see e.g. Steiner 1988), the statistical efficiency e (Eq. (9)) in case of jfc =
0.3857965 and for an —* 1 turn out to be (regarding Eqs (8d) and (10))

e = lim 100 + 2., • - т Ц  • 2 =;»—1 an(an — 1) n(a„) 3
(an -  1) ■ r[an/2l 2= lim 100 Qn + 2

l 2 • yfr  ■ r[(an + l)/2] ' 3 ' a„(a„ -  1) = 100 %
( 11)

(it is well known that Г(1/2) = у/ж and Г(1) =  1 hold). The kopt =  l /e, t  relation 
really holds also for the limiting function /(ж) (which represents the case a =  1), 
and not only in the open interval 1 < a < oo.

In the practice of the MFV-procedures it is enough to work with “round values” 
of к (because of the great robustness of these statistical algorithms). Consequently, 
instead of к = 0.3857965 we propose to use simply к = 1/2, if very long tailed 
distributions are to be expected. It follows from numerical calculations that the 
value of A 2  = (S i— 5г)/(252 — Si)2 = 3/2 in Eq. (8d) varies slowly according to Fig. 
2 around kopt = 0.385797, and therefore the use of к = 1/2 causes a neglibigle loss in 
the value of efficiency: e = 98.156 % holds for this fc-value being A (kopt) /A  (1/2) =
0.98156. (The cause of the rapid increase of A2 — and consequently of a rapid 
decrease of the efficiency — for diminishing A;-values is evidently the fact that using 
S  — ke are more and more values practically neglected from the most dense, most 
informative group of data.)

A curious question arises: applying к = 1/2, the efficiency in case of the Gaussian 
distribution, i.e., on the opposite end of the studied type-interval (a —► oo) would 
not have a practically unusable small value? Such a danger does not exist: using 
к = 1/2 the efficiency equals 50.42 %.

The reversed questions are not less important: if the probability distributions 
are mainly expected in the Cauchy-Gaussian type interval and therefore for к the 
choices 1, 2 and 3 are proposed (see e.g. the Table at the end of Steiner 1991), which 
for efficiencies can be achieved using these fc-values for distributions with extremely 
heavy flanks, i.e., near to a = 1? The approximate answers are given by the curves 
“M k  = 3” and “Mk  = 2” in Figs 8 and 10 in Steiner and Hajagos (1993) and 
the curve “MFV” in Fig. 6 in Hajagos and Steiner (1993a); in all three cases the 
efficiencies are shown in function of t — l / ( a — 1), consequently a —► 1 corresponds to 
t —► oo. For к = 3 about 30 %, for к = 2 near to 50 % and for к = 1 more than 70 % 
seem to be the limiting efficiency in case of a —> 1. (Even these asymptotic values 
attracted the author’s attention to a more detailed investigation of the properties of 
the MFV-procedures in the type interval where also extremely heavy tails occur.) 
These asymptotic values, however, can also be calculated correctly in similar way 
which resulted in Eq. (11). Namely, if instead of the specially chosen ks = 1 (in 
Eqs (8b) and (8c)) the general expression ke is written, i.e., if the following original
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F ig . 2. A uxiliary curve to  show th e  variation  of th e  q u o tie n t A2 =  (S i — S2)/(2 S 2  — S i ) 2 (see Eq. 
(8)) versus th e  facto r k. T h e  sm all variation  a ro u n d  th e  o p tim al к =  0.385797 conv inces us th a t  
p ra c tic a lly  th e  “ro u n d  value" к =  1 /2  can  be equally  used  (causing only an  efficiency loss of less 
th a n  2 % if  a —* 1)

definitions of S\ and S2 are accepted in case of f (x)  (see Eq. (3)):
oo

Si  -  <*£> ,  Д - Л *  J  ( k e y  + X* v/l + X2
— OO

(12a)

and
„ 7  ( и 4 1 
2 J  ( ( k e y  + x ^ W l  + x^ ’— OO

(12b)

and consequently the asymptotic variance Л2 is to be written 
in the form

with these S\  and S2

a2 - ( L . ) 2  S 1 - S 2  

( ’ [2S2 -  5j]2 ’
(13)

the efficiency is to be computed according to the formula

e ( q - l ) - r ( a / 2 )  .
a ™ 2 • у/тг ■ Г[(а + l)/2]

[252 -  5 il2 a + 2 _  , r n 
' ( k e f i S i -  S, ) '  a ( a-  1 )

[2Sa -  -S’il2 
(M 2 ■ (5i - S 2)

(14)
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(compare with Eq. (11)). Using naturally the £-value 2.59204005 (see Eq. (7)), 
the correct values of the asymptotic turn out to be the followings: for к — 3 
easympt. = 32.8606 %; for к = 2 easympt. = 48.0112 % and for к = 1 eajympt. = 
77.7336 %. This latter value and the fact that if к = 1, the efficiency is for the 
Gaussian distribution (i.e., for a —» oo) 73.73 %, mean not less that for the whole 
type interval 1 < a < oo the efficiencies for the norm PC (see Table I) are greater 
than 73.7 %. Compare this astonishing result with the properties of the procedure 
based on the Li-norm (see once more Table I): at the Gaussian distribution the 
efficiency is well known for the medians to be only 100 • 2/тг =  63.662 % and for 
a —*■ 1 the efficiency tends to zero. Concerning the last statement see the “median” 
curve in Fig. 8 of Steiner and Hajagos (1993), or compute directly according to the 
formula A med =  1/[2^?(T)] (see e.g. Cramer 1945) which has evidently in case of 
<p(x) — f a(x) the form A m e d  = 2 • n(a). Consequently instead of the formula in Eq. 
(14) we have for the norm L\ (see Table I)

e = lim 100 emed = lim 100 •
a —► !  a —>1

CL -f- 2 
a(a — 1)

(a — l)2 • Г2(а/2) 
7Г • Г2[(а + l)/2] (15)

which limit value is obviously zero. (A further consequence of Eq. (15): the maxi
mum emed-value for /„(x) distributions is 83.67 % which is reached at a = 2.64.)

3. C om m ent to  th e  resistance o f s ta tis tic a l procedures b ased  on  
d ifferen t norms o f th e  resid u als

Let X{ be the residual, i.e., the г’-th difference between measured and calculated 
values. Let Table 4 from Hajagos and Steiner (1993b) be cited in a shortened form: 
the formulas of two Lp-norms and that of four Pk norms are contained in Table
I. (The general expressions for both the Lp and Pk norms are given in integral 
form in the Table at the end of Steiner’s (1991) book.) The P-norms are here 
denoted according to the “eigen-distribution” where the algorithm based on the 
minimization of the chosen norm optimally works. As f a{x) in case of a =  9 is 
called “Jeffreys-distribution” , the Pfc-norm for к — 3 is denoted by Pj\ similarly, 
P c  means the P*-norm for к = 1 being optimal for Cauchy-densities of the residuals. 
In case of к = 2 (optimal for a =  5, i.e., for the so-called geostatistical distribution) 
Pk is denoted simply as P  (without any index) as the minimization of this norm is 
considered as the “standard MFV-procedure” recommended for use in cases when 
no a priori information is given concerning the distribution type of the errors. For 
к = 1/2 the Pi-norm was denoted by Pj( as this norm works best for very long-tailed 
distributions of the residuals. (This fact was proven just in the earlier discussions.)

As it was mentioned earlier, the continuous line in Fig. 1 does not represent a real 
case with respect to the probability theory, the formulas of the MFV-procedures, 
however, can be applied also for the case if ip(x) = f{x).  For example, the formula 
for the dihesion e (which has a central role in the MFV-procedures, see Hajagos
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and Steiner 1993a), namely the (also iteratively used) equation

e2 = 3 ^ ----------------------  (16)
5  (c i+xi )i<P ( X ) d X

— oo

is also satisfied if ip = /  (see Eq. (3)) and e = 2.59204005. (By the way, it is 
perhaps not superfluous to mention that the £ values figuring in the formulas for 
the Pfc-norms in Table I must always statisfy Eq. (16).)

T a b le  I. D ifferent norm s discussed in th e  p resen t p ap er. T h e  m inim ization  of each  n o rm  defines 
an  inversion  a lg o rith m

E igen-d istribu tion  (fo r th is  ty p e
D efining value N orm  F orm ula  of erro r d is trib u tio n  w orks th e  n o rm

in  question  o p tim a lly )
n

P =  1 L i ;EW
1=1

Laplace

p =  2 l 2 ]
X -L.

G auss

к — 3 P j *'{n‘+№)1} Jeffreys

4 -1-

k =  2 P •in г geosta tis tica l

V -1-

к =  1 P c 4q[•♦(*)’ } Cauchy

v J .
к  — i  K -  2 Pu 4SI*+W] } (very long-tailed  e rro r d is tr ib u tio n s )

It is useful to realize once more that the maximum zone of f ( x ) well approxima
tes the maximum zones of the real f a{x) distributions if a = 1 -f 6  (where 6  1).
As f (x)  itself can be treated with the MFV calculation techniques, this procedure
obviously results in the symmetry point as in most frequent value T,  even if the 

T+c
probability f  (p(x)dx i.e., the occurrence probability of the densest data in the

T - c
neighbourhood of T  is very small (in case of <p(x) = f a(x) if £(> 0) is very near to 
zero). In these cases the flanks are really heavy, representing a probability between
0.4 and 0.5 each, — the total Fisher-information, however, can be “exhausted” 
using MFV-procedures, as we have seen it earlier: remember that 100 percent ef
ficiency can be achieved — and even the standard version of the MFV-procedure
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(with к — 2, see the P-norm in Table I) results in nearly 50 percent efficiencies in 
these extremal cases. It should be stressed that this property does not characte
rize all in the practice used robust procedures, on the contrary, Figs 6, 7 and 8 in 
Steiner and Hajagos (1993) and Fig. 6 in Hajagos and Steiner (1993a) show that 
the efficiencies of all most cited and used robust procedures tend to zero if a —♦ 1. 
The name “most frequent value” is in all circumstances justified, even in extremal 
ones. This important property accentuatedly separates the MFV-procedures from 
other “reweighted least squares” techniques having very similar algorithms in cases 
where a linear dependence exists belonging to the unknown model-parameters (or 
a reasonable linearization can be made). Seemingly there are no great differences 
among the plenty of re weighted least squares algorithms: only the weight-formulas 
must be calculated specially. The various weight-formulas, however, are defined 
in the overwhelming majority of cases only as “ad hoc” proposals without suffi
cient theoretical background, and, in addition, these weights are often used with an 
obscure parameter of scale S  which is “determined” by looking at the ceiling.

In few, rather exceptional cases the scale parameter of the weights can be ap
proximately chosen resulting in acceptable bias of the modelparameters on ground 
of the tested measuring error of the used instrument or equipment, e.g., in some 
simple geodetic tasks or if gravimeter measurements were carried out. In the latter 
case, however, the residuals of the inversion algorithm can be heavily influenced if 
the model used in the inversion is a poor approximation of the geological reality. 
Consequently, alltough there really exist lucky situations where the inversion can be 
executed with an “a priori known” scale parameter in the weights, or, more gene
rally, in the norms, — in the overwhelming majority of cases, however, the value of 
the scale parameter must be determined statistically. Hajagos and Steiner (1993a) 
stressed the importance of the correct choice of the algorithm for determining this 
parameter of scale; the same iteration algorithm with just the same formula for the 
weights can give fully satisfying results or fully unacceptable, too, (on ground of the 
same measuring material), depending only upon the choice of the scale parameter.

In the followings it should be treated the resistance of the inversion algorithms 
based on the minimization of the norms given in Table I. These algorithms will be 
mathematically (or better: with respect to the computing techniques) in the near 
future more and more really minimizations of the norms, thanks to the growing 
computer-possibilities instead to make troublesome linearizations resulting in a sort 
of “reweighted least squares” algorithm. This process simultaneously will promote 
that the practitioner will be more and more aware the differences existing among 
the algorithms based on different norms (and will not lead oneself by the nose by 
the computing-technical fact that “reweighted least squares” can be carried out by 
the same program).

Looking at the expression for L2 in Table I, it can be trivially established that in 
the presence of outliers some very great residuals Xi  can occur and these distort the 
results of the inversion (i.e., the minimum place of the norm in the parameterspace) 
or lead to fully unacceptable results. The classical statistical methods, based on the 
L2-norm, are therefore in a high degree not resistant.

This statement is in close connection with the fact that in the L2-formula X ?
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figures in a simple sum. Consequently, the Li-norm has not neglibigle advantages to 
respect of the resistance against outliers as a great |X, | does not play by no means 
a such dominant role in the value of the sum defining the L\ norm as X 2 does in 
the Z/2 norm. It should be mentioned, however, that asymmetrically lying outliers 
which represent a not neglibigle percent of the data, may significantly distort the 
inversion results even if L\ is minimized.

And what about the resistance of the MFV-procedures, based on the minimi
zation of Pjt-norms? The formulas in Table I give no trivial answers but some 
investigations were made in the last two decades resulting in the statement: MFV- 
procedures are really in a high degree resistent. Let be cited an astonishing result 
from Hajagos and Steiner (1993b) where already direct minimization of the norms 
were carried out in all cases: even more than 50 percent(!) of the data can be out
lier and nevertheless, the inversion result remains acceptable. Figure 13 in loc. cit. 
shows that using the Pn-norm the distortion is even in this extremal case less than 
1 percent; the inversion results determined by the minimization of the Li-norm are 
fully unacceptable in the same case. (It should be mentioned too, that one single 
outlier can cause some ten percent distortion in the inversion result when using the 
L2-norm, see loc. cit. Fig. 10.)

In the following the results of an instructive and simple investigation, should be 
shown concerning the resistance of the MFV-procedures.

Let be denoted by f Xo(x ) the following probability density function:

n(x0) ■ /(*), 
0,

if
if

|*| < *o 
1*1 > *o

(17)

where the norming factor n(x0) is obviously the
O O

/  f x S x ) d x , i r 

reciprocal value of the integral

(17a)

For the determination of MFV-values, weighted means are to be calculated ite
ratively where the weights are in general case 1 /[(Are)2 -f (x — T)2]. Supposing 
relatively great values of x0, i.e., heavy flanks, к = 1/2 can be appropriately chosen 
(this evidently results in the minimum place of the Pn-norm).

Outliers should be in a relatively “infinite” rate among the data, in particular 
in the interval (z0,oo), distributed according to /(*). (We remember that in the 
reality this infinite rate can only be approximated by f a{x) with a — 1 +  8  where 6  

is very small compared to the unity.) For T  obviously

- I  (e/2)' + ( x - T ) ‘ V l +  x2dX
°°  1 j

_ i  ( e / 2 y  + (* — Т у  y / l  +  x * dX

(18)
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must hold and therefore the distortion of the symmetry point of the correct data 
by this plenty of outliers is that T -value from the (T; e) value-pair, which latter 
simultaneously fulfils Eq. (18) and

(x -  T ) 2  1

[е‘ + ( х - Т у у  ^ i + x 2 dx

(19)

(compare Eq. (16)). The T-values (here in the meaning of “bias”) for x 0 = 100; 
50; 20 and 10 are given in Table II, where also the actual e-values are given, and 
the quotients T/e, too, to show the high resistance of the MFV-procedures.

Table II.

Xo T c T /e

to o 0.01868 2.5901 0.7 %
50 0.03731 2.5842 1.4 %
20 0.09181 2.5460 3.6 %
10 0.1752 2.4371 7.2 %

(These values can be reached by ping-pong iteration of only 50 steps, even if 
both start values are very great: 107.) It is instructive, too, to compare the e-values 
with the value in Eq. (7). (It is perhaps not superfluous to clear in advance the 
eventually arising doubts concerning the integrals figuring in Eqs (18) and (19), 
giving a finite upper limit of the integrals, say, the value 105 instead of +oo. It 
can be easily verified that in this case the values of the integrals in the mentioned

OO

two equations vary as maximum by a value 10~5, being f  1 / x 2dx = 10~5, see the
io5

numerator of the expression in Eq. (18); the resulting difference at the other three 
integrals are even much less than this value. — To this value 105, however, it is 
instructive to give in the followings a hypotetical but practical representation, too.)

If the asymmetrically occurring outliers lie very far, too, e.g., in the interval 
10 < x  < 105, distributed according to c • f ( x) ,  and the correct data occur in the 
interval —10 < x < 10 according also to c • f ( x )  (with the same c-value), the ratio 
of the outliers to the reliable data is more than 3/2:

outliers 
correct data

10
f £

- 1 0  \ / l  + X2
dx

io5

i o  V I T *

dx
= 1.5553 .

In spite of this terrible ratio of asymmetric outliers, the symmetry point of the 
distribution fx„(x) x 0 = 10 (see Eq. (17)) can be calculated by the MFV method
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T a b le  I I I .

T e T c
d = 6571.2 5.651

0
m e d  =  49.93

2306.0

10
0.7596

3.020
1

70.29
846.6

15
0.2638

2.576
2

89.62
332.9

20
0.1946

2.472
3

43.34
140.20

25
0.1800

2.446
4

21.13
63.46

30
0.1764

2.439
5

10.61
31.25

35
0.1755

2.438
6

5.534
17.11

40
0.1753

2.438
7

3.033
10.62

45
0.1753

2.437
8

1.773
7.402

50
0.1752

9
1.117

using к = 1/2 (i.e., minimizing the Pj(-norm) with a small bias of 0.175, which is 
only 7.2 % of the dispersion-characteristics e (dihesion, see Table II).

As for the fx„(x) probability densities the symmetry point is the adequate loca
tion parameter, naturally the meaning of the resulting T  remains “bias” applying 
other statistical procedures, too. Choosing the Lj-norm minimization, i.e., deter
mining the value of the median for x 0  =  10 and for the same outliers, the result 
is T  «  50 (=49.93) and this value represents obviously a very poor estimation of 
the symmetry point of the correct data (lying in the origin). The distortion of 
the appropriate error characteristic, namely of the L\ norm value calculated for 
med = 49.93, (i.e., of the minimum Lj-norm often denoted by d = mean of the 
absolute residuals,) is even much more: d = L\(med) = 6571 (the correct value is 
d = 3.0184).

The following conclusion: “these values got by using the Lj-norm are unusable” , 
however, would be a false interpretation. In the contrary: both values can be used 
for starting the double way iteration defined by the Eqs (18) and (19). It would 
be perhaps not superfluous to give in Table III the detailed results of a ping-pong 
iteration for this case.
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We see that med and d, or more generally: the results of the L\ calculations 
can be useful as starting values for the most frequent value-iterations, even if a 
great number of asymmetrical outliers are present. (It should be mentioned, too, 
that significantly fewer steps of the iteration would be needed to the same accuracy 
by using more sophisticated procedures of the iteration but it seemed here to be 
the best choice to show the simplest, i.e., the so-called ping-pong variant: one step 
according to Eq. (19), one step to Eq. (18), etc.)

At last it should be mentioned as a curiosity that the algorithm defined by Eqs 
(18) and (19), using the generalization that y>(x) is written instead of l/-y/l -f x2,

OO

can work also if <p(x) is an unimodal function but for it the integral J  ip(x)dx
— O O

is divergent. In this case <p(x) is obviously not a probability density function in 
sense of the probability theory but <f>(x) is nevertheless able to represent quotients

b d
of probabilities, for example f  ip(x)dx/ f  ip(x)dx gives that the event a < x < b is

a c
how many times more probable than the event c < x < d. The location-interval of 
the densest lying data (i.e., T  and e) can be determined by Pjt-norms for such data,

OO

too, i.e., if for the data-density model <p(x) the relation f  <p(x)dx < oo does not
—  OO

hold.
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Book review s

H FRÖHLICH: B e g le i te n d e  P r o g r a m m e  z u r  T Y a ss ie ru n g . Dümmlers Verlag, Bonn, 1994, 16 
pages, 9.80 DM

This booklet is a schematic description of a PC-compatible 3.5” or 5.25” program disk 
to be purchased for DM 175. The disk contains auxiliary programs to solve the following 
two-dimensional tasks if the main points and parameters of the trace are known:

SCHNITTE: computation of intersection points between the following geometrical fig
ures: straight line, circle, clothoid and their parallels.

TRABEL (TRassen ABstech ELemente): computation of the basic data, of staking 
elements of given traces, transformation of the coordinates into local systems.

ZPD (ZwangsPunktDiagnose): diagnosis of reference points. Characterization of the 
reference points and computation of the shortest distance of these points from straight 
lines, circles, clothoids.

It can be seen that the main advantage of these routines is that tasks can be solved 
in addition to standard geometric figures also on a clothoid basis, and further, there is a 
possibility to compute with these figures in shifted position.

The program package contains two further auxiliary programs, too. The first routine, 
ZPE has the task to carry out the input of the coordinates and to modify the list of 
coordinates. The routine TREDIT can be used for the creation of the data base of the 
main points and of the elements of the trace.

The booklet yields only sufficient information for the installation of the program pack
age and for the use of the printer and it presents 3 examples. There is reference to the 
detailed documentation of the programs as a text file (180 pages) on the disk thus it is 
always available and can even be printed. Knowing this, the present booklet cannot be 
recommended to be purchased. As a product description (on the advertisement level) it is 
excellent, but expensive, as documentation, it cannot be used.

J  K a l m á r

F J G r u b e r : F o r m e ls a m m lu n g  f ü r  d a s  V e r m e s s u n g s w e s e n . 6th edition. Dümmler Verlag, 
Bonn, 1994, VIII +  147 pp, 195 fig.

This A5 size vademecum collects formulas occurring in the practice of many fields of 
surveying in the following sections.

General basic principles, basic mathematical formulas, differential calculus, m atrix 
calculus, plane geometry, plane and spherical trigonometry.

Among basic tasks of surveying, formulas for simple computation of coordinates, cal
culation and partition of areas are included.

In the chapter on angle measurement, basic formulas for horizontal and vertical an
gle measuring and angle measuring with gyrotheodolites are summarized in addition to 
instrumental errors for theodolites.
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In the field of distance measurement, measurements with measuring tape, optical dis
tance measurement and the corresponding correction formulas are summarized.

Point determinations: formulas for polar points, intersection with distances (trilatéra
tion), intersection with angles and resection.

Transformations in plane: Helmert and affine transformations.
Altimétrie survey: levelling, trigonometric heighting.
Surveying for field engineering: alignement, setting out of arc of a circle, clothoid, 

calculating of cubic volume.
Basic formulas for adjustment and statistics.
The book is concluded by a selected list of references and by an index.
This most practical collection of formulas will help education, self-teaching and practice 

in many fields of surveying. Formulas are illustrated by a lot of very clear figures.

G y  S z á d e c z k y - K a r d o s s

W  SCHRÖDER, M C o lla c in o  collects and eds: G e o p h y s ic s :  P a s t  A c h i e v e m e n t s  a n d  F u 
tu r e  C h a l le n g e s . Interdivisional Commission on History, IAGA. Bremen-Roennebeck, Ger
many, 1994

This volume contains selected papers from the symposia of the Interdivisional Commis
sion on History of the International Association of Geomagnetism and Aeronomy during 
its Assembly held in Buenos Aires, in September 1993. It continues a series with similar 
aim and similar form, and even the editors remained. From the 12 papers published in this 
volume, 7 or 8 deal with the history of science in a more restricted sense, the remaining 
4 or 5 use historical data in an analysis of cyclicity and/or connections between climatic 
param eters and epidemies.

One of the editors, Colacino, and Valensise continue the presentation of the role played 
by early Italian scientists and scientific societies in the development of geophysics, in 
the present case dealing with the Cimento Academy and with the Meteorologica Societas 
Palatina and their contribution to the establishment of modern meteorology. Barreto from 
Brazil contributes with a biography on Emmanuel Liais, who worked both in Europe and 
in South-America and established several observatories in Brazil, including a geomagnetic 
one.

Debarbat evaluates the role played by woman-scientists in different countries in the 
astronomy, presenting figures on the membership and comparing them by population of 
these countries and by other factors. Miletits et al. deal with geomagnetic research 
in the Nagycenk Observatory (Hungary), Schröder and Schneider with early geomagnetic 
observations near the western South Atlantic coast (abstract). A further paper coauthroed 
by Schröder and Wiederkehr depicts the early history of weather maps of the Southern 
A tlantic, during the First Polar Year, a common effort of German and Argentine scientists. 
Bernhardt contributes to the discovery of the stratosphere, by presenting a proof that it 
happened in 1894, i.e. earlier than supposed (in 1902), due to the fact th a t Assmann, the 
responsible scientist was most careful in publishing his results. Lauscher lists significant 
meteorological events in Europe in form of a Weather Chronic.

Gregori and his group investigate data series on floods, climatic anomalies and explosive 
volcanism, and try to prove the existence of a four-decade cycle in them. Schröder adds 
to this paper a list of remarkable floods of the river Tevere from historic sources. Cassiani 
deals with the connection between weather and plague in 17th century Italian cities, and 
confirms this correlation. The last paper by Gregori analyses volcanic eruption looking for
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cyclic changes in the heat production. This is the most lengthy paper, including roughly 
one fifth of the volume. It emphasizes the feasibility of such studies, using world-wide data 
on volcanic activity.

This book is a most valuable contribution both for science historians and for those 
who investigate historical data concerning possible cyclic changes in meteorological, ge
omagnetic and thermal data, and connections with biological and epidemical events and
cycles.

J Verő
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Preface

The papers contained in the present issue of Acta Geodaetica et Geophysica 
Hungarica were presented at the International Winter Seminar on Geodynamics. 
This seminar was organized by the Geodetic and Geophysical Research Institute 
of the Hungarian Academy of Sciences under the auspices of the International 
Association of Geodesy, of the European Geophysical Society and of the Central 
European Initiative’s Committee of Earth Sciences.

The Winter Seminar took place in Sopron between the 21th and 25th Febru
ary 1994, already for the fourth time. The first three aimed to describe different 
chapters of geodynamics, to give information for geoscientists on the state of art 
in the research of the structure of our planet and in different fields of physical 
geodesy. The first Winter Seminar in 1987 delt with problems connected to the 
Earth’s rotation (lecturers were К Bretterbauer, I Abonyi, H Moritz, V Dehant, 
H Jochmann, P Melchior, M I Yurkina). The next Seminar was in 1989 and the 
lectures presented there were connected with problems of the deformation of the 
Earth and its gravity field (the lecturers were H Moritz, E Groten, E W Grafarend, 
К Arnold, I Abonyi). The Winter Seminar in 1992 concentrated on the questions 
of the inner structure and dynamics of the Earth (invited lecturers were S M Molo- 
densky, C Denis, V N Zharkov, A Adam, G F Panza and valuable contributed 
papers were presented by M Stavinschi -  D Dinescu and S Franck).

The 1994 Winter Seminar was slightly different from its predecessors. The 
seminars of 1987, 1989 and 1992 described different geodynamic phenomena while 
this fourth Winter Seminar in Sopron concentrated on the techniques and methods 
used in geodynamical research. This alteration in the organizers’ effort is due to the 
emergence of revolutionary new methods in space and surface geodesy, accuracies 
of which give new dimension for geodetic measurements and make the study of the 
temporal variations of geodynamical phenomena more realistic. In the same time 
some investigators are too optimistic in use of the scientific tools in earthquake 
prediction, in study of recent crustal movements, in solving open problems of geo
dynamics etc. The realistic estimation of the reliability and accuracy of these new 
scientific tools is sometimes too optimistic. An understanding of the error sources 
is also of primary importance. In the same time the new methods of geodynamics 
need new physical and mathematical background for an effective application.

During the fourth Sopron Winter Seminar two review lectures were connected to 
the use of VLBI in geodynamical investigations. Another review paper was devoted 
to the possibilities of satellite and lunar laser ranging. The Global Positioning 
System (GPS) basically changed the technics of the geodetic measurements carried
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out on the Earth’s surface. The reviewer of this problem showed the possibilities 
and the limitations of this new method of geodesy.

An important problem of modern geodynamical research is the observation and 
interpretation of temporal changes in deformations, tilts and gravity variations. 
Two review papers were connected to the main problems of automation and math
ematical methods in geodynamical research.

The Geodetic and Geophysical Reserach Institute is planning to continue the 
series of biennial Winter Seminars. The next one will be held in February 1996 
and its topic will be “Gravity Field and Figure of the Earth” .

P Varga

A c t a  Geod. Geoph. Hung. 29, 1994
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GEODYNAMICS: THE DEFORMATION  
OF THE EARTH’S SURFACE

F  S a n s ó 1

C o n te n ts :

—  D efo rm a tio n

— S m all d isp la c e m e n ts  a p p ro x im a tio n
— G eo m etric  in te rp re ta t io n  o f th e  s tr a in  te n so r  e

—  E q u ilib riu m  a n d  s tre s s

— E q u ilib r iu m  c o n d itio n s

—  H o o k e’s law  a n d  i t s  g e n e ra liz a tio n s

— P la s tic ity
— V isc o e lastic ity

—  B o u n d a ry  value  p ro b le m s  in  e la s tic  a n d  v isc o e lastic  d e fo rm a tio n  th e o ry

— E la s tic  sm a ll d isp la c e m e n t th eo ry
— D y n am ic  e q u a tio n s  in  th e  lin ea r  e la s tic ity  ran g e

— D y n am ic  e q u a tio n s  a n d  v isco e lastic ity

—  E le m e n ts  o f  m a th e m a tic a l  a n a ly s is  o f B .V .P .’s in  e la s to s ta tic s

—  E x am p le s  a n d  exerc ise s

K e y w o r d s :  b o u n d a ry  v a lu e  p ro b lem ; d e fo rm a tio n ; e la s tic ity ; e q u ilib riu m ; H o o k e ’s 
law ; s tre s s ; v isco e la s tic ity

Foreword

I am extremely grateful to Prof. P Varga who invited me to lecture at the Winter 
Seminar 1994 in Sopron on such a fascinating subject as Geodynamics-Deformation 
of the Earth.

Since the success of a Seminar depends from the fact that at least someone has 
learnt something, I can claim that the Seminar has been successful for sure, as I 
had to learn a lot in order to give these lectures.

Indeed the subject of deformation of the earth is in itself too wide to hope to 
give any comprehensive review of the subject in relatively short lecture notes, so I 
had to make a particular choice of items within this subject, what I did according 
to the following lines; I tried to be self-consistent so that lecture notes could be 
used also by people who were not experts in elasticity theory and related topics; I 
limited the analysis to plane theory which means from the geophysical point of view

1D IIA R  Politecnico di M ilano, P iazza  Leonardo da  Vinci 32, 1-20133 M ilano, I ta ly

1217-8977/94 /$  4-00 © 1994  Akadémiai  Kiadó, Budapest



280 F SA N SÓ

to areas of regional extent ( e.g. with a diameter less than 1000 km) in order to avoid 
pure geometrical complications; I concentrated the attention on vertical displace
ments basically thinking in terms of a crust solicited by deep seated phenomena 
(e.g. mantle flow) or surface load (e.g. glaciation-deglaciation); I tried to prepare 
examples which could lead to the natural point of view for a geodesist, namely to 
see the relation between surface deformation and deep stress as an inverse problem.

Together with elasticity theory, actually its linearized version, the lecture notes 
tackle more advanced items like plasticity or visco-elasticity; the basic mathematical 
tool used in this context is the calculus of variations because of its strong connection 
with the physical concept of energy on one side and its highly advanced potential 
of analysis in terms of conditions for existence and uniqueness of the solution of the 
various problem formulated in the text.

I wish that these lecture notes could be useful to someone else in the future 
beyond myself.

1. Deformation

Deformation is the action of changing the position of “points” of a material body 
in such a way that the distance between points in the final position is in general 
different from that in the initial position.

Remark 1.1 Deformation is then different from rigid motion which by definition 
doesn’t alter point distances.

Deformation is described by suitable tensors which we introduce, here in Carte
sian coordinates only, as follows: referring to Fig. 1 we can write:

y = x + u(x) 

X = У -  v(y)
( 1 )

where u(x) is the vector field representing the shift from initial position x to final 
position y, while v(y) is exactly the same displacement field:

(x — y) => u(x) = v(y), ( 2)

but as function of the final point y.
Differentiating Eq. (1) one gets the basic relations (cf. Fig. 2)

' dy — dx + Udx (U ={$%-})
< (3)
[ d x  = dy — Vdy ( V = [ | g . ] )

so that 2:
( dSy = dx+(I + U+)(I + U)dx = dy+dy 

I  ds2 = d y +(I — V+)(l — V)dy — dx+dx .
(4)

2 We will use th roughout th e  
convenience.

te x t th e  vector, algebraic o r ten so r sym bolism  accord ing  to
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F ig . 1. T h e  d isp la c e m e n t fie lds u ( x ) ,  v ( y )  (o n  th e  figu res, v ecto rs a re  u n d e r l in e d )

F ig . 2. D ifferen tia l o f th e  d isp la c e m e n t field

We find then as linear rate of deformation, at the point x in the direction £ = jjf-, 
the quantity

dsti — dsr ds„ dsT
y = £ + i(t/+  + U + U+U)t :dsx 2 dsl 2

the tensor giving rise to the quadratic form Eq. (5), i.e 

E = i(t/+  + {/ + t/+ t/)

(5)

( 6)

is called the Green strain tensor.
Analogously we define the tensor

e = \(V+ + V -  V+V) 
e .. -  I  ( д щ  , д щ  _  д щ  с Ь Л

2 I tm  Яук Яш Щк) ’
also called the Almansi strain tensor, as the matrix necessary to describe the linear
rate of deformation at у in the direction rj = -t^-, namelyas у

(7)

dsy -  dsx _  dSy -  dsl
dsn 2 dsl = V+^ ( V + + v - V +V)v- ( 8)

A cta  Geod. Geoph. H u n g .  29, 1994
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Remark 1.2 Both tensors, E and e, are symmetric by their very nature.

Remark 1.3 As it was easily predictable the strain tensor vanishes in correspon
dence to a “rigid motion” displacement: in fact for

y = X + u = u 0 + Rx  ,g.
(uo = const. R = const. R+ R — I)

one has
I  + U = R,  U = R - I  (10)

which substituted in Eq. (6) gives

E = 0

in view of the orthogonality of R.

Small displacements approximation. This is realized when we assume that u(x) 
is infinitesimal so that, neglecting 2nd order effects,

E =±(U++U)  

e *1(V+ + V).
( И )

From Eq. (2) and Eq. (1) we find

Í dtq _  d v i  _  д щ  d y t
{ Uxf ЪГк Uyi öxf. ( 12)
{ U = V ( I  + U).

Since both U and V are infinitesimal, with u  and v, we see that in our linear 
approximation we can put

U ^ V  (13)

According to Eq. (13) we have that in small displacement theory

E = e = 1 Í  дщ_ őufc
2 \ д х к dxi

(14)

and we can refer irrespectively to each of them simply as the “strain tensor” .
We shall assume from now on this approximation to hold.

Geometric interpretation of the strain tensor e. To obtain this interpretation 
let us consider an interval dx\ of the Xi axis as incremental vector dx = (dxi , 0, 0), 
as shown in Fig. 3. Let us then take the projection on the (X\,X2 ) plane of the 
corresponding infinitesimal dy; since

У l 

У2

■ri + u2 (xi , 0 , 0)
(0  <  æ i  <  d x i )

м2 (ат2,0,0)

A c ta  Geod. Geoph. Hung. 29, 1994
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we can write, to the first order (cf. Fig. 3)

y I — «i (0 ,0 ,0)+ 1̂ + x i = u i(0 ,0,0) + (1 + e 11 )ж 1 
< 1 ( 16) 

У2  =  «г(0, 0, 0) + = «2(0, 0, 0) + tan aqxi .

From Eq. (16) we derive

en
dyi -  dxi 

dx\ (17)

which shows that en is the extension of dx\ in its own direction, as it was obvious 
from the definition of e; on the other hand if we take Fig. 4, with the help of Eq. 
(16) we see that

7Г ŐU2 du\- - u  = „ 1 + „ 2 = s r  + — 2e12 • (18)

u  2 ( 0 , 0 , 0 )

F ig . 3. D e fo rm a tio n  of a  se g m e n t ly in g  o n  th e  x\  ax is

F ig . 4. D e fo rm a tio n  of th e  r ig h t  ang le  POQ in to  th e  an g le  P'O'Q'  o f m e a s u re  ß

A cta  Geod. Geoph. H u n g .  29, 1994
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Due to Eq. (18) and the analogous equations for the off-diagonal terms e,•*,(*' ф 
к), one has called 2e,-*, the “shear angles”.

Remark l . f  As it is clear from Eq. (11) and Eq. (14) the small strain tensor e 
is essentially the symmetrical part of the Jacobian:

(19)

If we want to consider also the antisymmetric part of U, one is led to define the 
tensor

' fi = \(U - U + )
< ( 20)

b *  = » ( & - & )
which is skewsymmetric by definition

Uki = —Wit ( 21)

and which is called “rotation tensor”.
The knowledge of e alone shouldn’t be sufficient to reconstruct U, at first sight, 

yet it turns out that since U is not an arbitrary matrix, but has to satisfy compati
bility conditions, being of the type gradient of the vector field u, then the knowledge 
of e yields the knowledge of the first derivatives of Q, J^-. In fact, from Eq. (20),

duik
dxi

d2Uj
dxtdxk

d2Uk
dxtdx,

_  i  
— 2

d2Uj , д2щ _  
dxidxk +  dxkdxi dxidxk

d2 uk
dxidxk

( 22)

This equation is the key to solve the following problem: given a displacement 
field u we can define the (small) strain tensor e(u) through Eq. (14); now given 
a symmetric tensor e when can we say that it is a strain tensor? In other words, 
given e, when can we reconstruct a field u such that e(u) coincides with the given 
e?

The reasoning runs as follows: if e(u) is computed by Eq. (14) and u by Eq.
(20), then Eq. (22) holds; consider now Eq. (22) for i,k fixed, then it is stated 
that the right hand side gives for t  =  1,2 , 3  the three components of the (Cartesian) 
gradient of uq*; then the following conditions of compatibility necessarily hold, when 
ui ik  is suitably smooth,

9 _  . d g i t  _  d  . öwji 
a x m  d x t  d x t  o x m  ’

i.e. using the notation f  t — -|£-

^ i i , k m  €£ k , t m  — £ i m , k £  € m k , t £  • ( ^ ^ )

A c ta  Geod. Geoph. H ung .  29, 1994
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The equations Eq. (23) are known as conditions of compatibility of St. Venant, 
and we have just proved that if e(u) is a strain tensor, then necessarily Eq. (23) 
holds true.

Viceversa let’s assume that a (regular) symmetric tensor e is given, satisfying 
conditions Eq. (23), in a simply connected domain; since Eq. (23) implies that (for 
i,k fixed) the vector ец<к — eikti (£ = 1,2,3) is in fact of gradient type, then we 
know that the system Eq. (22) has a solution ицк which is fixed up to an arbitrary 
constant tensor, tJik 3.

Let us now consider the new system

Щ,к = eik + ui,* ; (24)

the r.h.s. eik +^ik, for i fixed and к = 1,2,3, is as a matter of fact of gradient type 
since it satisfies the sufficient conditions

e.JM = e,7,* +Wit:k (25)

as it becomes evident as soon as we substitute Eq. (22) (from which u>,-* have 
been derived) into Eq. (25). But then Eq. (24) has a solution for each i, uniquely 
determined up to a constant vector u;. We have so shown that St. Venant conditions 
are sufficient to allow to retrieve the original displacement field u up to an arbitrary 
transformation of the type

«о; = Щ + uJikxk , (26)

which, considering that щ, uiik have to be small since we are by definition developing 
a theory of small displacements, represents basically an infinitesimal rigid motion.

Remark 1.5 As it will be useful in the sequel we introduce a notation in which e 
is split into a pure volume deformation (i.e. isotropic) called dilatation and a pure 
volume preserving deformation.

Namely we put
e = el + e' 

e = 5  Т ге= \{ец )
(27)

and we see that
Tre' = 0. (28)

To see that 3 • e represents a cubic dilatation it is sufficient to consider that 
Tre is invariant under coordinate rotations; so we can use a reference system in 
which eik = 0  (i ф к), i.e. one in which the axes are eigenvectors of e with 
eigenvalues ец ,е22,езз respectively. But then under the action of V a cube with

3T h a t  th e  tensor ш1к so de term ined  is skew sym m etric descends directly  from  th e  sh a p e  of the 
eq u atio n s Eq. (22), b u t  it has to  be im posed as a  condition  on the  constan ts ш,к .

Acta  Geod. Geoph. H u n g .  29, 1994
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sides dxi ,dx 2 ,dx3  is transformed into a parallelepiped with sides

dyi = (1 + en)dxi

dy2 = (1 + e2 i)dx 2

dy3 = (1 + e3 3 )dx3

(29)

Accordingly the volume dV  = dx\dx2 dx3  is deformed to the first order into 

dV' — (1 + ец)(1 +  C22)(l + езз)dV = dV +  (ец + егг + езз)dV , 

neglecting higher order terms. This shows that

dV' -  dV3 • e =  ец + e22 + e33 = 

justifying the name of cubic dilatation for Tre.

dV (30)

2. Equilibrium and stress

Before entering into our subject we want to underline that, from a theoretical 
mechanical point of view to start from “equilibrium” in analyzing the physical 
behaviour of a new force field, is not an intolerable restriction to the description 
of a frozen world, because dynamical laws can always be derived from statics by 
introducing inertia forces, i.e. mass times acceleration, to close the balance of 
otherways unbalanced static forces: this in fact is the deep meaning of 2nd and 3rd 
Newton’s laws.

The field we want to investigate here is the field of forces internal to a solid body, 
arising as a consequence of an external action which causes a deformation of the 
body itself. The bodies we will consider are solid in the sense that, when isolated 
from any other external influence, we know that they will assume a configuration 
determined by the purely internal interatomic forces (even neglecting gravitational 
interaction) and they will keep it in time.

This is what is called “free” equilibrium configuration. This behaviour is indeed 
different from that of liquid bodies in which the atoms are not kept in a particular 
relative position but, rather, can run one on the other with the only bound that 
interpenetration is forbidden; typically a free liquid body can find an equilibrium 
configuration only under selfgravitation.

Between these two extrema, matter can adopt different physical behaviours dis
playing intermediate properties, like plasticity or viscoelasticity on which we will 
dwell later because it is specially this behaviour which can account for many geo- 
dynamical phenomena.

The basic assumption on the nature of this internal field is that each particle 
(or atom if you prefer) of the body interacts only with the neighbouring particles; 
this can happen for instance if the forces are generated by interatomic potentials,

A c ta  Geod. Geoph. Hung. 29, 1994
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u

Fig. 5. Qualitative behaviour of an interatomic potential with D characteristic distance between 
atoms

basically functions of the distances only, like the one shown in Fig. 5, where one 
can see that already at distance 2D the effect of the potential becomes negligible.

Rem ark 2.1 When we say that the nature of internal forces is depending only on 
interatomic distances, we also imply that possible momentum or spin interactions 
are negligible with respect to these forces so that the body will not support and 
propagate torques which are independent from the pure position forces and their 
moment.

Equilibrium conditions. Let us consider now a body В which is in general in a 
strained configuration due to the action of external forces. These external forces 
can act on В either through the surface S, in which case they will be described by 
a vector field T ,  of Cartesian components 7), representing the density of force per 
unit surface, or they can affect directly the internal points of B, in which case they 
will be described by a vector field F, with Cartesian components F i ,  representing 
the density of force per unit volume of B.

An example of surface force is for instance the load created on the earth’s crust 
because of the ice accumulation during a glaciation period; another example is 
hanging a load at the free end of a spring, the other end being fixed. An example 
of body force is the gravity field acting on a volume V occupied by a mass M, with 
density p(x) in V.

By hypothesis we shall assume that В is in equilibrium and we consider a general 
subdomain Bo, all contained in B.

The normal и of Bo is conventionally oriented into В — Bo (cf. Fig. 6).
By hypothesis Bq is in equilibrium so all internal forces in B0  will balance. In 

fact if the atom i is subject tó the force f,jt under the influence of the neighbouring 
atom к (both internal to Bo), then к is subject to a force

hi = (31)

due to Newton’s third law, so when we add all the forces acting on the atoms of
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Fig. 6. The body B  strained by external forces on S  (T d S )  and in B  (F d B ) ;  the internal forces 
are such that through the (internal) area element dS o ,  with normal u ,  the outer part of В ,  В  — Bo  
(lying on the positive side of и ) ,  acts on B q by means of the force To(x, u )d S o

Bo we are left with the sum of the body force and the specific forces which act on 
atoms of Bo close to So, due to the atoms in В — Bq also close to So-

Over an area element dSo, oriented by its normal v,  we will have a force which 
in general is function of the position x and of the normal u, To(x, v>)dSo- 

Always because of Newton’s 3rd law we must have

T 0(x, —v) = —To(x, u ) , (32)

but we will need the exact dependence of To on u, and we shall show in a while 
that To is linear in u, i.e.

Toi(x,v>) -  aik{x)vk (33)

where the convention of summation over repeated indexes is adopted.
The tensor сг;*(х) is by definition the stress tensor.4
If Eq. (33) is true, by using the above results and reasonings, we see that the 

equilibrium condition for Bo reads

J  Fi dB +  J  Toi(x,v)dS0  =  0 i = 1 ,2 ,3
Bo So

J  Fi dB +  J  <rik(x )vk dSo =  0 .
Bo Sq

(34)

4 The relation Eq. (33) is in Cartesian coordinates, yet the tensor character of cr,k is easily 
argued from the fact that its saturation with the vector field г/̂  gives rise to another vector field; 
hence at the cost of properly defining the components a ; k a similar relation holds in general 
coordinates.
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Fig. 7. A m ate ria l te trah e d ro n . Note th a t th e  norm als to  th e  th ree  orthogonal faces a re  o p p o site  
to  th e  un it vectors o f co o rd in a te  axes

On the other hand, by using the Gauss theorem,

/ Cik^k dSo

we see that Eq. (34) can be written

/  (F + d B  =  ° ’ ( 3 5 )  
Bo

i.e. considering that Bo is arbitrary,

F,(x) + JL<rik(x) = 0 ; (36)axk

these are the indefinite equilibrium conditions which have to hold throughout the 
body B.

To conclude our proof, we need to verify Eq. (33).

Lem m a 2.1: the  in ternal surface force-density T q(x , u ) depends linearly on i>.

In fact let us take a tetrahedron with three faces parallel to coordinate planes 
as in Fig. 7.

As we see the equilibrium condition for this is expressed by

T 0(x, u)dS + T 0(x, v 3)dS i2 + T 0(x, u3)dS J3+ 

+ T o (x ,U\)dS-i3  + F(x)dV = 0 .

Since
dSi2 = dSi;3, dSi3 = dSu2, dS2 3  = dSui

(37)

(38)
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F ig . 8 . In te rn a l fo rces g e n e ra le  n o  coup les

and since dV is an infinitesimal of higher order than dS, also recalling Eq. (32), we 
see that

T q ( x , v ) =  T o ( x ,  е з ) г /з  +  T q ( x , е г ) ^ 2  +  T q ( x , e i ) i q  —

= T 0(x, e3)î  • e3 + T 0(x, e2)is • e2 + T 0(x, ex)v ■ ex .
(39)

This relation expresses in fact the linear dependence of To on v  and coincides with 
Eq. (33) if we put

[To(x,ejt)]i = aik • (40)

L e m m a  2.2: Symmetry of the stress tensor. We can observe that according to our 
previous reasoning not only the internal forces balance each other but, as far 
as two atoms i and к belong to the same domain Во С B, due to Eq. (31) 
they also have a total zero momentum as it is easily recognized by inspecting 
Fig. 8 where one sees that

X( A f,jt + X* A fki = (x, — х /t) A f ik -  0 . (41)
So reasoning as before we find that, since Bq has to be in equilibrium, we 
must have

I x A F dB + У  x Л То(х, u)dS = 0 , (42)
В  о So

or recalling Eq. (33) and using a component notation

f  {xiFk -  x kFi)dB + / {xi<Tki -  x k<Tu)utdSo =
В  о  S q

= f  |(x,-Ft -  xkFi) + J^(xi<Tkt -  xk(ru)}dB = 0 .

Since B0  is arbitrary the expression in parentheses has to be identically zero; 
since Fk = and F; = this expression reduces to

*  O X (  * O X t  r

dxi dxk
Q ------- a k l  — Q ---------&il  =  0 > i
O X t  OXt

(Tik =  о ; (43)

namely it turns out that the stress tensor cr has to be symmetric.
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Fig. 9. S ubdom ain  Во С В with p a r t  o f com m on boundary S e

Remark 2.2 (surface stress). We still have to see the relation existing between 
the stress tensor and the external forces acting through the external surface of the 
body (stress vector).

To this aim let us consider a subdomain Bo, subset of B, which has a part of 
boundary, Se, in common with S, (Se C S) (cf. Fig. 9); we call So the part of 
boundary of Bo which is internal to B.

The equilibrium conditions of Bo write

/ Fi dB + j n t s + j
S e S q

Toi dS -  0, (44)

where 7) are the components of the external stress tensor, To, = (Tiki/k on So 
according to Eq. (33) and F, = — at points internal to Bo which are internal 
to В too.

Whence

/
деде
dxk (Tikvk dS — 0

so that making use of Gauss theorem applied to the first term, we find

J  { T i - W k }  dS = 0. (45)

Since the domain Se is arbitrary in 5, we find

7<(x) = <Tjt (x)i/*(x) (46)

which is the sought boundary relation.
We note that in particular when the surface S, or part of it, is free of stresses, 

the boundary condition
= 0 (47)

has to be satisfied on it.
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Remark 2.3 The quantity

N(x) = Vitruk , (48)

i. e. the quadratic form associated with stress tensor at x and to a “normal” direction 
v,  represents the density of stress through the surface element dS with normal v, 
again projected along the normal; from here the name of normal stress usually given 
to jV ( x ) .

Naturally there will be 3 principal directions V\ ,V 2 ,V3  mutually orthogonal, 
such that the stress vector (TikV\k is again directed as V\ etc., in this case

( T V !  =  <TU V i

av^ = (Т2 2 " 2  (49)
(TV 3 =  (T33V3

and a i !, (722,033, represent the normal stresses in the three direction V\ ,V 2 ,V3 .
The tensor <r, in a coordinate system with axes parallel to the principal direc

tions, will have a purely diagonal form; in particular, if we assume that

(T11 = cr 22 = ^эз — —p

we have
(Tik =  - p h k  ■

Corresponding to Eq. (50) we see that the normal stress is 

N(x) = VifTkifk = - p v i V i  -  —p  ;

(50)

(51)

this shows that Eq. (50) represents a situation of isotropic compression.
As we did for the strain tensor, also the stress tensor is sometimes usefully split 

into a purely isotropic part and a stress deviation with zero trace

ct = - p i  + a' (52)

with
Tra'  = 0 . (53)

Remark 2.J (statically admissible stresses). It is natural to put the question 
whether the equilibrium conditions Eq. (36), which form a system of partial dif
ferential equations, together with boundary conditions Eq. (46) can determine 
univocally the stress field. The answer is in the negative.

As a matter of fact it is enough to choose

(Tik — E * r j  ) ,

k t j
i

Tki

permutation of (1 2 3)
> к 
=  <Tik
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and one immediately realizes that the homogeneous equilibrium conditions are sat
isfied

dffjk
d x k

= 0.

A little more refined analysis runs as follows: let us take the strain tensor e 
related to an arbitrary deformation field u in В and let us consider the space of all 
second order, square integrable (in B) symmetric tensors L\ S(B) with the usual 
scalar product

(T ,S )= ÍTikSikdB;  (54)
в

then tensors e(u) cannot be a dense subset in L \ s . In fact e(u) are basically 
constructed by means of 3 fields only («,-, i — 1,2,3) while tensors in L\ s can be 
constructed by means of 6 arbitrary fields; this is as a matter of fact the deep reason 
why St. Venant conditions have to hold.

Consequently there are a E L\ s such that

(a, e(u)) = 0 Vu . (55)

Accordingly, also recalling that <rt* has to be symmetric,

0 = f B (Tik(diUk + dkUi)dB = 2 f B (TikdkUidB =

= 2 f s i/k<TikUidS - 2  f B dk(TikUidB 

which, due to the arbitrariness of imply

dk<?ik = 0 in В 

(Tiki/k = 0 on S,

showing that for a given configuration of body forces F, and surface stress vector 
T; there are many stress satisfying the equilibrium conditions

+ F, = 0
(56)

k к Vк — Ti ,

the class of all such tensors is called the class of statically admissible stress fields.
We note explicitely that in Eq. (56) the second condition could be given not 

over the whole boundary S, but just on a part St of it.
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3. Hooke’s law and its generalizations

( “Ut tensio sic vis” Robert Hooke 1678)
The original form of Hooke’s law was stating that the extension e of a spring or 

of wire of elastic material with a fixed extreme
61

is proportional to the load T  applied to the other extreme

c
I
£  ’

the constant £  being the so called Young modulus.
Following Cauchy we say that the body considered is in elastic regime when the 

relation between stress and strain tensors is linear, i.e. in general

<?ij =  C i j k i e k i  ■ (57)

In general Cijkt has to satisfy symmetry conditions like

C i j k t  — C j i k l  — C i j l k  (58)

related to the analogous symmetries of a and e: energetic and thermodynamical 
considerations suggest that the further property

C i j k t  =  C k l i j  (59)

holds too.
Here we shall work with isotropic bodies only. This implies first of all that there 

is a system of coordinates which diagonalizes contemporarily both cr and e. In fact 
let us make the following elementary consideration: a uniform compression of a 
small cube of an isotropic material will also produce a uniform contraction in all 
directions, for otherwise we would have a means to identify a privileged direction 
in our material.

Now let us take a small cube centered at the origin and imagine first to apply a 
pressure P on the two faces orthogonal to the aq axis; this will produce a contraction 
along aq, but on the same time a dilation in the X2 , x3 directions because the atoms 
getting closer than the free equilibrium position, tend to repulse each other (cf. the 
qualitative behaviour of the potential in Fig. 5).

Now we add a further uniform compression p in order to annul the dilation in the 
X2 , X3  directions; as a final situation we will have a pressure P+p  in the aq direction 
and pressure p in the x2, £3 directions corresponding to a pure contraction along aq 
(i.e. и x = — caq) and to zero displacements along aq and X3 (i.e. «2 = u 3  = 0).

The sequence is illustrated in Fig. 10.
Accordingly, with a strain tensor of the form

f e u  0 0\
e = 0 0 0

V 0 0 0 /
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(Pl+Pl) 0 0 \0 -Pi 0 ;
(61)

0 0 - P i /

Fig. 10. Sequence producing a p u re  x \  con traction

we have a stress of the form 

a -

moreover under the hypothesis of a linear dependence of <r on e we expect that

-P i  =2цеи

-Pi = Aen  ,

noting that, since ец < 0, we can also say that

Л > 0, p > 0 .

Now if we have a purely diagonal strain

(62)

(63)

ец 0 o \
0 622 0 ’

(64)
0 0 633 /

i.e. the sum of three tensors representing pure contractions (or dilations) along 
the corresponding stress must be

( P i  + E p k  о о \
<7= 0 P2 + E p* 0 , (65)

V 0 0 p3  + T.PkJ

where due to the isotropy of the body we must have

-Pk = 2pekk
( 66)

Pk — Aekk )

with the same (positive) constants A,p for all directions.
Formulas Eq. (64) and Eq. (65) show that to a diagonal strain tensor corre

sponds a diagonal stress; in particular we see that Eq. (65) and Eq. (66) can be 
written as

a = 2p e + A(T're)/ , (67)
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and since this is a tensorial relation it has hold in any other coordinate system, in 
particular in any Cartesian system rotated with respect to the one in which e is 
diagonal.

We write Eq. (67) in components as

& ik  — 2pet'fc “h • (58)

The constants (Л, p) are called the Lamé coefficients and in particular p is the 
so called shear modulus.

Recalling Eq. (27) we see that Eq. (67) can be written also as

<j = (2p + 3\ ) e l  + 2 pe'

( e  = \Tre,Tre' — 0)

in particular, recalling Eq. (52), we have

-  p = \тгсг = (2p + 3A)e .
О

(69)

(70)

Moreover since 3 • t has the meaning of rate of volume variation (naturally e is 
negative when p is positive), we see that the constant

fc = A + f p ,  (71)

called bulk modulus, represents the rate of volume decrease per unit of uniform 
pressure p. The constant к has also to be positive for physical reasons.

Hooke’s law can therefore be written as
<t = k(Tre)I + 2/ie',

°ik = k(J2 eu)6ik + 2p {в** -  i()T) eu )6ik} ■
(72)

Other constants often used in elasticity theory are the already mentioned Young’s 
modulus E

2 p ■ кE =
A + p

which has to be a positive constant too, and the Poisson ratio

A
V — 2(A + p)

from the positivity of A and p, Eq. (74) implies

0 < „ < 1 .

In terms of these constants Hooke’s law writes

(73)

(74)

(75)
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Fig. 11. Load-elongation d iagram  for m ild  steel

Just to have an idea of the order of magnitude of these constants let us report 
a table of values determined by laboratory experiments; E is given in Newton per 
meter squared, while и is adimensional.

E ( N m ~ l ) V

M agnesium О O
J о 0.35

A lum inium 0.73 - t o 11 0.34
C opper 1 .1 8 -1011 0.35
Iron 2.13 • 1011 0.28
Steel 2.15 • 1011 0.29

One important feature of the parameter и is that its range of variability is quite 
small, say between 0.25 an 0.35 for most materials, so that sometimes assuming 
that it is constant can be not too bad an approximation. By the way we remark 
that и — 0.25 corresponds to A = ц.

Let us also observe that the relation Eq. (75) can be easily inverted to give e as 
function of cr, i.e.

e.t = {(! + "К *  -  V ( X ] 0-« ) й*} (76)

Plasticity. In a one-dimensional load-elongation experiment with a mild steel 
wire one would find a behaviour like that in Fig. 11.

We can distinguish on this diagram the following different phases:
О A: linear elastic regime f = ^  (5 = section);
AB: plastic behaviour; keeping the load constant one has a material flow ф О); 
B M : work hardening behaviour up to the strength limit Lm ■

The point A at which plastic behaviour starts is called the yield point; slightly 
below A there is a limit point E corresponding to the maximum load Le that one 
can apply, returning to the original length when it is removed. At any point (e.g. 
C in Fig. 11) beyond A one would unload the wire, one recovers only a small part 
of elongation, corresponding to the purely elastic component, like CD  in Fig. 11; 
reloading brings back to the same point C.

It is important to remark that to describe a phenomenon of this kind it is 
not enough to generalize Hooke’s relations in the sense of establishing non-linear
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constitutive equations, these in fact are not able to account for the phenomenon of 
the residual deformation which is left in the body even upon complete unloading.

Such a behaviour can be described only by the so called incremental theory.
The idea is that at each point x if we follow the history of <x;j.(x,f) in time we 

have no plastic behaviour until a so called “yield condition” is reached, typically 
written in the form

/ И 0 )  = k 2 ■ (77)
So, for f(a) < к2 we have no plasticity and this is switched on only when Eq. 

(77) is verified; plastic flow then continues to occur as long as Eq. (77) is fulfilled 
and it stops only in case that /  drops below k2 . When к2 is a pure constant we 
say that we have pure plasticity; if on the contrary к2 depends on previous plastic 
deformation we have a so called work hardening behaviour. As for the relation 
between stress and strain we can maintain that

ец = e\j + 4  (78)

where ee, the elastic component, follows an ordinary Hooke’s law, e.g.

e*j = Ё  { (X + ~ " ( £ * " )  ’
while e?j, the plastic component, satisfies the differential equation

p _  a d f  
e,j r] daij

(79)

a = 0 if f(a) < к2 , V/

or f(cr) = к2 , / < 0 (80)

, a = l  if /(<r) = k 2  , /  = 0.
One important remark is that experience suggests that plasticity is a pure shear 

phenomenon, i.e. there is no plastic volume change; therefore the yield function /  
is usually taken as function of the stress deviation o' = a — |(Trcr). The simplest 
of such yield functions is the one by von Mises

f(a') = Tr(a')2 , (81)

providing through Eq. (79) a plastic flow ep basically proportional to a'; in this case 
the proportionality constant r) has the same meaning and dimensions as a viscosity 
coefficient.

Viscoelasticity. The theory of plasticity with its basic non-linear character is 
difficult to be dealt with. Yet in many applications it is important to be able to 
describe flow phenomena which produce unrecoverable deformation: in particular 
this is certainly true in geodynamical applications of the theory.
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w
Fig. 12. Schematic representation of a Maxwell body with spring S  and dashpot D  in series

This is probably the reason why viscoelasticity or the theory of linear hereditary 
bodies, as they were called by Vito Volterra, has become so popular nowadays.

The idea here is that instead of having a flow only after a certain threshold has 
been reached, we have a flow at any moment simply proportional to stress.

This is illustrated in one dimension in Fig. 12, where a so called Maxwell model 
is presented, according to which the elongation is the combination of two effects, one 
purely elastic represented by a spring, the other viscous represented by a dashpot 
allowing a flow proportional to the load F.

The two effects can be combined in this case into the unique equation

« = -  + - .  (82)a 1]

More generally a linear hereditary body is one for which deformation at time t 
is a linear function of stress at present and past times.

If this relation is further assumed to be homogeneous in time, the above descrip
tion can be conveniently cast in mathematical form as

e./t(x,<)= / C,*/m(x, t — r)da(m(x, r) (83)
J  — OO

where the tensor Ciktm is called the “creep function” . If, as we shall assume, there 
is a certain time before which neither strain nor stress were present in the body, we 
can take this time as origin and we can write

e,jt(0 = f  Cikim(t -  r)d<rim(r) (84)
Jo

where we will implicitely admit that e and a are continuous tensors so that, e.g.

eik( 0) = 0 , crem(0) = 0 .

Equation (84), when inverted, will give a relation of the same type

eik т)г/егт (т)

with the tensor Rikim called in this case the “relaxation function”.

(85)

( 86)
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If we make the further assumption that the body in question is isotropic, we 
can, by analogy with the general Hooke’s law, conclude that

I  I

e,fc(<) =  J  Ci(t -  r)daik(r) + ^  J  C2{t -  т)<1 <ти{т)8 {к (87)

l l
tT i k ( t )  = J  R i (t -  T)deik(r) + J  Л2(< -  T ) d e u ( T ) 6 i k  ■

0 1 0
Moreover, by suitably exploiting the conditions Eq. (85) one realizes that

( 88)

t tJ C(t -  r)daik(r) = dt J  C(t -  T)aik(T)dr = dtC * <rik (89)
о 0

where the customary notation for the convolution product has been used.
With this notation we find that the relations Eq. (87), Eq. (88) can be written 

concisely as
e = dt {Ci* <7 + (C2 * Tver) 1} (90)

a = dt {Ri * e + (Д2 * Tre) I} . (91)

Remark 3.1. We want to stress that a relation of the type Eq. (82) can indeed 
be represented in the form

u(t) = d , { C * F }

with

C ( i - r )  = i  +  t ^ I
a T)

as it can be verified by a direct calculation.

Remark 3.2. Due to the particular shape of hereditary constitutive equations 
we are pushed to use a Laplace transform approach, which simplifies considerably 
Eqs (90), (91).

In fact, recalling that by definition

+00

C ( f ) ( s ) =  J  г ' “ / (t)dt,
0

the following properties are well known and easy to check:

C(f)(s) = - m  + sC(f)(s)

(92)

(93)
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C(f  * g)(s) = £ ( /)  • C(g). (94)
By using these properties and recalling the conditions Eq. 

with an over-bar the operation of Laplace transformation
(85), representing

f(s) = £ ( /) (« ) , (95)

we get from Eq. (90), Eq. (91)

ё = (sC 1) • <7 + (sC2)TraI (96)

a = (sRi) ■ e + (sR 2 )Tr ë l . (97)
Based on this last remark one can really arrive to formulate an equivalence 

principle between elasticity and viscoelasticity theory:

Equivalence principle any viscoelastic problem can be solved by formulating the 
corresponding static elastic problem in which the usual constants A,/i or E, и 
are substituted by functions of s, in the Laplace transform domain, A,Jt or 
E,V related to the creep functions C\,C 2  or relaxation functions R \ , R 2  by 
the equations

J M s ) =  1 -Ä i

1 4s) =  s R 2

E(s) l
*(Ci+C3)

V(s) _  Cl 
C,Cj '

(98)

(99)

We will see at the end of the next paragraph a discussion justifying this principle.

4. Boundary value problems in elastic and  viscoelastic deform ation
theory

Elastic small displacement theory. We start this paragraph by treating equilib
rium problems.

We first of all observe that the combination of the following three elements

1. the strain-displacement relation

e = e (u ), (100)

i.e. in small displacement theory

1 (  дщ duk \  
t,k 2 Vda:* d u  )  ’ (101)
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2. the general equilibrium conditions, i.e.

d(Tjk
dxk + F{ = 0 ( 102)

<7ikVk=Ti (103)

where Eq. (102) holds inside the body В , while Eq. (103) holds on the surface

3. constitutive equations specifying the type of body we are considering and 
expressing a relation between a and e, e.g. Hooke’s law for elastic isotropic 
bodies

a = ‘2fie + \(Tre)I  (104)

provides a natural means of expressing deformation phenomena in terms of partial 
differential equations.

In fact using Eq. (101) in Eq. (104) and the results in Eq. (102) we get, 
assuming that Lamé parameters can be considered as constants,

&ik
' дщ duk \

^ . d ^ k + d ^ )  + X
(105)

H E
d7Ui
d x k

+ (A + /r) dxi Y . duk
dxk Fi = 0

or, in vector notation

/iAu +  (A + ц) V (V • «) + F = 0 ;

this is known as Lamé equation.
Sometimes Eq. (107) is rewritten in the equivalent form

(106)

(107)

(2 ц + A) у  (V ’ u ) -A* V A(v Л u) + F = 0 . (108)

Formally, i.e. disregarding problems of the data assigned at the boundary and 
problems of regularity, we can see that V ' 11 ап<1 V Л u could be determined 
separately.

In fact by taking y  an<4 of Eq. (108) after rearrangements we find

(2 ц + А) Д (у  • u) 

ц Д (v  A u)

= -  V -F 

= V A F;
(109)

in particular when F is the gradient of a harmonic field, as it is the case with gravity 
for instance, both V ' u anc* V A u are harmonic.
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Now that we have a partial differential equation for u we must think of the 
subsidiary conditions which help in identifying the particular solution sought.

As we know these auxiliary conditions (boundary values, initial conditions, etc.) 
give rise to properly posed problems, depending on the nature of the differential 
operator; for instance an elliptic differential operator should be associated with 
B.V.P. (Boundary Value Problems). So before going into details we establish the 
following Lemma.

L em m a 4.1: the Lamé differental operator

L = fi(A)I + ( H / i ) w + ( 110)

is elliptic, and more precisely strictly negative definite, on a space of vector 
functions n sufficiently regular and such that

u |s=  0,

on condition that
H > /i0 > 0 .

The point here is just to evaluate the quadratic form

(u, Lu) = J  {/i(u • Ли) + (A + /r)u • v (V  ' u )} dB ; 
в

by applying Gauss theorem and condition Eq. (I l l )  we have

(u, Lu) = — f  {vTr(JU+ + (A + ц)(ТrU)2} dB 
в

( 111)

( 112)

U = duj
.Mk.

(113)
= V»

so that
(u, Lu) < -цо J TrUU+dB < 0. (114)

In particular we can never have

( u , L u ) = 0

for и ф 0 because this would imply

дщ

(115)

TrUU+ = 0 —*•[/ = дхк = 0 —► Ui = const.

what is not possible because щ |s=  0 implying that щ = 0 throughout B.
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According to the Lemma 4.1 just proved we would expect that Lamé equation 
should be complemented by boundary value data. More precisely we can staté the 
following B.V.P.’s:

1. we give on the boundary 5 the displacement vector u; for technical reasons 
this is best done in the following way: we define a sufficiently regular function 
Uo which on S  attains the wanted behaviour, but it is otherwise arbitrary and 
then we stipulate that

u - u o | s = 0 ;  (116)

2. we give on the boundary S  the stress vector T

<71/ |s= T

(tfiJfet'к |s=  Ti) ,
(117)

or, with the same reasoning as in 1, defined a suitable T q

<71/ -  T o  |5 =  0 ;

3. we split the boundary S  into two complementary parts

5  = Su U ST , S „ n S T =  0

and, having defined functions uo, To which on Su, St  attain wanted given 
values, we stipulate

u  -  Uo  Is. = 0  

<71/ -  T0 |sT = 0 .
(118)

We will give some information in the next paragraph on the way these problems 
can be analyzed from the mathematical point of view, here we shall restrict ourselves 
to a couple of remarks in particular to clarify the deep relation existing between 
elasticity theory and the biharmonic equation.

Remark J,.1. If we take the first of Eq. (109) into account and apply a Laplace 
operator to Eq. (107), we find

р Д 2и  =  - F  +  V  ( V  ■ F )  (119)

showing that the elastic displacement field of a body not submitted to body forces 
is always biharmonic. Naturally Eq. (119) is a higher order P.D.E. so if we want 
to use it practically to solve a B.V.P. we must add to the boundary conditions of 
type 1, 2 or 3 above, the equation Eq. (107) as a new boundary condition.

Remark J.2. A classical tool to solve P.D.E. of mathematical physics is the use 
of potentials.
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In elasticity theory there exists a large variety of such potentials so we shall 
restrict here to mention only potentials for the displacement field u.

Namely we can use the classical Helmolz representation for any field as

u = v H V A A  (120)

where ф is the scalar potential and A a vector potential, submitted to the gauge 
condition

V A = 0 . (121)

Let us note that according to a well known theorem any vector field enjoys a 
representation like Eq. (120), so also for F we will have

F = vV’d- V A В

( y B  = 0).
( 122)

Substituting Eq. (120) and Eq. (122) in Eq. (108) and separating the gradient 
and rotational part we get

( v {(2^ + A)Aф + ф} = 0  

( VA {-pA A  + B} = 0 . 

For an indefinite solid this means

(2/1 -f- A)Aф + ф = 0

—/гДА + В = 0 .

(123)

(124)

In particular if F is a harmonic field of gradient type, i.e. F = уф, Аф = 0, 
then Eq. (123) implies even for a finite body

(2/i + А)Дф + ф — const.,

i. e.
А 2ф = 0. (125)

Another classical tool often used to simplify the solution of P.D.E., is the so 
called “reduction of dimensionality” , i.e. the attempt of exploiting symmetries and 
invariances in order to eliminate one or more independent variables and one or more 
unknown fields.

Of particular interest for the geophysical applications we shall see later, is the 
case of two-dimensional problems, where we imagine to have a Cartesian system with 
z pointing upward, x horizontal and the physical quantities generally independent 
from y. When convenient, like here we shall switch to unabridged notation. It 
is interesting to observe that there are two distinct types of plane symmetries, 
namely one in which we assume that the displacement field u is always in the
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(я, z) plane, i.e. uy =  0 and also ux,uz are independent from y, so that = 0, 
=  0, this is known as the plain strain problem; the other one in which we rather 

assume that the stress vector through any у = const, plane is always zero, namely 
axy =  (Tyy — azy = 0, which is known as the plain stress problem.

Let us first consider the case of plain strain; due to the defining conditions we 
have in this case immediately

cxy СУУ — ^zy  — 0 1

so that the following “reduced” equations can be written

dux
&XX — “Ö OX

duz 1 /  dux duz \ (126)
’ £zz ~  ~d7 '  £xz ~ U « T +

& X X  —  ^ f l ^ X X  “H ^{^xx " t"  ^ zz)

O’z  z — “I“ :  “b  £  zz ) (127)

O'xz ~  ^fl^xz

l  +
=  0

(128)
= 0 .

It is remarkable that if we compute the у components of the stress tensor, not 
all of them are zero, but axy =  azy = 0 and

^  yy  — "b £22 ) • (129)

This is easily understandable from a physical point of view thinking for instance 
of the case in which we compress the body in г direction; as a reaction we expect 
a dilation in both x and у directions and if we want to stop the у displacement we 
must add one further stress in y.

Conversely the case of plain stress will lead to configurations where all the fields 
related to ж, г components do not depend on у and further exy =  ezy = 0, but

eyy — zz(&xx T ”̂22) • (130)&

Naturally equilibrium conditions Eq. (128) continue to hold.

Remark \.3. It is interesting to underline that in many cases we are more 
interested in computing the stress tensor throughout the body rather than the 
displacement field; for instance we might be willing to verify whether a reaches 
somewhere the plastic threshold.

When the boundary conditions are favourable, e.g. if we consider a B.V.P. of 
type 2, it is possible to devise a treatment based on the determination of <r only.
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Let us see how it works in plane case. We note that equations Eq. (128) are indeed 
not enough as we have 3 field unknowns, namely <тхх, сгхг, <rzz.

On the other hand we must remember that the tensor e has to satisfy St. Venant 
conditions to be an “acceptable” strain and since Hooke’s law has to hold we derive 
analogous conditions for <r.

So we find that in any case the following equation has to hold

d2xezz + d2zexx = 2dxzexz . (131)

Now the inverse of Hooke’s law has two distinct forms in case of

a) plain strain
eXx = 4 r  {(1 -  v)(Txx -  v<rzzj

&ZZ —= i±JLU\ -{(1 -  V)(TZZ -  V(TXX) (132)

l+i/.

or of

b) plain stress
— ß {Vxx b'&zz}

I? {&zz ^^xx} (133)

&XZ — ^ß̂ &XZ

If for instance we take Eq. (133) and substitute in Eq. (131) we find 

(<9X -  v d ] ) ( T z z  +  (d2 -  v d \ ) ( T x x  = 2(1 + v)dxzaxz , (134)

which is the equation to be added to Eq. (128) in order to have a closed system.
If we further assume that the body force field is conservative, i.e.

F -  W  F - V L1 X  ----- rv  J *  Z  ----- Q
OX OZ

we see that Eq. (128) can be identically satisfied by introducing a suitable potential 
(Airy stress function) Ф, such that

(Txx + V = д]Ф (TZZ + V = д2хФ

<?xz +  V  =  - d x z  Ф .

Substituting Eq. (135) into Eq. (134) and rearranging we find

Д2Ф = (1-1/)Д 1/,

i.e. again a bi-harmonic equation in Ф when V is harmonic.

(135)

(136)
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Repeating an analogous reasoning for the plain strain case, and introducing the 
Airy function as in Eq. (135) we derive the equation

Л2Ф = ^1 ~ —- A V . (137)
l — i/

Dynamic equations in the linear elasticity range
The equations of motion of an elastic body further submitted to a body force field 

F, descend as a straightforward application of d’Alambert principle, maintaining 
that a mass m submitted to an acceleration a generates an inertia force —ma 
balancing all the other external forces acting on m: in other words if we have an 
equilibrium theory in which the mass element m is in equilibrium if

F ( m ) = 0 ,  (138)

then motion equations are derived directly from Eq. (138) by introducing an inertia 
force and setting

F(m) — ma = 0 . (139)
For an elastic body, by isolating an infinitesimal volume dV, we have the equi

librium condition r\

-7p ± d V + F idV = 0 (140)oxk
expressing the balance of the external force F, dV with the internal stress field. 
When these two forces are not balanced a motion will rise and if dm is the mass 
contained in dV, we will have

r\

—dmai + ,k dV + FidV = 0
OXk

or, considered that a, = Ü;, and denoting with p = ^  the mass density

d&ik r ,  /  -, j 1 \

=  STt +  F' ■
If u  is a small displacement, e — e(u) the corresponding strain tensor and 

и =  <x(e) the stress
cr = 2pe + A(Tre)/ , (142)

then Eq. (141) takes the form

pii = pA u  + (Л 4- p) у  (V ’ u ) + F I ( 143)

which is known as Navier equation.
The system of equations Eq. (143) is hyperbolic and we expect it to possess 

solutions which display the typical behaviour of waves.
In fact since the Lamé operator L is definite negative, we expect it to have 

eigenfunctions ип (normal modes) such that

Lun =  - w 2u„ ;
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furthermore u n  have to be orthogonal, in the sense that

(un,u„ UfndB —

due to self-ajointness of L.
Then expanding u in a normal modes series

u = £ c n«)un

we find from Eq. (143)

У" cnu„ = -  +  F ,

i .e.

én + — (uni F) (144)
showing that the time component cn(t) behaves like a harmonic oscillator, of free 
frequency u>n, forced by (un,F).

Accordingly we see that a proper set of conditions defining uniquely a solution 
of Eq. (143) is that of “initial conditions”, e.g.

u | i = 0 =u 0, Ú |t=0= ú0 (145)

with no, úo given functions.
Also, assuming p to be constant, it is easy to verify that Eq. (143), in an 

unbounded space and in absence of the forcing term F, can have as solutions plane 
waves, like

u = A e i‘<e x -'"> (146)

where
e = unit vector in the propagation direction; 
к =  wave-number = ^r;
L — wave-length;
kv = ш = y- = pulsation;
T  =  period;
V =  propagation velocity.
Substituting Eq. (146) into Eq. (143) one finds the relation

puj1 A =  к 2 [pA +  (A +  p)e(e ■ A] (147)

from which the two cases e  || A (longitudinal waves) and e i A  (shear waves) can 
be easily treated, deriving the two velocities vl, v$

1T = £ = . (e(e • A) = A)
< (148)

= f  =  (e ‘ A =  0).
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Remark Very roughly speaking we can say that for the upper layers of the 
earth the velocity v can vary between a few up to 10 km/sec. Therefore even for 
wavelengths of the order of 103 km we cannot have periods longer than 103 sec i.e. 
in the range of minutes.

These motions are therefore completely temporally separated from viscous phe
nomena: on the other hand as we shall see in a minute also the forces involved are of 
a completely different magnitude so that we can maintain that the two phenomena 
are practically independent.

Dynamic equations and viscoelasticity. In order to introduce a viscoelastic be
haviour in the dynamic equation Eq. (141) one has basically only to take the 
viscoelastic “Hooke’s law” Eq. (131) into account.

In order to stress the fact that Eq. (131) will certainly include a purely elastic 
component, corresponding to the simple choice

R\ = 2ц , R e2  = A,

and that the really viscoelastic part will act only on the deviator e'ik, to supply a 
deviatoric stress <r', we make the position

R i  = 2/i + 2 r ) ( t ) 

R 2  = A — 177(f)

so that the stress-strain relation now becomes

aik(t) = 2i*eik(t) + Л Ŷ ,e eu(t) 6 ik +

+  f  -  T ) { d e i k ( r ) I deu{T)Sikj.

(149)

(150)

Remark Jt.5. We have already seen in § 3 an example of a so-called Maxwell 
body schematically represented by a spring S  and a dashpot D in series.

Maybe it’s time now to mention the so-called Voigt body, where S  and D are 
put in parallel like in Fig. 13.

The corresponding stress strain relation is, in the simplified case of Fig. 13,

F — (j.u + rjù .

This equation can be integrated with the condition u(0) = 0, giving

u =  — ^1 - е ~ ч (  ̂ f (151)

which shows that the final equilibrium is controlled by the spring, while the transi
tory is damped by the dashpot.
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S

Fig. 13. Schem atic of the  Voigt b o d y ; S =  spring , D =  dashpot

The Voigt model in general would be

(Tik(t) = 2/ie,jt(<) + À en(t)6 ik +

+ 2 t?o { e , f c ( < )  — 5 5Z / ê / / }

(152)

where r)o has the meaning of a viscosity coefficient. The Laplace transform of Eq. 
(151) is simply

<j = 2pe + \T r(e)I + Irjs i(7 > e ) / j  .

Let us now write explicitely the dynamic equation; we have, by using Eq. (150),

pii — fiAu + (A + /г) V (V ■ u )+

+ f n ( t -  t) [Д11 + | V ( V '  ú)] dr + F
0

(153)

For the Voigt body for instance this becomes

pii = pA u  + (Л + p) y  (V ’ u )+

+Щ [Aú + i  V (V ' «)] + F .
(154)

The introduction of the viscous term in Eq. (153) produces an exponential 
damping of the solution in a way very similar to the elementary case Eq. (151). 
Just to verify it on a very simple ground one could try to find a plane wave solution 
of Eq. (154) when F = 0; if we put

u = Ae*'(ie х - ы<) (155)

and assuming for the sake of simplicity to be in the case of transverse waves, i.e. 
e ■ A = 0, we obtain an equation relating w to к as

u) 2 = k2(p — iujtjq). (156)
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The idea of solving this equation with respect to w2 corresponds to searching a 
solution that at t = 0 has the shape

л „iJfce Xuo = Ae

Now since /i > 0, wr]0 > 0 we see that the root ui of Eq. (156) is such that 

ш = k(a — ib), a > 0, b > 0

so that
u ( =  a  e«(e-x-«.i)-fcM ( 1 5 7 )

clearly displaying an exponential decay of the wave in time. Since this is the solution 
when F is absent, we may expect that for a time which is large with respect to the 
free periods of the body we have a solution where oscillations are died and only the 
final equilibrium position is reached. The same will happen if F is varying with a 
characteristic time much longer than the free periods.

Remark \.6. To be more definite let us perform a very rough computation of 
the order of magnitude of the various forces entering into a realistic geodynamic 
phenomenon. For instance let us imagine that a disk of crust with radius L =  100 
km starts moving upward, increasing its velocity from zero to 10 cm/yr.

This implies an acceleration roughly of

a ~  10_14cm sec-2

and therefore an inertial force (per unit/volume)

I pa |~  3 • 10~14g cm-2 sec-2 .

On the other hand the body force (per unit volume) acting on the crust is of 
the order

I pg |~ 3 • 103g cm 2 sec 2 ;

as we know most of this weight is supported by an elastic reaction (stress) in un
perturbed conditions. It is so very important to evaluate the viscous term.

If we have a displacement of 10 cm over L = 100 km we have

Ie |~ 10-6

so that

I é |~  i l l  = 3- 10~14.
1 yr

By using a very prudential estimate of the coefficient r] for the crust (cf. Artyn- 
shkov 1983)

г] ~  3 • 102(lg cm 1 sec 2
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and noting that the viscous force is

I g I
I r;(dive) |~ i/—---- lg cm-2 sec-2 .L

We see that this term is in any way much bigger than the inertial forces, and 
such would remain even taking L = 1000 km.

The conclusion that can be drawn from these estimates is that even for a phe
nomenon much larger and much quicker, we have a difference of many orders of 
magnitude between inertial forces and viscous forces in geodynamics, at least for 
the upper layers; therefore we can ignore in Eq. (153) the term pii and put it to 
zero, so justifying the hypotheses which were below the statement of the equivalence 
principle reported at the end of § 3.

5. E lem ents o f  m athem atical an alysis o f  B .V .P .’s in  e la sto sta tic s

In this paragraph we try to examine shortly the two basic questions of existence 
and uniqueness of the solution of the B.V.P.’s 1, 2, 3, presented at the beginning of 
§4.

We underline that by the results of the discussion at the end of the last paragraph 
and in force of the equivalence principle we are treating at the same time the 
viscoelastic case.

We start with a few notes on the question of uniqueness and we observe that 
essentially Lemma 4.1, is already a proof of the uniqueness of the solution of the 
B.V.P. 1. We repeat the argument in such a way that it covers also the case of 
B.V.P. 3.

Let’s assume that we have two solutions Ui,U2 of the same B.V.P. 

рДи + (A + p) у  (V ' и) = F

< и  -  uo =  0 S„ (158)

ч <t(u)v -  То = 0 St ;

then the difference

V — U 2 U 1

satisfies the corresponding homogeneous problem

p A v  +  (A +  p) V  (V  ' v ) =  0

V = 0 Su (159)

cr(v)r = 0 St •

A ct  a Geod. Geoph. H ung .  29, 1994



314 F S A N S O

But then
0 = /  V • {//Av + (A + ц) V (V ' v )} dB

= f  Vidk(Tiic(v)dB =

= f  Vi(Tik{\)vkdS -  f  (dkVi)(Tik(\)dB . 
S  B

(160)

On the other hand in Eq. (160) we have

J  Vi(Tiki/kdS =  J  Vi(Tiki/kdS +  J Viaiki/kdS = 0 (161)
St

because v, = 0 on Su and er,-kvk = 0 on St -
Moreover since (Jik is symmetric one has, using the notation V = [dkvi\,

TrcrV = T r a X-{V  +  V*) + Tra^(V  -  E () = T r a ^ (V  + V‘) = Trae(v) .

Then

f  dkVi(Tik(vk)dB = f  Tree dB = f  Tr[2/xe +  \(Tre)I]e dB = в в b
= 2 v f  Tre2 dB + \ f  (T r e f d B  . в в

Therefore, from Eqs (160), (161), (162) we would have 

2 ц J  T  re2 dB + Л J  (T r e f d B  = 0

which, if the conditions

(162)

A > 0 ,  / r > / i o > 0

are fulfilled, implies

Tre2 — 0 => e = 0 . (in В )

On the other hand, according to our discussion of § e(v) = 0 implies (cf. Eq. 
(26))

v = a + ш Л X ; (163)

but Eq. (163) cannot hold on a piece of a regular surface 5U, of positive measure, 
without being a = 0, u> = 0.

In fact let xo be a point internal to Su, so that we can identify two independent 
tangent vectors r i ,  r 2 (iq A r2 ^  0); then we have

v — v0 = и  A (x -  x0) = 0
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which certainly holds around xo; this implies

U Л (<iTi + <oT2) = 0 V<1,<2

i.e.

w At i = 0 ,  w At 2 = 0,

which is possible only if u> = 0. But in this case we have just v = a and since v = 0 
on Su, also a = 0, as it was to be proved.

Remark 5.1. If we consider now the B.V.P. 2, namely

a(\x)v — To on S ,

we see that the above reasoning (and in particular Eqs (160), (161), (162)) continues 
to hold so that the conclusion that e — 0 and

v = a + ш Л X (164)

is still valid. On the other hand in this case we see that this corresponds to a true 
non-uniqueness of the solution since

e(u + v) = e(u) + e(v) = e(u)

and therefore

< r ( u  +  v) =  <t ( u ) ,

so that if и  satisfies the Lamé equation and the pure traction B.V.P., which involve 
only <x, so does u + v  too, when v  has the form Eq. (164).

A non-uniqueness of the solution calls the attention to the possible existence of 
conditions that data F, To have necessarily to satisfy in order that a solution could 
exist (compatibility conditions); in fact we know that often B.V.P.’s like the one we 
are studying enjoy the so called Fredholm alternative, stating that there must be as 
many constraints on the data as many linearly independent solutions exist for the 
homogeneous problem.

In our case we can observe that if

0*<r,-/fc(u) + Fi = 0

then
0 =  j { v i d k (Tik +  V i F i ) d B  -

в

= /(viaiki'k)dS -  f  dkVi(TikdB +  /  ViFidB . 
s в в

On the other hand, as we have already observed

/ OkViO-ikdB J  Tre(v)a(\i)dB = 0 
в

(165)
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because by definition
e(v) = 0 .

So, also recalling that ацс^к — T ,  from Eq. (165) we receive

/  у • TdS  +  /  V • FdB =

= a - ( / T d 5 +  / F d ß l  -  w • í / х Л Т  dS + /  x A F dB 1 
Is в  J Is в J

(166)

Due to the arbitrariness of a and u> we see that if a solution of the given B.V.P. 
exists, than T, F have to satisfy the two conditions

I T d s 4
FdB = 0

У  X A TdS + JX  Л TdS + / x A F dB =  О

expressing basically the annihilation of the resultant of external forces as well as of 
their total momentum.

Now we come to existence problems; as it is known such problems are generally 
more difficult to be dealt with and require a deeper knowledge of functional analysis. 
Here we choose the variational approach because it allows us to study the energy 
functional and its properties, what is interesting in itself also from the physical 
point of view.

Let us start by defining a functional representing the internal energy.
We imagine that F is given in B, To is given on St  and uo is given on Su 

and we also assume that in such a situation В has a configuration specified by the 
displacement field u; now let us think of giving to u a variation v (u + v) in such 
a way that the assigned displacement on Su doesn’t change; this requires

v |s„= 0 . (167)
Let us calculate the “virtual work” 6L done by the external forces (F, T) during 

this infinitesimal displacement indeed we have, recalling Eq. (167) and repeating 
the same arguments of Eqs (161), (162)

8L = /  F • v dB + f  T0 ■ v dS =
В  S T

= -  f  dk<TikVi dB + f  ToiVi dS
I! S T

= -  f  V i k V k V i  dS + f  T 0 i Vi dS + f  (T ikdkVi  dB = 
S  ST В

= f  Trcr(u)e(v) dB.

(168)
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If this virtual work is physical, i.e. if the displacement u + v is physically 
acceptable (i.e. if it is obtained by modifying the external forces according to 
6 F = — V •0'(v),6T = <t(v)u ) then we expect that this work transfers (if it is 
positive) energy to the body which accumulates it in the form of “internal” (or 
elastic) energy.

If we imagine to go from <u to (t + dt)u, 5 then, due to linearity of a and e in u,

6L = t dt j  TY<r(u)e(u) dB 
в

so that letting t to range from 0 to 1 we find a total work

L = i  J  Tr<r(u)e(u) dB ; (169)
в

this can be assumed as definition of internal energy.
We now observe also that the work Eq. (168) was done by the external forces so 

that the body in the modified configuration has a different potential energy which 
is exactly equal in absolute value and opposite in sign to 6L.

So we can define the total energy of the body as

E(u ) =   ̂J 7>сг(и)е(и) dB — J F u dB -  J T 0 • u d S . (170)
В  В S T

We expect the body to be in equilibrium when any virtual variation u —► u + v 
would increase E(u), i.e. would require one further external agent supplying energy 
to our system.

Indeed let us prove that if u is the physical displacement corresponding to F, To 
and satisfying the boundary condition on Su which without loss of generality can 
be put in the form

u |s .=  0, (171)

then E attains a minimum at u.
In fact let v be any other vector also satisfying Eq. (171), then

E^ii + v) = f  i  {7>cr(u)e(u) + 27Yer(u)e(v) + Tr<r(v)e(v)} dB+в
- f  F u dB -  /  T 0 • udS -  f  F vdB  -  /  T 0 ■ \ d S  =

В  S t  В  S t
(172)

= E'iti) + { /  Tra(u)e(\)dB — f  F ■ vdB — f  To • vc/sl +
1в в J

+ Î fT r a ( v ) e ( v ) .

5L et’s assum e fo r th e  sake o f sim plicity th a t u 1$^= 0, so th a t  v |su= dtu  |stt= 0.
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On the other hand the midterm in the right hand side of Eq. (172) is identically 
zero, whatever is v, because of Eq. (168), so

E(u + v) = E(u) + -  J  Trcr(x)e(y)dB .

Since

J  Trcr(v)e(x)dB > 0 
в

we conclude

E(u +  v)  > E(u ) ,

i.e. E  attains a minimum a u.
We have thus proved the following Theorem 5.1.

Theorem 5.1. if for given F,To there is a physical displacement corresponding 
to the equilibrium of the body and such that i?(u) < +oo, then E  attains at u a 
minimum among all other fields for which the energy is finite and satisfying Eq. 
(171).

It is important to understand that we have not proved that a minimum exists but 
rather that if a solution to the equilibrium problem exists then it is an extremal field 
for E (u); we can generalize the concept of “solution” of our equilibrium problem 
by saying that if a minimum of E exists then this is the sought solution.

Remark 5.1. This “variational” definition coincides with the so called weak 
solution because if Eq. (167) has to hold Vv, then also Eq. (168) has to hold Vv 
which is precisely the weak formulation.

The proof of the existence of the minimum relies on number of results which we 
report here after in form of Lemmas some of which without proof.

L e m m a  5.1: the space H of (vector) functions u which belong to L2(B) together 
with their first derivatives and such that

u k =  0,
is a closed subspace of Я 1,2, the space endowed with the norm

INI?,2 = f(TrUU++  I u 12)dB 
в

du, 
д х к ) •

(173)

(174)

In fact restricting the attention to a single component и of u, let us define in 
a generalized sense the boundary integral

/ " ф  u dS — j  (Ф  V  и  +  и V  Ф ) с Ш  (175)

for any u G H and any Ф sufficiently smooth.
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The condition Eq. (173) can then be expressed with the help of Eq. (175) as 

J (Ф у  и + и у  $)dB  = О УФ : Ф |sx= 0 . (176)

Now if ип —* й in Я 1,2 (ип G Я) we have indeed, УФ : Ф |sT= О,

/ , ф V « + й V Ф)dB = lim J  (Ф V «n + «n V $)dB = 0

which means that not only ù G Я 1,2 but also it satisfies Eq. (176), i.e. Eq. 
( 173) so that й G Я.

Lem ma 5.2: (Korn’s theorem) the energy norm

| | u ||2 =  J  Ti-cr(u)e(u)dB (177)

is equivalent in Я to the Я 1’2 norm Eq. (174), i.e. there is a constant A such 
that

Л-1И1?,2 < IIUH2 < ^IHIt2- (178)

We note that Eq. (177) is a true norm, i.e. ||u|| = 0 implies u  =  0 (recall 
condition Eq. (173)) as we have already observed discussing uniqueness, yet 
the equivalence Eq. (178) needs to be proved directly.
The right inequality in Eq. (178) follows from observing that 

Trae = 2 / i T Y e 2 +  A(Tre)2 <  ( 2 ц +  ЗА ) T r e 2

and
f  Tre2 dB = ± f T r U U + d B + ± j T r U 2dB,

f  TrU2dB = f Z iik& f f r dB <

г , (179)
< /  (El,* § Й ) 2 (El.* ё ) 2 dB =

= f  Tr(UU+)dB .

So, summarizing we have (also recalling Eq. (174))

l|u||2 < (2/i + 3A)||u||2 2 . (180)

The left inequality in Eq. (178) however is much more difficult to be estab
lished; so we prove Eq. (178) completely, only in the restrictive case that
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U  |s=  0, i.e. Su

J  TrU2dB 
в

=  S. In this case in fact we have

—  J  l ^ i . k
B

dux
d x k

= - ! E(ll â s « "  = / E« (ëi) (fet)d B  =
B  B

= J(TrU)2dB > 0 . 
в

So we get
||u ||2 = 2 Ц f  Tre2dB + A f  (Tre)2dB >

в в

> fi fTrUU+dB + Ц f T r U 2dB >
в в

> H f T r u u + d B  = ß f z ; i i k( § ^ ) 2dB.
в  4 '

(181)

f  U z ( x ,  У,  C)rfC 
0

<
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Here again we cannot give a general proof of Eq. (182) but to try to give at 
least a hint of the reason why it holds. We consider a simplified example in 
which В is a cube of side 1 (cf. Fig. 14) and the set Su, on which u = 0, is 
the face lying on the x, у plane. In this case

The last step to be done is to prove that for a function u £ H , in particular 
satisfying Eq. (173), we have for a suitable constant C
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ZA

(u= 0) x , y

Fig. 14. P ro o f of norm  equivalence in sim plified geom etry

Lem ma 5.3: the trace of a function u £ H on St  is a square integrable function 
on St -
Again we take the simplified situation of Fig. 14 and, from Eq. (183), we see 
that

f  u2(x,y,\ )dxdy = f  dxdy I f  u 4 x ,y , ( )d ( )  <
Vo /  (185)

< f  dxdyd(u2(x, у, С)2 < A||u||2 .

So и is square integrable over the face z — 1; on the other hand it is obvious 
that also the trace of и on any regular surface which has a one to one projection 
onto 0 < * < l , 0 < y < l , i s  again square integrable on it. With one further 
integration in x or y we find that u has a square integrable trace over all the 
faces.

Lemma 5.4: if we denote the scalar product in H

(u,v) = J  Trcr(u)e(\)dB , (186)
в

such that
l|u||2 = (u,u) , (187)

we have for any F 6 L2(B), To € L2(St )

' Ф(и) = /  F u dB = (KF,  u) 
в

< (188)
Ф(и)= f  То ■ и dS = (HT 0,u ).

. St

This is a straightforward application of the Riesz representation theorem stat
ing that if Ф(и) is a bounded linear functional in H then there must be a
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representative f G H such that

ф (и) =  ( f ,u )  . ( 189)

In our case since, (recall Eqs (181), (182))

Ф(и) 2<  J  I F I2 dB ■ J u V dB < C I F l 2 dB- Hull

then the first of Eq. (188) has to hold.
Moreover since (recall Lemma 5.3)

I Ф(и) |2< J  I Го I2 dS ■ J  I u 12 dS < C  ■ J  I T 0 I2 dS • | |u| |2 ,

St St St

then also the second of Eq. (188) has to hold.
The operators К, H are indeed continuous operators respectively from L2(B), L2(St ) 
into H .

By exploiting all these Lemmas we can easily prove the following main theorem. 

Theorem 5.2. the variational problem

£ ( 11) = min u G Я

has always a solution in H on condition that Su has positive measure, so that 
Lemma 5.2 holds.

In fact going back to Eq. (170) we see that

F(u)  =  - | | u | | 2 -  ( F , u ) La(B) -  ( T 0, u ) i2 (Sr ) ,

and, considering Eq. (188), we can write

E(u)=  I | | u | | 2 - ( ( / v F  +  t f T ) , u > . (190)

Also, calling
f  = A'F + H T  6 Я , (191)

we can rewrite Eq. (190) as

F ( u ) = i | | u - f | | 2 - i | | f | | 2 . (192)

It is obvious that the minimization of Eq. (192) has a solution and precisely

u — f , (193)

so that our theorem is proved.
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We can note that, as the Ritz representative of a functional Ф is unique, we have 
also proved uniqueness of the solution.

This holds for the B.V.P.’s of types 1 and 3.

Remark 5.2. As for the case of B.V.P. 2 (pure tractions) the situation is a little 
bit more complicated, because of lack of uniqueness.

However one could prove that when conditions Eq. (166), i.e.

/

J FdB4
в  S T

X Л F dB + /
S t

To dS = 0

X Л To dS — 0

are satisfied then there is always one and only one solution u orthogonal to the 
functions of type a + из Л x, i.e. such that

J  u dB = 0

/ x Л u dB - 0 ;

this solution u is in

6. Examples and  exercises

We present in this paragraph a few examples and propose a few exercises to let 
the reader to come closer to geophysical applications of the general theory described 
in the preceding paragraphs.

Most of the examples will be referred to a flat earth model in which the upper 
boundary is the x,y  plane and z points upward, while the body В is in the half 
space z < 0. The possible contribution of an irregular topographic layer can then be 
described as a pressure p = —pcgh with pc = density of the crust, g = gravity, h = 
topographic height. Naturally the earth is more spherical than flat, but switching 
from flat to spherical earth is more an exercise of differential calculus; moreover for 
tectonic phenomena which involve an area say of 1000 km diameter on the surface 
we can still draw meaningful hints from on a flat earth model.

To be definite we will work in the so called plain strain hypothesis, i.e. assuming 
uy = 0 and ux , uz independent from y.

Example 6.1: as a first example we consider the case of a homogeneous (A,p 
const.) halfspace (z < 0) on which we impose a displacement in the z direction only
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and function of x only; namely

их{х,У, 0) =  0

uy(x,y, 0) = 0 (194)

. Uz(x,y, 0) = f ( x ) ■

Let us also agree that uy = 0, i.e. we are in the case of plain strain (in the plain
x, z).

Moreover we assume that there are no body forces, i.e. F = 0, so that the 
equilibrium conditions write

b(Txx I b&x z

dcr_£L _Lbx bx

= 0 

= 0

and the relevant Hooke’s relations become

GXX — (2/Г d- d~ Xc z z — (2// d- X^bx^x T  XOzUz

< (Tzz — (2 |i d- А)егг d~ Xcxx — (2/1 d- X'jbzV-z d- XbxUx

, &XZ — 2/iCa — P(̂ bz^x d" bx'U'z') •

(195)

(196)

To simplify matters we perform a Fourier transform of all relations in the variable 
x, getting

+  0O

ux(x ,z )=  J  e~lpxiix(p, z)dp (197)
— OO

and so on.
Our problem now becomes6

ipbXX T Ьz &Xz — 0

- i p b x z  d- dz<Tzz =  0
(198)

with
à ix  =  - ip{ 2p +  X)ûx + \ d zû z

< ázz — (2/i d- A)dzûz — ip \ûx (199)

êxz =  рдгиг -  ippûz .

6 L e t  u s  o b se rv e  for la te r  u se  t h a t  if  b o d y  forces w ere p r e s e n t  th e n  we would ju s t  h a v e  E q . (1 9 8 ) 
w ith  k n o w n  te rm s  — Fx , —F z .
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If we write A + p — C to shorten the notation we get the system of differential 
equations

цд]йх -  p2(p + С)«* -  ipC,diûz = 0
( 200)

-ipC,dzûx +(p + Ç)dz üz -  p7pûz =  0  .

This can be solved with the initial conditions

( ùx(p,0) = 0

I ûz(p, 0) = f ( p ) .
( 201)

As Eq. (200) is a system of the 4(Л order the conditions Eq. (201) cannot 
be enough; in fact we must complement them with boundedness of ûx ,û z when 
z —* —oo.

The simplest way of solving Eq. (200) is to reduce it to a single equation, e.g. 
in uz.

Differentiating once the second of Eq. (200) and substituting d]ux in the first 
we get

-  ip3C(p + С)йг + P2« 2 -  P1)dzûz + p(p + C)dzûz = 0 . (202)
Differentiating again this equation and substituting dzûx from the second of Eq. 

(200) we receive the very simple equation

dzûz -  2p2d]ûz + p4ûz = 0 . (203)

The general solution of this equation is

ûz = (A + Bz)e+M* + (C + Dz)e~M2

where

C = D = 0

if the boundedness condition has to be satisfied. 
With the second of Eq. (201) we see that

Ù2 = ( f + B z ) e + 'P'*. (204)

Finally Eq. (204) has to be used in Eq. (202) to get, with the help of the 
boundary condition ur (r,0 ) = 0, the final result

/  [ l - \ p \ z C
C + 2 p

0+IpM (205)

The expression Eq. (205) can be back-Fourier transformed to supply the solution 
in the X domain + 0O

« . ( * , * )  =  £  J  Л'(г,х - (206)
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with the kernel
K(z,  x)

2 z A + y z1 — x2
z2 + x2 ' A + 3/i (z2 + x 2)2

(207)

The component ûx , and then ux, can be similarly derived making use of the 
equation Eq. (202).

Exercise 6.1 The Boussinesq problem is to determine the deformation of a semi
infinite space (z < 0) when a load P is applied to the upper surface, concentrated 
at the origin

Vxz = 0 , (TyZ = 0 , а гг  — -P6(x)6(y)  (208)

where 6(x)6(y) are Dirac’s deltas.
The body is supposed to be free of body forces.
The explicit solution of this problem is known e.g. in terms of displacements:

xz ( 1 - 2 " ) *
4 т г д r 3 г ( г  +  г )

PSL. m ( 1  — 2 i>)y
r 3 г ( г  +  г )

P n [ 2 ( 1 -

4 7 T / Í r - r  r 3  J

(209)

Use this “elementary” solution to find uz along the г axis (x — 0, у = 0, г < 0) 
when the load, —P, is uniformly spread over a disk of radius R on the x ,y  plane 
and show that

« ,(  0,0,z)  = ~ z { 2 ( l - v )

Let us observe that, to compare Eq. (210) with Eq. (209), one has to take into 
account that P0 = P ■ txR? .

As we can see at the origin (z —+ 0) the solution Eq. (210) attains a finite value, 
namely

P( 1 -  v)R
иг = ---------------

И
while the solution Eq. (209) diverges.

At a depth z ~ Я, Eq. (210) is about one fourth of Eq. (209), while for large 
negative z, both Eq. (209) and Eq. (210) give the same asymptotic behaviour

P R2
«г(0, 0, г) ~  —— (1,5 -  и)—  .2y z

This is in a way an illustration of St. Venant principle stating that if two system 
of forces are distributed on the same area S with the same resultant and momentum, 
than they give rise to the same displacements far away from S.
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Example 6.2 (viscoelastic Bousstnesq problem). We consider a semi-infinite body 
with a viscoelastic behaviour of the Voigt type, so that according to Remark 4.5

/z(s) = p + T]S

A ( s )  =  A — ^rjs .
( 211)

We assume now that a load — P, concentrated of the origin, is suddenly applied 
at t = 0 and then taken constant.

In other words we apply the boundary conditions

eXxz — (Tyz — 0

< ? z z = -Ров(ЩхЩу) = -Р(Щх)6(у)  

0(t) ,

( 212)

t < 0
t > 0 ,

and we want to derive the time evolution of the displacement vector, in particular 
of иг.

To this aim we can use the already known elastic solution Eq. (209) and the 
equivalence principle (cf. § 3 at the end) stating that for instance

«2 = - Ажц
2 Q -F )

' Я

where an overbar denotes a timelike Laplace transform. 
We note that

s

1 - V a + s
1 (ß + «){6 -f s)

1 1 1
2  г) 2t] 6 + s

( 2 1 3 )

a =

/? =

3 ( 2 / /  +  A)

At)

3 ( / í +  A)

6 =
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With the usual decomposition into simple fractions one has

1 — v 2(a -f s) _  2a
SP s(ß + s)(6 + s) V

1 1 , 1 _______ 1
s + ß ( ß _ s ) ( ß  + s) 6{ß-6)(6 + a)

-L= 1 [ I  _  1Sp rjE I «  6 +  s

Now it is enough to remember that
(214)

£ (e -“ ) -
1

s + a

so that using Eq. (214) in Eq. (213) we can find immediately the inverse Laplace 
transform

u2{x,y,z, t) P o (  2a
\  r/r

Г 1 e-P*
+  ß ( ß -  S) S ( ß - S )

It is interesting to observe that when t —> oo, uz tends to the pure elastic 
equilibrium solution (cf. Eq. (209)); this is typical of a Voigt body for which after 
a long time the dashpot effect faints and the equilibrium is purely supported by the 
spring (cf. Fig. 13).

Furthermore we can observe that the two characteristic delay times of our solu
tion, i.e.

are both proportional to rj so that the higher is the viscosity, the longer the time 
required to reach the asymptotic equilibrium.

Exercise 6.2 Assume a layer of constant density pc is given in (cf. Fig. 15)

-  M < z < 0 ; (215)

this layer is supported by a semi-infinite space, 2 < —M, occupied by an incom
pressible fluid.

The upper surface of the layer (г = 0) is free of tractions, while the body is 
submitted to a body force, acting in the negative 2 direction,

Fz -  ~ P c 9 ( z ) .

Find the displacement field in the case that 

1. the body is elastic and (constant gravity)

Ф )  = go
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2. the body is elastic and

g(z) = g o - G z

3. the body is viscoelastic and

9 (2 ) = 90

H = H + T]S

T 1 3
A ~ A ~ 2r,S ~'

moreover the force g(z) starts acting only at t = 0 and it was zero before.
In solving this elementary problem one can take into account its particular 

symmetry and put straightforwardly

«r = 0 , uy = 0 ;

moreover uz will depend on 2 only, so that the only useful constitutive equation is

(jiz — (2/t d- .

As boundary conditions one can use

2 =  0 ( T z z  -  (2/1 +  А)<9гиг =  0

Z — -T]  Uz =  0  ,

the second being a consequence of the hypothesis of incompressibility of the sub
stratum.

7"4

2=0
P c

z =  - M

Fig. 15. Schem atic  rep resen ta tio n  of a  plane layer (c ru s t)  o f density  pc , w idth Л /, flo a tin g  on  a  
liquid su b s tra tu m  of den sity  p s
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The solutions are:

1 . иг = \ p c^ ( z 2 -  r?) 
(Л = 2/г+А),

Example 6.3 We refer to an unperturbed situation as it was discussed in the 
previous Exercise 6.2, in case 1, i.e. for an elastic body of density pc, submitted 
only to a constant gravity go as external body force.

However we assume now that a load, or an unload (imagined to represent a 
situation of glaciation or post-glacial rebound) is added to the upper surface.

We use an approach to the solution of this problem, which is due to Bakus and 
Gilbert and is easily generalizable to multilayered bodies.

Let us first of all linearize our equations around the reference configuration.
The equilibrium equations (plain strain case) are

(216)

if we split the stress tensor into

a = a0 + г (217)

with <tq, the reference stress, given by

(218)

I T
z  =  0

P c

M

Г

Fig. 16. T he sam e two layers as in Fig. 15 w ith  ad d ed  load on the  to p  surface
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and г infinitesimal of the first order, we see that r  satisfies simply the homogeneous 
equilibrium conditions (null body forces).

If uq is the reference displacement vector

Uo - (^ (Л м 2))
we put

u = u0 + V .
Since Hooke’s law is linear, we have then 

T = 2pe(v) + ATre(v)/ ,

/ V _ f
e -  V  +  d*v*) d2vz

(219)

( 220)

( 221)

A little more elaborate is the situation with the boundary conditions; let us 
treat them separately.

At 2 = 0; our condition can be written

a(u) = 0
P(•) . ( 222)

(P(x) = given load) .

Since the upper surface is deformed, we have, to the first order

—dx
L> -

с«г(а;,0)\
1 )  '

(223)

Moreover if we compute сто on the deformed surface we get from Eq. (218)

^0 = ( °  0 )  
\ 0  рс9оиг(х,0) J (224)

By using Eqs (217), (223) and Eq. (224) in Eq. (222) and retaining only first 
order quantities, we find

(TqV  T V  = T ~ x  Z

PcQÔ z “b Tzz (225)

Since all quantities in Eq. (225) are already infinitesimals we can take this 
relation as holding at z — 0 and put

rIZ = 0

Pc9oUz + rzz -  - P( x )
(226)
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At 2 =  — M; now the external force acting from the substratum on our layer is a 
pressure p in direction —v.
Note that in this case the external normal is given by

v  —
'̂ dxuz( x , - M ) \ (227)

Moreover the pressure will be

P = Po -  Ps9ouz

where po is just the reference pressure at z = —M  while the other term is just 
the Archimedean force pushing up the deeper parts of the deformed lower 
boundary.
So, neglecting second order effects, the external forces at 2 = — M are

-  (Po -  P,gouz)v -  f  P°d*u* V  (228)\P o-p ,goUzJ

As for the internal stress vector one can write

a v  — <7q i > +  t v  ,

where <To on the deformed surface is

(To
■ (

0 0 
0 pcgo{-M + UZ ) J

Whence, again neglecting second order infinitesimals,

- p cgo{-M uz ) тг

(229)

(230)

(231)

Equating Eqs (231) and (228), and noting that pcgoM = po, we find

{ Txz — Podxîiz

T z z  =  (p, -  P c ) g o U z  .

(232)

We note that in this linearized expression tzz depends nicely on the buoyancy 
force which in turn is proportional to the density contrast p, — pc.
We can now summarize the problem as:

IX- q _  .  _  Q

ox
(233)
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Txx = Adxvx + Xdzv2

< t z i  = Adzvz + Xdxvx (A = 2 p +X )  (234)

, тх г = ц ( д х vz + d z vx )

T x z  =  0

г = 0

rzz + Pc9qvz = -P(x) (235)

Txz -  P o d x Vz =  0

< z = - M  (236)

rzz -  (ps -  pc)govz = 0 .

Now to solve the problem we can perform Fourier transformations of all quan
tities along the x axis, like in the Example 6.1; the only peculiarity is that 
instead of using the first of Eq. (234) as it is, we rather use a combination 
with the second of Eq. (234) giving

ЛTxx -  Xtzz — (Л2 -  \ 2)dxvz ■ (237)

So performing the transformations, eliminating rxx from Eq. (233) with the 
help of Eq. (237) and rearranging we get

( i  x \ (  • ° ,
ip p - 1 ° , \

Vz г’ЛЛ 1p 0 0 Л * 1
Txz p2(A2 -  À2)A_1 0 0 г'АЛ_1р

\ tzz / \  0 0 ip 0 /

(238)

which we synthetize, with obvious notation, in

&£(г,р) = A(p)£,(z,p). (239)

Since the propagator A(p) in Eq. (239) is independent from z, we can formally 
solve this system by

а г ,р )  = И (р)Ч (0,р), (240)
where £(0,p) still contains 4 unknowns to be determined.
Using the transforms of Eqs (235), (236), namely

r f xz =  о

{ rzz + peg0vz = - P
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Tíz + ipopVz = 0 

T z z  -  ( p > -  P c ) g o V z  =  0

one gets exactly the relations required to determine £(0), and the problem is 
solved.
The only numerical problem left is the computation of eA z , which however 
can be obtained by singular value decomposition or by series expansion.
It is interesting to observe that this approach in practice reduces our problem 
to an initial value problem for a system of first order differential equations. 
This is not so natural indeed when we have to solve a B.V.P. involving two 
surfaces at z = 0 and г =  — M; yet this could be a natural approach to discuss 
a problem in which we really have data on one surface only. This is the case 
for example, in geodetic practice, if we perform a control survey on the upper 
boundary, coming to know the displacement field u at z — 0; on the same 
time if we don’t have any load, we also can state that

(TX z  —  & z z  —  0 —  0 ) .

This means that a deformation happens because there are forces acting on 
the other boundary of our layer and we might be interested in knowing such 
forces.
In this situation we could think of solving a true initial value problem and 
computing the stress tensor at г = —M.
Naturally to follow such a program one has to cautiously take care of the non 
well-posedness of such a problem. It is known in fact that a Cauchy problem 
for an elliptic operator gives rise to unstable solutions, which have then to be 
suitably regularized.

Example 6.) (Kirchhof theory of thin plates). In view of the relative smallness 
of the width of “elastic plates” on the earth surface, with respect to their horizontal 
dimensions, it is often appropriate to treat them as thin plates.

The basic simplification here is obtained by assuming that after deformation the 
straight lines orthogonal to the plates become again almost straight lines orthogonal 
to the deformed plate (cf. Fig. 17).

Under this condition the displacement in the x direction is opposite at the lower 
and higher side of the plate, with respect to the mid-surface; in fact the higher side, 
in the example shown in Fig. 17, is contracted while the lower is extended. 

Looking more closely at Fig. 18 one recognizes that

(241)
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Fig. 18. Derivation of u x as fu n c tio n  of z 

Generalizing to two dimensions one has

Mr = - г- Ж
dx

U -и У —  z  d y

(242)

Moreover the planes parallel to the surface of the plate will deform almost par- 
allely, so that we expect

/) (243)

with

duz
dz

SO.

Under these conditions we find

& X X  —  z Cxx f - r  У  — ZCxy €yy  — Z ^ > y y

ttxz — ^yz — 0 &ZZ z------------ г Д о С1 — и

(Д о С  — C rr "h Cyy) •
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We can then compute the internal energy

W  = § /  Trae dB =  i f  [2 цТге2 +  A (Tre)2] dB =

h
— 5 /  ^гг2 { /  dx dy [Cjr + Cyy + 2£2y + fii-vp (A o02] • 2P+

3 3 6  F SANSÓ

+ Cxx Cyy +
'}

As we see, we can write, with suitable constants, integrating in dz between — j  and
h
2

W —  J  dx dy [(2T + 2£2y + Cyy + A(AoC)2] .

Then the total energy functional, in the presence of a body force Fz and external 
tractions T+,T_ applied in the z direction too, on the two faces, can be written as 
(cf. Eq. (170))

E(C) — ^  f  dx dy [C*r +  2 £ 2y + Cyy +  " 4 (A o ()2] +

f  dx dy( f  dzFz + T+ -  T_
(244)

The stationarity of Eq. (244) provides the sought equation of equilibrium. 
Disregarding the boundary behaviour of £ (i.e. setting £ = £r = £y =  0 on the 

boundary) we see that we obviously have

6 J  (До C?dS = -  J  6C{A20OdS  . (245)

Moreover one has

<51 [CL +  2C2y +  C2y ] dS =  - 2  /  SC [£**** +  2£xxyy +  Cyyyy] dS =

= - 2 f 6C( Al OdS .

Therefore if we put

(246)

3

q = J  FzdS + T+ - T L

we find, as variational equation, from Eq. (244),

DAlC = q ; (247)
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a careful computation of the constant D shows that it is

D = Eh3
12(1 -  и2) '

We will see an application of this theory in the next exercise.

(248)

Exercise 6.3 Assume to have an infinite, elastic thin plate floating on an incom
pressible liquid of density ps\ the flexural rigidity of the plate, D , is given (cf. Eq. 
(248)).

On the upper face a load q+ is applied; find the equation of the equilibrium 
configuration and solve it for the case that

q+ = - P 0S(x), (249)

simulating the effect of a mountain chain concentrated on the line x — 0.
To solve the problem, note that due to buoyancy, the T_ force acting on the 

lower surface is essentially
T- = p,g0 C. (250)

so that neglecting any body force we have

DAlC + (P,9o)C = q+ ■ (251)

To solve the case of the concentrated load Eq. (249) one can note that (  is 
expected to be function of x only.

The sought solution has the form

C = Ае~л^(со8 A I x I + sin A | x |) ; (252)

show that A and A must be determined from the equations

I  4A4D = p,g0

\  8A3A = - % .

R eferences

Artynshkov E V 1983: Geodynamics. In: Developments of Geotectonics, No. 18, Elsevier 
Fung U C 1965: Foundations of solid mechanics. Prentice Hall 
Lambeck К 1988: Geophysical geodesy. Clarendon Press, Oxford
Landau L D, Lifsits E M 1966: Theories de l’élasticité. In: Physique Théorique, Toure 7, 

Edition MIR, Moscow
Necas J, Hlavacek I 1981: Mathematical theory of elasticity and elasto-plastic bodies. In: 

Studies in Applied Mechanics 3, Elsevier
Teisseyre R et al. 19847: Constitution of the earth’s interior. In: Physics and evolution of 

the earth’s interior, Vol. 1, Elsevier

7T hese references a re  by fa r no t com plete; they  have ju s t  b een  useful to  read  for th e  a u th o r  
when he was preparing  these lec tu re  notes.

A c ta  Geod. Geoph. H ung .  29, 1994





Acta Geod. Geoph. H ung . ,  Vol. 29 (3-4) ,  PP■ 3 3 9 -3 6 2  (  1994)

LOCAL OBSERVATION AND INTERPRETATION OF 
GEODYNAMIC PHENOM ENA

W ZÜRN1

Several exam ples of geodynam ic phenom ena w hich were observed locally by ty p i
cal sensors (seism ographs, gravim eters, strain- an d  tiltm e te rs )  are  described in o rd er 
of increasing  signal p eriod . It will be stressed th a t  local observations alone do  u su 
ally n o t suffice for th e  in te rp re ta tio n  and th a t  local, regional o r global netw orks of 
sensors provide significance to  such observations. T h e  exam ples are taken  from  th e  
fields o f seism ic surface waves and free oscillations, oscillations in the  e a r th ’s core, 
e a rth  tides, near-field a n d  secular deform ations.

K e y w o rd s :  core oscillation; gravim eter; seism ic surface waves; tides; tiltm e te r

1. In troduction

The following discussion of the local observation and interpretation of geody
namic phenomena is concerned with a very small subset of the possibilities available 
under the title. The first restriction concerns the type of observation: phenomena 
causing measurable displacements, tilts, strains and gravity variations will only be 
discussed. The second constraint concerns the frequency range, periods larger than 
3 minutes will only be delt with. The third limitation is on examples, because it is 
nearly impossible to give a full review of the huge amount of work done even under 
these restrictions. In addition, all the examples except two come from work the 
author was somehow involved in, which is the fourth constraint. This subset does 
not contain examples of electromagnetic phenomena, of body wave seismology and 
of well tides, among many others fields. The instruments used in the examples are 
not described in this paper. An excellent and intensive account of strain, and tilt 
instrumentation and associated problems is provided by Agnew (1986), including all 
such instruments mentioned in the following examples. Gravimeters are described 
in geodetical textbooks (e.g. Torge 1989) and one modern, widely used, broadband 
seismometer is described in detail by Wielandt and Streckeisen (1982).

Figure 1 depicts the frequency ranges of locally observable signals from geo
dynamic phenomena discussed in the paper and lists the sources producing such 
signals.

Space geodetic methods have become available during the last two decades and 
in this short time have become powerful tools to study geodynamic phenomena, 
as the contents of this volume document very well. Their potential certainly has 
not been fully exploited yet. These methods provide displacements of points on the 
earth’s surface with accuracies approaching the mm-level and with respect to certain 
reference systems. The advantages of the local observation of earth deformation are

1 B lack Forest O bserva to ry  Schiltach , Hcubach 206, D -77709  W olfach, G erm any
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CORE- NORMAL MODES BODY WAVES

earthquakes ?? 

core motions ??

earthquakes
volcanoes + atmosphere

TIDES SURFACE WAVES

moon + sun, oceans, atmosphere earthquakes
volcanoes
átmos-, hydrosphere

CW/POLAR MOTION NDFW

earthquakes, atmosphere, core motions, tides

TRANSIENT + SECULAR DEFORMATIONS 
earthquakes: pre-, со-, postseismic 
volcanoes, átmos- + hydrosphere

I I I ! , 1 1 .
-4 -3

Log of Frequency (Hz)

F ig . 1. G eodynam ical signals, th e ir  sources an d  ap p ro x im ate  frequency ranges. T h ese  signals are 
n o rm a lly  observed with se ism om eters, gravim eters, tilt-  an d  stra inm eters. V ertical sca le  does no t 
in d ic a te  am plitude of signals

the high temporal resolution and precision which can be achieved with continuously 
recording seismographs, gravimeters, tilt- and strainmeters. Major problems are 
caused by the instrumental drift, the lack of an absolute reference and the coupling 
to the earth.

One problem common to both local and space geodetic techniques is their broad 
band nature. What is considered the signal in one investigation must be consid
ered noise in another: one man’s noise is another man’s signal. For example, sur
face waves and free oscillations from large earthquakes severely disturb earth tide 
records, however in this case the two signals are well separated in the frequency 
domain. This is not always the case: the oceanic tides disturb the earth tides and 
there is no way to separate these two signals outside of the interpretation of the 
recorded effect in terms of both. Atmospheric loading causes signals (or noise) in 
the whole frequency band discussed here and since at present the understanding 
is at least incomplete, all signals are contaminated. It is understood that no noise 
is good and that therefore the instrumental and local noise level should be below 
the noise created by the earth. It is also understood that often it is impossible 
to minimize noise from the environment and then optimization must be the goal. 
For example, if a volcano to be studied is located on a small island in the ‘roaring 
forties’ of the Southern oceans, there is no way to get noise levels as low as in the 
middle of a continent under stable high pressure conditions. However, optimization
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is always possible to a certain extent and the scientific value of such measurements 
critically depends on the efforts taken in this respect. Some of the examples below 
hopefully make this point very clear.

One important problem concerns the interpretation of locally observed signals 
from supposedly geodynamic phenomena. In one record one can never be sure, 
whether the unexpected signal or anomaly in a signal is caused by the instrument 
or its environment or by a true signal from the earth. All possible alternatives, 
especially of instrumental or man-made origin must be checked. There is abundant 
literature, especially in the field of the theoretically predicted core mode signals in 
gravity, where single records were used to put forward the claim of detection of new 
phenomena of geodynamical significance, without checking with other possibilities 
and without corroboration from other stations. A solid interpretation always needs 
support from records of other stations. The following examples almost without ex
ception demonstrate this general problem. One very fine well-known example is the 
first observation of the earth’s seismic free oscillations after the I960 great Chilean 
earthquake, where several groups compared their observations at an international 
meeting (e.g. Bullen 1965, pp. 260-261). Anomalous (unexpected) signals are of 
high interest, of course, because they could present new information. However, such 
new signals often cannot easily be distinguished from the noise in the records and 
therefore the danger of erroneous interpretation of noise in the data is big (Slichter 
1961: ‘Why does the Lord always put the most interesting signals right at the noise 
level?’). Corroboration of a new observation is always mandatory, possibly with 
data from other stations. Again, the examples should demonstrate this important 
point. This does not necessarily mean that an observation is significant, if instru
ments at different stations show the same ‘signal’. For instance, if all gravimeters 
in a region at different places show a drift rate of the order of a microgal/day in the 
same direction, this does not mean that the ground in the region rises or falls by 
3 mm/day. In this case another interpretation, the well-known instrumental drift 
common to all these instruments with differing rates, is the correct one.

In the following the examples are arranged in order of decreasing signal fre
quency.

2. Examples o f geodynamic phenomena

2.1 Globe-circling Rayleigh waves generated by the Pitman eruption of Mount 
Pinatubo, Philippines on June 15, 1991

Surface wave and free oscillation seismology are well developed fields of research 
both theoretically and observationally. The observations have been extensively ex
ploited for studies of the interior of the earth and the source processes of earthquakes 
(especially very big ones). This is well documented in textbooks on these fields and 
seismology in general.

However, a completely new phenomenon (truly geodynamical in a wide sense) in
volving seismic surface waves and free oscillations was detected in local observations 
in 1991 by two research groups, but then corroborated by the study of seismograms
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F ig . 2. a )  T im e series from  th e  m o d e  channel of L aC oste-R om berg  e a rth  tide  g rav im ete r  E T  19 
e q u ip p e d  w ith electrostatic  feed-back s ta rtin g  a t  0600 U T C  on Ju n e  15, 1991 an d  la s tin g  nearly  
14 h o u rs . T he instrum ent is lo c a te d  in th e  BFO m ine ob se rv ato ry  in SW Germ any. T h e  f irs t 100 
sa m p le s  show the  wave tra in  R 4 (a  R ayleigh wave w hich h as  trave led  over the  m a jo r  a rc  to  th e  
s t a t io n  from  the source and  one full add itional circum ference of th e  globe) from  an  e a r th q u a k e  
in  th e  S o u th  Sandwich Islands. T h en  th e  signal from  th e  M oun t P in a tu b o  e ru p tio n  s ta r ts .  T he 
p e a k - to -p e a k  am plitude of th e  oscilla tions is slightly  less th a n  1 m icrogal. b) A m plitude  sp e c tru m  
o f a b o v e  tim e series a fte r ap p lica tio n  of H anning w indow. Two strong  resonances a t  3 .68  an d  
4 .4 4 m H z  are  visible

from the global networks of digital long period seismographs (Kanamori and Mori 
1992, Widmer and Zürn 1992, Kanamori et al. 1992). During the climactic phase of 
the June 15, 1991 Mount Pinatubo eruption an essentially bichromatic signal with 
frequencies of 3.68 and 4.44 mHz was recorded on gravimeters and very long-period 
(VLP) seismometers world wide. Figure 2 shows the record from a gravimeter at 
the Black Forest Observatory in SW-Germany and its spectrum as an example. 
Essentially all modern long period seismographs, including some superconducting 
gravimeters, observed these oscillations. The narrow band nature of this signal dis
tinguishes these recordings from the usual broad-band signal recorded after large 
earthquakes. Group velocity estimates and particle motion show that the signals 
propagate as Rayleigh waves. The bichromatic spectra, which had not been ob
served during previous Plinian eruptions, can only be explained by source models 
which provide for harmonic forcing of the solid Earth. These oscillations last from 
about 0700 to 2000 UT on June 15, 1991. The source was then located using a cross
correlation method. From the lags between the individual traces a group velocity of 
3.78 km/s was estimated which corresponds to the group velocity of Rayleigh waves
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with the periods of the bichromatic signal (see Fig. 2 of Widmer and Zürn 1992). 
The Pinatubo source has excited the spheroidal fundamental modes o ^ e  and the 
triplet 0S36, 0S37 and o-?38, which are established by globe-circling Rayleigh-waves. 
Thus the source spectrum encompasses three spheroidal modes near 4.44 mHz and 
only one at 3.7 mHz. This shows that the source spectrum is narrower at 3.7 mHz 
than at 4.44 mHz.

Zürn and Widmer (1992) studied the coherence of the signals using the Phasor- 
Walkout method revisited by Zürn and Rydelek (1994) and became convinced that 
the source of the Rayleigh waves radiated in phase for several hours.

Kanamori and Mori (1992) show in their Fig. 6 the microbarogram from Clark 
Air Force Base located about 21 km from the volcano. This record shows pres
sure pulses from individual explosions as well as continuous oscillations with peak 
amplitudes of about 300 Pa during the climactic phase of the eruption. Unfortu
nately the resolution in time is not good enough to determine the periods of these 
oscillations. Under the assumption that the periods of the atmospheric and seis
mic oscillations are identical, these authors have shown that the amplitudes of the 
atmospheric pressure oscillation are sufficient to generate Rayleigh waves with the 
observed amplitudes.

We searched the digital seismic data sets for other observations of the Pinatubo 
type, i.e. quasiharmonic wave trains of long duration. For recent eruptions of 
Bezymianny, Mount St. Helens, Galunggung, Colo, Mount Etna, Redoubt, Avachin- 
sky and Mt. Spurr this kind of waves could not be observed in the seismic records. 
However, our search weis successful in the case of El Chichón (Southern Mexico) 
on April 4, 1982 (Widmer and Zürn 1992). Again two peaks were observed with 
frequencies of 3.703 and 5.140 mHz, however, the oscillations lasted only for one 
hour.

No VLP seismograms are available for the great Krakatoa explosion in 1883 
or the Tunguska meteorite impact in 1908. However, these events were recorded 
on microbarographs world-wide and lead to several theoretical investigations of the 
propagation of pulses in the atmosphere. From the published records one can clearly 
see that these signals were not of the Pinatubo or El Chichón type, but had a short 
duration, i.e. one dispersed wave train and a broad spectrum instead (Pekeris 1939, 
1948). For the case of Krakatoa, however, Kanamori et al. (1992) claim to have 
observed atmospheric oscillations with periods of about 300 s in a barogram from 
Batavia (Java) about 200 km from Krakatoa.

Short dispersive wave trains were also typical for barograms and seismograms 
from atmospheric nuclear explosions, well documented in the literature (e.g. Gos- 
sard and Hooke 1975). Again the observations were made in the far-field of the 
events.

When Mount St. Helens exploded on May 18, 1980 modern digital long-period 
seismographs were observing seismic body waves and dispersive Rayleigh wave 
trains very similar to the ones observed after earthquakes. Also dispersive pres
sure wave-trains with speeds around 300 m/s and a broad spectrum were observed 
world-wide on barographs and seismographs or gravimeters (Müller and Zürn 1983, 
Bolt and Tanimoto 1981). Recently, Kanamori et al. (1992) claimed the observation
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of an atmospheric oscillation with 300 s period on a digital long period seismograph 
at Longmire (LON, California) in a distance of 67 km from Mount St. Helens. As 
in the case of Krakatoa, these oscillations were only observed fairly close to the 
volcano.

Georges (1973) reports in a study of infrasound emitted from severe convective 
storms in USA that ionosounders which use radio waves to map the position of 
reflective horizons in the ionosphere find bichromatic waves above convective storms 
with frequencies of 3.7 and 4.8 mHz. Georges also finds that the line at 3.7 mHz 
remains unchanged from storm to storm whereas the higher frequency mode at 4.8 
mHz varies by an appreciable (but unspecified) amount from event to event. These 
waves travel in vertical direction and only exist above severe convective storms. 
These spectral peaks are not observed on barograms, which on the other hand show 
rather broad spectral features. It appears, that these harmonic oscillations do not 
propagate very far away from their source.

Note that the lower frequency reported by Georges (1973) coincides nicely with 
the lower frequencies observed on seismographs for Pinatubo and El Chichón and 
that the higher frequency is between the two higher frequencies observed for the 
two volcanoes.

Kanamori and Mori (1992) suggested, that these are free oscillations of the 
atmosphere excited by the eruption. According to their analysis the pressure vari
ations observed at Clark Air Force Base are large enough to explain the observed 
seismic amplitudes, when a source area of a radius of 37 km is assumed. However, 
in order to explain the phase coherence of the source one has to assume that the 
oscillator was either only excited once, or else, that reexcitation occurred perfectly 
timed. Single excitation can be ruled out because of the long duration of the cli
mactic phases of the two eruptions. Zürn and Widmer (1994) therefore propose 
a source model with positive feed-back between the atmospheric free modes and 
the eruption and/or the plume, thus constituting a self-excited oscillator. This 
oscillator generates Rayleigh waves by periodically pushing on the surface of the 
earth, and Lamb waves (atmospheric acoustic-gravity waves propagating horizon
tally) by periodically pushing on the neighbouring atmosphere. We propose that 
the type of atmospheric oscillations which participate in the feed-back correspond 
to waves travelling vertically up and down. These obviously do not propagate away 
from the source region. The bichromatic spectra now lead to an interpretation as 
the cutoff-frequencies for the acoustic and gravity waves. Presently the evidence 
which Kanamori and Mori (1992) and Widmer and Zürn (1992) have collected is 
circumstantial and the mechanisms proposed need further verification.

2.2 First clear observation of the Twisting mode 0 T2 of the earth

The following is a unique example of a single-station observation, however, sev
eral pieces of evidence suggest its significance. Several authors claimed the observa
tion of the fundamental torsional free oscillation of the earth after the great Chilean 
earthquake of 1960 on records by strainmeters and tiltmeters. The predicted pe
riod of oscillation of this mode 0T2 for earth model 1066A (Gilbert and Dziewonski
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1975) is 44.85 minutes (corresponding to 0.38008 mHz). According to Smith (1961) 
and Derr (1969) the best of these observations came from the Isabella (California) 
quartz extensometer. This record was reanalyzed by Widmer et al. (1992) with the 
multiple taper method by Park et al. (1987) and it was shown that the claimed 
observation of mode 0^2 is spurious at best. The strong strike-slip earthquake on 
the Macquarie Ridge on May 23, 1989 offered a new opportunity to study low order 
fundamental modes. Widmer et al. (1992) studied many records from horizontal 
seismometers of the global digital seismic networks for this earthquakes and found 
the mode 0T2 in the mode channel of the invar wire strainmeter (King and Bilham
1976) with azimuth N2° E at the Black Forest Observatory (BFO). The correspond
ing spectral peak proved to be significantly above the noise in this digital record 
when analyzed with the same method which was used to show that the observa
tion in the 1960 Isabella record was not significant. In this case records from other 
stations could not be used to confirm the observation. However, at BFO two more 
identical strainmeters with azimuths N60°E  and N300°E recorded the free modes 
of the same earthquake. A simple analysis shows that the calibrated sum of the 
records from three strainmeters with azimuths 120° apart from each other results in 
1.5 times the areal strain. Since torsional modes do not produce areal strains, the 
observed spectral peak (quite clear in two of the individual records) should disap
pear into the noise in the sum of the three records. This was shown to be the case 
(Fig. 3, top). In addition, from the three non-collinear strain records, the shear 
strain (which unlike areal strain is not an invariant of the strain tensor) in any coor
dinate system can be determined. This was also tested and Fig. 3 (bottom) shows 
the spectrum of the shear strain thus obtained for the coordinate system in which 
the amplitude of 0Î 2 was a maximum. Clearly, the series of fundamental torsional 
modes is visible above the noise level, while here the spheroidal modes seen in the 
areal strain spectrum have dropped into the noise. Thus the sheer observation of a 
spectral peak at the right frequency (0.37660 mHz) is corroborated by the simulta
neous additional observation of other properties of the mode used to interpret the 
spectral peak. Remember that the observation of a peak in the spectrum of a time 
series does not contain information about its physical cause. The estimated shear 
strain amplitude of the mode (about 2 hours after the quake) was 10 • 10—12, while 
the shear strain computed for this mode at this station from the moment tensor of 
this quake is 6 ■ 10-12. This shows that the observation does not need exotic physics 
to explain its observed amplitude.

2.3 Fret modes in the Earth’s cores

Abundant literature exists identifying spectral peaks in the period band between 
one and 24 hours in single gravity or vertical Seismograf records as signals from the 
translational modes of the earth’s inner core (Slichter modes) or oscillations in 
the liquid outer core (undertones). Such modes were predicted theoretically from 
standard earth models constrained by many seismological data to be properties of 
the earth (Slichter 1961, Busse 1974, Smith 1976, Crossley and Rochester 1980). 
So far none of these identifications was confirmed by other observations and for
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F r e q u e n c y  ( m H z )

F ig . 3 . A m plitude  spec tra  of two different linear com binations o f th ree  BFO invar wire si ra i nm et e r 
re c o rd s  a f te r  the  M acquarie R ise even t, 1989. T im e series o f  40.0 hours were m u ltip lied  by  a  
H a n n in g  window before Fourier T ransform ation . D o tted  v e rtica l lines from  left to  r ig h t in d ic a te  
th e o re tic a l  degenerate eigenfrequencies of fundam ental sphero id a l m odes 0S( in  th e  u p p e r  p a n e l 
a n d  fu n d a m e n ta l toroidal m odes 0T ; in  the  lower panel for I =  2 to  7. T he areal s tra in -co m b in a tio n  
(s im p le  su m , top  panel) shows th e  fundam en ta l spheroidal m odes 0Sy ,  0Se, oSs  and , less c e r ta in , 
0 S 4 a b o v e  th e  noise only. T oro idal m odes, especially, c an n o t b e  identified here because  th e y  do 
n o t  p ro d u c e  areal strain , while th e y  are  m axim ized in a  c e r ta in  shear com bination (lower p a n e l) . 
0 X 2 ,  0 X 3 ,  0 X 4 ,  0 X 5 ,  0 X 6  a n d  0 X 7  a re  clearly above th e  noise . Also some S-modes a p p e a r  to  b e  
p re s e n t  a t  reduced am plitude w ith  respec t to  the  noise level

this and other reasons must be considered invalid. Of course, the identification and 
investigation of these modes and determination of their properties would shed new 
light on our understanding of the earth’s cores and thus on geodynamic phenomena 
involving the cores, e.g. the geodynamo problem and the magnetic field of the earth. 
If these modes can get excited (e.g. by earthquakes or outer core turbulence) to 
observable amplitudes is an unsolved problem and thus the search for them may be 
in vain.

The commercial availability of superconducting gravimeters (Goodkind 1991) 
has created new hope for the detectability of these possible tiny signals from the
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earth’s cores and has led to new claims for positive identification of spectral fea
tures with the core modes (Melchior and Ducarme 1986, Smylie 1992). The first 
authors found peaks at 13.89 hours period in the record from the superconducting 
gravimeter at Brussels after deep earthquakes. The second author multiplied spec
tra from four records from superconducting gravimeters located in Central Europe 
and identified a triplet of peaks which he claims to be consistent with his computed 
triplet of frequencies for the Slichter mode. While the first authors really had a 
relative maximum of power at their ‘mode’, this was not so clear for the triplet of 
Smylie (1992). Observationally Smylie’s evidence is extremely weak (not to say non
existent) and relies heavily on the frequencies he computed numerically. However, 
these computations have been questioned also for theoretical reasons by Crossley 
et al. (1992) and therefore the evidence becomes even more dubious. This debate 
about the correct theory for the Slichter modes is continuing (see several comments 
in Geophys. J. Int., 115, 1993, 3). The ‘core mode’ interpretation by the first au
thors has been questioned by many papers (e.g. Zürn and Rydelek 1994). Cummins 
et al. (1991) in their analysis summarize the story of this ‘detection’ and demon
strate nicely, how such searches should be performed. Oscillatory modes have more

Superconducting Gravimeters at Brussels and Bad Homburg
70 г

Brussels 30.12.1983

30

I I I il Hindukush quake

I Bad Homburg 30.12.1983 

Hindukush quake

Bad Homburg 30.12.1981

Bad Homburg 2.5.1982

-lOj-
1500

Time(h)

Fig . 4. R esidual gravity  (tid es and  barom etric  pressure effect m odel su b trac ted  a n d  h ig h -p ass fil
te red  to  rem ove periods longer th an  1 day) a t hourly in tervals from  two su p e rco n d u c tin g  gravim e
te rs  a t  B russels and  B ad H om burg. Series s ta r t  a t 0 h U TC  on day ind icated  a n d  a re  120 days 
long. T h e  u p p e r two series a re  sim ultaneous and  s ta r t  n e a r an earthquake in H in d u k u sh  (d ep th  
222 km , orig in  tim e 23:52:40.5 UTC on Dec. 30, 1983, m ag n itu d e  nif, — 6.7). N ote t h a t  th e  u p p e r 
th ree  series were shifted upw ard  for clarity, b u t have th e  sam e vertical and ho rizo n ta l scales

Acta  Geod. Geoph. H u n g .  29, 1994



348 W ZÜRN

properties than just their eigenfrequencies: damping, amplitude distribution on the 
surface of the globe, phase coherency, compatibility of amplitude with excitation 
mechanisms. Detection of a spectral peak in one time series should be followed by 
scrutinous investigation of this time series.

However, the most important corroboration should come from other, distant 
stations. Figure 4 shows 4 residual gravity time series of 120 days each from the 
superconducting gravimeters at Brussels and Bad Homburg, Germany at the same 
scales of amplitude and time. All these residuals were obtained by least-squares 
fitting of tides and barometric pressure to the gravity data and subtraction of the 
resulting model from the data (Wenzel 1994). All 4 data sets were treated in the 
same manner to obtain the residuals. The first series from the top shows the 120 
day record after the Hindukush quake of December 30, 1983, from the gravimeter 
at Brussels resulting in the clearest spectral peak at a period of 13.79 hours as 
published by Melchior and Ducarme (1986). The distance from Brussels to the 
site of the next superconducting gravimeter, Bad Homburg, is only 380 km, while 
the distance from the source of the proposed gravity signal to both stations is at 
least 2900 km. The second series is the simultaneous record from the gravimeter at 
Bad Homburg. For the less disturbed second half of this record Zürn et al. (1987) 
showed that the spectral peak reported for Brussels was not present, Zürn and 
Rydelek (1994) show that it is not present either in the total 120 hour record. It is 
important to realize that the larger disturbances in this series are due to identified 
instrumental problems (Richter pers. comm. 1987). This is verified by the third and 
fourth records, where rather quiet time series from the Bad Homburg record were 
selected. The conclusion from this plot can only be that when the peak at Brussels 
had its best signal-to-noise ratio, the record at Bad Homburg could produce smaller 
residuals by a factor of at least two, unless there were instrumental disturbances. 
Bad Homburg was the quieter site, but did not produce these peaks. Therefore 
they are only in the Brussels record and from the amplitude of the residuals at 
Brussels one must conclude that either instrumental, local or regional noise was 
much higher there, not a good condition for detecting something very tiny. One 
possibility remains: Bad Homburg was situated at a node of this signal, while the 
amplitude at Brussels was big (see Cummins et al. 1991 for the likelihood of this 
condition).

Smylie (1992) also made use of the data from both stations above and from 
the superconducting gravimeter at Strasbourg. Looking at Fig. 4 it appears to be 
unwise to study a product spectrum of a noisy and a quiet record, it appears to be 
more prudent to look in the most quiet records only for such tiny signals.

As far as this author is concerned, core modes have not been observed yet. The 
very strong earthquake in Northern Bolivia at a depth of 641 km on June 9, 1994 
(moment magnitude 8.2) surely will initiate new searches for core modes and shed 
additional light on these dubious claims of excitation to observable amplitudes by 
quakes of much smaller magnitude.
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2-4 Gravity tides and lateral heterogeneities

The tidal variations in gravity can be measured with very high signal-to-noise. 
ratio by superconducting gravimeters and LaCoste-Romberg gravimeters with elec
trostatic feed-back (Zürn et al. 1991). The response of the solid earth to the tidal 
driving forces surely contains information about the internal structure of the planet. 
This response is usually expressed as the gravimetric factor and phase difference for 
specific tidal frequencies. However, detailed knowledge about this structure exists 
from other fields, especially from seismology. Considering the difference between 
tidal and seismic frequencies, the tidal response could shed much light especially 
on the problem of the rheology of the earth’s mantle, if it could be determined 
with precision from the observations. It has long been known that differences in 
the spherically symmetric structure of the earth’s mantle within the constraints 
posed by seismological results cause only very small changes in the tidal response 
of the earth, i.e. the gravimetric factor (e.g. Varga 1974, Wilhelm 1978, Varga 
and Denis 1988). The largest deviations from spherical symmetry of the earth are 
its rotation and flattening. At present the effects of this symmetry breaking on 
the tidal response are being reinvestigated theoretically (e.g. Wang 1994). While 
a latitude effect in the gravimetric factor of about 3 % (peak-to-peak) due to rota
tion and ellipticity seemed to be well established by previous theories (Wahr 1981, 
Dehant 1991), the new results by Wang (1991) indicate a negligible effect and there 
are indications of an error in the older computations (Dehant pers. comm. 1993). 
Even less clear from a theoretical point of view are the effects of other structural 
deviations from spherical symmetry. However, almost all theoretical estimations 
indicate that for reasonable models of such asymmetries, the effects on tidal gravity 
are appreciably below 1 % (e.g. Zürn et al. 1976, Molodenskii and Kramer 1980, 
Wang 1991).

Thus theoretically the expected effects from the solid earth are very small (well 
below 1 %). Two serious problems make it at present impossible to extract these 
signatures from the observed gravity tides: a lack of absolute calibration accuracy 
better than a few tenths of a percent of even the best gravimeters and the large 
size and uncertainties of the indirect effects of the tides in the oceans on the ob
served earth tides. These problems are documented by the lengthy and complicated 
argumentation of Melchior (1994) with respect to the necessity of a change of the 
adopted tidal parameters for Brussels. Several successful efforts have been made to 
improve the calibration accuracy of recording gravimeters using basic physical prin
ciples (Van Ruymbeke 1989, Richter 1991, Varga et al. 1994) and the models of the 
ocean tides will certainly be improved by the TOPEX/POSEIDON mission results. 
Figure 5 shows a plot of observed gravimetric factors for M2 (the tide determined 
best) for some high quality tidal data recorded in Central Europe against geograph
ical latitude. These observations were obtained by Baker et al. (1989), Wenzel et 
al. (1991), Rydelek et al. (1991), Timmen and Wenzel (1994), Dittfeld and Wenzel 
(1993) and and were corrected to the best of present knowledge with models for 
both the oceanic tidal maps and the loading response of the earth. The error bars 
contain uncertainties from the noise level and errors of calibration, but no estimate
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F ig . 5. G ravim etric factors fo r М 2 , corrected for oceanic effects, vs. la ti tu d e  in  C en tra l E urope 
(see  T im m en  and Wenzel (1994) fo r  sim ilar plots). S ta tio n s: C — C hur, Z —  Ziirich, B F  — 
B F O  —  Schiltach, J9 — S tra sb o u rg , BH — Bad H om burg, В — B russels, H —  H annover, P 
—  P o tsd a m . All sta tions excep t J9  (superconducting g rav im ete r) were occupied w ith  LaC oste- 
R o m b e rg  gravim eters w ith e le c tro s ta tic  feed-back. M odel calcu la tions: 1 /2  — D ehan t a n d  Zschau 
(1 9 8 9 ), 3 — Dehant and D u carm e  (1987), 4 /5  — D ehant (1987), 6 — W ang (pers. com m . 1993). 
U n c e rta in ty  estim ates con ta in  c a lib ra tio n  and noise-level, ocean ic  correction  erro rs n o t included

of the uncertainty of the ocean correction is included. The data are compared with 
6 different models for the gravimetric factor including latitude dependence of the 
gravimetric factor. Considering that appreciable additional uncertainties due to the 
oceanic corrections must exist, then the observations agree within their errors with 
all the model calculations and with each other. Similar statements can be made for 
other tides and for the observed phase differences as well. Note that the differences 
between the observations are well within 1 %. Given the errors a latitude effect can
not be discerned. Actually no other effect can be discerned either, such as an effect 
of heatflow or lateral heterogeneities. More than 300 tidal measurements have been 
accumulated in the gravity tide data bank by the International Center for Earth 
Tides (ICET) (Melchior 1994a). Yanshin et al. (1986) suggested from a correla
tion between fl^-residuals from this data bank and heat flow estimates at nearby 
locations that a physical effect exists connecting these two observables. While the 
statistical correlation exists in these data, Rydelek et al. (1991) questioned this 
conclusion. Their strongest argument is that the high quality data shown in Fig. 
5, when plotted against heat flow show nothing of this sort for Central Europe, al
though the heat flow values obtained in the area of these sites range between 60 and 
120 mW /m2. In addition, the crustal structures for these stations differ dramati
cally as well, so there appears to be no discernible effect of local crustal structure
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on gravity tide measurements at the present level of accuracy. The scatter of the 
observed, corrected gravimetric factors in the 1CET data bank is much larger than 
in Fig. 5 (Baker et al. 1989). Rydelek et al. (1991) also point out that as long as 
ocean loading corrections are computed with a global model only and do not ac
count for all the local seas, appreciable errors must be expected and with prudence 
no other effects can be expected to show up clearly. Another criticism by Rydelek et 
al. (1991) concerns the lack of appreciation of error estimates in all the work about 
correlation of tides with heat flow, notoriously error bars are not presented although 
estimates for the uncertainties due to noise are readily available from every program 
for tidal analysis. Of course, these would be minimum estimates because they do 
not include uncertainties in calibration and oceanic corrections, but they would give 
the reader an idea about the quality (or lack thereof) of the data. The controversy 
about this effect is continuing, since Melchior (1994b) responds to the criticism by 
Rydelek et al. (1991). Inspection of Fig. 3 in Rydelek et al. (1991) almost tells 
the whole story. Obviously noise levels, calibrations and oceanic corrections must 
be improved, before effects of lateral heterogeneities become clearly visible even in 
some of the best results.

8.5 Nearly diurnal free wobble

In the last section it was discussed that the spatial variation of gravimetric 
factors for earth tides at present does with high probability not contribute to our 
knowledge about the internal structure of the earth. In contrast, there is evidence 
that the variation of the gravimetric factors with frequency in the diurnal tidal 
band tells us something about the interior of our planet which seismology cannot 
provide. This variation with frequency is caused by resonant behaviour of the earth 
in the vicinity of 1 cycle per day (cpd) due to the existence of a normal mode of 
the rotating earth. Fortunately this resonance is sensitive to the tidal forcing for 
diurnal tides and the properties of the resonance are such that its eigenfrequency 
is located within this tidal band. In the literature this mode is called the ‘Nearly 
Diurnal Free Wobble’ (NDFW), the ‘Free Core Nutation’ (FCN) and the ‘Core 
Resonance’, among others. It is excited, when the rotation axes of mantle and 
outer core are slightly misaligned. In that case a restoring force is set up at the 
core-mantle boundary (CMB), which tries to realign the two axes. This restoring 
force only exists if the CMB is elliptical. Since the earth is spinning fast, the 
reaction is a damped wobble of the instantaneous rotation axis around the figure 
axis and a nutation in space of the rotation axis around the axis of total angular 
momentum. Both motions are two aspects of the same mode (Lambeck 1988). For 
hydrostatic flattening of the CMB the period of the nutation in space was computed 
for seismologically constrained earth models to be 466 (Wahr 1981) sidereal days. 
If anelasticity of the mantle is considered, this period would be lengthened by a few 
days (Wahr and Bergen 1986).

Measurements of the amplitudes of the forced nutations of the earth using the 
VLBI-techniques led Gwinn et al. (1986) to suggest a change in the parameters of 
the FCN from the theoretical values in order to account for anomalies. While the
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F ig . 6. E stim a ted  param eters (10b/ Q  va. T p c N  m  siderea l days) of the  N D F W /F C N  eigenm ode 
o f  th e  E a r th  from different a u th o rs : W — theory for h y d ro s ta tic  seismologically c o n s tra in e d  e a rth  
m o d e ls  (W ahr 1981), W B — effect o f m antle  anelastic ity  in cluded  (W ahr and B ergen 1986), VLBI 
—  in te rp re ta tio n  of VLBI n u ta t io n  m easurem ents (G w in n  e t al. 1986), results from  g ra v ity  tide  
m e a su re m e n ts  (Neuberg e t al. 1987 (NHZ), R ichter a n d  Z ü rn  1988 (RZ), Sato e t al. 1993 (T ), 
C u m m in s  and  W ahr (1993) (C W ), M erriam  1994 (M ), S —  resu lt from  tida l s tra in  m easu rem en ts  
( S a to  1991). Note th a t e igenperiod  estim ates overlap w ith in  th e ir uncertain ties, w hile d am p in g  
e s t im a te s  do not

quality factor was reasonably high, the free period had to be shifted down by about 
30 days to fit the observations.

Independently Neuberg et al. (1987) and Richter and Zürn (1988) found a 
very similar frequency shift when the resonance parameters were retrieved from 
gravimetric factors from high quality tidal gravity data recorded in central Europe. 
Figure 6 shows the quality factors and free core nutation periods obtained by these 
authors and compares them to theoretical estimates. This is again a nice example 
for mutual corroboration of unexpected results. Levine et al. (1986) also noted in 
a gravity tide analysis that the resonance could be located at higher frequencies, 
without being as specific as the above authors. More corroboration for the fre
quency shift was provided by Sato (1991) studying strain tides in Japan, by Sato et 
al. (1993) through the study of gravity tides in Japan using records from three su
perconducting gravimeters, by Cummins and Wahr (1993) through a sparse global 
stack of data from the IDA-network (Agnew et al. 1986) and by Merriam (1994) in 
a study of the data from the Canadian superconducting gravimeter. These results 
are also shown in Fig. 6. The retrieved eigenperiods agree all nicely within their 
uncertainties, while the quality factors do not. However, there are several problems 
inherent in all these analyses. The uncertainties are certainly underestimated due 
to correlations between the parameters and due to systematic errors in the ocean
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loading corrections and the modeling of the gravity effects of the atmosphere. Es
pecially the latter problem is an extreme complication, because the effects of the 
atmosphere are complex right at those tides which must be used for the resonance 
analysis (e.g. Merriam 1994). For this reason the discrepancies between the quality 
factors Q of the individual estimates should not be taken too seriously. A global 
(sparse) network of superconducting gravimeters, maybe with some help of very 
few LaCoste-Romberg gravimeters with electrostatic feed-back (Zürn et al. 1991), 
is desperately needed to resolve this discrepancy and to solidify the results on the 
eigenperiod and resonance strength (two additional parameters obtained in this 
kind of analysis).

Gwinn et al. (1986) suggested that the significant shift of the eigenperiod to 
shorter values is caused by an increased ellipticity of the CMB by a couple of 
100 meters. Several physical mechanisms to explain this shift and the observed 
Q value were discussed by Neuberg et al. (1990): their conclusion supports the 
conjecture of Gwinn et al. (1986). An increase of flattening between 250 and 
350 meters suffices to explain the observation. Seismological methods probably 
can never reach this kind of resolution at the CMB, because the shortest observable 
frequencies have wavelengths there at least an order of magnitude larger. The study 
of the NDFW, however, provides only information on the ellipticity of the CMB 
and not about CMB-topography in general. Hinderer et al. (1991) verified that 
the observed real part of the resonance strength in tidal gravity is consistent with 
present seismological earth models. An interpretation of the Q factor has to await 
more precise estimates, the same is true for the imaginary part of the resonance 
strength.

2.6 Tidal tilts and strains

An excellent introduction into this field and several benchmark papers can be 
found in Harrison (1985). The rapidly developing field of tides in aquifers will not 
be discussed here (e.g. Rojstaczer and Agnew 1989). It was stated above that the 
distortions of the tidal gravity field by local, regional and even large scale devia
tions of the earth from spherical symmetry are very small and hardly observable at 
present. In contrast, the tidal deformation field, as measured by tilt- and strain- 
meters, is heavily distorted by these effects to the extent that the global response 
cannot be measured reliably with such instruments. This situation and its conse
quences for tidal research are well documented by Harrison (1985, part IV), who 
also did a good part of the pioneering work towards a better understanding of these 
problems. The distortions are called cavity, topographic and geological effects in 
the literature. Sato and Harrison (1990) made the most recent attempt of inter
pretation of anomalous tidal strains by taking carefully all the known effects into 
account. Actually, it is better to turn around and look for possibilities where the 
geological effects could tell us something new about the local or regional structure 
of the earth. This means that in an experiment the geological effects should be 
dominated by the object under study, and cavity and topographic effects should be 
minimized. For the interpretation models of the body tide (the global response of
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the earth to the tidal forcing) and the ocean tide effect are assumed to be much 
better known than the other distortions and are therefore subtracted from the ob
servations. Cavity effects cannot be avoided by measurements in mines, and they 
are mostly stronger in instruments with small baselines, therefore the experimental 
answer is to put small instruments into boreholes and/or to increase the baseline 
(Zürn et al. 1986, Emter et al. 1989). After this problem was understood, sev
eral attempts were undertaken to use arrays of borehole tiltmeters in geologically 
interesting situations in order to use the spatial (amplitude and phase) variation of 
observed tidal tilts for the geological studies. However, other researchers tried to 
find out if it is really possible to get consistent such tidal measurements in places 
where the rocks were assumed to be very homogeneous and no spatial variation 
of tidal tilts or strains should be observed. In the following some of this work is 
referenced. An important theoretical prediction was published by Beaumont and 
Berger (1976). These authors showed with the use of finite element models that 
rather large and easily observable temporal modification of tidal tilt- and strain 
amplitudes could occur in an earthquake zone, if it becomes dilatant (or its elastic 
parameters change for other reasons) during the time when crustal stresses built up 
before an earthquake. In essence this is also a positive outcome of the research on 
the distortion effects.

Three experiments using relatively small arrays of borehole tiltmeters were de
signed to test if consistent tidal signals within a supposedly homogeneous volume 
in the earth’s crust would be recorded. Cabaniss (1978) had installed two arrays of 
three tiltmeters each in New England. For the shallow (18 m) array with borehole 
separations of 100 m he reports agreement of the tidal responses within 2 %, while 
for the deep array (100 m) with similar spacing instrumental problems obviously 
contaminated the tidal results. The tidal results reported by Peters and Beaumont 
(1987) were obtained from three boreholes in the Charlevoix earthquake zone in 
Quebec, Canada. The boreholes with depths of 47, 47 and 110 m were forming a 
triangle of approximately 80 m sides and were housing Askania tiltmeters. Unfortu
nately the results from the 110 - m borehole suffer from the fact that the orientation 
of the tiltmeter at the bottom of this hole was not known with sufficient precision, 
therefore the orientation had to be deduced from the tidal responses of the two com
ponents. One important but very disappointing result from these three boreholes 
was the dispersion of the observed tidal admittances (up to 20 % in the amplitude 
of the М2 tide), which must be blamed on unexpected strain - tilt coupling by 
heterogeneities (fractures ?) in the vicinity of the boreholes.

At the Pinyon Flat Observatory (PFO) in Southern California an important 
set of experiments is carried out concerning the significance of observed tilts and 
strains for the state of crust not very far from two major faults (one of them the 
famous San Andreas). Agnew (1981) used the strain tides observed with three laser 
strainmeters (appr. 700-800 m long) to look for a nonlinear response of the rocks 
to the earth tides with a negative result. Wyatt and Berger (1980) and Wyatt et al. 
(1982, 1984, 1987, 1988) compared tilts (tides and other frequencies) from several 
installations (surface long-baseline and shallow and intermediate depth borehole) 
with each other and found significant discrepancies, which in several cases were
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interpreted to be due to insufficiently well-known instrumental properties. Johnson 
et al. (1994) concentrate on the tidal results from one Askania borehole tiltmeter 
(this instrument is described by Agnew 1986) at PFO installed successively in two 
neighbouring boreholes with different depths. Here also it was found that the results 
differed significantly from each other. Kohl and Levine (1992 1994) studied the tidal 
tilts from another set of borehole tiltmeters in the neighbourhood of the Askania 
and observed rather large discrepancies between their installations. This disturbing 
result triggered their interesting theoretical investigation of cavity effects in borehole 
installations and they could correct some of their results to get better agreement. 
The result of all this research is that tidal amplitudes (and phases) obtained with 
the same techniques in supposedly homogeneous blocks of the earth’s crust at close 
distance can differ appreciably due to effects from the installation itself or from the 
immediate neighbourhood of the borehole. The results from experiments designed 
to study a larger heterogeneity of geological interest must therefore be interpreted 
very cautiously.

Edge et al. (1981) used a borehole tiltmeter array to study the effect of a known 
batholith in the Lake District of England. They found remarkable coherency be
tween tidal results from the different installations, at least within their uncertainties 
of about 3 %. A detailed analysis of the tidal results is not available. Gerstenecker 
et al. (1986) operated borehole tiltmeters along a profile across a deep-reaching (30 
km) fault zone in the Rhenish Massif in Germany to see if this zone would produce 
anomalous tidal tilts in its vicinity. Figure 7 shows some of their results, which are 
the largest tidal tilt anomalies ever reported from borehole installations. In one case 
the amplitude of the anomaly reaches 100 % of the body tide amplitude. Several 
models of this fault zone were devised by the experimenters, but due to the large 
effect these models were rather exotic and somewhat improbable. Of course, and 
unfortunately, small scale heterogeneities in the immediate neighbourhood of the 
borehole can easily produce such large effects and therefore one must always worry 
about an interpretation. Meertens et al. (1989) used the same technique to study 
the tidal tilts in the Yellowstone, USA Caldera in order to find information on the 
structure beneath it. They found effects as large as 50 % of the expected signal 
from the body tide and ocean loading effects. Their models for a low velocity body 
underneath the caldera notoriously underpredict the effects. Since the modeling 
is much constrained by other geophysical data, the authors conclude that possibly 
a more complex or more rapid spatial variation of elastic parameters is sensed by 
the tidal tilts. This result is very similar to that of Gerstenecker et al. (1986) and 
basically not surprising considering the results obtained in mine installations and 
the many models of heterogeneities studied in that context. In summary, tilt- and 
strain tides are very sensitive to local structure, while for gravity tides large scale 
(global) structure dominates (Molodenskii and Kramer 1980).

Occasionally amplitude variations of tidal strains and tilts with time were re
ported in the literature in connection with earthquakes (e.g. Latynina and Rizaeva 
1976). Some of these claims were later retracted, because instrumental problems 
were detected afterwards. Some other claims must be considered dubious because 
the long term stability of the tidal signals at times without quakes was not demon-
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Fig . 7. A m plitude  anom alies of t id a l NS- and E W -tilts  (in  m seca) for М 2, observed a long  a  N E - 
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strated. Often the effect is seen only on one instrument, which then could have a 
very local cause.

The most intensive search for temporal variations of tidal tilts is carried out 
with several Askania borehole tiltmeters installed in the North Anatolian fault zone. 
The Turkish-German earthquake prediction research program carries out multidis
ciplinary studies towards the western end of this very active fault. Westerhaus et al. 
(1991) report about correlations between microseismicity in this area and the tidal 
response at three stations. No big quake has occurred in the region under study, but 
the program is still going on. This application of earth tides as a probing signal for 
the rocks is rather interesting, but so far the experimental results are inconclusive. 
Hopefully the project in Turkey will settle this question when the next big quake 
in that area will strike.

2Л Transients and steps in tilt and strain

In this section only a few remarks can be made about steps or pulses in tilt 
and/or strain with durations from seconds to several days. Here single-instrument
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observations must be interpreted with great care and corroboration by other instru
ments and/or stations may be needed more urgently than with the signals discussed 
so far. The coupling of strain- and tiltmeters to the surrounding rocks is an impor
tant part of the installation (Agnew 1986, Wyatt et al. 1982) and can cause severe 
problems. The best high technology instrument cannot produce good results if it is 
not stably coupled to the earth’s crust.

Meteorologically and/or hydrologically caused tilts and strains have been ob
served very frequently in the form of transient (but also secular) tilts and strains 
(e.g. Berger 1975, Edge et al. 1981, Müller and Zürn 1983, Evans and W yatt 1984, 
Kümpel and Lohr 1985, Rabbel and Zschau 1985, Van Dam and Wahr 1987, Weise 
1992) and will not be discussed here. In the widest sense these are also geodynamical 
signals, which sometimes can be exploited to study the solid earth.

Coseismic steps in tilt and strain are difficult to observe with reliability, because 
they occur during the passage of the seismic waves through the station. The violent 
shaking associated with strong quakes can cause instrumental (including the cou
pling to the rocks) disturbances which of course should not be interpreted in terms 
of the focal mechanism of the corresponding earthquake. Therefore it is very impor
tant here to have results consistent between different instruments and/or stations 
and consistent with models of the earthquake source derived from its seismic ra
diation. Wyatt (1988) and Agnew and Wyatt (1989) report about coseismic steps 
observed at PFO from seismic sources located at distances of about 90 km with 
magnitudes Ms of 6.2 and 6.6. These steps were observed in a consistent way by 
the laser strainmeters, a volumetric strainmeter and a long-baseline tiltmeter and 
were consistent in magnitude with models of the focal mechanisms. The steps were 
of the order of 3 • 10~9 and 17 • 10-9, respectively for the 6.2 and 6.6 quakes. There 
also was some indication of post-seismic creep a factor of 20 less in magnitude.

However, an even better opportunity for PFO arose, when the Landers quake 
(Ms = 7.4) struck on June 28, 1992 about 66 km from the observatory. Coseismic 
strain and tilt steps were clearly observed, of course (1.7 • 10~6 in strain). Rapid 
post-seismic changes were recorded on all of the long-baseline strain- and tiltmeters 
and on a number of short-base sensors (Agnew and Wyatt 1993). The NW-SE 
laser strainmeter showed the largest post-seismic creep ever observed of 120 • 10-9 . 
The signal looked roughly exponential with a time constant of about a week. The 
results in this case were not consistent between different sensors, though, for a large 
scale interpretation to hold. Therefore the authors favor a creep of near-surface 
local rocks in response to the stress changes caused by the earthquake. So again it 
appears that large scale deformation fields are locally distorted and affected, and 
tilt- and strainmeters are very sensitive to these distortions, just like in the case of 
the earth tides.

No preseismic transients were ever detected at PFO. On the other hand changes 
in tilt and strain before earthquakes were often reported (e.g. Wyss 1975) and 
belong to the more generally accepted possible precursors, however, they have not 
proven to be reliable enough for earthquake prediction (like every other precursory 
phenomenon so far). Again, one single observation alone should never be used for 
claiming detection of a precursor.
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Some well monitored volcanoes, e.g. Kilauea (Hawaii) (Klein 1984) and Sakura- 
jim a (Japan) (Kamo and Ishihara 1989) among others are known to inflate before 
and deflate during an eruption, so among other phenomena, tilts can be observed 
and employed for eruption prediction on a few special volcanos. A very fine experi
ment was performed by Linde et al. (1993) at Hekla, Iceland. Five Sacks-Evertson 
borehole dilatometers (Agnew 1986) were installed at distances of 15 to 45 km from 
the main vent of the volcano and were recording continuously before and during 
the eruption in January 1991. The four most distant instruments recorded contrac
tions only with magnitudes between 40 and 200 • 10-9 , while the closest device first 
showed a fast dilatation of 650 • 10-9 and then returned to the pre-eruption level. 
The authors could quantitatively model the observations with a 6.5 km deep spher
ical magma reservoir with a radius of 2.5 km and a dike above it with a length of 4 
km, a depth of 4km and a width of 0.85 m. Stage 1 consists of dike formation and 
deflation of the reservoir, while stage 2 consists, after the magma broke the surface 
at the end of stage 1, only of deflation of the reservoir. The closest station sees 
both the deep reservoir and the shallow dike, and thus experiences slow dilatation 
superimposed on quick compression caused by these two sources, respectively. The 
stations farther away only see the effects of the deep source. With a pressure change 
in the deep reservoir of 14 MPa at the end of stage 1 the model calculations fit the 
observations very netly. This analysis demonstrates the potential of arrays of tilt- 
and/or strainmeters for the study of geodynamic phenomena again.

2.8 Secular strains and tilts

It is well known that metal or quartz springs in gravity meters drift with rates 
corresponding to about 1 to 5 pgals/d. Many of them drift in the same direction, 
i.e. the springs become longer due to creep in the material. A careless interpreter 
(no expert) could conclude that this drift is due to the free air anomaly associated 
with changing elevation and could estimate that elevation changes of about 3 to 15 
m m /d occur. However, in one year the total elevation change would be 1000 to 5000 
mm, and it is clear immediately that this was a bad interpretation. Emter et al. 
(1989) observed a drift rate of 3 /rrad/а with their long-baseline fluid tiltmeter. A 
regional interpretation of this number would mean that a baseline of 100 km would 
in one year be lifted at one end by 0.3 m. This is a result which can easily be checked 
by classical geodetic methods. Clearly, instrumental (or coupling) problems must 
be the reason for these drifts. There are many possible sources for such drifts in 
mechanical instruments. These two silly examples are meant to demonstrate that 
such secular signals or drifts can sometimes be judged by simple extrapolations in 
time and space and one always has to consider if the accumulated effect over a 
certain period of time can be verified by geodesists.

From the theoretical side other constraints can be found on the back of an 
envelope. Varga (1984) showed in a short, but enlightening paper that given a 
stress drop in the fault volume p — 107 N/m2, a time interval of 100 a between 
large earthquakes and a shear modulus of the rocks of 3 • 1010 N/m2 the strain 
accumulation rate would be 3 • 10~6/a  or 3 mm in 1 km per year. This is an upper
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bound on the strain rate to be expected (similar numbers can be found for tilt 
rates) because it would be inside the fault volume, so this rate would drop quickly 
with distance from the fault. Tilt and strain rates of this order of magnitude are 
therefore suspect. In addition, they can be detected by geodetic methods if one waits 
a while. Varga (1984) also compiled secular strain rates from local observations from 
the literature.

More effort than anywhere else to study this problem of how to determine crustal 
tilt and strain rates reliably is spent at the PFO in Southern California, at a place 
only 25 km west of the San Andreas fault and 12 km east of the San Jacinto 
fault. There were many different sensors deployed to measure tilt and strain and all 
these local measurements are constrained by geodetic surveys. The experimenters 
conclude from their concentrated effort with all these techniques, that tectonic 
strain and tilt rates at this special location are less than or equal to 0.05 • 10-6/a  
and 0.085- 10_6/a, respectively (Wyatt et al. 1990). The first result is derived from 
the 730 m long laser strainmeters (with optical anchors going down 26 m) from data 
of several years. Data were corrected for monument motion with the optical anchor 
records and changes of laser frequency measured independently. The resulting strain 
rate is consistent with geodetic measurements within their errors. The second result 
is derived from the 530 m long-baseline (half filled) water-tube tiltmeter of the 
University of California at San Diego (Agnew 1986). This instrument is installed at 
a depth of 1.2 m and fixed to the rocks underneath by optical anchors with lengths 
of 26 m. All other instruments at PFO show larger drift rates. The experimenters 
make some careful statements about the interpretation of these small rates: they 
are not sure if they have eliminated all instrumental (and coupling) contributions 
to these rates.

The work by Wyatt and colleagues are in the author’s opinion the most careful 
and scrutinous efforts to determine tectonic tilt and strain accumulation. Every 
other research on this problem should be regarded objectively and honestly in the 
light of their efforts.
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GRAVITY FIELD RECOVERY FROM GPS

P N A M V isser1, E T Hesper1, В А С  A mbrosius1

In the  first p a r t  of these  lecture notes, the resu lts  of a  s tu d y  to  th e  possib ility  of 
b o th  a  local and  global g rav ity  field recovery from  G P S SST range  m easu rem en ts to 
a  low E a rth  sa tellite  equ ipped  w ith a  high-quality dual-frequency G PS receiver are 
described. In th e  second p a r t  some results of th e  T O P E X /P o se id o n  o rb it d e te rm i
n a tio n  from G PS SST track ing  m easurem ents a re  discussed.

It is shown in P a r t  I by b o th  global gravity field recovery analyses a n d  a  local 
g rav ity  field recovery experim ent th a t  it will be possible to  significantly increase ou r 
knowledge of the  E a r th ’s gravity  field, and to im prove th e  s ta te -o f-th e -a rt in g rav ity  
field m odeling if fu tu re  low E a rth  satellites will be equipped w ith a  h igh-quality  
dual-frequency G P S  receiver.

P a r t  II discusses th e  app licab ility  of the G lobal Positioning System  (G P S ) for 
low earth -o rb iting  spacecraft positioning on basis of th e  processing of d a ta  ob ta in ed  
by th e  T O P E X /P o se id o n  satellite  and a set of ground  sta tio n s, d is tr ib u te d  un i
form ly around  th e  globe, during  the  period Jan u a ry  30 -  F ebruary  8, 1993 (cycle 
14). T he results of basically  two estim ation  stra teg ies th a t  have been investiga ted  
are  described: (i) a  dynam ic  technique, which relies on th e  accuracy of th e  dynam ic 
m odels, characterized  by th e  fact th a t  the tran s itio n  of th e  sa te llite  s ta te  a t  differ
en t observation tim es is accom plished by the in teg ration  of th e  equations o f m otion , 
and  (ii) a  reduced-dynam ic technique, which m inim izes requ irem ents for precision 
dynam ic m odels an d  tak es full advantage of the geom etric in form ation  co n ten t avail
able from  the G P S m easurem ents, characterized by the  fact th a t  th e  sa te llite  s ta te  
tran s itio n  a t different observation  tim es is accom plished by b o th  th e  in teg ra tio n  of 
th e  equations of m otion  an d  th e  satellite  positional change inferred from  continuous 
G P S carrier phase m easurem ents. In addition, th e  effect of th e  erro rs in  th e  precise 
G P S ephem erides on th e  o rb it accuracy of T O P E X /P o se id o n  was also exam ined . 
For th is purpose, th e  G P S  orb its of the  In ternational G PS Service for G eodynam ics 
(IG S) were used w ith a  claim ed overall RMS orb it accuracy of 30 cm . R esu lts show 
th a t  th e  postfit residuals of the  first-order ionospheric-free carrie r phase  and  p seu 
dorange m easurem ents of T O P E X /P oseidon  are less th an  1 /0 .5  cm  an d  75 /6 8  cm 
in an  RMS sense for th e  dynam ic/reduced-dynam ic technique. W ith  th e  dynam ic 
technique, it is show n th a t  the  T O P E X /P oseidon  RMS position  difference over a 
6 -hour overlap betw een two 30-hour contiguous d a ta  arcs is 1.9 cm  in  rad ia l, 4.5 
cm  in cross-track a n d  6.1 cm  in along-track d irection . W ith  th e  reduced-dynam ic 
technique, these values a re  0.9 cm, 1.8 cm and 3.3 cm , respectively. F ix ing  th e  G PS 
o rb its  imposes an  ad d itio n a l RMS orbit error of ab o u t 0.9 cm  in rad ia l, 3.0 cm  in 
cross-track  and 2.6 cm  in a long-track direction for b o th  stra teg ies.

K e y w o rd s :  collocation; dynam ic; geoid undulation ; G P S ; g rav ity  anom aly;
grav ity  field: least-squares; linear p e rtu rba tion  theory; o rb it e rror; reduced-dynam ic

1 Delft U niversity of Technology, Faculty  of Aerospace Engineering, Section Space R esearch and 
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Part I. Global and local gravity field recovery from GPS
Introduction

With the coming of the space age, technologies have been developed that en
abled a systematic observation of the entire Earth. It is being realized that in 
order to be able to understand the complex nature of the dynamic Earth, a mul
tidisciplinary approach is required in which the mapping of the Earth’s gravity 
and magnetic fields with high resolution and accuracy is a prerequisite (Lambeck 
and Aristoteles 1990). High-resolution models of the gravity and magnetic fields of 
the Earth will help in modeling and understanding her structure and the driving 
forces behind plate tectonics, mantle convection, lithospheric motions, etc. (Grav
ity Workshop 1987). In addition, a high-resolution gravity field model will help 
to establish a physically meaningful reference surface for the oceans, in this case 
the geoid. With the extensive altimeter data sets of past missions like GEOS-3, 
SEASAT and GEOSAT, current missions, TOPEX and ERS-1, and future altime
ter missions, ocean variations with respect to this surface can be studied on different 
geometrical and temporal scales. In addition, by combining altimetry and gravity, 
ocean currents can be deduced and possibly long-term effects like global sea level 
change can be studied.

In the first part of these lecture notes the recovery of gravity field information 
from GPS (Global Positioning System), SST (Satellite-to-Satellite Tracking) mea
surements to a low Earth satellite will be addressed. At least four areas in Earth 
sciences and applications will greatly benefit from a vast improvement in our knowl
edge of the gravity field: 1. geodynamics, 2. oceanography, 3. climate and sea level 
change studies, and 4. geodesy, orbit mechanics and navigation. In Fig. 1 (Grav
ity Workshop 1987) the state-of-the-art in gravity field modeling is represented by 
the JGM-2 gravity field model, which is a spherical harmonic expansion complete 
to degree and order 70. It can be seen that this model is insufficient to answer 
many open questions. The ability to accurately model the shorter-wavelength geoid 
undulations will be of major importance, as it will facilitate for the first time the 
detection of oceanic features with wavelengths shorter than the dynamic sea surface 
topography that can be recovered nowadays from satellite altimetry (Denker and 
Rapp 1990, Engelis and Knudsen 1989, Marsh et al. 1989b, Nerem et al. 1988, 
Visser 1992, Visser et al. 1993).

A high-quality dual-frequency receiver on board of a low Earth satellite will yield 
SST pseudo-range and carrier phase measurements. A pseudo-range measurement is 
obtained by measuring the transit time of coded radio-frequency signals transmitted 
by the GPS satellites and recorded by a GPS receiver, and by multiplying this 
transit time with the speed of light (Ambrosius et al. 1990). There are two types of 
pseudo-random noise codes modulated on carrier signals at the L-band frequencies 
(L1 =  1.575 and L2 = 1.227 GHz). The first code is the so-called “civilian access” 
(C/A) code, which is primarily intended to ease the acquisition of the second, more 
precise, P-code. The first code is the only code officially available to “civilian” 
users. This code has a “chip-rate” of about 1 MHz, and in conjunction with this, 
the highest ranging accuracy that can be achieved from these measurements is
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Fig . 1. S um m ary  of requ irem ents for gravity m easurem ent accuracy as a  function  of th e  sp a 
tia l reso lu tion  com pared to  grav ity  m odel accuracy (G rav ity  W orkshop 1987) assum ing  30 % of 
phen o m en a  am plitude  accuracy (m gal)

nowadays better than 5 m. The P-code has a “chip-rate” of about 10 MHz, and 
therefore the accuracy of these measurements is better than 1 m. Moreover, if 
P-code measurements are available in addition to C/A-code measurements, the so- 
called first-order ionospheric propagation delay can be recovered (Gurtner 1985). 
Apart from the C/A-code and P-code signals, the carrier itself may also be used for 
ranging. Although the system was not designed for this application, it was realized 
already early in the development of the system that the highly-stable oscillators on 
board of the GPS satellites would allow very precise range measurements on this 
signal. The precision of these measurements can be as high as a few mm.

The capability of GPS to significantly improve our knowledge of the long- 
wavelength part of the gravity field, i.e. for wavelengths longer than 1000 km, 
has been shown extensively in several studies, especially the studies related to the 
Gravity Probe В and TOPEX/Poseidon mission (Smith et al. 1988, Wu and Yunck 
1986a and 1986b). In the studies described in the first part of these lecture notes, it 
will be shown that if a low Earth satellite flying at altitudes of 200 to 500 km, also 
gravity field information for smaller wavelengths can be extracted from the GPS 
measurements. The expected accuracy of carrier phase measurements by future 
space-borne GPS receivers seems to open the possibility to achieve this objective 
(Ambrosius et al. 1990).

This part of the lecture notes will start with a short description of the space 
segment of the GPS system. After this, a method will be described to estimate the
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formal error of the global gravity field harmonic coefficients from GPS data acquired 
on board of the low Earth satellite, and presents some results of the application of 
this method. The GPS SST measurements were assumed to deliver precise informa
tion about the orbit of the low Earth satellite position perturbations in the radial, 
afong-track and cross-track directions. These perturbations may be related to the 
(global) gravity field harmonic coefficients by a linear perturbation theory (Kaula 
1966, Schrama 1989, Visser 1992, Visser et al. 1994).

In addition, a method will be described for a local gravity field recovery from 
GPS SST measurements to a low Earth satellite. A simulation has been performed 
for a 20° X 20° test area in Western Europe.

G P S  space se g m e n t

The space segment of the NAVSTAR/GPS system will consist of 24 satellites 
after its completion (Fig. 2). Included are 3 spares, which will make it possible to 
maintain a near-optimal configuration, even after the failure of a few GPS satellites. 
The 24 GPS satellites are and will be located in 6 orbital planes, which have an 
inclination of 55°, at an altitude of about 20,000 km. The satellites complete 2 
orbital revolutions per sidereal day. The space segment has almost been completed. 
At the writing of these lecture notes, 34 GPS satellites have been launched (Table 
I). These satellites can be divided into two groups. The first group consists of 11 
so-called block I satellites, most of which are inactive and also the remaining will 
be decommissoned. The final configuration will consist of 24 block II satellites, and 
already 23 of these satellites have been launched.

In order to fully exploit the information content of GPS measurements between 
the high-flying GPS sat ellites and a low Earth satellite, a network of ground stations

Fig . 2. T h e  uniform -24 sa te llite  constellation  including th re e  o n -o rb it active spares fo r th e  G lobal 
P o s itio n in g  System
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T a b le  X. N A V STA R/G PS con ste lla tio n  s ta tu s

Block SVN PRN Orbital Launch Clock Active Idle
ID Code Plane Date (UT)
I

01 04 78-02-22 78-0329 85-07-17
02 07 78-05-13 78-07-14 81-07-16
03 06 A-3 78-10-06 R b “ 78-11-13 92-05-18
04 08 78-12-10 79-01-08 89-1 6 1 4
05 05 80-02-09 80-02-27 83-11-28
06 09 80-04-26 80-05-16 9 1 -0 3 0 6
07 81-12-18 L aunch failure
08 11 C-3 83-07-14 C sb 8 3 0 3 1 0 930 5 -0 4
09 13 C -l 84-06-13 Cs 84-07-19
10 12 A-l 84-09-08 Cs 84-1603
11 03 C-4 85-10-09 R b 85-1 6 3 0

11
II -1 14 14 E -l 89-02-14 Cs 89-04-15
II-2 13 2 B-3 89-06-10 Cs 89-0 3 1 0
II-3 16 16 E-3 89-08-18 Cs 89-1614
II-4 19 19 A-4 89-10-21 Cs 89-11-23
II-5 17 17 D-3 89-12-11 Cs 960 1 -0 6
II-6 18 18 F-3 90-01-24 Cs 9602-14
II-7 20 20 B-2 90-03-26 Cs 90-04-18
II-8 21 21 E-2 90-08-02 Cs 90-0322
II-9 15 15 D-2 90-10-01 Cs 9 6 1 6 1 5
IIA
II-10 23 23 E-4 90-11-26 Cs 9612-10
I I I  1 24 24 D -l 91-07-04 Cs 91-0330
11-12 25 25 A-2 92-02-23 R b 92-0324
11-13 28 28 C-2 92-04-10 Cs 92-04-25
11-14 26 26 F-2 92-07-07 Cs 92-07-23
11-15 27 27 A-3 92-09-09 Cs 92-0 6 3 0
11-16 32 01c F -l 92-11-22 Cs 92-12-11
11-17 29 29 F-4 92-12-18 Cs 93-01-05
11-18 22 22 B -l 93-02-03 Cs 93-04-04
11-19 31 31 C-3 93-03-30 Cs 93-04-13
11-20 37 07 C-4 93-05-13 Cs 93-0612
11-21 39 09 A-l 93-0626 Cs 9307-20
11-22 35 05 B-4 93-08-30 Cs 93-0 6 2 8
11-23 34 04 D-4 93-1626 Cs 93-11-22
11-24________________________________________________________________________________
“ R ubid ium  clock. 
bC esium  clock.
CPR N  num ber changed  to  1 on 93-01-28.

is necessary. This will enable to compare the GPS SST measurements with GPS 
measurements collected by these stations in order to eliminate e.g. clock errors. 
Several studies have shown that at least 6 globally distributed ground stations are 
required for a high-accuracy orbit determination of the low Earth satellite (Wu and 
Yunk, 1986a and 1986b). Figure 3 shows the tracking network that has been used in 
the orbit TOPEX/Poseidon computation for cycle 14 at the Section Space Research 
and Technology (SSR&T), Faculty of Aerospace Engineering, Delft University of 
Technology. This network consists of 10 globally distributed ground stations.
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-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 ISO

F ig . 3. T O P E X /P o se id o n  ground track ing  netw ork  for cycle 14 (Jan u ary  30 -  F eb ru a ry  8, 1993) 

G lob al g r a v ity  fie ld  rec o v e ry  from  G P S

Covariance analyses have been performed to a global gravity field recovery from 
GPS SST tracking of a low Earth satellite. If the gravity field potential is described 
by a spherical harmonic expansion, the unknown part of the gravity field potential, 
denoted by T, may be expressed by (Kaula 1966):

OO I I

( ~ )  (AQm cosmA + A Sim sinmA) F/m(sin<£) (1)
Г 1=2 m=0 Г

where /1 denotes the gravity parameter of the Earth, ae the mean equatorial radius 
of the Earth, Pim the fully-normalized Legendre polynomial of degree / and order 
m, and AC\m and ДSim the (unknown) fully-normalized gravity field harmonic 
coefficients. The satellite position in the rotating geocentric coordinate frame is 
denoted by the radius r, the longitude Л and the geocentric latitude ф. From this 
equation, any other gravity field induced signal along a near-circular satellite orbit 
can be derived. In these lecture notes, these signals are orbit perturbations Ar,-, 
where the indices i and j  denote directions in the satellite local-horizontal, local- 
vertical plane, i.e. in the so-called radial, along-track, and cross-track directions. It 
is assumed that these perturbations can be observed from GPS SST measurements. 
This will be discussed later in this Section. In order to find the relations for the orbit 
perturbations, Eq. (1) can be transformed into an equation that contains orbital 
elements (Kaula 1966). The low Earth satellite is expected to be in a circular repeat 
orbit, i.e. the eccentricity e is equal to zero, and its ground track will repeat after 
a certain time. For such an orbit, the unknown part of the gravity potential can be
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written as:
IШ (IT j I •Y. ( ~ j r )  Yj Yp SlmpSlmp (w  +  M, f i  -  0 )
/=2 m = 0  p = 0

( 2)

where:

Simp (w + M, Q — 0) — AClm 
— A Sim
A 5 |m 
AC,m

/ — m even

J /—m odd l—m even

l—m odd

cos ((/ — 2p)(w + M) + m(Q — 0))+ 

sin((/ — 2p)(ui + M) + m(Q — 0)) .

(3)
In these equations use has been made of the so-called Kepler elements. These 
are the satellite’s orbital semi-major axis a, eccentricity e, argument of perigee ui, 
inclination i, right ascension of ascending node fi and the mean anomaly M . The 
Greenwich hour angle is denoted by 0, while F\mp is a function depending on the 
orbital inclination i only (Kaula 1966, Schrama 1989). The gravity field potential is 
truncated at a certain maximum degree nmax. The value for nmax will be specified 
later.

The Hill equations represent a set of linearized equations for the motion relative 
to a circular reference orbit (Dunning 1973). IfT represents the disturbing potential, 
the equations for the radial, along-track and cross-track orbit perturbations become 
for a general term 7}mp (Colombo 1989, Schrama 1989, Visser 1992, Zandbergen 
1990):

A V z imp — a ( q ') Simp
2(1 - 2 p) | 4p — 3/ — 1 | 4p — / + 1

Imp

ArX,lmp — Ö (~^) Simp

ïflmp + 1 2({imp -  1)

2 ( / + l ) - 3 ( / - 2 p ) - r - l —___________Jimp ,
t   T

s,mp

+ 4 p  — 3 1 - 1  , l - 4 p - l

/lmp + 1 + Jimp 1 5* Imp

А Гу imp — /lip [(lirO '^  2p)cOSt rn) /' ' i mp ' j  S (|+l)rnp

-  ( itk?  ((I -  2p) cos i -  m) + F'imp'j -l)mp

where:

S* Imp (w + M, Q — 0) —

Simp —l — 2p —

A Clm
l — m even

-ASlm l—m odd
A Sim l—m even

. A Clm l—m odd

m
llr

(4)

(5)

( 6) 

(7)

sin((/ — 2p)(w -)- M) + m(Çl — 0))—

cos((/ — 2p)(w -fi M) -f- m(Q — 0))

( 8)
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and F ' i m p  is the derivative of F i m p  with respect to the inclination i .  The factor 
nr is the number of nodal orbital revolutions per day. These equations establish 
the relation between the disturbing potential T  and the orbit perturbations in the 
radial, along-track and cross-track directions. It can be shown that for an exact 
repeat orbit, these equations become true Fourier series (Colombo 1984). Several 
studies have shown the validity of these equations (Schrama 1989, Visser 1992).

The first step of an actual gravity field recovery and/or adjustment consists 
of a precise dynamic orbit determination of the low Earth satellite with the best 
state-of-the-art dynamic models. In this step, an orbit will be computed that fits 
best through the GPS SST measurements. This orbit will be subtracted from 
these measurements to obtain GPS SST measurement residuals. These residuals are 
assumed to be caused by measurement noise and déficiences in the dynamic models 
employed, and are used to determine corrections of the satellite position in the 
radial (Дгг), along-track (A rx), and cross-track (Дry) directions. The measurement 
equations are obtained by summing the Eqs (4)-(6) over the degree /, order m, and 
the index p:

п т а х  l l

Дг* =  £  E 2 > -  ,1 m p  (9)
1=2 m=0 p — 0 

п т а х  l l

Дг1 = Е Е Е  АгУ.' mp
1=2 m=0 p = 0

п т а х  I I

Л г - =  E  E E i ' .  M p  (П )
1=2 m=0 p = 0

( 10)

N orm al eq u ations

It has been stated that for a circular repeat orbit, the linear relations connect
ing the unknown harmonic coefficients with the GPS SST measurements (or orbit 
perturbations) can be represented by Fourier series. If many observations are made 
during a complete repeat period and a constant sampling-rate is applied, it can be 
shown that the normal matrix becomes block-diagonal when organized per order 
(Colombo 1984, Rummel 1990, Schrama 1990 and 1991, Visser 1992, Visser et al. 
1994). For different orders m of the gravity field coefficients, the frequencies of 
the orbit perturbations or gradiometer signal caused by such coefficients become 
decorrelated (provided a perfect coverage). The greatest dimension of these blocks 
is equal to approximately half the maximum degree of the gravity field harmonic 
expansion that is to be determined, because also ASim and AC/m become uncor
related. The inversion of the total normal matrix transforms to an inversion of 
block-matrices with dimensions much smaller than the total number of unknowns. 
This prevents the necessity of long and costly computer runs. An additional advan
tage is that only a small part of the total normal matrix (only the blocks on the 
diagonal) has to be stored. It is believed that the previous procedure can also be
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applied in a real gravity field model recovery experiment using real GPS observa
tions, and that the normal equations for the gravity field unknowns can be forced 
into a block-diagonal matrix and an iterative procedure can be applied.

The diagonal of the inverse of the normal equations contains the formal errors 
of the estimated gravity field parameters. These formal errors are properly scaled 
by taking into account the number of GPS SST measurements and the accuracy of 
these measurements. The scaling can be written as:

scale = a{orbit)\fKt (12)

where o-(orbit) is the measurement accuracy, and Д/ the measurement interval. The 
results to be discussed are based on these formal error estimates.

Sim ulation  set-up  and results

In the global gravity field recovery covariance analyses, it is assumed that the 
measurement interval is equal to 1 sec and the measurement accuracy of the ob
served orbit corrections 1 cm, nominally. This 1 cm accuracy estimate is based on 
the accuracy of ionospheric-free combinations of carrier-phase measurements. In 
fact, the GPS receiver on board of TOPEX/Poseidon collects carrier-phase SST 
measurements with an accuracy of the order of a few mm. The repeat period for 
orbit of the low Earth satellite is chosen equal to 90 days, and the orbit is assumed 
to be circular and to have an inclination of 90° (polar). The effect of the orbit height 
of the low Earth satellite on the gravity field recovery has been studied, and besides 
the nominal values for the measurement interval and measurement accuracy, some 
other values have been used.

It can be seen from Fig. 4 that for an orbit height of 200 km, a gravity field 
model can be estimated with a maximum significant degree equal to 115, i.e. a 
resolution of approximately 170 km, much better than the state-of-the-art in gravity 
field modeling (Fig. 1). The maximum significant degree is defined as the degree 
for which the formal errors are larger than the order of magnitude of gravity field 
parameters indicated by Kaula’s rule of thumb:

0 (A S lm,AClm) = IO"5/ /2 (13)

For an orbit height of 1350 km, i.e. the orbit height of TOPEX/Poseidon, the 
resolution that can be achieved is about 500 km.

Figure 5 shows the effect of the measurement interval and accuracy for an orbit 
height of 200 km. It can be seen that if the measurement interval is equal to 10 sec, 
the maximum significant degree drops from 115 for the nominal case to about 97. 
If the measurement accuracy drops from 1 cm to 10 cm, the maximum significant 
degree becomes 79. These results show the importance of implementing a GPS 
receiver on board of the low Earth satellite that has the capability of measuring on 
both frequencies with the highest accuracy possible.

It is possible to summarize the previous results in the form of accuracy estimates 
for gravity anomalies and geoid undulations on the Earth’s surface. This has been
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Fig . 4. M axim um  significant degree of a  gravity field m odel estim a ted  from G P S SST  m easu re 
m e n ts  to  a  low E a rth  sa tellite  as a  function  of the  o rb it h e igh t

F ig . 5. Effect of m easurem ent in te rv al and  m easurem ent accuracy  of the  m axim um  significant 
d eg ree  o f a  gravity  field m odel e s tim a ted  from  GPS SST  m easurem en ts to a  low E a r th  sa te llite

done for gravity anomalies and geoid undulations for a resolution of 1°, or about 
100 km (in agreement with the resolution requirements for the ARISTOTELES 
mission (CIGAR 1989 and 1990)). By presenting results in this form, it will also be 
possible to compare the global gravity field recovery covariance analysis results with
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the results of the local gravity field recovery experiment that will be discussed in 
the next Section. Results are listed in Table II. The values listed in this table were 
obtained by taking into account the formal errors up to the maximum significant 
degree. Omission errors caused by degrees larger than the maximum significant 
degree were added based on the Rapp’79 anomaly degree variance model (Rapp 
1979). Again, the state-of-the-art in gravity field modeling is represented by the 
JGM-2 gravity field model. According to the calibrated covariance of this model and 
taking into account omission errors, the accuracy of 1° x 1° gravity anomalies and 
geoid undulations is equal to 16.4 mgal and 104 cm, respectively. These numbers 
represent a global rms. It can be shown that the accuracy over the oceans is better 
and that the largest errors are made over the land areas.

T a b le  I I .  E rro r estim ates m ean 1° X 1° g rav ity  anomalies (Д g) an d  
geoid u n d u latio n s (Д /i)

Orbit height 
(k m ) (  mgal)

A h
(cm )

Orbit height  
( k m  ) (mgal)

A h
(cm )

145 I и 41.5 450 16.0 90.8
169 11.9 46.6 551 16.6 102.2
193 12.5 51.6 727 17.4 119.3
229 13.3 58.5 1332 18.7 162.6
290 14.3 68.7 1564 19.0 174.9
385 15.4 82.6 2084 19.5 201.3

JG M -2 16.4 103.8
sum  of com m ission and om ission erro rs
om ission erro rs from R ap p ’79 anom aly  degree  variance m odel

From Table II it can be seen that even if the low Earth satellite flies as high as 
500 km, still an improvement in the state-of-the-art in gravity field modeling can 
be obtained. In fact, the results listed in Table II hold for a situation in which 
it is assumed that only 90 days of GPS SST data will be available, and in the 
computation of formal errors no a prion information, e.g. the information that led 
to the JGM-2 model, was taken into account. In reality, it is expected that much 
more GPS SST data will become available and that this data will be added to what 
we already know of the Earth’s gravity field.

Local gravity field recovery  from  GPS

Besides the global gravity field recovery covariance analyses, a more thorough 
study to a local gravity field recovery from GPS SST measurements has been per
formed. The following procedure has been developed to extract local gravity field 
information from GPS SST measurements to a low Earth satellite. Just as in the 
global gravity field recovery from GPS SST measurements, it is assumed that first 
an a priori orbit of the low Earth satellite is computed with the best dynamic models 
available, and this orbit is used to compute GPS SST measurement residuals. These
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residuals are used to estimate residual accelerations of the low Earth satellite for 
each GPS link in the direction of the relevant GPS satellite in view of the low Earth 
satellite. If more than 3 GPS satellites are in view, it is possible to transform these 
accelerations into accelerations in the radial, along-track and cross-track directions. 
These accelerations are used to compute a regular grid of satellite acceleration at a 
mean altitude of the low Earth satellite. Finally, this grid is continued downward 
to the Earth’s surface in the form of gravity anomalies and geoid undulations. The 
preceding steps will be discussed in more detail in the following Sections.

D eterm in a tio n  o f residual sa te llite  accelerations

GPS SST measurement residuals (Araps) are obtained by subtracting an a 
priori orbit from the GPS SST measurements. For each GPS link, a second-order 
polynomial is estimated from 30 sec of GPS SST residuals:

A I  2

A pgps =  no +  ait  +  -аг< (14)

The second derivative of this polynomial gives an estimate of the residual accel
eration of the low Earth satellite in the direction of the line-of-sight between the 
relevant GPS satellite and the low Earth satellite, assuming that the GPS mea
surement residuals are caused by orbit errors of the low Earth a priori satellite 
orbit. It is assumed that the orbit errors of the high-altitude GPS satellites have a 
very long-wavelength and do not play a role in the estimation of a relative short- 
wavelength gravity field model. Furthermore, it is expected that GPS orbit errors 
are eliminated for the greater part for example by forming double differences of the 
GPS SST and ground station measurements. If more than 3 GPS satellites are in 
view of the low Earth satellite, it is possible to estimate residual accelerations in 
the radial, along-track and cross-track direction. This is done by the method of 
least-squares. The result is a huge number of residual accelerations along the orbit 
of the low Earth satellite.

G ridding o f resid u a l accelerations and dow nw ard con tin uation

The “observed” residual accelerations along the orbit of the low Earth satellite 
are used to estimate a regular grid of residual accelerations at a mean altitude of 
the low Earth satellite. This grid will have a constant resolution in both longitude 
and latitude. This process is referred to as gridding. The resolution will be referred 
to as the grid size. This gridding is achieved by collecting all residual satellite 
accelerations along the orbit of the low Earth satellite for cells that have a size 
equal to the grid size in longitude and latitude. For each cell, one acceleration in the 
radial, one in the along-track, and one in the cross-track direction is estimated by the 
method of least-squares collocation. Finally, this regular grid is continued downward 
to the Earth’s surface in the form of gravity anomalies and geoid undulations, also 
by using the method of least-squares collocation. The result of this downward 
continuation will also be a regular grid, in this case of gravity anomalies and geoid
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undulations. The latter step can be represented as (Moritz 1980):

А д/Ah = Cbg/bh,a(Caa + D) (15)

where C^g/Ah.a represents the correlations between the estimated gravity anomaly/ 
geoid undulation (Ад/Ah) and the residual satellite accelerations of the regular grid 
(a), Caa is the covariance matrix of the residual accelerations, and D represents 
the covariance matrix of measurement uncertainties. In the computation of the 
(со)variances use is made of the previously mentioned Rapp’79 anomaly degree 
variance model.

Sim ulation  set-up

The procedure described above has been used to simulate a local gravity field 
recovery from GPS SST measurements to the ARISTOTELES satellite, which was 
supposed to fly in a 200 km altitude orbit (CIGAR 1989 and 1990). The objective 
of the ARISTOTELES mission is to map the Earth’s gravity and magnetic fields 
with high accuracy and with a resolution of 100 km. Although the mission has 
been canceled at the moment of this writing, it is believed that the results of this 
study will be valid for future satellites that will be equipped with a GPS receiver, 
possibly Gravity Probe В and STEP. An area in Western Europe was selected, 
extending from 0° to 20° longitude, and from 40° to 60° latitude (Fig. 6). Relatively 
high frequency gravity signals can be found in this area and therefore, this area is 
expected to be suitable to show the possibilities for a local gravity field recovery 
from GPS SST measurements.

In the experiment, it was assumed that the current state-of-the-art in gravity 
field modeling can be represented by the GEM-T1 gravity field model, complete 
to degree and order 36 (Marsh et al. 1986). The “real-world” was simulated by 
the OSU86f gravity field model, complete to degree and order 360 (Rapp and Cruz 
1986). The latter model has a resolution of about 50 km, smaller than the ARIS
TOTELES mission goal. With these models, ARISTOTELES and GPS orbits, GPS 
SST measurements, and gravity anomalies and geoid undulations were simulated.

A data period of 30 days was simulated in the local gravity field recovery exper
iment. In the computation of the simulated a priori and “real-world” ARISTOTE
LES and GPS orbits use was made of an llth-order Adams-Moulton integrator with 
a step size of 2.5 sec. The measurement interval of GPS SST measurements was 
taken equal to the integration step size. A small step-size was necessary because of 
the high resolution of the OSU86f gravity field model (approximately 50 km). In the 
simulation of the a priori ARISTOTELES and GPS orbits the full GEM-T1 model 
was used. The full OSU86f model weis used in the simulation of the “real-world” 
ARISTOTELES orbits. However, for the simulation of the “real-world” GPS orbits, 
the OSU86f model was truncated at degree and order 36, because the high-altitude 
GPS satellites are almost insensitive to gravity terms with a degree larger than 36. 
ARISTOTELES was assumed to be in a near-circular orbit with an eccentricity of
0.001, a mean semi-major axis of 6577.05 km, an inclination of 96.3° (near-polar). 
The orbit repeats itself every 91 days after completing 1479 revolutions (CIGAR
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o n g i t u d e  ( d e g )

Fig. 6. Selected test area in Western Europe for the local gravity field recovery experiment

1989). The GPS space segment was simulated by 18 GPS satellites uniformly dis
tributed around the Earth in 6 orbital planes with an inclination of 63.45° at an 
altitude of about 20,000 km (CIGAR .1989). The GPS orbits were supposed to be 
near-circular and to complete two orbital revolutions per sidereal day.

The simulated a priori and “real-world” orbits were used to simulated GPS mea
surement residuals. GPS SST range measurements were simulated by computing 
the range between ARISTOTELES and the GPS satellites. This was done using 
both a priori and “real-world” orbits, and GPS SST measurement residuals were 
obtained by subtracting the a priori from the “real-world” measurements. Two 
cases were investigated, one for which the data were assumed to be perfect (zero 
noise) and one for which it were assumed that the measurement uncertainty can 
be modeled by uncorrelated measurement errors with a normal distribution and a 
standard deviation of 2 mm (this is of the same order as the measurement accuracy 
of the GPS receiver on board of TOPEX/Poseidon).

The GPS SST measuremement residuals are caused by the differences between 
the GEM-T1 and OSU86f gravity field models, defined as the residual gravity field. 
This residual gravity field is used to compute residual gravity field anomalies and 
geoid undula tions in the selected test area in Western Europe for a regular grid 
with a resolution of 1° in longitude and latitude. The rms of point gravity anomalies 
and geoid undulations for this test area is equal to 19.0 mgal and 2.39 m, respec
tively. These are the signals that were to be recovered from the simulated GPS SST 
measurement residuals. In other words, the GPS SST measurement residuals will 
be used to estimate gravity anomalies and geoid undulations, which will be com
pared with the gravity anomalies and geoid undulations computed directly from the
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residual gravity field. This enables to give an accuracy estimate of the procedure 
described in the beginning of the part about local gravity field recovery from GPS.

The OSU86f gravity field model is only complete to degree and order 360. This 
means that an omission error will be made due to terms with a degree larger than 
360. For mean 1° x 1° gravity anomalies, this error is about 5 mgal according to the 
Rapp’79 anomaly degree variance model. It was found that the rms of mean 1° x 1° 
gravity anomalies computed from the residual gravity field (fis opposed to point 
gravity anomalies) is equal to 16.6 mgal. If the omission errors are added to this 
rms, a value is obtained comparable to the rms of the point gravity anomalies (19.0 
mgal). Therefore, the results to be presented hold for point gravity field anomalies 
and point geoid undulations, but are assumed to be representative for a mean 1° x 1° 
gravity anomaly/geoid undulation recovery.

R esults

From the GPS SST measurement residuals, it was possible to recover residual 
satellite accelerations with an accuracy of the order of 0.3 and 1.0 mgal (compared 
to an rms of the residual accelerations of the order of 2-3 mgal) if the data noise 
was equal to 0 and 2 mm, respectively. From these accelerations, it was possible 
to recover gravity anomalies and geoid undulations with accuracies of 8.9 and 12 
mgal, and 45 and 63 cm, if the data noise was equal to 0 and 2 mm, respectively. As 
noted above, these accuracy estimates were obtained by comparing the recovered 
gravity anomalies/geoid undulations with those computed directly from the residual 
gravity field. These results show that even for perfect GPS SST measurements (0 
mm data noise), errors in the recovered gravity anomalies and geoid undulations of 
about 9 mgal and 45 cm are made. This is caused by the fact that the downward 
continuation of the residual satellite accelerations to the Earth’s surface is an insta
ble process, in which small errors at the satellite altitude are magnified (Tikhonov 
1963). In addition, small errors are made in the estimation of residual satellite 
acceleration for each GPS link (Eq. (14)). These accelerations were obtained by 
taking the second derivative of a second-order polynomial, fitted through a batch 
of 30 sec of GPS SST measurement residuals. In fact, the second-order polynomial 
is an approximation of the real residuals. Finally, in a local gravity field recovery, 
long-wavelength (the test area has a size of only 20°) gravity field phenomena are 
only partly visible.

The results of the local gravity field recovery were found to be in close agreement 
with those of the global gravity field recovery covariance analyses. For example, for 
a data noise of 2 mm, the accuracy of recovered gravity anomalies in the local 
gravity field recovery experiment is equal to about 12 mgal. From Table II it can 
be seen that the global gravity field recovery covariance analyses predict that for 
an orbit height of 200 km (ARISTOTELES orbit height) it will be possible to 
recover gravity anomalies with a comparable accuracy. It must be noted that the 
results of the local gravity field recovery experiment hold for a 30-day period, with 
a measurement accuracy of 2 mm and a measurement interval of 2.5 sec. For the 
global gravity field recovery covariance analyses, the results hold for a 90-day period,
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with a measurement accuracy of 1 cm and a measurement interval of 1 sec. If in 
the global analyses, also a 30-day period, a measurement interval of 2.5 sec and a 
measurement accuracy of 2 mm was applied, the results are almost the same (see 
also Eq. (12)).

C onclusions

Both the global gravity field recovery covariance analyses and the local gravity 
field recovery experiments indicate that the current state-of-the-art in gravity field 
modeling can be improved significantly if future low Earth satellites will be equipped 
with a high-quality dual-frequency GPS receiver. Even if the satellite will fly in an 
orbit as high as 500 km, still a significant improvement in gravity field modeling 
can be obtained.

Part II. TO PEX /Poseidon orbit determination from GPS
tracking

Introduction

Covariance and actual analyses have already demonstrated that, using obser
vations of the NAVigation Satellite by Timing And Ranging (NAVSTAR) Global 
Positioning System (GPS), the orbit of the TOPEX/Poseidon satellite can be deter
mined to the decimeter or even sub-decimeter accuracy level (Wu and Yunk 1986a 
and 1986b). However, the results obtained from these error analyses are based on 
the observed data quality and the expected GPS observing geometry using hypo
thetical GPS measurements acquired by the TOPEX/Poseidon flight receiver and a 
global network of ground receivers. In the results to be discussed in this part, real 
GPS observations have been processed at Delft University of Technology, Section 
Space Research к  Technology (DUT/SSR&T). These observations were obtained 
from the GPS Demonstration Receiver (GPSDR) on TOPEX/Poseidon and about 
10 globally distributed ground receivers for the period January 30 to February 8, 
1993 (cycle 14). All observations were processed with the GIPSY-OASIS II (GPS 
Inferred Positioning SYstem -  Orbit Analysis and Simulation Software II) software 
system, developed at the Jet Propulsion Laboratory (JPL) in Pasadena, California.

To assess the GPS performance on TOPEX/Poseidon, two estimation strategies 
were investigated, viz. (i) a fully dynamic technique and (ii) a reduced-dynamic 
technique. The general characteristics of the dynamic approach are:

-  it reduces measurement noise

-  it yields greater information concerning the satellite state at a single epoch

-  it links the satellite state at different observation times by integration of the 
equations of motion

-  it preserves maximum data strength

Acta Geod. Geoph. Hung. 29, 1994



G R A V IT Y  F IE L D  R E C O V E R Y  F R O M  G P S 379

-  it yields the lowest formal orbit errors

-  it causes systematic errors in the satellite state, which tend to grow as the data 
arc length increases, when the satellite forces (dynamics) are not adequately 
modeled

-  it is favoured above an altitude of about 2000 km when dynamic model errors 
are small and GPS observability diminishes.

Those of the reduced-dynamic approach are:

-  it exploits the geometric information available from GPS measurements while 
minimizing requirements for precision dynamic models

-  it uses the dynamic and non-dynamic methods of state transition with each 
given appropriate weighting

-  it is of greatest value when the dynamic and non-dynamic solutions are com
parable

-  it yields the lowest overall orbit errors

-  it is favoured between altitudes of about 400 and 2000 km when GPS observing 
geometry is reasonably good.

The TOPEX/Poseidon and GPS orbit accuracies were determined by examination 
of the observation residuals and by comparison of the ephemeris differences over 
6-hour overlaps of ten 30-hour contiguous solution arcs. Furthermore, the solved- 
for GPS orbits were compared with the a priori precise GPS ephemerides, which 
were determined from the orbits of the International GPS Service for Geodynamics 
(IGS) having an overall RMS orbit accuracy of about 30 cm.

T O P E X /P o se id o n

TOPEX/Poseidon, a US/French oceanographic mission, was launched on Au
gust 10, 1992 aboard the Ariane Launch vehicle of the European Space Agency 
(ESA), into a near-circular orbit with an eccentricity of 0.000455, a mean semi
major axis of 7720 km (1340 km altitude), and an inclination of 66°. The ground 
track repeats every 10 days after TOPEX/Poseidon completes 127 orbital revolu
tions. It carries a GPS Demonstration Receiver (GPSDR), which is the first highly 
sophisticated GPS receiver that can actually record both carrier phase and pseudor
ange measurements at an extremely high data rate. The pseudo-ranges are recorded 
every second, while the carrier phases are smoothed against the carrier and recorded 
every 10 seconds. Since the GPSDR can take measurements from up to six GPS 
satellites simultaneously, it, accordingly, provides a continuous, global and dense 
coverage of observations. At any instant of time this coverage is also in many direc
tions. This is obviously an advantage of the GPS tracking system compared to both 
the SLR (Satellite Laser Ranging) and DORIS doppler systems, which do not have
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continuous coverage of observations in many directions at one time (Bertiger et al. 
1993). The TOPEX/Poseidon ground tracking network for cycle 14 was already 
shown in Fig. 3, showing a global distribution of the 10 ground stations.

D y n a m ic  m od els and e stim a tio n  scenario

As mentioned before, the GPS observations were processed in a dynamic and 
reduced-dynamic estimation scheme with the GIPSY-OASIS II analysis software. 
The dynamic models used for TOPEX/Poseidon have been improved considerably. 
For example, the Joint (NASA/GSFC (National Aeronautics and Space Administra- 
tion/Goddard Space Flight Center), Greenbelt, Maryland and CSR/UTA (Center 
for Space Research/the University of Texas at Austin), Austin, Texas) Gravity field 
Model 2 (JGM-2), complete to degree and order 70, was used for TOPEX/Poseidon. 
In comparison, the GEM-T3 model, truncated at degree and order 8, was used for 
the GPS satellites. A second noteworthy model element is the solar pressure model. 
TOPEX/Poseidon was modeled as a combination of 8 components, the so-called 
box-wing model, with each component having its own properties regarding area, 
specularity and diffusivity. This macro model was also adopted for the earth radi
ation and atmospheric drag model of TOPEX/Poseidon. Furthermore, three tide 
models were applied, such as solid Earth tide, ocean tide and pole tide. Finally, 
and this is really very important, it is possible to specify initial values for the em
pirical accelerations of the custom force model of TOPEX/Poseidon. Information 
about the constant accelerations and the sine and cosine 1- and 2-cpr (cycle-per- 
revolution) terms of the empirical force on TOPEX/Poseidon can be obtained by 
first performing a dynamic filtering and solve for these parameters. Then, these 
solved-for empirical force terms can be kept fixed in a subsequent reduced-dynamic 
filtering. The initial state vector of TOPEX/Poseidon was obtained from the SLR 
data processing.

Furthermore, the GPS orbits of IGS (International GPS Service for Geodynam
ics) were used as a priori information for the epoch states of all GPS satellites. 
These orbits are a weighted mean of the orbits computed by several different pro
cessing centers, viz.

(i) European Space Operation Centre (ESOC) in Darmstadt, Germany,
(ii) GeoForschungs Zentrum (GFZ) in Potsdam, Germany,
(iii) Centre of Orbit Determination Europe (CODE) in Bern, Switzerland,
(iv) National Geodetic Survey (NGS) in Greenbelt, Maryland,
(v) Jet Propulsion Laboratory (JPL) in Pasadena, California,
(vi) Scripps Institute of Oceanography (SIO) in La Jolla, California,
(vii) Energy Mines Resource (EMR) in Ottawa, Canada,

and are believed to have an average 3-D RMS orbit accuracy of about 30 cm. As 
observations, we used first-order ionospheric-free pseudo-ranges and carrier phase 
observations with a data noise of 1 m and 1 cm for the 10 ground receivers, and 
3 m and 2 cm for TOPEX/Poseidon. The observations were compressed to a data 
rate of 1 observation per 5 minutes using a cut-off elevation angle of about zero 
degrees for TOPEX/Poseidon and 15 degrees for all ground stations. For cycle 14,
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ten 30-hour data arcs were selected with a б-hour overlap. The estimated parame
ters included the TOPEX/Poseidon state vector at epoch, the constant and 1- and 
2-cpr cross-track and along-track terms of the TOPEX/Poseidon empirical force, 
the radial antenna phase center offset of TOPEX/Poseidon, the GPS state vectors 
at epoch, the constant GPS solar pressure scale factor, the constant and stochastic 
GPS solar radiation Y-biases, the stochastic GPS solar radiation scaling factors 
X and Z, the non-fiducial station locations, the random walk modeled troposh- 
eric dry zenith residual delays, the X and Y pole position and corresponding rate, 
the UT1-UTC rate, the carrier phase biases, the TOPEX/Poseidon receiver clock 
(modeled as white noise), the GPS transmitter clocks (modeled as white noise) and 
the ground receiver clocks (modeled as white noise) except for one reference clock. 
As said before, the observations are processed with GIPSY-OASIS II, making use 
of a SRIF (Square Root Information Filter) filter. This filter is a so-called epoch 
state filter in which all measurements are processed sequentially. Furthermore, all 
measurements are divided into finite discrete time intervals known as batches. The 
time update of the filter propagates the satellite state estimates and covariances 
from one batch to the next using a state transition model, while the measurement 
update of the filter incorporates a new batch of measurements. Now, to obtain the 
optimal parameter estimates and covariances at all batch observation times from 
100% of the measurements, a backward smoothing in time is performed. At the 
same time, it is possible to perform a forward mapping in time, since the filtered 
state estimates and covariances apply to the epoch state.

R esu lts

Figure 7 (top) shows the TOPEX/Poseidon orbit differences in all three posi
tion components between reduced-dynamic and dynamic orbits (with GPS orbits 
adjusted). Since the major dynamic modeling errors are absorbed by the empirical 
force in a dynamic filtering, the difference presented actually shows the effect of the 
higher-order dynamic modeling errors, which still give an rms error in the altitude of 
about 3 cm, 3.5 cm cross-track and 8 cm along-track. It should be noted that about 
the same results are obtained when the GPS orbits are not adjusted. The bottom 
part of Fig. 7 shows the effect of errors in the IGS orbits on the orbit accuracy of 
TOPEX/Poseidon. Errors in the IGS orbits, which are believed to be accurate to 
the 30-cm level, still cause errors in the TOPEX/Poseidon orbit of about 1 cm in 
altitude, 3 cm cross-track and 2.5 cm along-track.

Fixing the GPS orbits reduces the number of estimated parameters considerably 
and, as a consequence, requires also less CPU time for the filter. This is obviously 
a major advantage from a computational point of view. However, since GPS orbit 
errors do not translate directly into errors in the TOPEX/Poseidon orbit but are 
reduced by roughly a factor of ten (Bertiger et al. 1993), overall RMS orbit errors 
of about 3 cm remain for TOPEX/Poseidon when the IGS orbits are not adjusted, 
which can be seen from Fig. 7. Hence, to achieve the highest orbit accuracies for 
TOPEX/Poseidon, the IGS orbits should be estimated as well, the fact notwith
standing that these orbits appear to be accurate enough for TOPEX/Poseidon orbit 
determination to the sub-decimeter accuracy level.
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Fig . 7. Differences in T O P E X /P o se id o n  position com ponen ts d u e  to  the  h igher-order dynam ic 
m o d e lin g  errors (top) an d  d u e  to  erro rs in the  precise G P S  o rb its  (IG S, bo ttom )

Starting with the results of dynamic filtering, the top part of Fig. 8 shows the 
TOPEX/Poseidon difference in all position components over a 6-hour overlap be
tween two 30-hour data arcs with GPS orbits adjusted. In this case, sub-decimeter 
orbit accuracy can also be achieved with dynamic filtering, since the RMS difference 
is about 2 cm in altitude, 4.5 cm cross-track and 6 cm along-track. Up to now, it 
can be concluded thak errors in the TOPEX/Poseidon orbit remain when dynamic 
filtering is used and when the GPS orbits are not adjusted. The effects of both 
have been shown. Therefore, to absorb the higher-order dynamic modeling errors 
and to eliminate the errors introduced by not estimating the IGS orbits, a second
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Fig. 8. Differences in T O P E X /P o se id o n  position  com ponents over a  6-hour overlap  be tw een  two 
30-hour d a ta  arcs using  a  dynam ic (top) /  reduced-dynam ic (bo ttom ) s tra teg y  w ith  p recise  G PS 
o rb its  (IG S) ad justed

filtering was performed, called the reduced-dynamic filtering with GPS orbits ad
justed. Using this approach, a three-dimensional process-noise force w e i s  estimated 
to absorb the remaining small higher-order dynamic modeling errors. The bottom 
part of Fig. 8 shows the overlap comparison using reduced-dynamic filtering with 
GPS orbits adjusted. Obviously, the best results are now obtained, with an RMS 
difference in the TOPEX/Poseidon orbit of about 1 cm in altitude, 2 cm cross-track 
and 3 cm along-track.

The postfit residual summary for cycle 14 using a dynamic technique is listed in
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T a b l e  I I I .  T O P E X /Poseidon  p o s tf i t  residual sum m ary for cycle 14 using  a  dynam ic tech n iq u e

A r c
I d

S ta r t
T im e

N u m b e r  o f 
O b s e r v a t io n s

O v e ra l l  
R M S  o f  f i t  

( c m )

T O P E X /P o s e id o n  
O b s e r v a t io n s  R M S  o f  f i t  

( c m )
1 29-JAN-1993 21:00 17013/17013 45.59/0.45 1589/1589 69 .71 /0 .92
2 30-JAN-1993 21:00 18886/18882 42.98/0.48 1754/1754 6 7 .72 /0 .88
3 31-JAN-1993 21:00 16299/16302 51.08/0.47 1755/1755 6 8 .14 /0 .90
4 01-FEB-1993 21:00 18124/18122 32.49/0.46 1736/1736 70 .14 /0 .86
5 02-FEB-1993 21:00 16439/16438 29.51/0.40 1706/1706 66 .53 /0 .75
6 03-FEB-1993 21:00 17682/17682 31.36/0.46 1743/1743 70 .90 /0 .88
7 04-FEB-1993 21:00 19360/19360 31.97/0.52 1761/1761 71 .24/1 .05
8 05-FEB-1993 21:00 19513/19513 34.53/0.53 1740/1740 72 .38/1 .05
9 06-FEB-1993 21:00 19207/19205 41.34/0.50 1717/1717 68 .74 /0 .96

10 07-FEB-1993 21:00 14250/14250 49.09/0.50 1575/1575 75.11/1.01

T a b l e
te c h n iq

I V .  T O P E X /Poseidon  p o s tf i t  residual 
ue

sum m ary for cycle 14 using a reduced-dynam ic

A r c
I d

S ta r t
T im e

N u m b e r  o f 
O b s e r v a t io n s

O v e ra l l  
R M S  o f  f i t

( c m )

T O P E X /P o s e id o n  
O b s e r v a t io n s  R M S  o f  f i t  

( c m )
1 29-JAN-1993 21:00 17013/17013 45.57/0 .39 1589/1589 68 .35 /0 .47
2 30-JAN-1993 21:00 18886/18882 42.90/0.43 1754/1754 66 .71 /0 .44
3 31-JAN-1993 21:00 16300/16302 51.16/0.41 1755/1755 64 .17 /0 .45
4 01-FEB-1993 21:00 18124/18122 31.80/0.41 1736/1736 66 .55 /0 .44
5 02-FEB-1993 21:00 16439/16438 29.40/0.36 1706/1706 66 .00 /0 .40
6 03-FEB -1993 21:00 17682/17682 30.39/0.41 1743/1743 66 .60 /0 .44
7 04-FEB-1993 21:00 19360/19360 30.74/0.45 1761/1761 64 .88 /0 .48
8 05-FEB-1993 21:00 19513/19513 33.55/0.46 1740/1740 66 .39 /0 .49
9 06-FEB-1993 21:00 19207/19205 40.79/0.44 1717/1717 64 .18 /0 .48
10 07-FEB-1993 21:00 14250/14250 48.27/0.42 1575/1575 67 .20/0 .51

Table III for ten 30-hour data arcs. The left part of relevant columns refers to first- 
order ionospheric-free pseudo-ranges and the right part to first-order ionospheric- 
free carrier phase measurements. The mean for both data types is about zero and 
is accordingly not included. The rms of fit is below 50 cm for the pseudo-ranges 
and about 0.5 cm for the carrier phases. The average number of observations 
is almost 18000 for each data arc and each data type. Only the last data arc 
contains less observations, since less ground station data are used. Considering the 
TOPEX/Poseidon part of the postfit residual summary, it can be concluded that 
the rms of fit of the pseudo-ranges and carrier phases is less than 75 cm and 1 cm, 
respectively.

The corresponding postfit residual summary for cycle 14 using a reduced-dynamic 
strategy is shown in Table IV. The overall rms of fit has only been changed signifi
cantly for the carrier phase observations and is about 0.4 cm. The same observation 
can be made for the TOPEX/Poseidon part of the summary, showing a dramatic 
improvement of the rms of fit values down to the 0.4 cm level, which is due to the
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Fig. 9. RM S rad ia l position  differences of T O P E X /P o se id o n  over 6 hours for ten  3 0 -hour consec
u tive  d a ta  arcs using a  reduced-dynam ic technique

fact that the remaining higher-order dynamic modeling errors have been absorbed 
by a three-dimensional process-noise force. As was said before, the purpose of the 
TOPEX/Poseidon orbit determination is to determine the radial component of the 
orbit to the sub-decimeter accuracy level. Figure 9 shows the radial position over
lap results for a 6-hour overlapping time period between 30-hour consecutive data 
arcs using reduced-dynamic filtering. Overall, it is obvious that the RMS radial 
position overlap is about 1.5 cm, an extremely good result regarding the fact that 
the precision of the altimeter measurements is about 2 to 3 cm.

C onclusions

The conclusions that can be drawn are that the IGS orbits seem to be accurate 
enough for TOPEX/Poseidon orbit determination to the sub-decimeter accuracy 
level. However, for the highest orbit accuracies, the GPS IGS orbits should be esti
mated as well. The second conclusion is that a preliminary dynamic filtering must 
be performed to determine the constant and sine and cosine 1- and 2-cpr terms of 
the two-dimensional (cross-track and along-track) empirical forces in order to ab
sorb the gross effects of mismodeled dynamics for TOPEX/Poseidon. The values of 
these constant parameters are kept fixed in a subsequent reduced-dynamic filtering. 
Then, reduced-dynamic filtering must be performed to better approach the true or
bit through absorption of the remaining higher-order dynamic modeling errors by a 
three-dimensional process-noise force. The best results are obtained with reduced- 
dynamic filtering and GPS orbits adjusted, showing an RMS position difference of 
TOPEX/Poseidon of about 1 cm in altitude, 2 cm cross-track and 3 cm along-track
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over a 6-hour overlap between two 30-hour consecutive data arcs. Furthermore, the 
rms values of the postfit residuals are about 0.4 cm for the ionospherically calibrated 
carrier phase observables and about 40 cm for the corresponding pseudo-ranges.
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SOME REMARKS ON THE USE OF GPS FOR  
GEODYNAMICAL RESEARCH

H L i c h t e n e g g e r 1

P osition ing  by space techniques is an ad eq u a te  m ean  for geodynam ical research  
w here G P S is favoured from economic reasons for baselines up to  som e 100 km .
T h e  p a p e r  discusses th e  m odel for the  m easured ca rrie r  phases in o rder to  e s tim a te  
effects of unm odeled biases and  noise. Also, som e rem ark s in the  context of m odeling  
reg ional or local deform ations by stra in  analysis a re  given.

K e y w o rd s :  G P S ; phase  m odel; s tra in  analysis

1. In troduction

Nowadays, positioning by satellite techniques yields global accuracies in the cm- 
level. Geodesy is, therefore, capable to contribute substantially to geodynamical 
research, in particular to monitor crustal deformation caused by neotectonics.

Comparing modern techniques for positioning, the highest accuracy for very long 
baselines is still achieved by Very Long Baseline Interferometry (VLBI) and Satellite 
Laser Ranging (SLR). For regional or local geodynamics with baselines in the range 
of 100 km the Global Positioning System (GPS) gives comparable precision, see Fig. 
1, but GPS is favoured because of its mobility. Note that only for short baselines 
up to 3 km conventional terrestrial techniques may be superior in precision.

In principle, VLBI and SLR are also applicable in mobile mode but they require 
rather expensive instrumentation. Also, SLR has the disadvantage of being weather- 
dependent. Compared to VLBI and SLR, GPS is highly mobile, very economical, 
and weather-independent.

So far the advantages of GPS for monitoring crustal movements on a regional 
or local scale have been mentioned. In the following, however, some drawbacks in 
the application of GPS for this purpose are outlined, see also Hofmann-Wellenhof 
et al. (1992).

For the sake of completeness some comments on modeling the observed dis
placements for geodynamical interpretation are added. However, these remarks are 
generally valid and do not concern only GPS.

2. R elative p osition in g  w ith  GPS

2.1 General remarks

Having in mind applications of GPS for the determination of crustal movements, 
then highest accuracy is required. Thus, only the (static) relative positioning tech
nique with observed phases is appropriate. This means that at least two stations
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Fig. 1. Precision of re la tiv e  positioning tech n iq u es a f te r  M ueller (1990)

(forming a baseline) must track simultaneously the same satellites where the co
ordinates of one station must be known and the other station is to be determined 
relatively to the known station.

To monitor geodynamical displacements only, the observation sites must be tied 
to monuments in solid rock or stable buildings to assure a precise reference when 
reoccupied.

At present the achievable accuracies are between 0.1 ppm and 1 ppm for baselines 
up to some 100 km and become even better for longer baselines. Assuming a baseline 
length of 50 km, an accuracy of 5 mm to 50 mm would result. Note that this level 
of accuracy is not sufficient to detect small crustal movements within a short time. 
To get statistically significant statements one has either to extend the timeinterval 
between remeasurements or to improve the precison of GPS. In the sequel some 
error sources are discussed with the aid of the model for observed carrier phases.

2.2 Phase model

The model for the phase is given by

Mit)  = d ( 0  + dei(t) + c(r>(f) -  T i ( t ) )  + XNj —
( 1 )

A j  ( t ) i o n o  + A (  ( t ) t ropo  + Aj (t ) m p a t h  + bias -f noise
where <£>j (i) is the measured phase of the carrier wave scaled to range. The term 
e!(t) is the distance between the (fixed) terrestrial station г and the satellite j  (for
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which broadcast or precise ephemerides are available), and dgl(t) is the correction 
due to orbital errors. As usual, c is the speed of light, r,(<) and t 3 (t) are the 
receiver and satellite clock errors, Л is the wavelength of the carrier signal which 
is multiplied by N j , the ambiguity inherent to phase measurements. The effect 
of ionospheric and tropospheric refraction is denoted by Aj(f)1Cmo and A\{t)tropo, 
multipath is taken into account by the term A\(t)mpath. Finally, some minor biases 
(e.g., relativistic effects) and a noise term are added to the phase model.

In the case of a baseline, the phase model must be set up for the two stations 
involved and usually differences between corresponding observations are formed to 
reduce or eliminate some error sources.

2.3 Discussion

The highest resolution (Те., some tenths of a millimeter) for the phases Ф̂ (t) is 
provided by receivers using code correlation for the reconstruction of the two carriers 
L\  and L2. However, this technique permits non-authorized users to reconstruct 
only Ы  when Anti-spoofing (А-S) is on. Thus, in dual frequency receivers the 
carrier L2 is reconstructed by codeless (or quasi-codeless) techniques. But these 
methods decrease the signal-to-noise ratio by at least 15 dB, cf. Hofmann-Wellenhof 
et al. (1994).

The geometric distance pj(t) is a function of the coordinates of station i and 
the coordinates of the satellite j  at epoch t. In order to determine the components 
of a baselinevector, the coordinates of one endpoint must be given. The baseline 
solution depends on these coordinates; according to a rule of thumb, a change in 
position of 20 m changes the baseline solution in the order of lppm. Thus, when 
processing remeasured baselines one has to apply the same reference coordinates.

The orbital error dgl(t) contains a nominal part and the effect of Selective 
Availability (SA) which is implemented in all Block II satellites. The nominal part 
can be reduced by using precise ephemerides and improved models (e.g., for the solar 
radiation pressure) for the orbits. The effect of SA is reduced (but generally not 
eliminated) by differentiating the measured phases. According to a rule of thumb, 
the resulting relative baseline error equals the relative orbital error. Consequently, 
for geodynamical research one should use only precise ephemerides (which prevents 
real-time solutions) or one should process the data with software providing orbit 
relaxation (which fails for small areas).

The satellite clock error r3 (t) can be modeled, for example, by a polynomial 
with coefficients transmitted in the navigation message. However, this approach is 
degraded by SA. Thus, it is advantageous to eliminate this error by differentiating 
the measured phases to the satellite j  between the baseline stations.

Generally, the internal receiver clock is not very stable and the error ry(<) cannot 
be modelled. To overcome this problem one could use an external frequency stan
dard with better stability. Another possibility is to eliminate the receiver clock error 
by differentiating the measured phases from station i to all observed satellites. Thus, 
forming double differences the receiver and satellite clock errors are eliminated. But 
note that single differentiating increases the noise level by a factor \/2 and produces
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correlations. In practice, physical correlations are always neglected, mathematical 
correlations must be taken into account in case of double (and triple) differences.

The ambiguity Nf is by definition an integer value and independent of time 
t as long as no loss-of-lock occurs. The integer feature of the ambiguities is also 
preserved in case of differentiating. However, when adjusting for example double 
differences the ambiguity combination is estimated as a real value. Various strategies 
are applied to find the most probable integer number. In a second adjustment the 
fixed ambiguities are then introduced as known quantities.

The effect of ionospheric refraction Д( (<),опо is one of the most annoying terms. 
It is true that most of the effect cancels by forming the “ionospheric-free” phase 
combination but the L3-observable is more noisy than the original phases. Also, 
the corresponding combination of ambiguities is no longer an integer value. The 
remaining part of the ionospheric refraction depends on the local ionospheric activity 
which is a function of time, latitude and the number of sunspots. The effect is 
minimized during the night and when the 11-year solar cycle has its minimum.

Numerous models exist to correct the effect of tropospheric refraction A; (t)tropo. 
Common to all these models is the sensitivity with respect to the partial pressure of 
water vapor. Its influence is minimum at low temperatures. Good practice is also 
to set up a water vapor radiometer at least in a central station of the geodynamical 
network. Most of the software packages introduce the vertical delay as an additional 
unknown which is estimated during adjustment.

Critical is the influence of multipath denoted by Aj (t)mpath ■ This effect cannot 
yet be modelled although a lot of research is performed on this topic, cf. Can
non and Lachapelle (1993). The effect is receiver and satellite dependent. This 
means that repeated measurements for the derivation of displacements should be 
performed with similar satellite configuration and with unchanged station environ
ment. Moreover, multipath can be reduced or even eliminated by supplying the 
antennas with groundplanes or by using chokering antennas.

It is beyond the scope of this paper to discuss the problems related to base
line processing. But it should be clear that only multipoint solutions using dual 
frequency phases and precise ephemerides provide adequate data for geophysical 
interpretation.

In the case of repeated measurements the results must be transformed to a 
unique geodetic datum. That means that during each epoch-measurement at least 
three common points (outside the geodynamic area under investigation) must be 
occupied.

In some cases the GPS net is supplemented with terrestrial observations like 
precise ranges or levelled height differences between selected sites. So the prob
lem of a combined ajustment of GPS- and terrestrial observations arises. Finally, 
the transformation of the Cartesian coordinates into local coordinates requires the 
knowledge of the local geoid.
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3. G eophysical m odels for cru sta l movem ent

3.1 Displacement vectors

Positioning with GPS ends up with the three-dimensional position vector X 
and the corresponding covariance matrix Qx for each observation site related to a 
global and geocentric coordinate system. Each remeasurement yields another set 
of position vectors which, as previously mentioned, must be related to a unique 
geodetic datum.

Due to crustal movement the position vectors are dependent on time and 
remeasurements at later epochs lead to the shift vector dX = Х(<г) — X(G). The 
corresponding covariance matrix Q dx is given by the sum of the covariance matrices 
at epochs 11 and <2- The shift vector can be transformed into a local coordinate 
system where it may be denoted as dx. Considering the smallness of the shifts, 
spherical approximation may be applied and the transformation reads

dx = R dX (2)

where the rotation matrix R depends on the latitude p and the longitude Л of the 
observation site. In detail the matrix R is given by:

— sin p cos A — simpsin A COS <f
R = — sin A cos A 0

cos p cos A cos p  sin A sin <p
The components of the shift vector dx

dx = х(<г) — x(<i) = (dx, dy, dz)T — (a dtp, a cos p dA, dh)T (4)

may be interpreted as shifts of the local plane coordinates (dx, dy) and as ellipsoidal 
height change dh where a denotes the mean radius of the earth. The covariance 
matrix Q dx corresponding to the shift vector dx follows after applying the law of 
covariance propagation to Eq. (2) and is given by

Q dx = R Q dX R7 (5)

3.2 Strain analysis

For modeling regional or local deformations the method of strain analysis is ad
equate since this approach is almost independent of possible changes in the geodetic 
datum of data sets for different epochs. The shift dx of an arbitrary point x is set 
identical to the displacement vector u(x) at this point. For a neighbouring point 
x' = x +  Ax the corresponding shift dx' is expanded into a Taylor series. Consid
ering only the linear term, the relative displacement A (dx) between the two sites 
is obtained by

A(dx) = dx' — dx <9u(x)
dx

A x u x A x . ( 6)
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The system is poorly conditioned with respect to the vertical gradients. Thus, 
strain analysis is restricted to the horizontal components for practical applications. 
Decomposing the deformation matrix u r for the two-dimensional case yields the 
strain tensor U and the skew-symmetric axiator A:

u x =  U  +  A = «11  «12  

«12  «22
+ 0 ai2  

— « 1 2  0
(7)

The single element a i2 of the axiator can be interpreted as the parameter of a 
differential rotation which may result from datum changes but does not affect the 
strain.

Defining a vector p containing the unknown parameters by

P =  (« и ,  « 1 2 , « 2 2 , a i 2)T (8)

and introducing an auxiliary matrix H composed by the elements of the position- 
difference vector Ax = x' — X  = (Да:, Дy)T\

H = Да: Ay 0
О Да: Ay

- A y
Ax

Eq. (6) for the relative displacement A(dx) can be written as

(9)

A(dx) = dx1 — dx = H p . ( 10)

3.3 Discussion

Constant parts in the displacements caused by a shift in the geodetic datum 
are eliminated by differentiating them in Eq. (6). A possible rotation in the (two- 
dimensional) datum is described by the element a i2 in the axiator of Eq. (7).

Rigorously, the strain model, cf. Eq. (6), holds only in case of homogeneous 
deformation (i.e., constant elements of the matrix u r ) or for small areas. But what 
is a small area?

Considering the relative displacements as pseudo-observations, the desired com
ponents of the strain tensor can be derived. A minimum of n = 3 points is required 
and for n > 3 the solution follows from least squares adjustment. Consequently, 
the area under consideration should be subdivided into triangles. In order to avoid 
misinterpretation, it may be useful to check some of the strain components with the 
aid of extensometers.

A more precise geodynamic interpretation would result from physical quantities 
like the stress tensor instead of geometric quantities like the strain tensor. But 
how to relate the two tensors or, in other words, which rheological model should be 
used? Direct measurements of some stress components may help to find the correct 
answer.

So far only the horizontal components of the displacement field have been taken 
into account. The vertical components reflect ellipsoidal height changes which are

A c t a  G e o i .  Geoph. Hung. 29, 1994



G P S  F O R  G E O D Y N A M I C S 395

purely geometric quantities and are, therefore, not directly suitable for geodynami- 
cal interpretation. For this purpose, GPS must be supplemented by the observation 
of gravity or by conventional leveling. Here, further details are omitted.

4. C onclusions

In spite of the previous critical remarks, GPS can substantially contribute to 
geodynamical research, particularly, if some principal issues are taken into account. 
Each repeated measurement, for example, should be performed in the same con
figuration and using the same hardware and software as during the zero-epoch 
measurement.

The accuracy level, presently achievable with GPS, is too low to detect crustal 
movements after a short time. However, the earlier one starts a project, the sooner 
statistically significant results can be obtained. As an example for this strategy 
the project AGEDEN (Austrian Geodynamic Densification Network) is mentioned, 
cf. Lichtenegger (1990). The first-epoch measurements were performed in the fall 
of 1987 using the state-of-the-art receivers of that time. These measurements were 
repeated in the fall of 1990 during the AGREF (Austrian Geodynamic Reference 
Network) project. A relative accuracy of about 0.1 ppm has been achieved in this 
campaign which yields accuracies of ± 5 mm for the 50 km baselines along some tec
tonic active zones in Austria. Thus, significant crustal movements will be detected 
after 15 years if movement rates of 1 mm per year are expected.

The future capability of GPS will be improved by new technologies in the space 
segment (e.g., third carrier frequency), by the combination of GPS with other satel
lite based positioning techniques (e.g., GLONASS), and through innovations in 
hardware and software development.
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VLBI IN GEODYNAMICAL INVESTIGATIONS

H S c h u h 1, J C a m p b e l l 2

The Very Long Baseline Interferometry (VLBI) is one of the most effective meth
ods in the geodynamics. Firstly the fundamentals of this method are described. 
Then the applications in geophysics and geodesy are shown together with the most 
important international geodynamical projects.

The primary objectives of the geodetic VLBI are:

-  creation of a quasi-inertial extragalactic reference system
-  realisation of a global terrestrial system
-  monitoring the Earth rotation
-  improvement of coefficients for precession and nutation
-  estimation of the elastic parameters of the Earth

-  determination of regional and local motions of the Earth’s crust and verification 
of the plate tectonic models

-  study of the processes at the plate boundaries with a particular interest to 
seismological research.

•
K eyw ords: crustal motions; geometric model; Earth rotation; nutation; plate 

tectonics; precession; quasi-inertial extragalactic reference system; terrestrial refer
ence system; VLBI; VLB interferometry

1. In trod u ction

Very Long Baseline Interferometry was developed as a new observation method 
for radio astronomy aimed at increasing the limited resolution power of the single 
dish antennas. The step from cable connected local interferometers to ’very long 
baseline interferometers’ was made in 1967, when the first interference fringes were 
produced by correlating tapes containing the precisely timed radio signals recorded 
simultaneously at two distant radio telescopes equipped with independent atomic 
oscillators. The enormous potential of the newly born VLBI technique for geodetic 
baseline measurements was soon recognised. In the following two and a half decades 
the precision of an individual group delay measurement, the prime geodetic VLBI 
observable improved to the present level of 10 picoseconds, i.e. 0.3 centimeter.

The geodetic and geophysical interest in VLBI is based on the use of an inertial 
reference frame formed by a given set of extremely compact extragalactic radio 
sources. VLBI measures very accurately the angles between the Earth-fixed baseline 
vectors and the space-fixed radio sources. Thus, even the most subtle changes in the 
baseline lengths and in the angles between the reference systems can be detected. 
The main geodynamical phenomena such as polar motion, UT1 variations, nutation
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and precession, Earth tides, ocean tidal response, and tectonic plate motions can 
be monitored with unprecedented accuracy.

At present geodetic VLBI may be seen to have matured and regular observing 
campaigns such as the IRIS Earth rotation monitoring program and the NASA 
Crustal Dynamics Project have been providing data that show significant evidence 
of present-day plate motions. The degree of agreement with models derived from 
geological data is surprising. This suggests that our present understanding of plate 
tectonics cannot be far away from reality. The Earth rotation data, on the other 
hand, are clearly showing that the main factors causing the short period variations 
in the length-of-day have to be related to the solid Earth tides, the ocean tides and 
to atmospherical processes, primarily the zonal wind pattern.

The future of VLBI looks promising if we consider the growing number of new 
telescopes having been built in the last years. Soon, the remaining gaps in the 
global VLBI network will be closed, allowing man’s inquisitive mind to probe even 
deeper into the mysteries of the Earth’s interior.

2. Fundam entals o f the V L B I technique

The most striking difference between Very Long Baseline Interferometry and 
other space techniques is that the interferometric observables are obtained a poste
riori by the alignment in a processor of the two identical signal streams received at 
different times at the two telescopes. Thus, the telescopes plus the processor can 
be seen to embody one instrument and the baseline separating the telescope sites 
may be called an instrumental calibration constant.

The main elements of a VLBI system are shown in Fig. 1: the radio signals 
coming from a given source are observed simultaneously at two or more stations at 
a preselected frequency in the GHz-band, converted to baseband (video frequency 
range) and recorded (usually in a digitized form) on high data-rate tape. Before 
recording, the signal streams are provided with precise time information derived 
from the local frequency standards (atomic clocks, H-maser oscillators). Later, 
when the tapes are brought together in the playback processor, this permits a 
phase coherent correlation of the approximately aligned signal streams for a certain 
interval of time T (coherent integration time). Because the true time lag is still 
unknown, the correlation is done at a number of different delays (lags) separated 
by A t — 1/2B, where В, is the total spanned bandwidth of the observed recording 
channels. During correlation the data stream from one station is delayed quasi- 
continuously in such a way that the changing geometric delay rg is almost completely 
compensated for. This gives rise to a rather low residual fringe frequency, the phase 
of which varies slowly on the scale of a few turns per minute.

The output of the correlator is usually described by the complex crosscorrelation 
function R(t, t), which translates the response of an interferometer system to a radio 
source, see e.g. Moran 1976. In Fig. 2 the aspect of a typical fringe pattern as 
produced by a single 2 MHz channel interferometer looking at a point source is 
shown. Here the delay spacing is 1/(2 -2 MHz) = 0.25 psec.

The analysis of the interference fringe pattern yields a wealth of astronomical and
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geodetic information. As many as four — albeit partially dependent — observables 
can be derived from the crosscorrelation function R(r,t):

Ф(<) =  fringe phase,
A ( t )  =  fringe amplitude,
/( f )  =  fringe rate,
r ( t )  =  group delay.

Now let us have a closer look at each one of these observables: The actual 
travelling time г of a particular wavefront between the antennas at the two sites 
can be expressed in two ways: either as the delay of a wave group formed by the 
wide-band signals (group delay) or as the phase difference of a given monochromatic 
constituent of the signal stream (phase delay). The group delay r(t) is defined as 
the derivative of phase versus frequency in the band and can be estimated unam
biguously by finding the peak of the crosscorrelation function, which for an ideal 
square bandpass assumes the form of a sinx/x function. The group delay observ
able yields a full baseline solution and therefore plays the most important role in 
geodetic VLBI.

The fringe phase Ф(<) and the fringe rate (fringe frequency) f(t) are obtained 
from the sine and cosine parts of the crosscorrelation function. Due to the close 
relationship of Ф and / ,  these observables are determined simultaneously, either 
from an ordinary sine wave adjustment (only possible in the case of strong fringes) 
or using the Fourier transform into the frequency domain. These methods which 
allow to establish the function Ф(<) over a certain interval of time (usually the 
duration of an uninterrupted source scan) are often referred to as “phase tracking” 
(Thomas 1972). One of the reasons why the phase observable cannot be used in the 
same way as in the Global Positioning System (GPS) resides in the fact that radio 
sources are too weak to be detected with an omnidirectional antenna, and therefore 
a continuous phase tracking of more than one source at a time is impossible (except 
for very small angular separations).

The fringe rate or the delay rate r(t) (r{t) is f(t ) divided by the observing 
frequency) describes the relative phase drift between the signals recorded at the 
two stations induced by the differential Doppler shift due to Earth rotation. This 
observable is unambiguous, but it is insensitive to the г-component of the baseline 
vector. Compared to the group delay, the delay rate plays a less important role in 
geodetic baseline determinations.

The fringe amplitude A(t) is essential only for the mapping of source structure, 
but in terms of the SNR it is used to estimate the instrumental delay noise. However, 
this should not be mistaken as group delay precision.

The precision of the group delay t as it is estimated from the crosscorrelation 
function depends on the SNR (height of the main peak above the noise), but it de
pends to a much higher degree on the halfwidth of the main peak, which is given by 
l /B, .  Therefore efforts have been concentrated on reducing the width of the main 
peak by increasing the total spanned bandwidth B , . In view of the limited recording 
bandwidth, the synthesis method developed by A E E Rogers, Haystack Observa
tory, Massachusetts, USA in the late sixties constitutes a major breakthrough for
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Fig. 1. Functional diagram of a VLBI system
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Table I. MklH frequency setup for 
geodetic VLBI

X-Band S-Band
8210.99 MHz
8220.99 MHz
8250.99 MHz
8310.99 MHz
8420.99 MHz
8500.99 MHz
8550.99 MHz
8570.99 MHz

2217.99 MHz
2222.99 MHz
2237.99 MHz
2267.99 MHz
2292.99 MHz
2302.99 MHz

the realisation of high precision geodetic VLBI (Rogers 1970). Bandwidth synthesis 
is achieved by splitting the total recorded bandwidth into smaller units and dis
tributing them over the much wider receiver bandwidth window. With the third 
generation recording system, the MklH developed at the Haystack Observatory, it 
is possible to record a data stream of 112 Megabit per second on 28 parallel tracks 
of tape (Clark et al. 1985). In the standard MklH setup for geodetic VLBI (see 
Tab. I) the X-band frequency of 8.4 GHz has a spanned bandwidth of 360 MHz 
with 8 channels of 2 MHz spread over the entire window. In this case, the width of 
the crosscorrelation peak becomes as small as 1/360 MHz, i.e. 2.8 nsec or about 1 
meter. A typical example of a multichannel delay resolution function with sidelobes 
is shown in Fig. 3.

The fringe analysis, which includes a fine delay estimation algorithm (Whitney 
1976), allows to determine the group delay to better than 1 % of the halfwidth of 
the main peak, corresponding to 0.02 to 0.03 ns (20 to 30 picoseconds) or 0.7 to 1.0 
cm. This figure depends on the signal-to-noise ratio (SNR) achieved with a scan 
of a given duration on one particular source. After averaging the correlated signal 
samples over a total of 2 • B, ■ T, i.e. the number of registered bits within T, the 
SNR can be expressed by

S N R  = r,S/2k ■ y/XT^M/T .  ■ yj2B,T , (1)

where к is Boltzmann’s constant.
This expression shows that, apart from the fundamental relationship of A r  = 

1/B,, the delay precision is proportional to the flux density S' of a point source (in 
Jansky), the loss factor rj due to digitization, the geometric mean of the antenna 
apertures A i and A2, the square root of the recorded bandwidth B, and integration 
time T, and inversely proportional to the geometric mean of the system (receiver) 
noise temperatures T, at both stations.

Efforts to improve the sensitivity of a Very Long Baseline Interferometer have 
been concentrated on the sampling rate 2B,T.  By doubling the X-band spanned 
bandwidth and by further technical improvements, the group delay precision could 
be increased to ~  13 psec or 0.4 cm (Ray and Corey 1991) at the beginning of the 
1990s. The high density recording system MklllA allows a more than tenfold higher 
data rate. It will be succeeded by the next generation VLBI system MkIV in the 
near future (Whitney et al. 1991).
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Fig. 2. Response of the Mkll VLBI system to a point source

Fig. 3. Multichannel delay resolution function (M klll system, X-band)

The available coherent integration time T  depends on the stability of the fre
quency standards and on the state of the atmosphere. Due to the latter the ultimate 
achievable phase stability is limited to around 10-15 over time scales of 102 — 104 
seconds. Hydrogen maser frequency standards reach stabilities in the order of 10-15 
over the same periods of time, which is acceptable for most applications.

Using expression (1) for the SNR, the instrumental phase error

<тФ = (SNR)-1 (2)

and the group delay error

at = (21TSNRB,)-1 (3)

can be computed. To illustrate these expressions, a typical example for a VLBI 
system consisting of two 20 m antennas with 50 % efficiency each and equipped 
with M klll data acquisition terminals is given:
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observing frequency: 8.4 GHz 
8 channels, 2 MHz each
correlated flux density of observed radio source:
1 Jansky (1 Jy = 1 ■ 10~26 W • sec • m~2) 
system temperature: 160° К 
coherent integration time T: 300 sec 
=> signal to noise ratio SNR = 18.2 and <Тф = ±3°

with bandwidth synthesis method and a spanned bandwidth of 360 MHz 
an ‘effective bandwidth’ of Beft = 140.2 MHz is obtained and 
=> at = ±0.062 nsec (= ±2.1 cm).

By using cooled receivers the average SNR is usually around 50 which yields a 
<x( of ±0.020 nsec or ±0.7 cm for the standard Mklll frequency setup. As already 
mentioned above these numbers can be improved by further technical refinements.

3. High precision interferom etry

The term high precision interferometry is used here to include all those appli
cations of VLBI that rely on the exploitation of the group delay observable. It is 
this quantity which allows to determine the ‘macroscopic’ geometry of the inter
ferometer, i.e. the baseline-source geometry that relates the location of the radio 
telescopes on the revolving Earth to the infinitely distant compact radio sources. 
These pointlike emitters without proper motion are ideally suited to serve as fixed 
beacons in the heavens, allowing to monitor even the smallest departures from the 
computed motions of the receiving stations.

The research fields that profit most from the geometric potential of VLBI are 
those dealing with the motions of the celestial bodies, in particular the Earth-Moon 
system, and the orientation and the size of the Earth itself: astrometry and geodesy. 
These fields are usually meant to imply a much broader area, namely fundamental 
astronomy and geosciences, such as geodesy, geophysics, oceanography etc. The 
topic of gravitational light deflection is also intimately related to all of these fields, 
because it forms part of the fundamental model describing the physical reality of 
VLBI.

The VLBI data analysis model is developed using the knowledge presently avail
able to mathematically recreate, as closely as possible, the situation at the time of 
observation. Then, a least squares parameter estimation algorithm is used to deter
mine the best values of the quantities to be solved for. Before this process starts, 
the raw observations have to be cleaned from several systematic effects, which in 
fact limit the final accuracy of the results. The flow diagram of a typical geodetic 
VLBI data analysis software package is shown in Fig. 4. The system can be seen 
to have two main streams, one containing the actual observations which undergo 
instrumental and environmental corrections, and the other to produce the so-called 
theoreticals, beginning with the “a priories" , a set of starting values for the param
eters to be estimated. Both streams converge at the entrance to the least squares 
algorithm, where the “observed minus computed” are formed.

The systematic instrumental effects include clock instabilities, electronic delays
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Fig. 4. Flow diagram of a geodetic VLBI software system

in cables and circuitry and deformations of the telescope structure. As a clock 
model usually second order polynomials are used and occasional breaks have to be 
introduced. Clock modelling is still very much an interactive procedure and belongs 
to the editing session. In present standard VLBI solutions the clock estimation 
algorithm is designed to model short-term, random clock variations while enforcing 
realistic physical constraints on continuity and rates of change. When all clocks 
are ‘well behaved’ a typical algorithm which is applied is as follows: the clock at
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one site is designated the reference clock and the differences between this clock 
and the other site clocks are modeled. These differences are modeled as the sum of 
two functions: a second order polynomial and a continous, piecewise-linear function 
with an initial value of zero. The three coefficients of the polynomial correspond 
to clock epoch offset, clock frequency offset, and clock frequency drift. They are 
unconstrained in the solution because these parameters can be of any size for real 
hydrogen masers. In the piecewise-linear funct ion, the offset at the end of each linear 
segment is estimated. In the solutions done by the NASA/GSFC VLBI group, the 
linear segments are only one hour long each (Ryan et al. 1993) whereas European 
VLBI experts usually chose longer segments of for instance six hours (Nothnagel 
and Campbell 1993).

The instrumental delay changes are monitored by the phase and delay calibration 
system which is part of the Mklll system. In the telescope the distance between the 
feed horn and the axis intersection which constitutes the baseline reference point is 
assumed to be constant at the mm-level. In this case it becomes part of the clock 
offset parameter. An axis offset model is applied to each antenna where the pointing 
axes do not intersect. Large telescopes such as the Effelsberg 100 m antenna exhibit 
elevation dependent changes in the focal distance which can however be modeled to 
a level of a few millimeters (Rius et al. 1987).

The effect of the atmosphere on VLBI observations is still considered to be the 
most serious problem, because at widely separated stations the elevation angles of 
the telescopes pointing to the same source differ greatly as well as the meteorological 
conditions themselves. The ionosphere, which is a highly dispersive medium in 
the radio frequency band, can be dealt with to first order by using two different 
observing frequencies. In geodetic VLBI the frequency pair of /., = 2.3 GHz (S- 
band) and f x =  8.4 GHz (X-band) is used throughout. The ionospheric group delay 
corrections for the X-band observations are computed from the differences of group 
delay measurements on X-band and S-band:

Д т Г  = (rs -  rs) p j ( f x -  f l )  . (4)

In contrast to GPS, where a very close frequency pair has been chosen, in VLBI 
the factor to convert the difference into a correction for the higher band is very 
small: 0.081, so that there is no appreciable error contribution from the S-band 
observations.

The neutral atmosphere, essentially the troposphere, presents the same problems 
in VLBI as in GPS observations. Its influence on radio signals adds up to an extra 
zenithal path of 1.8 to 2.5 meters. The contribution of the dry part is rather stable, 
although care has to be taken to choose a proper mapping function for the lower 
elevation angles (Davis et al. 1985, Niell 1993). The wet component, although 
the smaller part of the total tropospheric effect, changes rapidly and can also be 
monitored by some means. The most promising — albeit costly — method appears 
to be the water vapor radiometer (WVR) technique, which consists of measuring 
the microwave thermal emission from water vapor near 22 GHz in the line-of-sight 
(Elgered et al. 1982).
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Radio Source

Fig. 5. Geometric VLBI Model

Now let us turn to the model side of the geodetic VLBI analysis: The funda
mental observation equation relating the group delay r  to the baseline vector b and 
the source vector к may be written in its simplest form:

r(£) = —b • k(<)/c (5)

where b • k(t) = br cos S cos h(t) + by cos 6 sin h(t) +  bz sin 6 
with the geocentric baseline components bx,by,bz 
the radio source positions a, 6
and the Greenwich hour angle h(t) of the source h(t) = GST - a 
GST - Greenwich sidereal time.

The baseline vector components bx, by,bz are referred to the instantaneous Earth 
rotation axis. The unit vector of the source к points to the apparent position at 
the time of observation (see Fig. 5). The negative sign in Eq. (5) accounts for the 
fact that the motion of the incoming wave front is opposite to the direction of the 
unit vector к and the time delay r  is defined r  = — t\.

At this stage there are 3 +  2 ■ n fundamental parameters to be determined in a 
least squares fit: the three baseline components bx ,by , b2 and the coordinates a, 6 of 
n observed radio sources. Due to the fact that the offset between the clocks at both 
stations is not known to better than around 100 ns, clock parameters (minimum one 
clock offset and one clock rate) have to be added to the solution as explained in the 
previous section. Therefore, minimal solutions are possible only with observations 
on at least three epochs and to at least two different sources. Usually a set of 12 to 
18 sources spread over the sky as evenly as possible is used in a schedule of 24 hours
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during which these sources are observed in an interleaved mode in order to obtain 
stable geometric conditions of the solution. On new strategies for an optimised 
VLBI observing schedule see Steufmehl (1993).

In view of the extremely high precision inherent to VLBI, the modeling accuracy 
has to be brought down to better than a few millimeters on the global scale. Great 
efforts have been made to develop comprehensive geodetic VLBI data analysis soft
ware systems, which include all aspects of the multi-faceted reality of VLBI. Now 
we will take a summary look at the most important model components.

The fundamental geometric model of the time delay rg forms the heart of the 
system. This model has evolved from its basic form in a geocentric system to 
the fairly complex relativistic formulation in the solar system barycenter (SSB). 
Initially the basic model of Eq. (5) was corrected for the so-called retarded baseline 
effect (Cohen and Shaffer 1971), which accounts for the finite travel time of the 
signals between reception at the two telescopes on the revolving Earth. In spherical 
astronomy this effect is known as diurnal aberration and in fact it turns out that to 
first order the application of the retarded baseline effect is equivalent to correcting 
the source vector к at station 2 for diurnal aberration. This latter approach is 
evident in a more rigorous elementary formulation given by Thomas (1972).

The relativistic formulation includes both the effects of special relativity (SRT) 
and of general relativity (GRT), but for reasons of practicality these are treated sep
arately and added together on the level of the time delay (see Preuss and Campbell 
1992):

Tg = t(SRT)  + t(GRT) (6)

with r(SRT)

Tg =  T0 [ l  -  (R +  r2) • k]/c +  r0[(R • k)2 +  2(R ■ k)(r2 • k)]/c2-f 
+(b ■ R)[(R ■ k)/2 + (f2 • k)]/c3 -  t0(U + R2/ 2 + R r2)/c2-  (7)
- ( b  ■ R )/c2

and t(GRT) which is computed as a sum of the influences of all gravitating bodies 
which are close to the signal path in particular the Sun and the Earth itself

r® ='g rav
(1 + 7)r0

c In R\ Ri ■ к 
R2 + R 2 • к ( 8)

( 1  - f  7 ) r 9
■grav In r\ + ri ■ к 

r2 + R 2 ■ к (9)

where r® and r® are the Schwarzschild radii of the Sun and the Earth. For the other 
bodies of the solar system the corresponding Schwarzschild radii and the vectors 
from these bodies to the VLBI antennas have to be used in the above formula (8) 
if necessary, г.е. if the direction to the observed radio source is close to that body.

The effects of special relativity arise from the fact that quantities defined in co
ordinate frames moving relative to each other have to be related by transformations 
of the Lorentz type with v/c2 as the characteristic quantity in the time delay cor
rection terms. The choice of two particular coordinate systems (the SSB and the
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geocentric system) used to describe the VLBI model arises from practical consid
erations: the motions of bodies in the solar system and the positions of the radio 
sources are most readily defined in the SSB, while the actual baselines between 
the telescopes are usually required in a geocentric system. The vector R  describes 
the velocity of the geocenter with respect to the SSB (~ 30 km/sec) and is the 
velocity of the station 2 with respect to the geocenter (< 0.46 km/sec) (Fig. 5). In 
the geometric VLBI model these velocities have to be computed with an accuracy 
of 10~6. The last two terms in Eq. (7) account for the difference in SSB coordinate 
time and the geocentric proper time as well as for the fact that the station clocks 
are located at fixed points on the Earth’s crust. Here, U is the magnitude of the 
gravitational potential of the solar system at the geocenter.

The effect of gravity on the propagation of electromagnetic waves (GRT) is 
no less important. According to GRT, space-time is deformed by the presence of 
masses. The most massive object in our vicinity is of course the Sun, which accounts 
for more than 99 % of the total effect. Even at an angle of 90 deg away from the 
Sun the differential delay effect for a 6000 km baseline is still 0.56 nsec (Table II). 
However, at the present level of accuracy of VLBI the major planets also contribute 
a bending effect which cannot to be entirely neglected. If Jupiter arrives within a 
few degrees of an observed source, its influence on ray bending has to be taken into 
account as can be seen from Table II. Another small but significant contribution (< 
20 psec) comes from the gravity field of the Earth itself according to Eq. (9).

Since the early 80’s VLBI observations have been used extensively to verify 
Einstein’s theory in its Parameterized Post Newtonian formulation (PPN). Two 
approaches have been used, one designing special experiments to observe sources 
such as 3C279 and 3C273 during their close approach to the Sun and the other 
using all available data from routine geodetic experiments to achieve the accuracy 
by the sheer number of the observations. The q-factor, which in the Einstein theory 
should be equal to unity, has been found to show no significant departure from this 
value to the level of 0.1 % (Carter et al. 1985). Recently this accuracy level has 
been further improved to 0.02 % (Robertson et al. 1991). Attempts have also been 
made to verify the gravitational bending near Jupiter (Schuh et al. 1988), but the 
effect is only marginally significant (< 100 psec) at close encounters, i.e. less than 
a few arcmin (Campbell 1989, Treuhaft and Lowe 1991).

In October 1990 a workshop was held at U.S. Naval Observatory to bring the 
VLBI model builders (mostly theoretical relativists) and the model users (mostly 
geodesists with little experience in relativity) together. As an output of this work
shop a so-called consensus model to guarantee picosecond delay accuracy was ob
tained for the geodetic VLBI observables (Eubanks 1991).

The description of the Earth’s orientation with respect to the celestial system 
(precession, nutation), the motion of the Earth’s axis with respect to the crust (polar 
motion) and the phase angle of the Earth’s rotation (expressed by UT1-UTC) have 
to reach the same level of accuracy as all the other model components, which means 
roughly 0.0002 arcsec (0.2 milliarcsecond). Although models are used to calculate 
a prion the periodic variations of the Earth rotation parameters (ERPs) due to the 
Earth tides (Yoder et al. 1981, Tamura 1993) and due to the ocean tides (Brosche
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T a b le  I I .  G rav ita tio n a l p a th  delay as a  function of 
spherical d istance 0  from  th e  Sun and  Jupiter. G iven 
are  m axim um  values for a  6000 km  baseline (Schuh 1987)

0  (Sun) [°] VAv [ns] 0  (Ju p ite r)  [°] тюrav [ns]
0.267 169.52 Rim 1.582

1 45.30 0.017 (= 1 ') 0.605
5 9.06 0.167 (= 1 0 ') 0.062

10 4.54 0.5 0.021
30 1.53 1 0.010
60 0.79 5 0.002
90 0.56 10 0.001

120 0.46
150 0.41
180 0.40

et al. 1989, Wünsch and Seiler 1992), usually the required accuracies cannot be 
met without parametrisation. Therefore, with longer series of VLBI experiments, 
the nutation parameters in longitude and in obliquity and the components of polar 
motion xp,yp plus UT1 are included as parameters in the least squares solution. 
Also, precession can be solved for if longer time spans of data are analysed.

Periodic and aperiodic deformations of the Earth’s crust have to be taken into 
account as well. Solid Earth tides show diurnal and semidiurnal oscillations which 
cause vertical deformations in a range of ±20 cm and horizontal displacements of 
about 30 % of the vertical effect. Good models are available, but the relevant param
eters (the Love numbers) can also be estimated from larger sets of data (Mitrovica et 
al. 1994). More difficult to model are the tidal loading effects of the oceans ('ocean 
loading’), which amount to as much as a decimeter on some coastal or island sites 
(Scherneck 1991). By detailed analyses of VLBI measurements even these effects 
could be revealed in the data (Schuh and Mühlmann 1989, Sovers 1994). The load
ing effects due to air pressure variations (‘atmospheric loading’) also reach the level 
of significance in VLBI modeling (Rabbel and Schuh 1986, Macmillan and Gipson 
1994).

The theory of plate tectonics, which stipulates that the Earth’s crust is formed by 
a mosaic of separate plates that are in motion relative to each other, has now been 
universally accepted. Predictions derived from geophysical evidence yield motions 
of a few centimeters per year (Minster and Jordan 1978, DeMets et al. 1990, 
DeMets et al. 1994). With the large global VLBI data sets including now well over 
a decade of regular observations, parameterised plate models have been successfully 
determined in recent VLBI solutions (Ryan et al. 1993, Ray et al. 1994).

A major problem is constituted by the fact that most of the observed ‘compact’ 
radio sources tend to show structure at the level of a few mas. These effects, in 
particular the changes in the structure, pose a limit on the accuracy of the radio ref
erence system. Permanent monitoring of the structure, which is also accomplished 
by analysing VLBI data, can be done in parallel to the geodetic analysis, thus pro
viding a means to correct for the structure effects (Schalinski et al. 1988, Campbell 
et al. 1988, Chariot 1993, Zeppenfeld 1993).
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In geodetic VLBI data processing there are two levels of least squares solutions, 
one in which only the “local” unknowns are estimated (such as clock and atmo
spheric parameters for the participating stations, Earth rotation parameters and 
nutation offsets for each observing session, etc.) thus creating a first data base 
version of each particular experiment, and another which collects all available ex
periments for a combined solution including the ‘global’ unknowns such as station 
and source positions, geodynamical parameters etc.

Among the various VLBI software systems the Mklll Data Analysis System 
has been mentioned already. It is built around the CALC/SOLVE software system 
developed jointly by the US East Coast VLBI groups. At present CALC version
7.6 is used. This software has become a sort of standard against which the other 
systems can be compared (Ma et al. 1989). Other software systems at the same 
level of accuracy are the OCCAM package developed by the European VLBI groups 
in Bonn and Madrid (Zarraoa et al. 1993) running on a personal computer under 
MS-DOS and the MASTERFIT/MODEST software developed at Jet Propulsion 
Laboratory, Pasadena (Sovers 1991).

4. S cien tific  in terest, program s an d  results

A detailed description of the expected geophysical applications of VLBI has been 
presented as early as 1969 at a conference held in London, Canada on ‘Earthquake 
displacement fields and the rotation of the Earth’ (Shapiro and Knight 1970). In 
following, virtually all of the goals mentioned there and even more could be achieved. 
Astrometric as well as geodetic and geophysical interest in VLBI is based on the use 
of an inertial reference frame of highly compact extragalactic radio sources. With 
the VLBI technique it is possible to measure very accurately the baseline vectors 
and their change with time between distant points on the Earth’s crust. Therefore 
the primary objectives to be accomplished by geodetic VLBI are:

— the creation of a quasi-inertial extragalactic reference system as a basis for 
astrometry to study galactic rotation and to improve the distance scale of the 
universe. Recent results of stellar astrometry with HIPPARCOS are being 
tied to the extragalactic reference system,

— the realisation of a global terrestrial reference system in order to satisfy the 
needs of global geodetic and navigational systems (including spacecraft navi
gation),

— monitoring the Earth rotation parameters (polar motion and UT1 variations) 
with the highest possible resolution for a better understanding of the kinemat
ics and dynamics of the ‘System Earth’, i.e. the Earth in space, the effects of 
the atmosphere and the oceans, and the processes in the Earth’s interior,

— the determination of improved coefficients for precession and nutation and the 
estimation of the Earth’s elasticity parameters, thereby also contributing to 
a more comprehensive understanding of the System Earth,
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-  the determination of regional and global crustal motions to verify the plate 
tectonic models and to study the processes at the plate boundaries, with the 
aim to contribute to earthquake prediction research.

Today, the accuracies required to attain these goals have been demonstrated by 
thousands of VLBI experiments on baselines connecting all major continents of the 
globe. The global distribution of most of the VLBI stations which are at present 
used for geodetic applications is shown in Fig. 6. Some of these stations are still in 
the progress of being fully equipped for geodetic VLBI.

In order to combine the efforts in different countries around the world in realis
ing the goals mentioned above, several programs of international cooperation have 
been launched in the decade of the 1980s, among which the following are the most 
important:

The NASA Crustal Dynamics Project (CDP)

This project as part of a US federal program was established by NASA in Octo
ber 1979 and was completed in December 1991 (Bosworth et al. 1993). It involved 
several government agencies for the application of geodetic space techniques for mea
surements of tectonic plate motion, plate stability, regional crustal deformation and 
Earth rotation dynamics. Cooperative arrangements were made with European and 
other countries extending the project to a global research program (NASA 1988). 
The VLBI part of the CDP comprised regular experiments (several dozens each 
year) of one to three days duration between the major geodetic VLBI facilities in 
the US, Europe, Asia and in and around the Pacific Ocean. In addition so-called 
bursts of observations were carried out each year using the mobile VLBI units to 
occupy tectonically interesting sites in California, Alaska and Europe. The CDP 
was succeeded in 1992 by a new program: Dynamics of the Solid Earth (DOSE).

IRIS (International Radio Interferometric Surveying), NAVNET (Navy VLBI 
Network) and DSN (Deep Space Network)

The aim of the IRIS program is to conduct VLBI observations at regular inter
vals to monitor the Earth rotation parameters, Le. polar motion and UT1 and to 
improve the models used for nutation and precession. This observational program 
which began in 1980 under the acronym of POLARIS have been extended in sev
eral steps to comprise three networks, the original IRIS-A (Atlantic) network with 
three stations in the USA and two in Europe (Wettzell and Onsala), the IRIS-S 
(South) network with Hartebeesthoek added to IRIS-A and the IRIS-P (Pacific) 
network combining VLBI stations around the Pacific. Additionally, IRIS-Intensive 
series take place, which consist of short daily observations on a transatlantic base
line nested between the regular (each 5 days, respectively 7 days) IRIS-A runs. 
Since 1991 the project IRIS has been complemented by the Navy VLBI Network 
(NAVNET) which is conducted by the U.S. Naval Observatory, Washington D.C. 
Both IRIS and NAVNET are now part of the American National Earth Orientation
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Fig. 7. E u ro p ean  VLBI network (fixed s ta tio n s  are  underlined)

Service (NEOS) and contribute to the International Earth Rotation Service (1ERS) 
in Paris.

To be mentioned here are also the VLBI measurements of the ERPs by the NASA 
Deep Space Network (DSN). The DSN comprises three telescopes in California, 
Spain and Australia (Steppe et al. 1992).

European geodetic VLBI

In the years from 1988 Europe has seen a rapid expansion of its geodetic VLBI 
network with the establishment of several new stations in the Mediterranean area. 
Since that time one of the world’s most densely spaced VLBI networks of fixed 
stations has carried out regular measurements in order to define a European ‘zero 
order’ network and also to determine regional crustal motions in an area where 
strong seismicity betrays the ongoing interaction of the African and Eurasian plates. 
Thus, the European VLBI network (Fig. 7) forms the backbone of a comprehensive 
crustal dynamics program using mobile VLBI, mobile lasers and GPS (Campbell et 
al. 1993).

All of these programs have profited from a broad international cooperation and 
have produced impressive results. The Earth rotation data, i.e. variations in the 
rotational speed and irregularities in the path of the instantaneous pole of rotation, 
have begun to show hitherto unseen phenomena. Examples are the influence of the 
zonal winds of the atmosphere and departures from the normal state, such as the El 
Nino events in the southern Pacific. Figure 8 shows the remarkably smooth trace of 
the instantaneous pole from 1987 to 1990. This data set provides an extraordinary 
opportunity to investigate new phenomena such as rapid polar motions, relatively 
short period oscillations of the polar path around the main spiral curve. The spiral
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is the result of a superposition of the annual and the Chandlerian component of 
polar motion. The UT1 variations are dominated by the seasonal terms, a one year 
and a half year oscillation as can be seen in Fig. 9, but there is also a rich spectrum 
of tidally induced short period oscillations, which could be detected by VLBI for 
the first time (Robertson et al. 1985, Campbell and Schuh 1986). Even the short 
period tidal influence of the oceans can be seen in the VLBI measurements using 
large numbers of data sets (Brosche et al. 1991).

As mentioned in chapter 3 also the precession and nutation angles can be esti
mated from the VLBI data (Herring et al. 1986). The deviations of the nutation 
in longitude and obliquity from the IAU 1980 Model (Wahr’s theory for an elastic 
Earth) show a prominent annual oscillation with an amplitude of about 6 mas (Fig. 
10a, b) and further periodicities.

The NASA CDP and the IRIS campaigns have been providing baseline length 
results since 1979 when the MklH system became operational. As the length of a 
baseline vector is independent from changes in its orientation, the baseline length 
series are free from errors in the Earth rotation parameters. Concerning plate 
tectonics the baseline length changes detected by VLBI are seen to confirm the 
plate models to a surprisingly good degree. A prominent example is the 6,000 km 
baseline Westford to Wettzell which now has a record of more than 10 years of 
uninterrupted observations and displays a very significant trend (1.72 cm ±  0.02 
cm/year) (Fig. 11) which is in good agreement with the predicted relative tectonic 
motion of the American and Eurasian plates (NUVEL model rate 1.89 cm/year).

The only areas were some disagreements between the VLBI results and the 
current plate models occur are the critical plate boundary zones such as the western 
US (Basin and Range province) and the east coast of Japan. There the influence 
of the processes associated with the formation and subduction of the crust can 
be clearly seen (Heki et al. 1990). In these areas densification measurements are 
needed with mobile VLBI, SLR and GPS to establish the detailed motion picture 
of the complex boundary zones.

The largest relative motions have been detected on baselines in and around 
the Pacific: Alaska to Hawaii -4.5 cm/year, Japan to Hawaii -6.3 cm/year and 
Japan to Kwajalein -7.1 cm/year. This demonstrates dramatically the amount of 
activity along the East Pacific Ridge, offering the Hawaii and Kwajalein islands a 
dashing ride of just under 10 meters per century in the northwest direction. In 
the stable inner parts of the plates motions are small, if non-existant. An almost 
perfect example of this situation is found on the 920 km baseline between Onsala 
and Wettzell with a ‘slope’ o f -0.6 ± 0.2 cm/year, a result that also demonstrates 
the inherent stability of VLBI as a baseline measuring system and of the telescope 
reference points with respect to the surrounding areas (Fig. 12).

But while the central and northern part of Europe appears to be rather stable, 
the Mediterranean area comprises some of the tectonically most active regions of 
the globe. As a result of the collision and continued northward push of the African 
plate against Eurasia, the Alpine System was thrown up and the smaller plates of 
Arabia, Italy and the Iberian peninsula were set on individual courses with expected 
motions of one to two centimeters per year. Recent results of the European VLBI
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VLBI P o l a r  Mot ion 1987 -  1990
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CDP VLBI Nutation Offsets to 1AU 1980

Fig. 10. a, b. O bserved n u ta tio n  correc tions to  th e  IAU 1980 m odel

campaigns have been published by (Campbell et al. 1993, Nothnagel and Campbell 
1993, Tomasi 1993) and are included in the final CDP report (Ryan et al. 1993).

The solutions with large data sets are stable enough to produce precise source 
positions simultaneously with the baseline components and other parameters. The 
results of several different VLBI solutions are combined to form the celestial system 
of the International Earth Rotation Service (IERS). Its 1993 realization contains 
some five hundred radio sources in the declination range —82° to +86°. Over 300 
objects have positions that are known within ±0.5 mas (Arias et al. 1993). With 
the southern stations such as Hartebeesthoek/South Africa, Hobart/Tasmania and
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O’Higgins/Antarctica the source list is being extended southwards to achieve a 
uniform coverage of the entire celestial sphere.

In the past two decades geodetic VLBI has grown from its modest beginnings as 
a mere byproduct of a radio astronomical observing instrument to a dual purpose 
instrument, where both astronomy and the geosciences have an equal share in a 
rich harvest of scientific results. With the advent of GPS as a cheaper and more 
versatile tool for precise relative point positioning, VLBI will retain its importance 
as the backbone of the inertially based celestial and terrestrial reference frames.
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AUTOM ATION OF GEODYNAMICAL OBSERVATIONS

G y  M e n t e s 1

New developm ents in electronics and  co m p u te r techniques, especially in  th e  field 
of low pow er consum ption, high m em ory an d  com puta tion  capacity  and  of d iverse  
in p u t-o u tp u t capabilities offer th e  possibility  to  bu ild  fully au tom atic  in s tru m e n ts  for 
th e  observations of vertical an d  horizontal m otions of the  E a r th ’s surface. T herefo re  
th e  n u m b er an d  the leng th  of gaps in th e  d a ta  records can be dim inished w h a t con
tr ib u te s  to  th e  best in te rp re ta tio n  of th e  long periodic geodynam ical p h enom ena. A 
lo t of d a ta  acquisition  system s are p resen tly  available a t the  m arket which are  a p t  for 
th e  fully a u to m a tic  m easuring, recording, transferring  of d a ta  and a fte r  a p p ro p ria te  
p rog ram m in g  to  control the  au to m a tic  ca lib ra tion , to  give an  a lert signal w hen th e  
m easu red  values are over a  pregiven range, etc. To apply  such an au to m a tic  d a ta  ac
q u isition  system  the  m easuring m ethod  and  th e  in stru m en t has to be able to  give an  
e lectron ic  o u tp u t signal, its calib ra tion  a n d  o th e r  functions ( e.g. d rift o r zero -po in t 
co m p ensa tion ) have to  be  m ade or contro lled  electrically. Therefore ou r s te a d y  task  
is to  develop such sensors, transducers, in stru m en ts  which fulfil th e  requ irem en ts  
of h igh  stab ility , accuracy a n d  au to m atio n . T he present paper gives a  su m m ary  of 
th e  m ain  m easuring  m ethods used presen tly  for geodynam ical m easurem ents w ith  
re sp ec t of au tom ation .

K e y w o r d s :  au tom ation ; calib ra tion ; geodynam ics; m easurem ent; sensors; s tra in -  
m eters; t iltm e te r

1. In troduction

To understand the real physical phenomena taking place in the Earth’s body 
we need more and more precise measurements. Table I shows the most typical 
geodynamical phenomena and the required relative accuracies to obtain them by 
strain measurements. For the measurement of the long and very long periodic 
phenomena as e.g. tectonic movements, very stable measuring instruments with 
very high reliability are needed. In the most cases it is very difficult to fulfil these 
requirements because these instruments are working in rough conditions. Despite 
careful workmanship in manufacturing of these instruments, they are often reduced 
to maintenance or what is more characteristic they frequently need a zero (drift) 
point correction. If these corrections are not made in the right time the output 
signal of the instrument may go out of the measuring range and there will be a 
gap in the data record. These gaps can be very long if the instruments are not 
controlled frequently enough which is the case if the instruments are installed at a 
distant site. Sometimes the calibration of the instruments is carried out manually. 
This procedure can also be a source of error. To eliminate a lot of disturbing 
effects and to diminish the number and length of gaps in the dataflow, a complete 
automation of the instruments combined with a data transfer capability from the
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instrument site to the processing one is needed. This gives later a possibility for 
a regular control of the state of the instruments and the use of a continuous data 
processing or — if this would not be — possible the rough or the preprocessed data 
could be displayed without making a time consuming travel to the instruments.

T a b le  I. Phenom ena in  the  solid  E a r th

Type of th e  phenom enon_____ Period [s R ela tive  s tra in  [ml
E arthquake  waves 1 0 - 1 -  1 0 2 1 0 _b : О 1 «

M icroseismic waves 1 -  5 • 1 0 1 1 0 “ 9 -  i o -11
Free oscillations 10 2 -  1 0 3 1 0 -® -  t o -11
Tides 2 • 10 4 -  1 0 6 1 0 ~ 7 -  t o - ®
Ocean loading 9 ■1 0 “ ® -  1 0 - 9
Seasonal processes w >—‘

 
О t o - 7 -  t o - 1 0

Atm osphere 4 • 1 0 “ ® -  1 0 ~ 9
Snow load 8  • 1 0 - 9 -  t o - 1 0
G round w ater 4 • IO- 9 _ 1 0 - 1 0
R o tation  of th e  E a r th CO О *4 t o - 9 -  1 0 - Ю
(estim ated  e lastic  s tra in )  
Tectonic processes 1 0 “ 5 -  1 0 “ 7

There are a lot of data acquisition systems on the market combined with con
trollers which are able to sample data within a given sampling rate and accuracy, to 
control the instruments (calibration, zero point correction, etc.), to send and receive 
data and event reports via modem or by means of a radio transmitter.

The stability requirements against the measuring instrument and so against its 
main parts as the built-in sensors and transducers are much higher in an automatic 
measuring system than in a traditional, manually handled one. Otherwise there is 
no reason for automation.

In this paper, the possibilities of the automation of individual deformation mea
surement techniques are described giving a brief description of an automatic defor
mation measuring system. The design and development of the sensors and trans
ducers as the main parts of an automatic measurement system are also given.

2. D eform ation  m easurem ent techniques

2.1 Space and terrestrial measurement techniques

In the last decades new measurement technologies have been developed for dis
placement and position measurements. Besides, the stability and the resolution of 
the widely used tilt- and strainmeters are increased considerably. The deforma
tion measurement techniques used nowadays can be divided into two main groups, 
namely into space and terrestrial techniques.

The space techniques are:
— the very long baseline interferometry (VLBI),
— the satelite laser ranging (SLR),
— the global positioning system (GPS),
— the planned geodynamics laser ranging system (GLRS).
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All of these techniques include a stage of automation. It means that these meth
ods cannot work without considerable automatic functions. The great advantage of 
all these methods is that they do not need a calibration like tilt- and strainmeters or 
gravimeters, because these measuring methods are based on fundamental physical 
constants as the velocity of light or the wavelength of electromagnetic waves of dif
ferent frequencies. All of these methods give a large amount of data which cannot 
be processed without automation but certain measuring techniques, e.g. differential 
measurements by GPS receivers enable a further automation. Disregarding these 
possibilities in the following we only deal with the automation of the terrestrial 
deformation measurement methods.

The most important terrestrial techniques of the deformation measurements are:
— geodetic methods:

-  distance measurements:

— measuring rule, tape,

— geometric and optical distance measurements,

— electronic distance measurements (EDM),

-  leveling:

— trigonometric,

— spirit,

— hydrostatic

-  photogrammetry

— strainmeters:

-  invar rod,

-  invar wire,

-  quartz tube,

-  laser,

— tiltmeters:

-  liquid surface,

-  pendulum (horizontal, vertical)

— gravimeters.
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2.2 Terrestrial geodetic measurement methods

The terrestrial geodetic measurement methods have a great role in the local 
deformation measurements e.g. in the surroundings of great tectonic faults. The 
relatively great displacements in these territories can be measured by geodetic meth
ods in spite of the relative low accuracies of these methods.

The characteristic precision of electromagnetic distance measurements is about 
10“ 7 but the measurement accuracy is limited by uncertainties in the integrated 
refractive index along the measurement path. Several measuring methods were 
developed to achieve the accuracy of 0.1 ppm. Without corrections for refraction 
effects in the atmosphere the measurement accuracy is less than 1 ppm.

Optical methods that transfer the horizontal line (plane) of sight to a remote 
location are limited in accuracy by uncertainties in the refractive index gradients 
near to the Earth’s surface. In spirit leveling the optical path is projected orthogo
nally to the local plumb line pointed by a pendulum or parallel to a liquid surface. 
In trigonometrical leveling the optical path may be at an angle to the horizontal. 
In both cases, errors arising from the ray curvature are minimized through the use 
of short symmetrical sightings. The application of new technology to both meth
ods has resulted in a reduced measuring and evaluation procedure. However, these 
improved systems have not substantially better accuracy than the traditional meth
ods. Despite of modern measuring instruments, systematic errors in both systems 
remain height dependent and require an empirical correction. Thus the errors are 
accumulated both along the horizontal and the vertical distance traversed. In sum, 
precise leveling has an uncertainty of approximately 1 cm per vertical kilometer.

The hydrostatic leveling is influenced by dynamic and static density variations of 
the fluid (water) path and it is difficult to ensure the same air pressure at each end 
of the instrument. In ideal circumtances the height dependent errors can be reduced 
to less than 1 mm per vertical kilometer. The practical instruments, however, are 
not more accurate than the traditional leveling methods.

The measurement processes, handling the instruments, pointing, etc. at leveling 
and electronic distance measurements could not yet be automatized. But a lot of 
developments were made to automatize the data processing at the measurements 
(coded leveling rods, automatic data collection built into the instruments, etc.).

The main common disadvantage of the current space and terrestrial geodetic 
measurement methods comes from the measurements made discontinuously. A lot 
of information concerning long periodic movements between the repetitions of the 
measurements are lost. Therefore, the noise levels of continuous measurements made 
by tiltmeters and strainmeters are typically lower than the best available geodetic 
and space measurements.

The latest developments in the field of robot theodolites enable us continuous 
measurements. The motorized theodolites equipped with a CCD image sensor cam
era and an on-line image processing computer are capable of pointing to targets 
of natural or artificial origin using image processing algorithms. The coordinates 
of the pointed targets can be calculated from the measured horizontal and vertical 
angles measured by the theodolite. Using two theodolites, the coordinates can be
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calculated from the simultaneously taken stereo image pair by photogrammetric 
methods. Figure 1 shows the flow-chart of a typical measurement by two automat
ically controlled motorized theodolites with CCD cameras and photogrammetric 
image processing. The inner accuracy available by these systems is 0.01 pixel (pic
ture element) which corresponds to an accuracy of about 0.1 mm in object space on 
a baseline length of about 100 m. At shorter distances the accuracy in the object 
space is higher, the relative accuracy of such systems is about 10~4 — 10-6 . Such 
systems are wide-spread in the industry and in engineering survey. To make these 
systems more accurate, CCD cameras with larger sensor area and much more pixels 
as well as better and faster softwares than previously are needed. Such systems can 
be used along faults to control the movements continuously.

2.3 Continuously recording tiltmeters and strainmeters

Table I shows that relative motions are very small, in the order of magnitude 
of about 10-7 — 10-11. The recording instruments have a limited baseline length 
from a few centimeters to several 100 meters. Therefore, the continuously record
ing instruments need a very high resolution and accuracy. Since the majority of 
phenomena causing displacements are long periodic, therefore long term recording 
is needed for detecting the phenomena in question. This requires recording tilt- 
and strainmeters of high stability. Generally, these very small displacements are 
measured continuously by the instruments used for earth tide recording because 
these instruments have only the required sensitivity. In most cases the records are 
evaluated as follows: the tidal components are removed from the curve, the re
maining residual curve contains the local and global movements, the instrumental 
drift which consists of signal changes arising from variations of the environmen
tal parameters (temperature, atmospheric pressure, humidity, level changes of the 
groundwater etc.), of the signal variations caused by instrumental parts (mechan
ical, optical and electrical) and of the instabilities of the recording site. To avoid 
an interpretation of the above mentioned disturbing effects as a motion during long 
term measurements, the following requirements should be kept:

1. To record on very stable places, in observatories or boreholes if possible built 
into or on the bedrock.

2. To reduce the cavity effect as far as possible.

3. A perfectly stable and rigid coupling of the instruments to the bedrock.

4. Application of high accuracy sensors with low drift.

5. To build instruments of very high mechanical stability.

6. To ensure stable environmental conditions at the recording place.

7. Precise measurement of the environmental parameters (temperature, atmo
spheric pressure, humidity, etc.).
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8. High precision calibration of the instruments.

9. Parallel recording by several instruments of different and identical types.

The attachment of the continuously recording tilt- and strainmeters to the 
ground is a very difficult problem, thus a generally valid recipe solving the problem 
cannot be found. Properly coupled instruments record only deformations which 
are really present. Deformations are called “real” ones if they are present in great 
depths: seismic waves, earth tides, surface loads, and crustal deformation. Mea-

IIMPUT BY OPERATOR PROCESSES AND DATA

Fig . 1. The flow-chart o f a  real-tim e  photogram m e trie  m easu rem en t system  (H orst 1992)
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surements of these phenomena show that the Earth may be assumed to be a nearly 
uniform elastic body, thus properly coupled instruments record these “real” de
formations near the surface of an elastic body. That means that the difficulty of 
surface installations is rather signals supposed to be caused by other motions of the 
near-surface layers as e.g. by surface motions due to meteorological effects and not 
the absence of signals due to deeper motions. At deeper installations the ground- 
water pressure variations may cause problems besides the difficult handling of the 
instruments e.g. in a borehole.

Despite the rigorous requirements against the tilt and strain measurements 
listed above and the problems of attachment of these instruments to the ground 
or bedrock, the tilt- and strain measuring instruments play a very important role 
in the investigation of geodynamical phenomena taking place in the solid crust and 
interior of the Earth. These instruments are very suitable for automatic measure
ments.

3. C om m on con struction  of au to m a tic  deform ation m easurin g
instru m en ts

Figure 2 shows a common block-diagram of computer-controlled automatic mea
suring instruments used for tilt, strain and gravimetric measurements. In some 
cases the sensor and the transducer of the instruments are inseparable from each 
other. In the case of the strainmeters a sensor only exists which is at the same 
time a transducer, too. The quartz tube or the invar rod only transmits the ground 
displacements from one end of the extensometer to the other, where the relative 
displacements of both ends are sensed by a capacitive, inductive or optical sensor 
which transforms the displacement into an electrical or an optical signal. Thus, 
the sensor is also a transducer. In the case of laser interferometers the laser beam 
transmits the movement from one end to the other and the laser head functions as 
a sensor. The sensor of tiltmeters is a horizontal or vertical pendulum (the mass 
of the pendulum arm) or a liquid surface being always perpendicular to the local 
plumb. In these cases a separate transducer is needed to transform the mechanical 
movements of the pendulum arm or the liquid surface into an electrical signal. In 
the case of gravimeters the movements of the mass have to be transformed into 
electrical signals by means of a separate transducer.

The transducer of some instruments can be used at the same time for the indirect 
calibration of the instrument. At gravimeters and pendulums a high D.C. voltage 
as calibration signal can be given to the plates of the capacitive transducer to 
produce a displacement of the moving plate of the condenser. By applying another 
electrostatic force to the trancducer as a feed-back from the output of the transducer 
amplifier, a zero measuring method can be obtained.

Some of the sensors and transducers need an exciting power for their operation. 
In case of inductive and capacitive transducers, an oscillator of a frequency range 
of 5-25 kHz with a magnitude of about 1-50 V gives the exciting voltage. This 
oscillator also gives the reference signal of a carrier-frequency amplifier.

Because of the measuring method of the most instruments continuously record-
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Fig . 2. The block d iag ram  of au tom atic  defo rm ation  m easurem ent in stru m en ts

ing deformation, the working principle of these instruments are not based directly 
on fundamental physical constants e.g. on the velocity or frequency of electromag
netic waves, hence these instuments need a regular calibration. Some instruments 
cannot be directly calibrated or it would be very difficult. In these cases an indirect 
calibration can be used, as mentioned above, to verify the sensitivity and linearity 
of the instrument (e.g. gravimeters).

A direct calibration has an effect on the whole instrument like the geodynamical 
phenomena to be measured. In the case of tilt- and strainmeters it means that a tilt 
(e.g. by means of a crapoudine) or a displacement (e.g. by means of a crapoudine 
or a magnetostrictive transducer), respectively, is applied to the instruments. In 
some cases both kinds of calibration can be combined with each other.

The zero point correction of tiltmeters can be made by a very fine tilting of the 
suspension of the pendulum or of the liquid level by means of D.C. or stepmotors. 
The zero point correction of strainmeters can only be made by a displacement of 
the transducer e.g. by shifting the standing plates of the differential condenser.

Both the (direct and indirect) calibration and the zero point correction can be 
regularly controlled via digital input-outputs of the controller computer of the data 
acquisition system.

The accuracy of the whole system is determined by the sensor, the transducer, 
the amplifier and the A/D converter. For higher resolution sensors and amplifiers of 
very low noise are needed. For very high accuracy high resolution A/D converters 
(16-bits) are needed. If 16-bits are not sufficient the output voltage of an 8-bit D/A 
converter can be subtracted from the output voltage of the amplifier. The D/A 
converter is controlled by the digital outputs of the computer.

The computer can be programmed for prefiltering or preprocessing the measured
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data to recognize geodynamical phenomena of higher frequencies (earthquakes, mi
croseisms, etc.) and to measure and store these data with a higher sampling rate. 
The measured data and the status of the whole system can be displayed or trans
mitted to a remote site via an RS 232 C interface or by means of a modem via 
telefon line or by a radio transmitter.

Since the computer, other digital and analogous controllers and measuring units, 
data transfer and processing parts of the automatic measuring system can be pur
chased or can be assembled from finished parts bought on the market, therefore in 
the following the sensor and calibration units determining the quality of the whole 
system will only be discussed.

4. T he sensor and calibi-ation parts o f  th e  autom atic m ea su rem en t
sy stem

4-1 Sensors and transducers 

4-11 Electrooptical sensors

The basic principle of these instruments is a reflected light beam to magnify 
the rotation of a mirror. The reflected beam is directed on a pair of photodiodes 
whose output signals are subtracted from each other. Thus, the output voltage 
of the sensor is zero when the light beam is centered and a deflection from the 
central position produces an output voltage proportional to the displacement of the 
beam. Such systems can be made very sensitive and stable by means of modern 
silicon photodiodes. In this case the intensity of the light source must be kept 
constant. Another disadvantage is that the output signal is analogous and therefore 
an electrical drift cannot be avoided.

A drift-free sensor can be made by CCD image line or area sensors used for 
sensing the position of the reflected light beam. A usual CCD line image sensor 
contains 128-4096 light sensor elements (picture sensor elements, pixels) depending 
on the type of the line image sensor. The distance between the centres of adjacent 
pixels is between 7-13 /nn at the usual types. These distances are constant and 
very stable because they depend only on the manufacturing process and the ap
plied silicon semiconductor substrate is mechanically very stable. The position of a 
projected edge can be determined by reading the illumination (grey) values of each 
sensor elements, pixel by pixel. The accuracy of CCD sensors is about 0.1 pixel and 
a higher resolution to 0.01 pixel can be achieved by matemathical methods for a 
precise edge detection. The displacement transducers built with CCD sensors work 
with digital signals, thus they have no drift. The disadvantage of these transducers 
is the complicated electronics usually built with a microprocessor to read out the 
grey values of the pixels (Fig. 3).

The most common laser sensors used in geodynamics are based on a Michelson 
interferometer. Figure 4 shows its scheme of principle. A parallel beam of light 
from a source is sent to a beamsplitter, where it is equally divided and goes to a 
fixed and a moving reflector. The returned beams interfere at the beamsplitter and 
go to a detector. Counting fringe give an inherently digital output and the value
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CCD LINE SEN SO R

F ig . 3. The block d iag ram  of a  displacem ent tran sd u cer b u ilt  w ith  a  CCD image line sen so r

L I G H T

S E N S O R

Fig. 4. T h e  principle of the M ichelson in terferom eter

of wavelength (A) is usually known to 4 or 5 figures. The HeNe gas laser has the 
best frequency stability (10-13), however, the light produced is not sufficiently nar
rowband. The available accuracy with laser sensors is a fraction of the wavelength 
and is about 10~7 m in spite of the fact that a lot of efforts were made to increase 
the resolution to A/100 by means of interpolators, but the accuracy is strongly lim
ited by the variations of the refractive index due to changes of temperature and air 
pressure. They can be eliminated by placing the light path into vacuum. The main
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problem at the laser sensors is the short average time between failures of the laser 
tubes of about 18-48 month.

Nowadays the linear incremental transducers make possible to measure displace
ments with an accuracy of a few /mi. The stability of these transducers is very high 
because they are made on a glass ruler which has a high mechapical stability and 
a low coefficient of thermal expansion. The output signal is digital because the 
impulses due to the displacements are only counted. A new digital method was 
developed to subdivide the output signal to achieve a resolution of about 0.01 /«m 
(Swatek 1984). The operational life is very long. They have a disadvantage, namely 
they need a force for their operation, even if a very small one. Applying them in a 
strainmeter this force is negligible whereas in the high sensitive tiltmeters they are 
not applicable.

).12 Electromagnetic (inductive) sensors

These sensors have many different forms, but they can be functionally divided 
into two main groups: linear variable differential transformers (LVDT) and linear 
variable reluctance transducers (LVRT). The principle of the LVDT-s is shown in 
Fig. 5. A sinusoidal voltage is fed to a primary solenoid with an inside movable 
ferromagnetic core. Secondary coils are put on each end of the primary ones. The 
magnetization of the core by the exciting field creates a field within the secondary 
coils. The greater the extension of the core due to its displacement is, the greater 
are the flux linked by that coil and the voltage induced in it. A large motion of 
the core is possible and the LVDT is insensitive to the transverse motion of the 
core. The core is completely passive, and the coils can be shielded from it and 
from the outside world inside a nonmagnetic housing. Therefore, humidity or even 
liquid water has no effect on the operation of the LVDT-s. Due to eddy currents 
and hysteresis, the output voltage is not in phase with the input and also contains 
higher harmonics and a quadrature signal that do not vanish when the core is in its 
middle position. The output voltage of the LVDT varies with the frequency and the 
amplitude of the exciting voltage. Variations in the transformer temperature affect 
the winding resistance, the magnetic properties of the core, and the dimensional 
relationships and so the sensitivity of the transducer. Figure 5 shows a solution for 
the electronics of LVDT where the amplitude of the oscillator is controlled by an 
additional feedback for compensation of temperature changes and other effects.

The linear variable reluctance transducer (LVRT) is physically very similar to 
the LVDT-s just discussed. The only difference is the coil arrangement; the three 
transformer coils of the LVDT are replaced by a single, center-tapped coil as shown 
in Fig. 6. The coil is usually connected as one half of an inductive bridge. The 
bridge output voltage is linear with position, its phase is shifted by 180° as the 
core crosses the null position. The output voltage of the bridge is amplified by a 
carrier-frequency ai/iplifier similarly to the capacitive transducers.

The available accuracy of LVDT-s and LVRT-s is about 0.5 % of the measuring 
range or somewhat better. Their main advantages are:

-  Relatively high accuracy, sensitivity and linearity
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-  Cross-axis rejection

-  Low sensitivity to disturbing electrical signals

-  Not sensitive to humidity 

Their main disadvantages are:

-  Moving mass (inertia)

-  Friction of the moving core

-  High reaction force

Because of the friction and the high reaction force these trancducers cannot be used 
in instruments where the deflecting force or torque of the measured geodynamical 
phenomena is low e.g. at horizontal pendulums.

Fig. 5. The princip le  o f th e  linear variable differencial transfo rm er (LVDT)

4-13 Capacitive transducers

The most sensitive transducers used in geodynamical instruments are capacitors 
changing their electrical capacitances in consequence of mechanical displacements. 
The most familiar capacitor consists of two parallel plates separated by an air 
space or by a dielectric (insulating) material. The capacitance is affected not only 
by the spacing and size of the plates, but also by the dielectric between them. 
The nonlinearity of a simple capacitor and its sensitivity due to the changes of 
environmental parameters can be reduced by three-plate differential condensers.
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(b)

Fig . 6. T he principle of th e  linear variable reluctance tran sd u ce r (LVRT). a) tap p e d  coil, b) 
resistive d iv ider

The change of capacitances can be measured in a bridge circuit the bridge is usually 
supplied by an AC voltage of constant frequency and amplitude (Fig. 7a). The 
output voltage is proportional to the amplitude of the supply voltage of the bridge, 
therefore it must be very stable. The output impedance of the bridge depends on 
the frequency of the supply voltage. In case of the usual bridge capacitances of 10- 
50 pF, the bridge is fed by a supply voltage of about 5-15 kHz to hold the output 
impedance at an acceptable value (some kfl’s).

Figure 7b shows the equivalent circuit of the bridge together with the spurious 
capacitances arising from the mounting and from cable capacitances in the case 
when the moving plate of the differential condenser is the output of the bridge 
and the middle point of the two constant bridge capacitances is grounded. When 
the constant capacitors (C) have a large value of about 1 nF, then the spurious 
capacitances of the order of 20 pF do not effect the output signal of the bridge, only 
their change causes a noise in the output voltage of the bridge. The load capacitance 
between the cable connected to the output of the bridge and the ground is about 
20-40 pF/m depending on the type of the cable, therefore it forms together with 
the input impedance of the preamplifier and the output impedance of the bridge 
a voltage divider and reduces the gain of the sensor. That is the reason why the 
preamplifier should have a high input impedance and should be placed close to the 
bridge.

Unfortunately, the moving plate of the differential condenser must be directly 
connected at most instruments to the moving part of the instrument e.g. at pendu
lums and gravimeters. In this case the spurious capacitances are connected parallel 
to the two parts of the differential condenser (Fig. 7c). Since all of the capacitances 
are in the same order, the spurious capacitances cause large disturbances in the 
output signal of the bridge. To avoid this effect the solution shown in Fig. 7d 
can be chosen by using a part of the differential condenser as a coupling capacitor 
of constant value. This coupling capacitor causes an additional voltage division 
(Mentes 1983).
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( b )  (С )

F ig . 7. C apacitive  bridges: a) th e  u sua l bridge c ircu it a n d  its  equivalent c ircu it, b ) th e  spurious 
c a p a c ita n c e s  of the bridge, when th e  m iddle  p la te  is n o t grounded, c) the  spurious cap ac itan ces of 
th e  b rid g e , when the m iddle p la te  is g rounded
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Fig. 8. T he carrier-frequency am plifier

The best method to measure the output voltage of the bridge is to use a carrier- 
frequency amplifier (also called a lock-in amplifier), as shown in Fig. 8. An oscillator 
with high amplitude stability and with frequency и supplies the capacitive bridge 
(the outer plates of the differential condenser). An amplifier of high input impedance 
amplifies the output signal of the bridge and a phase-sensitive rectifier only detects 
that part of the signal which is in phase with the supply voltage of the bridge. 
Averaging this signal makes the detector insensitive to noise with the exception of a 
narrow frequency band around to. In this manner a resolution of 10~10 — 10-14 can 
be achieved. Another method is shown in Fig. 9. The two parts of the differential 
condenser are connected with two oscillators. The frequencies of the oscillators 
are subtracted from each other and the resulting frequency is proportional to the 
displacement of the moving plate of the transducer. This solution has a lower 
resolution than the above mentioned carrier-frequency method. Its advantage is 
that it has a direct digital output signal.

Other electrical methods to detect the output voltage of the bridge using e.g.
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Fig. 9. T he two-oscillator circuit

digital integrated circuits have additional error sources (e.g. jitter) notwithstanding 
these solutions being theoretically bridge circuits, too.

4-14 Vibrating wire sensors

The mechanical eigenfrequency of a wire depends on the tension in it. By 
measuring this frequency physical quantities can be determined causing this tension. 
The principle of the sensor is shown in Fig. 10. In the intermittent mode an 
electromagnet gives pulses into the mesuring wire and the same magnet senses 
the vibrations in the wire (Fig. 10a). In the continuous mode an oscillator feeds 
a continuous sinusoidal mechanical vibration into the wire. An electromagnetic 
transducer senses this vibration and the signal of this transducer is fed back to the 
oscillator for controlling its frequency to the eigenfrequency of the wire (Fig. 10b). 
Nowadays, some instruments (tilt- and strainmeters) are available for industrial 
purposes (Maihak 1988). These are of lower sensitivity than needed in geodynamics, 
but some new developments in material technology enable us to achieve a relative 
accuracy of 10-7 . The main advantage of these transducers is that they have a 
direct digital output signal (Mentes 1989).

4-2 Calibration units

Electrically controlled calibration units can only be used in automatic measuring 
systems. The indirect calibration used in the sensors or transducers is made in the 
most cases by means of an electromagnetic or electrostatic force acting on the 
moving part of the sensor (e.g. on the mass of a gravimeter). The calibration 
current or voltage can be kept very stable and can be controlled by the computer of 
the automatic system. In this case the calibration is used only for controlling the 
constancy of the sensitivity of the measuring system.

The magnetic elongation (magnetostrictive effect), the piezoelectric effect and 
the deformation of a closed membrane (crapoudine) are used for direct calibration. 
The piezoelectric materials are hygroscopic and therefore not applicable. Thus,
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measuring wire e tec trom agnet

tfïb Jl Л Jl
VVÂ -

(a)

F ig . 10. The principle o f th e  v ib ra tin g  wire transducers; a )  in te rm itten t m ode, b) continuous 
m o d e

the most usable calibration units are crapoudines and magnetostrictive coils. Both 
can be very easily controlled electrically and therefore they are suitable for the 
calibration of automatic measuring systems.

4-21 Crapoudine

The crapoudine consists of a thick-walled box made of stainless steel at which 
the surface of the box to be deformed, the so-called pressure face is about 5 mm 
thick. Thus, it produces very small displacements (less than 1 /im) at high pressure 
variations. The box is connected via a flexible pressure-tight tube to a vessel and 
the whole system is filled with mercury. The pressure in the box and so the bulge of 
the pressure face producing the displacement can be changed by lifting or sinking 
the mercury vessel (Fig. 11). The moving of the mercury vessel is made by a D.C. 
or a step motor and so it is very easily controllable by a computer. The calibration 
of the pressure box (crapoudine), producing the displacement is made by a laser 
interferometer (Melchior 1978) or with a better resolution and accuracy by the 
calibration device developed in the Geodetic and Geophysical Research Institute of 
the Hungarian Academy of Sciences (Mentes 1993) before the crapoudine is built 
into the instrument. But it is to be remarked that this calibration device must be 
calibrated in large steps by means of a laser interferometer, too.

The sensitivity of the crapoudines depends on the thickness of the pressure 
face of the box. Thus, the sensitivity can be set during the manufacturing. The 
characteristics of the crapoudines are linear in a wide pressure range. The linearity 
error is usually less than one percent (Mentes 1993). According to the tests carried 
out regularly for a long time, they have a small hysteresis, a very slow ageing and 
a very small elastic after-effect.
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magnetostrictive
core

Fig. 12. T he principle of the  m agnetostrictive calib ra tio n  u n it (m agnetostric tive  coil)

The main disadvantage of the crapoudine is, however, that the mercury is very 
injurious to the health and therefore it must be very carefully handled. Moreover 
the calibration units built with crapoudines need a relatively complicated mechanics 
and an electric drive.

4-22 Magnetostrictive coils

These calibration units consist of a core made of a very high quality magne
tostrictive material, usually of a nickel alloy. If this material is placed in a magnetic 
field induced by the current flowing through the coil reeled up on the core, this 
latter changes its length as a function of the magnetic field strength and hereby of 
the current in the coil (Fig. 12).

The characteristics of the magnetostrictive coils are linear functions of the cur
rent, but they have usually a little bit greater linearity errors than the crapoudines. 
Despite of this, the errors are whithin one percent. The hysteresis is also somewhat 
greater than that of the crapoudines.

If the coil is induced always with the same current intensity, the repeatability 
errors of the core elongations are within 0.1 percent over many years according to 
the measurements.

In contrast to the crapoudines the magnetostrictive coils have a thermal effect 
when the current impulse driving the coil is too long, due to a heat produced by
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the current in the coil. The less is the sensitivity of the magnetostrictive material, 
the higher current is needed to produce the same elongation of the core and this 
higher current produces more heat causing an observable thermal expansion of the 
core. Therefore, the usual calibration impulse-width should not be more than some 
minutes.

The control and handling of the magnetostrictive coils is more easier than that 
of the crapoudines.

5. C onclusion

The recent space measuring techniques can compete neither with the 10-9 res
olution of the continuous strain and tilt measurements, nor with the data amount 
continuously recorded since several decades. In other respect the space measure
ments provide a global data basis for unambiguous interpretation of strain and tilt 
measurements.

It is a big problem at tilt- and strainmeters to decide whether the instrument 
gives useful measuring data or not. Without this information the interpretation 
of the measured data is impossible and it cannot be decided if the instrument is 
correct. To solve this problem as many instruments should be put close together as 
many is possible. Therefore, the main task will be in the future to develop low cost 
instruments besides the development of sensors, transducers and calibration units 
of high stability and accuracy. In other respect it is very advantageous to use the 
same automatic measuring system to several instruments of the same and different 
types at a measuring site what remarkably reduces the costs of the automation per 
instrument.
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PERTURBATIONS OF INITIALLY CIRCULAR  
SATELLITE ORBITS CAUSED BY THE ZONAL  

HARM ONICS OF THE GEOPOTENTIAL

A  P a l 1 , V  M i o c 2 , M  S t a v i n s c h i 3

F irs t o rder p e r tu rb a tio n s  caused by all zonal harm onics of the  geo p o ten tia l in  th e  
m otion  of artificial sa te llites w ith initially c ircu lar o rb its , over one nodal p e rio d , a re  
analy tically  determ ined . C onsidered separately, th e  even zonal harm onics p ro d u ce  
o rb it precession, while th e  odd  ones produce orb it deform ation. T he re su lts  c an  be 
particu la rized  to  every ind iv idual harm onic.

K e y w o rd s :  artificial sa tellites; E a r th ’s g rav ita tional field

The perturbed orbital motion of artificial satellites in the terrestrial gravita
tional field constitutes a well studied problem. Very significant contributions to 
this problem have brought e.g. King-Hele (1958), Brouwer (1959), Kozai (1959), 
Izsák (1960, 1961), Zhongolovich (1960a, b), Kaula (1966), and many others. Such 
studies take into account only one or few harmonics of the geopotential. In this 
paper we shall consider the influence of all zonal harmonics of the geopotential.

So, consider that the Earth has geometrical and dynamic symmetry with respect 
to its rotation axis (hence only the zonal harmonics of its gravitational potential 
are taken into account). In this case the geopotential will be written as

OO

U = (/i/r)(l — ^  Jn(R/r)nP„(sin ф)), (1)
n =  2

where /r = Earth’s gravitational parameter, R = mean equatorial terrestrial radius, 
Jn = features the n-th zonal harmonics, r = geocentric radius vector of the satellite, 
ф = latitude, Pn — Legendre polynomials.

We shall determine the first order perturbations for satellites with initially cir
cular orbits. The variations of the orbital elements caused by the zonal harmonics 
of the geopotential will be determined over one nodal period of the satellite. So, we 
describe the perturbed motion by means of Newton-Euler equations written with
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respect to the argument of latitude (u) in the form (e.g. Mioc 1991):

dp/du = 2 (Z/p)r3T ,
dq/du = (Z/p){r3kBCW/(pD) + r2T{r(q + A)/p + A) + r2B S ),
dk/du = (Z /p ) ( - r3qBCW/(pD) + r2T(r(k + B ) /p+  B ) - r 2AS),  
dtl/du = (Z/p)r3B W /(pD ), ( ’
di/du = (Z/p)r3A W / p , 
dt/du — Zr2(pp)~1/ 2 ,

where Z = (1 — r2Cf2/(pp)1/ 2)-1 , p = semilatus rectum, A — cos и, В = sinu, 
C  =  cost, £) =sin i (t = inclination), Q = longitude of ascending node, q — e cos u, 
к — e sin ш (e = eccentricity, ш — argument of perigee, S, T, W — radial, transverse 
and binormal components of the perturbing acceleration respectively.

Since the elements у 6 Y  = {p,q,k,u,i} have small perturbations over one 
revolution of the satellite, they can be considered constant and equal to yo = у 
(u =  0) in the right-hand sides of (2), hence every equation may be separately 
integrated. The variations of y over one revolution are:

2t

A y  = J  (dy/du)du, y e Y  , (3)
о

with integrands provided by (2). Integrals (5) are estimated by successive approx
imations, with Z «  1. We shall stop the process at the first order perturbations 
over one nodal period.

Taking into account all these considerations, we shall anticipately omit the factor 
Z\ also we shall drop the subscript “0” in the right-hand side of motion equations 
(but retaining that there the element y represents in fact the constant y^).

By (1), the perturbing function has the expression:
C O

R z = - p Y 1 J"(R п/ гП+1)рп(втф). (4)
n - 2

The components of the perturbing acceleration are

5 = dRz/dr ,
T  =  ( l/r)(dRz /d<t>)(A/B)t!m<t>, (5)

W = (l/r){dRz /d<f>)C sec ф .

Performing the calculations, and with sin ф = D B , (5) becomes

CO n  '

S -  / i E  E  Jn(Rn/rn+2)HnjDn- ^ B n- 2D
n=2j=0 

CO n  '

T = P 5Z Jn{RnlTn+2)DnjDn~2i A B n~2i~ 1, (6)
n — 2 j  =0 

CO n  '

W = p Y1 ]T Jn(Rn/rn+2)KnjCDn- 2j - 1Bn- 2i - 1,
n—2 j = 0
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where n' — [п/2] (integer part), and we abbreviated

Hnj = (—l)J'(n + l)(2n — 2j)!/(2nj!(n — j)\(n — 2j)!),
K nj  = ( - i y + ‘( n - 2 j ) ( 2 n - 2 j ) ! / ( 2 » i ! ( n - i ) ! ( n - 2 j ) ! ) .

Replacing (6) in the first five equations (2) considered separately, and taking into 
account the fact that the initial orbit is circular (of the radius r = p), after long 
but straightforward algebra we get the integrands of (3) expressed only in terms of 
explicit functions of и (through A and В ) and quantities considered constant over 
one revolution of the satellite.

The integrations were separately performed for even and odd n. For n = 2s we 
obtain

Ay = о ,тоуеУ-{П},
AQ = * E  è  J2,W p ) 2,CD2- 2i - 2F,j , (8)

s=lj=0

where we denoted

Fsj = (—l ) J ( 4 s  —  2 j ) ! ( 2 s  -  2j + 1)!! •
• ( 2 3 ’ - - ’ - 2 j ! ( s  -  j  -  1 ) 1 ( 2 «  -  j ) ! ( 2 «  -  2 j  + I)!)"1 .

For n = 2s + 1 we get

Ay =  0, у е У - { } } ,
o o  s

A q = * Z Y . h .  + i (R/p)*‘+lD * -V  + lGljt
5 = 1 j = 0

with the abbreviation

Gtj = (—l)2 + 1s(4s — 2j + 2)!(2s — 2j +  1)!! •
• ( 2 -  j  + 1)1(2« -  j  + 1)1(2« -  2j  + I)!)"1 .

(9)

( 10)

( И )

Therefore, for initially circular orbits, the even zonal harmonics causes first order 
perturbations only in the longitude of ascending node (resulting orbital precession). 
The odd zonal harmonics cause first order perturbations only in eccentricity (by 
the parameter q) and (by the constancy of p) in semimajor axis; hence, under the 
separate influence of these harmonics, after one nodal period, the orbit will no longer 
be circular.

Of course, most of the results obtained by the other authors as to the perturba
tions caused by the zonal harmonics of the geopotential in artificial satellite motion 
are more general from different standpoints: nonzero initial eccentricity, determi
nation of higher order perturbations, etc. However, all such studies consider only 
one or few harmonics. From this point of view, our results (8)—( 11) are more com
plete, since they allow the determination of first order effects caused by all zonal 
harmonics of the geopotential, even or odd, considered separately or together.
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TECHNIQUES AND METHODS IN GEODYNAMICAL  
RESEARCH: SPACE VLBI

I F e j e s 1

Space VLBI is a  fu tu re  technique which will be  realised  in  the  second ha lf of th is  
decade by p u ttin g  rad io  telescopes as in terferom eter e lem ents in to  o rb it. Besides 
th e  m ain  astronom ical in te rests, th is new developm ent has som e very in teresting  p o 
ten tia l app lications in sa te llite  dynam ics, geodesy a n d  geodynam ical research which 
qualify space VLBI a  p o ten tia l new technique in space geodesy. T he p ap er reviews 
th e  developm ents led to  th e  basic concepts, the requ irem en ts for application  in ref
erence fram e un ification  a n d  precise orbit d e te rm ination . T he properties of space 
VLBI observables, m odelling  resu lts  and the  lim ita tions of th e  p resent system s u n 
der developm ent a re  also discussed. Finally a  d ed icated  sa te llite  concept (SU R F) for 
un ification  of reference fram es is presented. SU R F m ay overcom e the lim ita tions of 
th e  first genera tion  space VLBI satellites in th is p a r ticu la r  field.

K e y w o rd s :  o rb it; reference fram e; space geodesy; space VLBI

1. Introduction

Space VLBI is an emerging new space technique which will extend baselines 
into space in the second half of this decade. What role space VLBI will play in 
geodesy and geodynamics in the future? What are the new characteristic of space 
VLBI which makes it special? The purpose of this paper is to explain what is space 
VLBI in plain terms, why it is different from ground based VLBI, and what are the 
potential applications in geodesy, geodynamics, and orbital dynamics.

It is assumed thorough the paper that the reader is familiar with the basic 
principles of ground based VLBI and its astronomical and geodetic applications. 
Otherwise the reader is referred to the paper of Schuh (1994).

2. W liat is space V L B I?

Space VLBI is the extension of the Very Long Baseline Interferometry technique 
into space by putting one (or more) radio telescope(s) in orbit and using them as 
radio interferometer elements. This can be a combination between ground and 
space telescopes or just between space telescopes as well. The feasibility of space 
VLBI has been demonstrated in 1986, when a TDRS communication satellite was 
operated shortly as a radio interferometer element in combination with ground radio 
telescopes in the USA and Japan (Levy et al. 1986)

A schematic diagram of a space VLBI system is illustrated in Fig. 1. It consists 
of four basic components:

-  the space radio telescope(s),
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-  the telemetry and control stations,

-  ground radio telescope(s),

-  processing facility.

Note that the first two points are the concerns of the space agencies, while the 
last two points are technically covered by the ground based VLBI facilities, thus in 
order to operate space VLBI, a very complicated interaction (and understanding) 
between the two groups are necessary.

Currently two dedicated space VLBI satellites are being prepared for launch in 
the second half of this decade with radio telescopes of 8-10 m diameter. The VSOP 
(VLBI Space Observatory Program) is being developed in Japan (Inoue 1993) and 
the Radioastron (Kardashev and Slysh 1988), which is being constructed by the 
Russian Space Agency in international collaboration with seven other countries or 
agencies.The main characteristics are given in Table I.

There are already preliminary discussions about the next generation space VLBI 
satellites with improved characteristics to be realised after the turn of the century 
(Ulvestad 1994, Kardashev et al. 1994).

3. W h y is space V L B I different?

From astronomical point of view the most important point is that space VLBI 
provides higher angular resolution and better imaging potential with respect to 
ground based VLBI. From the point of view of geophysical and geodetic applications, 
however, the most important fact is that the space antenna is free falling in the 
gravity field of the Earth while the ground VLBI stations are rigidly fixed to the 
surface. From this fact some very interesting consequences follow for the information

Fig. 1. Schem atic  d iagram  of a  space-ground VLBI system
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T a b le  I. C haracteristics of p lanned  space VLBI missions

Space VLBI experim ents VSOP R A D IO A STR O N
C o u n try Jap an Russia -f 7 countries
L aunch  da te 1996 1997
E x p ec ted  lifetim e 5 years 3 years
H eigh t a t  apogee 20 000 km 75 000 km
M axim um  baseline length 30 000 km 85 000
O bserv ing  frequencies 22 GHz, 5 GHz, 1.6 GHz 22 GHz, 5 GHz, 1.6 G H z, 0 .3  GHz
M axim um  an g u la r resolution 90 m icro arc sec. 30 m icro arc sec.
T elescope d iam eter 8 m 10 m
Sensitiv ity 40 m Jy 20 m Jy

content of the space VLBI observables, the delay, delay-rate and phase, referred 
to the system of orbital elements — ground based telescope positions — radio 
source positions. A more detailed discussion on space VLBI kinematic, dynamic 
and measurement properties is given by Fejes and Mihály (1991), here only a short 
summary of these follows.

3.1 Kinematic properties

In the rotating frame of the Earth the relative motions between the ground 
stations amount to maximum a few cm/year while the space element moves with 
velocities up to 9 km/s. This is 13 orders of magnitude difference, which indicates 
the huge range of model quantities which are to be applied in space VLBI. In an 
inertial frame the range of the space VLBI delay, delay-rate observables can be 
more than an order of magnitude larger, the accelerations more than 2 orders of 
magnitude larger than at ground based VLBI.

3.2 Dynamic properties

The orbit of the space antenna defines an inertial frame dynamically. The focus 
of the orbital ellipse is the mass centre of the Earth. At the other hand the space 
antenna is tied by interferometric baselines to the Terrestrial Reference Frame de
fined by the network of ground observatories while observing extra-galactic radio 
sources. This can be exploited in two different ways:

-  for tying the terrestrial reference frame directly to the inertial reference frame 
defined by the observed quasars,

-  to use the space interferometric observables for improving orbit determination 
accuracy of the space telescope.

3.3 Measurement properties

Because the raw interferometric data are first recorded and only later correlated, 
the VLBI data processing and evaluation allows for rather large a priori geometrical
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Table II. D a ta  types of satellite  g eo d etic  techniques

S a te llite  technique D a ta  type (observable) R elation
S a te llite  Laser R anging ran g e g ro u n d  s ta tio n  - satellite
D o p p le r (TRANSIT) ra n g e-ra te g ro u n d  s ta tio n  - satellite
A ltim e try e levation su rface  - sa tellite
G P S pseudo-range g ro u n d  s ta tio n  - satellite
S pace VLBI delay, delay-rate g ro u n d  s ta tio n  - satellite  - rad io  source

model errors. The so called “fringe search” process serves to narrow down these 
errors and squeeze them into a standard error window of the correlator. After 
the interferometric fringes have been found, a much higher positional, velocity, 
acceleration and timing accuracy will be available which can be further improved by 
residual analysis. In the case of space VLBI, precise positional, velocity, acceleration 
and timing information should be supplied continuously to the correlator during 
operation because these parameters are changing very rapidly. Therefore space 
VLBI data processing needs an additional module which provides these quantities.

З. 4  The place of space VLBI among other satellite geodetic techniques

At the presently available satellite techniques for geodesy — SLR, Doppler, 
GPS, altimetry — the basic observables are the range and the range-rate (elevation 
measurements above the surface is also a kind of range measurement). These ob
servables carry information related to the ground to satellite geometry only, without 
any reference to the Celestial Reference Frame defined by quasar positions. Space 
VLBI observables, the delay and delay-rate, at the other hand, contain information 
related to the geometry of ground station — satellite — radio source positions simul
taneously. In this respect space VLBI is unique among satellite geodetic techniques 
and in principle, capable of complementing them by providing external reference.

Table II summarises the properties of current satellite geodetic techniques.
It should be added, that due to the two way radio link between the tracking sta

tions and the space telescope a high precision range-rate observable is also available 
beside the traditional satellite tracking data.

4. T h e  b a s ic  con cep t o f  sp a ce  V L B I  ap p lica tio n

The space VLBI delay and delay-rate observables are functions of the position of 
the observed radio source (X q ), the space telescope position, the ground telescope 
position (Xg), the Earth orientation parameters (EOPk) and the epoch of observa
tion (t ). Furthermore, the space telescope position can be expressed as a function 
of the orbital elements and additional perturbations (E i, Pj):
For the space VLBI delay

t  -  Fi(XQ,Ei,Pj,Xg, EOPk, t )
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similarly for the delay-rate

г = F2(XQ,Ei,Pj ,x g,EO Pk>t) ■
Using a prion values for the parameters, the delay and delay-rate can be calcu

lated by the F\, F2 functions. Differences between the observed (0) and calculated 
(C) space VLBI observables will occur due to the a priori parameter errors, mod
elling errors, and observational errors. Assuming that both the О — C  errors and 
the parameter errors are small, a least squares adjustment can be applied for the 
parameter estimation. The observation equation for the delay observable will have 
the following general form (Fejes and Mihály 1991):

àFi JV , ^ d F \
dX QdXq  + ^  dE,

where L is the vector of To — тс differences and V is the vector of residuals. For the 
delay-rate observable F2 and L — то— тс should be substituted into the observation 
equation (see in more detail in Adam 1990b).

Based on the unique characteristics of space VLBI observables described by 
the above equations the following applications have been suggested in the field of 
geodesy and geodynamical research:

-  unification of the terrestrial and the celestial reference frames, because the 
observation equation contains the source co-ordinates, station co-ordinates, 
and the EOP parameters which are the basic components of transformation 
between these two systems,

-  orbit determination accuracy improvement of space VLBI satellites, because 
the E{ orbit parameters can be improved by space VLBI delay, delay-rate 
observables,

-  combination of space VLBI data with LAGEOS data in order to avoid the rank 
defect of ascending node at laser geodynamic satelliteÆs orbit (this follows 
from the previous point) and improve gravity field models,

-  monitoring of the geocenter position in an inertial reference frame.
The interrelation between the conventional inertial system (CIS), the conven

tional terrestrial system (CTS) and the techniques which are applied to realise them 
are shown in Fig. 2. The unique place of the space VLBI technique is pointed out 
by its central position. It provides inherently the data type of both, the ground 
based VLBI and the geocentric satellite techniques like the LAGEOS, GPS etc. It 
has also an unusual duality on the system levels. Previously the observing ground 
networks and their celestial targets were clearly separated. The GPS and the SLR 
ground networks targeted the GPS and SLR satellites in orbit, similarly the ground 
based VLBI networks (e.g. IRIS, JPL, etc.) targeted their own list of extra-galactic 
radio sources. In the case of space VLBI these dual roles are merged because a space 
VLBI satellite is an observing station and an observed target at the same time. This 
is why its box is crossing the ground — space division line. It provides a kind of 
space collocation.
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LEVELS

COLLOCATED
OBSERV ATORIES

F ig . 2. In ter-re la tions betw een  th e  Conventional In e rtia l S ystem  and  the  C onventional T e rre s tr ia l 
S y s te m

5. M ile s to n e s  o f  c o n c e p t d ev e lo p m en t

In this paragraph a concise historical description is given about the main mile
stones of concept development and about the work which has been carried out in 
this field.

5.1 The beginning : QUASAT Workshop 1981, June

In June 1984, ESA organised a workshop on the QUASAT project where the 
application of space VLBI for astronomy and astrophysics were extensively dis
cussed. There were no discussions, however, on geodetic, geodynamic applications 
during the meeting. In the proceedings a short note by Tang (1984) appeared 
who suggested to use the space VLBI observables to improve orbit determination of 
QUASAT. Shortly after the Workshop Fejes (1984) and independently Ádám (1985) 
suggested to use space VLBI for tying inertial and terrestrial reference frames. These 
suggestions were the initial elements of further studies on geodetic, geodynamic ap
plications of space VLBI.
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5.2 Concept formulation 1985-86

In January 1985, a working group was established in the SGO which participated 
in the ESA QUASAT Assessment Study (J Adám, I Almár, T Borza, I Fejes, Sz 
Mihály) and formulated the concept of geodetic applications in more detail (ESA 
SC 85, 1985) The full concept was first presented at the Toulouse COSPAR meeting 
(Fejes et al. 1986). Here beyond the original suggestion of tying reference frames, 
the space VLBI data process flow and a simplified mathematical model was also 
presented. The paper also introduced the concept of “primary” and “secondary” 
tracking of space VLBI satellites.

Soon thereafter the IUGG recognised the importance of space VLBI studies and 
established an I AG special study group (SSG 2.109) in 1987, which dealt with the 
“Application of space VLBI in the field of Astrometry and Geodynamics” (Fejes 
1992). The term of this SSG was extended in 1991 for another four years period 
(Ádám 1995).

5.3 Software developments and early concept tests by simulations 1987-89

The next step was to develop software in order to test and prove the concept 
by simulations. For this purpose the SGOFAKE orbit simulation program has been 
developed by Mihály and Szánthó at the FOMI Satellite Geodetic Observatory in 
1987-88. Using this software, the concept of Tang has been proved by simulations 
(Fejes et al. 1989), namely, that the delay, delay-rate observables can indeed be 
used for orbit determination improvement particularly when range rate data is 
also available simultaneously (which is the case anyway). Ulvestad (1992) at the 
JPL independently arrived to a similar conclusion. Orbit simulations using the 
ORAN program package at the Delft University of Technology by Borza et al. 
(1989) showed that the dominant part of the orbital errors of space VLBI satellites 
originates from errors in the solar reflectivity models.

Software developments in this field were presented at the COSPAR Workshop 
on “Space VLBI Related Software”, Budapest, in October 1991 (Fejes and Schilizzi
1991).

5.f Theoretical studies 1989-93

At the end of the eighties theoretical studies on space VLBI have been started 
at the Ohio State University, Department of Geodetic Science and Surveying which 
were supported by the NASA Goddard Space Flight Centre (Adám 1990a). Two 
important works have been reported in this field in the series of the OSU Reports: 

Adám (1990b) has carried out a comprehensive estimability analysis for astro- 
metric, geodetic and geodynamic parameters from space VLBI observations. Here 
he introduced a unified notation for the ground and the space VLBI parameters and 
worked out a detailed mathematical model for the delay and delay-rate observable 
on the ground to ground, ground to space and space to space baselines. He has also 
carried out an analytical rank defect analysis and pointed out that the UT1, the

A c ta  Geod. Geoph. H ung .  29, 1994



450 F E JE S  I

ascending node of the space antenna and the right ascension of the radio source are 
inseparable parameters, if we consider data only on a ground to space baseline.

Kulkarni (1992) has continued this work, which culminated in a Ph.D. disserta
tion at the OSU with the title: Feasibility Study of Space VLBI for Geodesy and 
Geodynamics. He has developed software for estimability simulations and found 
that in an optimum observing scenario with Radioastron the polar motion param
eters can be estimated to 0.7 milli arc second accuracy and the length of the day 
(LOD) to 0.05 ms accuracy from the ground to space delay observable. The results 
were also presented at he IAG General Meeting in Beijing (Kulkarni et al. 1993).

As a next step, the sensitivity of the satellite’s orbital elements to observing 
configuration, to errors in other geodetic parameters and to solar radiation pressure 
was investigated (Kulkarni and Adam 1993). Numerical simulations indicated that 
the VSOP satellite may be more suitable for geodesy programs than Radioastron, 
due to orbit characteristics.

6 . T h e  orbit p ro b lem

For space VLBI data processing and also for geodynamic, astrometric applica
tions the orbit of the space telescope should be known with high precision. There
fore in this paragraph the orbit determination process, the associated terms, the 
requirements and simulation results are briefly reviewed.

6.1 What is orbit determination?

Orbit determination is fitting an orbit through observations. This definition has 
three basic elements : the orbit, the observations and the fitting.

The word orbit is often used in two different ways. One is the real (true) orbit 
which we never know exactly in the real life, only approximately. The other one is 
the orbit model which is used to describe the real (true) orbit approximately. The 
orbit model contains the dynamic relationships. Its starting point is the initial state 
vector at epoch to (or the orbital elements) and from this a state vector at epoch t 
can be computed according to the equation of motion.

The word observations means real data, but accordingly we also need model 
observational data which is produced by the measurement model. The measurement 
model contains the geometric relationships and physical effects which effect the 
measurements, such as the tracking network, the data types, the atmospheric effects 
etc. The calculated data will be corrupted with model errors of course.

Fitting is carried out using an estimation scheme, where the orbit model and 
the measurement model parameters are improved or solved for and formal errors 
are calculated. This is where the residuals give a direct indication of the quality of 
our models and measurements. The solution for parameters can be devided in two 
groups (Dow 1988). Arc dependent parameters (e.g. state vector at epoch, force 
scaling factors, station measurement biases etc.) and common parameters (e.g. 
tracking station co-ordinates, coefficients of geopotential and tide models, Earth 
rotation parameters etc.) In a multi satellite and multi arc estimation scheme which
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is implemented in several sophisticated program packages (e.g. Geodyn, Bahn) the 
parameters can be split into arc dependent and common parameters and estimated 
separately using a partitioned solution of the normal equations.

Paradoxically, orbit simulations provide the only method, where the “true orbit” 
is known exactly and the corruption of the measurements by errors can be precisely 
controlled. Therefore simulations are very effective in analysing error propagation 
and test or optimise measurement strategies. If there are no real data, orbit simu
lation is the only way to assess orbit accuracy as well.

6.2 What is orbit determination accuracy?

The key question to the astrometric, geodetic, geodynamic application of space 
VLBI is the orbit determination (OD) accuracy of the space telescope. But what 
is OD accuracy? Usually an accuracy figure is given like 10 cm accuracy or 50 
m accuracy etc. This type of characterisation of the OD accuracy can be very 
misleading if the method or the definition is not stated clearly with the figure. 
Most common confusion occurs when no distinction is made between error of an 
orbit arc, and error of a single point at epoch t. An other case of misunderstanding is 
quite often the confusion between the orbit prediction and the orbit reconstruction 
errors. It should be made clear that there are lots of different types of OD errors. 
One possible classification is the following :

1. formal errors obtained from stochastic or deterministic models as

-  single point errors of reconstruction,

-  time dependent OD error along an orbit arc reconstruction,

-  average OD error of an orbit arc reconstruction,

-  time dependent OD prediction errors, and

2. OD errors from real observations as

-  orbit repeatability, in which positions are compared of orbits determined 
independently without using common measurements,

-  difference between orbit predictions and orbit reconstruction for the same 
epoch or time interval,

-  error estimation from baseline solution inter comparisons,

-  error estimation from space interferometric fringe characteristics.

From our point of view the average OD error along one or more reconstructed 
full orbit arcs should be considered. This characterises namely the accuracy of the 
realisation of the co-ordinate origin -  the geocenter and also the overall orientation 
errors in the inertial space.
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6.3 Requirements and numerical simulations

For space VLBI astronomical data processing purposes, orbit determination ac
curacy requirements are high, but not extreme. Radioastron or VSOP reconstructed 
average orbit arc errors should not exceed 40 m in order to operate smoothly the 
processing facilities. This requirement is achievable within the present tracking 
concepts relatively easily.

For geodynamic and astrometric measurement purposes the OD requirements 
are much more stringent if we want results comparable or better than achieved by 
ground techniques. Here the requirements are extreme indeed. The average OD 
error along one or more reconstructed full orbit arc should be in the decimetre or 
cm range for most applications. In only a few selected cases can this requirement 
be relaxed.

Several numerical OD simulation studies have been carried out in order to assess 
the achievable maximum OD accuracy of the presently planned space VLBI satellites 
using different types of tracking techniques, observing strategies and scenarios ( e.g. 
Borza et al. 1989, Fejes et al. 1990a, Mihály 1990, Ulvestad 1992). One can 
conclude from these simulations, that Radioastron and VSOP are not well suited 
for geodynamic or astrometric experiments because orbits of these satellites cannot 
be determined with sufficient accuracy within the presently valid tracking concepts. 
Should be additional tracking devices {e.g. PRARE or GPS ) installed on board 
the satellites, OD accuracy in the decimetre range could be achieved.

7. T h e  n eed  for fu r th er  in v e stig a tio n s

The simulation studies are not yet complete and a lot of questions remained 
open (see, for instance, the list of Kulkarni and Adám 1993). No multi satellite and 
multi arc estimation scheme has been applied to space VLBI solutions where the 
parameters can be split into arc dependent and common parameters and estimated 
separately using a partitioned solution of the normal equations. What we would 
need most in this area is the integration of space VLBI delay, delay-rate observations 
into a sophisticated space geodesy program software package, like the Geodyn or 
the Bahn program. This would open the way for applications, like the combination 
of SLR data with space VLBI data in order to improve the stability of LAGEOS 
orbit solutions or improve gravity field parameter solutions.

Numerical investigations until now have neglected the space VLBI delay-rate 
observables, probably because in ground based VLBI this observable has limited use, 
due to the fact that it contains no information about the vector components parallel 
to the Earth’s rotation axis. It should be pointed out, however, that the space VLBI 
delay-rate carries information for all the three components of the ground station 
co-ordinates (the only exception when the satellite’s inclination is equal to zero). 
Consequently the space VLBI delay-rate can be as useful as the delay observable.

Application assessments of space VLBI sometime overlook the fact that this is 
not a “stand alone” technique, but rather an “add on” technique. This means that 
space VLBI should not be considered only as a single ground to space or space
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to space baseline interferometer for geodynamic applications, because a ground 
network belongs always to the observing scenario. Therefore space VLBI can do 
everything which can be done by the ground based VLBI plus in addition exploit 
the space options. At parameter estimations for example parameters which can be 
estimated from the ground based data can be clearly separated from those parame
ters which are characteristic of the orbiting station. For example, the UT1 and the 
ascending node of the satellite should be estimated separately.

8. A p roposal for concept dem onstration

To prove the concept of reference frame unification using space VLBI, an ob
serving proposal is being prepared for the Radioastron or the VSOP satellites. In 
this experiment using specially designed observation sequences of highly compact 
extra-galactic radio sources the consistency of terrestrial frame and its geocentric 
origin defined by the CTS locations of the participating ground VLBI stations at 
the one hand, and by the satellite orbit derived from space VLBI observations at 
the other hand, will be analysed. It is expected that by using real space VLBI data, 
new insights will be obtained concerning space VLBI applications even if we cannot 
expect direct improvement of the transformation parameters, due to limitations in 
OD accuracy. The experience obtained, we hope, can be used in the design of the 
next generation space VLBI satellites.

Three to five large telescopes distributed globally should take part in the space 
VLBI observations. The selected sources should satisfy the following conditions

-  astrophysically interesting very compact objects,

-  having large flux and flat spectra,

-  they should be within the observable region of Radioastron or VSOP,

-  large angular separation,

-  are included in astrometric catalogues (JPL, NGS, IRIS etc.).

The first condition will ensure that the observations can be exploited for both 
astrophysical and geodetic interests. The second and third conditions are necessary 
for observability, while the fourth and fifth are necessary for geodetic analysis.

Four to six sources should be observed in one 24-36 hours session, each for 3-5 
hours duration.

9. A next gen eration  space V L B I sa te llite  for geod yn am ics

Following the assessment of the limitations of Radioastron and VSOP for geody
namic and astrometric research, one can ask the challenging question: how should 
a space VLBI satellite, optimised for these area, look like?

Among the next generation space VLBI satellite concepts discussed at JPL in 
March 94, the only satellite fully dedicated to astrometry, geodesy and geodynamics 
was the SURF. SURF stands for Satellite for Unification of Reference Frames.
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Fig. 3. An e a rly  version of the SU RF co n cep t (Fejes et ad. 1990b)

Generally, geodetic satellites have regular shapes, small area over mass ratio, 
precise tracking capability resulting cm orbit accuracy and long operational lifetime. 
These characteristics are quite in contrast with the presently planned space VLBI 
satellites RADIOASTRON or VSOP. They all have irregular shape, large area over 
mass ratio, 50-100 m OD accuracy and short lifetime. To make things even worse 
they have slow slew rates and limited capability in switching many times between 
sources in large angular distances, which would be desirable for geodetic observing 
programs.

SURF is a space VLBI satellite concept without the above mentioned limitations 
(Fejes et al. 1990b). The basic design characteristic is a multiple beam phased array 
antenna which is built on a regularly shaped satellite structure (e.g. a tetrahedron 
or hexahedron). The beams can be switched electronically, therefore no slewing is 
required. The attitude can be fixed in the inertial space. For elimination of the 
disturbing effects of non-gravitational forces a “discos” type drag free system or a 
less expensive on board micro accelerometer is proposed.

The primary goal of SURF, according its name, is the unification of reference 
frames, but additional interesting applications can also be considered. Continuous 
real time monitoring of the Earth orientation parameters, or geocenter position 
could be carried out with this system. For high precision radio astrometry large
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angular separation phase referencing could be realised which has cosmological ap
plications as well.

10. C onclusion

Space VLBI is an emerging new space geodetic technique with applications in 
the field of geodesy, geodynamical research and astrometry. In principle it is ca
pable of tying the Inertial (Celestial) and the Terrestrial reference frames directly. 
The space VLBI observables the delay and the delay-rate can be applied as a new 
type of tracking data for orbit determination improvement of the satellite, as has 
been suggested by Tang (1984). The full potential of space VLBI in this field can be 
exploited only if high precision orbit determination methods and new satellite track
ing concepts will be introduced. Further studies of parameter estimation schemes 
are necessary in order to assess the importance of the space VLBI delay-rate ob
servable. It has been pointed out that multisatellite multiarc partitioned solutions 
of arc dependent and common parameters of interest should be further investigated 
including ground as well as space VLBI delay and delay-rate observables.
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Book review s

F H e n n e c k e , H J M e c k e n s t o c k , G P a l l m e r : V e r m e s s u n g  im  B a u w e s e n .  Neunte 
überarbeitete Auflage. Dümmlers Verlag, Bonn, 1993, 176 pages, 158 figs, 21 tables

This book is a well-written text-book especially for building engineers but it is very 
useful for surveyors and university students in both fields, too.

In spite of the fact that the book is limited to the fundamentals of surveying, it describes 
all of the significant measuring methods and refers also to the newest instruments. A lot 
of examples help to understand the different measuring methods for both practicians and 
students. In this book all of the measuring methods from the simplest to the most up- 
to-date ones are found which are necessary to establish a building from planning to the 
control and supervision measurements of ready buildings.

The book consists of four chapters. The first chapter deals with point marking, align
ments, pegging out of boundaries and building lines, squaring by means of cord triangles 
and prismatic reflectors, plotting, planimetry and area computation.

The second chapter describes levelling by means of bubble levels, hydrostatic levels 
and level instruments. It familiarizes with the handling, examination and readjustm ent of 
the level instruments.

The third chapter gives the definition of horizontal and vertical angles, describes the 
construction and handling of the theodolites and introduces to the optical and electrical 
tachymetry.

The fourth chapter describes different plumbing and special laser instruments used in 
the building industry. Different surveying methods are given for measurements of building 
constructions and walls as well as for measurements and calculations of curve ranging and 
controlling. Some examples are also given for measurements in road construction and 
structural engineering.

G y  M e n te s

S H e i t z , E  S t ÖCKERT-M e ie r : G r u n d la g e n  d e r  p h y s ik a l i s c h e n  G eo d ä sie . Zweite, durchge
sehene Auflage. Dümmlers Verlag, Bonn, 1994, 436 pages, 57 figs

The book presents the fundamental principles of geodesy in a new conception according 
to the recent state of the physics. It is done by means of physical-mathematical modelling of 
geodetic principles. In accordance with this, the first part of the book gives an introduction 
to the fundamentals of nuclear physics and the three and four dimensional geometric 
models. Thereafter, the elements of the classical field theory and quantum mechanics are 
described to help a deeper understanding of the theory of geodesy.

The second part of the book summarizes the fundamental geodetic methods “from the 
measuring-rod to the nuclear spin resonance” as a collection of examples of the applied 
physics. The examples include the application of the methods of the classical physics of
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solid bodies, fluids, the electrodynamics as well as the application of the quantummechan- 
ical nuclear theory. This latter is the basis of the modern time and distance measurements 
made by means of atomic clocks and instruments based on laser interferometry.

The book is written for students but it can be very well used by scientists and practi
cians in field of geodesy and moreover by physicists.
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