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Mély megrendüléssel tudatjuk, 2025. augusztus 31-én, 90 
éves korában, elhunyt Dömölki Bálint (1935-2025) matema-
tikus, a Neumann János Számítógép-tudományi Társaság 
tiszteletbeli elnöke, az NJSZT keretei között működő Infor-
matikatörténeti Fórum alapítója, az első magyarországi 
elektronikus számítógép, az M-3 egyik építője. Az Informá-
ciós Társadalom 2025. évi 1. számának történeti rovatában 
Képes Gábor készített vele interjút az M-3 előtörténetéről. 
– Az interjúból készített különlenyomatot már nem tudtuk 
átadni Bálintnak.

Nyugodjék békében!

--

With deep sorrow, we announce the passing of Bálint 
Dömölki (1935-2025), mathematician, honorary presi-
dent of the John von Neumann Computer Society (NJSZT), 
founder of the Informatics History Forum operating with-
in the framework of the NJSZT, and one of the builders of 
the first Hungarian electronic computer, the M-3, on Au-
gust 31, 2025, at the age of 90. In the historical section of 
issue No. 1, 2025 of Information Society, Gábor Képes inter-
viewed him about the prehistory of the M-3. – Unfortunate-
ly, we were unable to hand over the special printout of the 
interview to Bálint.

May he rest in peace!
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LECTORI SALUTEM

The editorial board welcomes the readers of the No. 2 issue of 2025.
In the first paper, Veronica Campian, Dan-Cristian Dabija, Elena-Mădălina 

Vătămănescu, and Gandolfo Dominici examine the role of teaching staff in enhanc-
ing students’ future intended use of e-learning management systems. Following an 
online survey of 250 students and the use of structural equation modeling, the find-
ings confirm the critical role of teaching staff’s involvement in fostering knowledge 
exchange and shaping students’ long-term intentions to use e-learning platforms.

Next, Máté Julesz discusses digital society and AI, with a special focus on health-
care. The article highlights the ethical and regulatory implications arising from this 
progress, particularly regarding the right to healthcare as a social human right. It 
notes that while legal norms are necessary, humanity’s future will be marked by 
regulatory minimalism, and that codes of conduct for AI use in healthcare should 
be strengthened.

Primož Krašovec analyzes the AI effect, which is the denial of AI’s intelligence. 
The article explains that because the human mind experiences its own intelligence 
as self-awareness, it cannot help but tie any intelligence to self-awareness. The pa-
per presents the AI effect as an ethical issue and analyzes a characteristic case: the 
retroactive denigration of AlphaGo.

Following this, Gergely Ferenc Lendvai, János Tamás Papp, and Gergely Gosz-
tonyi address the mitigation of harmful content on social media through platform 
regulation, focusing on the Digital Services Act (DSA). The DSA (mostly) holds online 
platforms liable for content they publish and imposes requirements that they miti-
gate and remove harmful content. The authors critically question how such a legal 
document can mitigate the severe societal and psychological dangers of social media 
abuse or combat local disinformation campaigns.

Finally, Gábor Andrási and Éva Réka Keresztes present a case study on integrat-
ing online simulations in business education. The article focuses on developing de-
cision-making skills at the master’s level at the Budapest University of Business and 
Economics. It argues that computer-based simulations bridge the gap between the-
ory and practice, enhancing employable skills such as teamwork, problem-solving, 
and communication. The findings show that well-designed simulations support the 
development of decision-making skills and critical thinking.

We wish you a pleasant reading.
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1. Introduction

The rapid onset of the COVID-19 pandemic prompted a sudden shift toward e-learn-
ing that forced educational institutions to quickly innovate and adjust to new condi-
tions. In turn, changes in the online teaching and learning process became necessary 
(Vătămănescu et al. 2023). Students who were directly impacted have since been 
challenged to demonstrate their inclination to utilize e-learning platforms in order 
to attain their individual ambitions and educational aims, particularly when being 
physically present on campus was restricted, if not impossible (Nikou and Maslov 
2021). In the so-called new normal, education has assumed a hybrid form in which 
both students and teachers drew from their knowledge, experiences, and use of on-
line tools during the pandemic (Pishchukhina, Gordieieva and Rainer 2024), all of 
which facilitated their use of different online learning platforms as well (Csorba and 
Dabija 2024; Mineshima-Lowe et al. 2023). 

In the past few years, e-learning has emerged as a marker of significant inno-
vation and progress in education (Martínez-Cerdá, Torrent-Sellens and González-
González 2020), one that offers students comfort, lower costs, and a high degree 
of flexibility (Salloum et al. 2019). Among the other advantages of e-learning is 
student autonomy during the teaching–learning process and new forms of peer 
interaction (Valencia-Arias et al. 2019). Online teaching has not only engendered 
fundamental transformations in education but also changed how teaching and ed-
ucational communication are envisioned (Deshwal, Trivedi and Himanshi 2017; 
Fülöp et al. 2022).

The implementation of e-learning in higher education institutions has facilitated 
synchronous and asynchronous teaching–learning activities between teachers and 
students, along with the identification of the tools necessary for students to do so 
and the fulfillment of their desires related to learning (Fülöp et al. 2023). At univer-
sities in particular, e-learning has emerged as one of the most developed, impor-
tant directions for strategic development (Gros and García-Peñalvo 2023; Nugroho, 
Setyorini and Novitasari 2019), because it facilitates students’ access to education 
regardless of their location.

Nevertheless, the efficacy of implementing e-learning depends heavily on the 
way in which education is conducted online, the disposition and engagement of in-
structional personnel, their endeavors to offer guidance and furnish feedback to 
learners, the approach employed in delivering online activities, and their capacity 
to inspire students to enroll in online courses (Cholyshkina et al. 2024; Keržič et al. 
2021). Universities, for example, should provide students with applications that are 
easy to use as well as support and motivate students and teachers to use e-learn-
ing facilities and tools to optimize their performance (Abbad 2021). The success of 
any e-learning system also depends on the degree of acceptance among users, be 
they students, teachers, or administrative staff (Elneel et al. 2023). In that context, 
students’ satisfaction is fundamental, given its identified role in learning efficiency 
due to boosting the use and acceptance of technology on which teaching–learning 
through e-learning systems is based (Navimipour and Zareie 2015). It may also cata-
lyze knowledge sharing among peers. 
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Among the COVID-19 pandemic’s unprecedented effects, it greatly influenced 
the application of the technology acceptance model at universities (Bamufleh et al. 
2020). Briefly described, the technology acceptance model predicts how users ac-
cept and use technology based on two specific factors: perceived usefulness and 
perceived ease of use. During the pandemic, students and teachers gained robust ex-
perience with using online digital learning technology while being dependent upon 
it. Amid the sudden shift to remote learning, universities and students had to adapt 
swiftly (Djokic et al. 2024; Petchamé et al. 2023), and universities in particular had to 
ensure that their digital learning technology was user-friendly enough to facilitate 
smooth transitions to the new normal. To that end, significant effort was put into im-
proving such technology’s perceived ease of use. Meanwhile, the technology’s per-
ceived usefulness also had to be actively stimulated due to the abrupt and necessary 
transition to online learning. In the process, universities also had to improve and 
expand their digital infrastructure in order to support heavy digital traffic and the 
intensified reliance on technology. Ensuring digital infrastructure’s performance 
not only involved smooth functioning but also making students perceive technology 
as being reliable and necessary (Mihai et al. 2024; Petchamé et al. 2023). Because 
those issues impact stakeholders to different extents depending on the university’s 
infrastructure, preparedness, and digital literacy, investigating students’ intention 
to use e-learning platforms in the future based on teaching staff’s involvement, the 
digital platforms available, their user-friendliness, and students’ propensity toward 
knowledge exchange is a worthwhile endeavor. 

Against that background, this article probes students’ perceptions across diverse 
faculties within the same university. It also investigates how the institution has ac-
tively fostered knowledge exchange by engaging teaching staff in e-learning. Beyond 
that, it delves into students’ perspectives on their capacity to learn and assimilate in-
formation through e-learning. Last, taking a forward-looking approach, it examines 
students’ future intentions to embrace digital platforms in the new normal and the 
ever-evolving landscape of education technology.

As presented in this article, we conducted a study in one of Romania’s most com-
plex universities as a representative example of higher education in Eastern Europe. 
The university was able to rapidly respond to the challenges posed by the COVID-19 
pandemic by transitioning to an exclusively online learning and teaching environ-
ment. Thus, in the postpandemic period, many of the experiences and best practices 
gained were further developed. E-learning, facilitated through diverse platforms in-
corporating robust learning management systems (LMSs), emerged as a pivotal aspect, 
one that offered users several options. Our findings stem from a questionnaire-based 
survey with 250 students conducted in late 2024, data from which were processed and 
analyzed in structural equation modeling (SEM) involving partial least squares. 

As for the novelty of our findings, whereas past studies have examined the COV-
ID-19 pandemic’s impact on teaching and learning and the measures imposed as a 
result, including the immediate and complete closure of educational institutions to 
allow social distancing (Bamufleh et al. 2020; Petchamé et al. 2023), our research 
returns students to the fore as the chief stakeholders of education and, in turn, 
the changes brought about in the new normal. Our findings emphasize students’ 
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perceptions of how the university and teaching staff managed to deliver and share 
knowledge in the new normal and their perceived capitalization of the online infra-
structure and resources to actively support peer-to-peer knowledge exchange. Stu-
dents’ learning experiences improved due to both their perceptions of the inherent, 
sometimes tangible benefits of using e-learning platforms and their sense of social 
presence. In turn, their strategic use of LMSs also motivated them to increase their 
efforts in pursuing higher education.

In the remainder of this article, we first review relevant literature, elaborate our 
hypotheses, and present our conceptual model. Next, we describe our methodology 
and data analysis using SEM, after which we detail and interpret our results. In 
conclusion, we present our study’s theoretical and practical contributions and its 
limitations.

2. Literature review and hypotheses development

The term e-learning describes various digital learning environments (Giannakos, Mi-
kalef and Pappas 2021) involving not only computer-assisted teaching but also inter-
active learning (Lara, Aljawarneh and Pamplona 2020). E-learning requires various 
tools and multimedia technology to produce and improve the quality of educational 
materials and thus contribute to the acquisition and sedimentation of participants’ 
knowledge (Navimipour and Zareie 2015). A major advantage of e-learning is that 
the time and location of the teaching–learning process becomes exceptionally flexi-
ble and adaptable. Although e-learning facilitates an increase in the quality of edu-
cation in many ways, it is deficient in practical activities, and its major shortcoming 
is a lack of interpersonal interaction (Maatuk et al. 2022).

Today’s teaching–learning processes seldom occur without e-learning systems. 
Among the teaching–learning platforms most frequently used by educational insti-
tutions are Blackboard, Canvas, Teams, and Moodle (Cramarenco, Burcă-Voicu and 
Dabija 2023), which support and improve innovative teaching–learning processes 
for students and other stakeholders, including teachers and staff. Depending on their 
characteristics and functionalities (Giannakos, Mikalef and Pappas 2021) e-learning 
systems can be categorized as computer-based training, web-based e-learning, and 
LMSs (Nugroho, Setyorini and Novitasari 2019, 83), the latter of which are especially 
widespread, highly regarded, and greatly appreciated. LMSs host virtual classes in 
which a teacher or teaching staff manages a course, which allows the collaboration 
and active involvement of participants (Giannakos, Mikalef and Pappas 2021). A par-
ticularly well-known open-source LMS is Moodle, which occupies approximately 50% 
of the global e-LMS market and boasts approximately 155,000 active sites registered 
in 239 countries (Moodle 2024). e-LMSs also provide forums that facilitate interactions 
and exchanges between teachers and students. Perhaps above all, e-LMSs afford a 
high level of flexibility due to being accessible almost entirely regardless of place or 
time, which stakeholders generally find to be highly valuable (Elneel et al. 2023).

Before the COVID-19 pandemic, teaching–learning in higher education occurred 
almost exclusively in a face-to-face format, often accompanied and/or supported 
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by digital platforms (Daumiller et al. 2021; Szabó et al. 2022), especially in blend-
ed learning or massive open online courses (Cramarenco, Burcă-Voicu and Dabija 
2023). In response to the global shutdown of face-to-face teaching and learning at 
the beginning of the health crisis, a rapid transition from traditional teaching–learn-
ing methods to e-learning occurred that resulted in a profound transformation in 
the communication and interaction dynamics between the teaching staff and course 
participants (Kulikowski, Przytuła and Sułkowski 2022). The abrupt shift posed un-
foreseen challenges and marked a significant departure from established educa-
tional norms. Faced with unprecedented challenges, educators and students had no 
choice but to urgently adapt to the new educational landscape. 

To achieve their personal goals and educational objectives, students directly af-
fected by emergent developments demonstrated their willingness to use e-learning 
platforms in the new normal of the postpandemic period, especially having gained 
ample experience during the pandemic (Castro 2023). In general, success in imple-
menting e-learning largely depends on whether education is entirely online or hy-
brid, the teaching staff’s attitude and involvement, their efforts in guiding students 
and providing them feedback, the ways that they teach online activities, and their 
ability to motivate students to take online courses (Keržič et al. 2021). Along those 
lines, we first hypothesized that: 

H1: Teaching staff’s involvement positively influences e-LMSs. 
H2: Teaching staff’s involvement positively influences e-learning platforms. 
H3: Teaching staff’s involvement positively influences the user-friendliness of 

e-learning platforms. 
H4: Teaching staff’s involvement positively influences the exchange of knowl-

edge on e-learning platforms.

Universities represent a favorable framework for digital and sustainable devel-
opment given their educational strategies, implementation of teaching–learning 
activities, and well-defined educational measures and tactics, all of which offer 
students and stakeholders relevant models to follow (Fülöp et al. 2022). Therefore, 
e-learning platforms are user-friendly environments that are regarded as sustain-
able in education due to facilitating new possibilities for learning and innovation 
(Dabija et al. 2023; Donath, Mircea and Rozman 2020). Such green e-learning plat-
forms have reduced CO2 emissions caused by the transport of students to campus 
(Aghamolaei and Fallahpour 2023). E-learning is also a paper-free learning method, 
which helps to reduce the manufacture of cellulose, a major source of air pollution, 
and does not require physical textbooks; instead, e-books can be accessed from elec-
tronic libraries, downloaded, and updated by the publishers as necessary (Amarneh 
et al. 2021). Thus, we additionally hypothesized that: 

H5: Green e-learning platforms positively impact e-LMSs.
H6: Green e-learning platforms positively impact the user-friendliness of e-learn-

ing platforms.
H7: Green e-learning platforms positively impact future use intention.
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In general, LMSs facilitate the intertwining of classical teaching techniques with 
digital learning, thereby offering students personalized e-learning opportunities 
(Gligorea et al. 2023). Moodle is the most popular, widely accepted open-source LMS 
in educational institutions, organizations, and society at large (Altinpulluk and Kes-
im 2021; Dominek et al. 2023). In fact, considering students’ performance via LMSs, 
scholars (Bessadok, Abouzinadah and Rabie 2023) have recently recommended 
using Moodle, for it confers exceptionally strong results. Owing to its functionali-
ties, Moodle can facilitate the learning process in various ways (Gamage, Ayres and 
Behrend 2022). It supports teachers’ creativity in developing educational materi-
als, allows the creation of quizzes and multiple-choice questions, offers automatic 
scoring, and facilitates feedback. A user’s positive experience and ease of use with 
e-learning systems both drive students’ satisfaction and largely determine their de-
gree of acceptance of the platform (Miya and Govender 2022). For those reasons, we 
added the following hypotheses as well:

H9: The user-friendliness of e-learning platforms positively influences knowledge 
exchange through them.

H10: The user-friendliness of e-learning platforms positively influences future use 
intention.

Although interactions in e-learning systems do not take place in real time in a 
formal context, they nevertheless allow students to share knowledge gained with 
peers through a socialization process (Muhisn et al. 2019). Thus, the acquisition, 
exchange, and sharing of knowledge and the collaboration between interested par-
ties are essential elements in e-learning that stimulate not only learning but also 
the creativity of participants (Abdekhoda, Pourrasmi and Ranjbaran 2023; Mutale 
2025). Whereas knowledge acquisition describes the acquisition and development of 
new knowledge based on existing information, knowledge sharing involves sharing 
knowledge, skills, and/or experiences with others (Dabija et al. 2024; Vătămănescu 
et al. 2023).

Given the added value that Moodle generates for the learning process, students 
have expressed their intention to use Moodle in the future and been inclined to 
recommend it (Hasan 2021). Good interactions with teachers, educational support, 
and knowledge exchange with peers, as well as the improvement of skills, are all key 
elements that encourage students to use online platforms in the future (Nguyen and 
Tran 2022). Thus, we also hypothesized that:

H11: Knowledge exchange on e-learning platforms positively influences students’ 
future use intention regarding the platforms. 

Drawing on theoretical advancements, our study’s conceptual model appears in 
Figure 1, which specifies the vectors that promote knowledge exchange on e-learn-
ing platforms.
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Figure 1. Model of students’ future use intention regarding e-learning platforms

2. Methodology 

2.1. Research design, sampling, and data collection

Our research involved evaluating the extent to which students’ future use intention 
regarding e-learning platforms is enhanced based on their previous experience with 
them under the influence of the e-LMS, knowledge of green e-learning platforms, 
the user-friendliness of those platforms, and knowledge exchange. To that end, an 
empirical investigation was conducted using a quantitative online survey among 
students from various faculties, all recruited via convenience sampling, who shared 
their perceptions of and knowledge about using e-learning platforms in university 
education. Ultimately, 250 students participated: 124 (49.6%) bachelor’s students and 
126 (50.4%) master’s students (Table 1). The research was conducted in late 2024, 
and all participants had previous knowledge of using different e-learning platforms. 

2.2. Evaluation of the measurement models

The analysis of the conceptual model and hypotheses was performed using SEM in 
SmartPLS 3.0 (Ringle, Wende and Becker 2024). All dimensions of the reflective con-
ceptual model were tested in terms of item loadings, validity, internal consistency, 
average variance extracted (AVE), and reliability indicators; values exceeding the 
required thresholds appear in Table 2. Subsequently, discriminatory validity testing   
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using the recommended criteria in the literature was performed (Hair, Black and 
Babin 2010), namely the Fornell–Larcker criterion and the heterotrait–monotrait 
criterion. The results appear in Tables 3 and 4.

Bachelor’s Master’s Total

n % n % n %

Economic sciences 68 27.2 54 21.6 122 48.8

Other faculties 56 18.4 72 28.8 118 51.2

Millennial 44 17.6 25 10.0 69 27.6

Generation Z 80 32.0 101 40.4 181 72.4

Man 32 12.8 29 11.6 61 24.4

Woman 92 36.8 97 38.8 189 75.6

Full-time 59 23.6 116 46.4 175 70.0

ID or IFR 65 26.0 10 4.0 75 30.0

Total 124 49.6 126 50.4 250 100.0

Note. ID: long-distance education (bachelor’s); IFR: low-frequency education (master’s).

Table 1. Sociodemographic characteristics of the sample

As shown in Table 2, all item loadings exceeded the minimum requirement 
threshold of 0.7 recommended in the literature, which confirmed that the meas-
urements used had convergence validity (Hair, Black and Babin 2010), with values 
ranging from 0.708 to 0.951.

Item Measure Loading α/AVE/ 
CR

E-Learning Management System (ELMS) adapted from Navimipour and Zareire 
(2015)
The educational platform (Moodle) used...

E-LMS1 …is always fully functioning. 0.892 0.860/ 
0.779/ 
0.914E-LMS2 …is always available. 0.879

E-LMS3 …facilitates learning. 0.877

Green E-Learning Platform (GELP) adapted from Navimipour and Zareire (2015)
The educational platform (Moodle) used...
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GELP1 …facilitates the reduction of paper consumption 
through the online submission of projects. 0.721 0.884/ 

0.633/ 
0.912

GELP2 …contributes to the conservation of environmental 
resources 0.818

GELP3 …facilitates socially responsible consumption. 0.853

GELP4 …contributes to the reduction in the consumption of 
energy and resources. 0.766

GELP5 …is a green way of learning. 0.800

GELP6 …is a sustainable manner of learning. 0.808

User Friendliness of E-Learning Platform (UFELP) adapted from Navimipour and 
Zareire (2015)
The educational platform (Moodle) used...

UFELP1 …is user-friendly. 0.834 0.852/ 
0.695/ 
0.901UFELP2 …facilitates the uploading of assignments. 0.872

UFELP3 …facilitates receiving feedback from the lecturer. 0.866

UFELP4 …eases online examination. 0.757

Knowledge Exchange on E-Learning Platform (KEELP) adapted from Navimipour 
and Zareire (2015)

KEELP1 The discussion forums of the educational platform 
(Moodle) help me master my coursework/content. 0.813 0.856/ 

0.636/ 
0.897

KEELP2 Work groups on the educational platform (Moodle) 
facilitate learning. 0.855

KEELP3 I am motivated to use the educational platform (Moodle). 0.835

KEELP4 Tasks/assignments are easy to perform on the educa-
tional platform (Moodle). 0.708

KEELP5 I use the educational platform (Moodle) to keep my 
knowledge up to date. 0.768

Involvement of Teaching Staff in the New Normal (ITS) adapted from Abbad (2021)
In the new normal, the teaching staff has…

ITS1 …always provided enough learning materials. 0.747 0.900/ 
0.667/ 
0.923ITS2 …provided feedback when I have needed it. 0.848

ITS3 …disseminated homework and materials in time for 
each course. 0.849

ITS4 …been open to suggestions on how to organize online 
courses. 0.814

ITS5 …informed the class about grades and points earned 
during the semester. 0.800

ITS6 …informed the class about the examination procedure. 0.837
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Future Use Intention of the E-Learning Platform (FUIELP) adapted from Abbad 
(2021)
In the future, I will…

FUIELP1 …use the educational platform (Moodle). 0.951 0.921/ 
0.636/ 
0.897FUIELP2 …use the educational platform (Moodle) more often. 0.922

FUIELP3 …recommend the educational platform (Moodle) to 
others. 0.914

Note. α: Cronbach’s alpha; AVE: average variance extracted; CR: composite reliability.

Table 2. Constructs and items

The reliability of the constructs in the conceptual model was tested using Cron-
bach’s α > 0.7 according to recommendations in the literature (Henseler and Sarstedt 
2013). Per the values shown in Table 2, all constructs met the minimum requirement 
threshold, with Cronbach’s α values exceeding 0.7, and the AVE exceeded the recom-
mended threshold of 0.5, thus indicating the accuracy and adequacy of the meas-
urement model (Chin 1998) and the convergent validity of the constructs. Composite 
reliability also exceeded the threshold of 0.7 specified in the literature (Hair, Black 
and Babin 2010); thus, the constructs were considered to be reliable.

Construct ITS GELP E-LMS FUIELP KEELP UFELP

Fornell–Larcker criterion

ITS 0.817

E-LMS 0.557 0.883

FUIELP 0.533 0.568 0.929

GELP 0.433 0.591 0.466 0.796

KEELP 0.615 0.656 0.789 0.584 0.797

UFELP 0.550 0.700 0.667 0.749 0.704 0.833

ITS

E-LMS 0.630

FUIELP 0.606 0.627

GELP 0.477 0.657 0.512

KEELP 0.701 0.752 0.881 0.667

UFELP 0.622 0.808 0.750 0.856 0.822
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Note. GELP: Green E-Learning Platform; LMS: Learning Management System; UFELP: User 
Friendliness of E-Learning Platform; KEELP: Knowledge Exchange on E-Learning Platform; 
ITS: Involvement of Teaching Staff; FUIELP: Future Use Intention of the E-Learning Platform. 

Table 3. Testing discriminant validity

Each construct’s discriminant validity was assessed both the Fornell–Larcker 
and heterotrait–monotrait criteria, as detailed in Table 3. According to the Fornell–
Larcker criterion, the AVE for each latent variable needs to exceed the correlation 
coefficient between the construct and all other distinct variables. To guarantee that 
the constructs were conceptually dissimilar, we employed the heterotrait–monotrait 
criterion, with a threshold of 0.9 (Henseler, Ringle and Sarstedt 2014). The outcomes, 
shown in Table 3, depicting the results of discriminant validity analyses using both 
criteria, confirm that the suggested threshold values were achieved and that both 
constructs had discriminant validity.

When the dataset was analyzed for collinearity, the variance inflation factor 
for all indicators was less than 5, which is the threshold for collinearity analysis 
(Sarstedt et al. 2017). The highest value was 4.754 (FUIELP1), which indicates no 
multicollinearity. To examine the relationships between the latent variables, a boot-
strap procedure was employed, and 11 of the 12 hypotheses were accepted as having 
significant positive relationships based on t statistics.

3. Results

To accurately assess the structural model, we analyzed the correlations between the 
constructs with particular emphasis on the potential problem of collinearity. For the 
inner model (i.e., UFELP → FUIELP), the variance inflation factor of 3.020 was one 
of the highest but remained below the threshold value, meaning that no multicollin-
earity existed among the constructs. Moreover, the goodness of fit of the saturated 
model was satisfactory, with a square root mean residual value of 0.064, which ad-
hered to the recommended criteria of <0.08.

The teaching staff’s involvement explained 18.7% of the variance in the green 
e-learning platform (R2 = 0.187), whereas the same construct along with the green 
e-learning platform explained 46.1% of the variance in the e-LMS (R2 = 0.461). 62.4% 
in the variance of the user-friendliness of e-learning platform (R2 = 0.624) is ex-
plained by the teaching staff’s involvement in the new normal and the green e-learn-
ing platform, while 59.5% in the variance of the knowledge exchange on e-learning 
platform (R2 = 0.595) is explained by the user-friendliness of e-learning platform, the 
e-LMS, and the teaching staff’s involvement. Last, 65.8% of the variance in the future 
use intention of the e-learning platform (R2 = 0.658) was explained by knowledge ex-
change on the e-learning platform, the user-friendliness of the e-learning platform, 
and the green e-learning platform, for a structural model with altogether moderate 
to strong predictive power (see Figure 2). The effect size f2 (≥0.35) with a value of 
0.425 indicated the model’s large effect (Chin, 1998).
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Figure 2. Structural model

Table 4 presents the results of hypotheses testing and the additional metrics sup-
porting their validation. 

Paths Path 
coefficient SD t CI (97.5%, 

2.5%) p Hypothesis

CITS → E-LMS 0.371 0.068 5.456 0.248, 0.489 0.000*** H1, 
supported

CITS → GELP 0.433 0.057 7.628 0.331, 0.553 0.000*** H2, 
supported

CITS → UFELP 0.277 0.054 5.121 0.161, 0.375 0.000*** H3, 
supported

CITS → KEELP 0.270 0.061 4.438 0.155, 0.387 0.000*** H4, 
supported

GELP → E-LMS 0.430 0.058 7.379 0.324, 0.522 0.000*** H5, 
supported

GELP → UFELP 0.629 0.047 13.294 0.527, 0.719 0.000*** H6, 
supported
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GEL → FUIELP −0.161 0.070 2.298 −0.324, −0.023 0.022** H7, 
supported

E-LMS → KEELP 0.230 0.068 3.362 0.098, 0.357 0.001*** H8, 
supported

UFELP → KEELP 0.395 0.057 6.960 0.290, 0.508 0.000*** H9, 
supported

UFELP → 
FUIELP 0.330 0.084 3.913 0.166, 0.501 0.000*** H10, 

supported

KEELP → 
FUIELP 0.650 0.060 10.788 0.535, 0.762 0.000*** H11, 

supported

Note. * p < 0.1; ** p < 0.05; *** p < 0.001; CI: confidence interval; GELP: Green E-Learning Plat-
form; LMS: Learning Management System; UFELP: User Friendliness of E-Learning Platform; 
KEELP: Knowledge Exchange on E-Learning Platform; CITS: COVID-19 Involvement of Teach-
ing Staff; FUIELP: Future Use Intention of the E-Learning Platform.

Table 4. Path coefficients of the structural equation model

H1 hypothesized that the teaching staff’s involvement in the new normal posi-
tively influences the e-learning management system. Recent studies (Abbad 2021) 
have revealed that the teaching staff’s involvement and the acceptance of e-learning 
systems can positively affect the entire university system, for it can increase the in-
vestment of higher education institutions in such systems. Meanwhile, universities 
and teaching staff that are innovative will use those systems to adapt their teaching 
methods (Obidovna 2023). The results (Table 4) prove the strong positive, significant 
meaning of the relationship; therefore, H1 was supported. 

H2, meanwhile, proposed that the teaching staff’s involvement in the new normal 
positively influences the green e-learning platform. That dynamic was confirmed by 
the results (Table 4), which showed a meaningful positive significant relationship; 
therefore, H2 was supported. The use of e-learning platforms can be enhanced by 
teaching staff’s participation, which can result in personalized educational experi-
ences for learners, promote innovative teaching methods, and encourage creativity. 
Such pedagogical advancements can play a role in creating more sustainable, trans-
formative educational experiences (Mashroofa et al. 2023).

H3 began with the premise that the teaching staff’s involvement positively im-
pacts the perceived user-friendliness of e-learning platforms. That relationship was 
confirmed by the strong significant influence of XXX and thus the acceptance of 
H3. A key factor in the use of e-learning is the role of teaching staff, who need to 
be creative in their approaches, styles, and ways of teaching (Ahmed et al. 2021). 
Being communication-oriented, e-learning platforms enable easy communication 
supported by technology, which empowers teachers to use all the resources and fa-
cilities available to execute their teaching with the support of technology (Ahmed et 
al. 2021; Corrin et al. 2024).
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H4 expected that the teaching staff’s involvement would positively impact knowl-
edge exchange on e-learning platforms. The outcomes (Table 4) demonstrated a 
strong, significant positive relationship between the constructs, which lent support 
to H4. Those findings align with the results of Ahmed et al. (2021) and Ngoc Hoi 
(2023), who have suggested that innovative teaching practices can enhance stu-
dents’ engagement and involvement in online learning, knowledge sharing, and the 
exchange of information.

Next, H5 proposed that green e-learning platforms positively impact the percep-
tion of the e-LMS used. The results (Table 4) revealed a strong, significant positive 
correlation, which confirmed H5. Beyond that, H6 postulated that green e-learning 
platforms positively impact the perceived user-friendliness of those platforms, 
which was confirmed by results revealing a strong, positive association that sup-
ported H6. Those results corroborate the findings of Falola et al. (2022), who showed 
that e-learning platforms play a pivotal role in fostering social and environmental 
sustainability. The role also implies a reduction in detrimental emissions generated 
by transport and travel, for students can access virtual courses remotely without the 
need to commute to campus. On top of that, universities can reduce energy, electric-
ity, heating, and cooling expenses by eliminating the need for students to travel to 
campus (Pujani, Akbar and Nazir 2023). In virtual classes, teachers and students use 
readily accessible, user-friendly online materials, which reduces paper waste and 
supports universities’ environmental sustainability initiatives.

H7 considered the influence of green e-learning platforms on generating stu-
dents’ future use intention regarding the platforms. The results (β = −0.161, t = 2.298, 
p = 0.022) support that assumption, thereby suggesting that the relationship is signif-
icant, albeit to a lesser extent, and permits the acceptance of H7. The weaker effect 
observed in H7 stemmed from the fact that respondents likely did not truly compre-
hend or were not fully aware of the features of such platforms despite being eager 
to use it, for it was often imposed by the faculty. Because using such a platform was 
therefore required, and because there were likely no alternatives, students might 
have been less aware of the fact that by using such platforms, their behavior was 
necessarily greener and/or more socially and/or environmentally responsible. Our 
findings thus complement prior developments in the field (Fülöp et al. 2023), which 
have showcased the benefits yielded by online education in terms of reduced CO2 
emissions engendered by the lack of students’ transportation to university venues.

H8 was based on the premise that e-LMSs foster knowledge exchange on e-learn-
ing platforms. The results (Table 4) confirmed a strong, significant influence between 
the concepts, which validated H8. The benefits of e-LMS that lead to knowledge shar-
ing are highlighted in the literature (Ndou, Mashau and Chigada 2023), which high-
lights that e-LMSs promote education without borders, allow students and teachers 
to access education, and are accessible and user-friendly. e-LMSs allow interaction 
through chatrooms and forums, among other features, in which students and the 
teaching staff can post topics, host exchanges, and share knowledge. Next, H9 con-
sidered how the user-friendliness of e-learning platforms influences knowledge 
exchange through such platforms, which was supported by a strong, positive sig-
nificant relationship. Therefore, H9 was accepted. Those results align with other 
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findings in the literature (Khan et al. 2020; Zheng et al. 2025), which reveal that stu-
dents choose e-learning platforms because the platforms afford them the freedom to 
connect with teachers and peers and to exchange information. The ease of accessing 
resources for study motivates students to adopt e-learning technology, which results 
in their positive attitude toward e-LMSs. 

H10 considered the effect of the perceived user-friendliness of e-learning plat-
forms on students’ future use intention, and the results (β = 0.330, t = 3.913, p < 
0.000) showed a strong significant influence, which supported the acceptance of H10. 
Last, H11 considered the impact of knowledge exchange via e-learning platforms on 
students’ future use intention, and the results (Table 4) indicated an exceptional-
ly strong, significant influence, which validated H11. The literature (Gamage, Ayres 
and Behrend 2022) suggests that LMSs have many functions that promote creativity 
in instructors such that they engage students in e-learning, including Moodle’s abili-
ty to generate quizzes and multiple-choice questions and to provide automatic scor-
ing and feedback. A positive user experience with e-learning systems contributes to 
the higher acceptance of learning platforms in general (Miya and Govender 2022). 
Indeed, students acknowledged the benefits of Moodle’s e-learning system and re-
ported intending to use and recommend it in the future (Nguyen and Tran 2022).

4. Discussions and conclusions

4.1. Summary of the findings and originality inputs

Our empirical research has generated several straightforward findings that are 
worth analyzing. First, the proposed model explained more than 65% of the vari-
ance in the future use intention of the e-learning platform by students and nearly 
60% of the variance in the knowledge exchange on the platform. That evidence con-
firms the model’s substantiality and significantly complements the validation of all 
relationships inferred. Therefore, our study highlighted the multifaceted advantag-
es of embracing e-learning systems, including in theoretical, pedagogical, environ-
mental, and professional dimensions.

From a theoretical standpoint, we envisioned a six-factor model meant to capture 
the way in which the teaching staff’s involvement could enable knowledge exchange 
on e-learning platforms and, more notably, students’ future use intention of the 
platform, thereby acknowledging the driving influence of e-LMSs, green e-learning 
platforms, and the user-friendliness of e-learning platforms. The conceptual frame-
work is compelling and comprehensive and delves into the underlying connections 
among constructs from a novel perspective, while simultaneously investing into the 
literature a phenomenological view of the unprecedented crisis generated by the 
COVID-19 pandemic in the realm of education.

From practical and educational perspectives, the implications of our results are 
manifold. For one, they indicate a significant shift from traditional teaching methods 
to online platforms as a viable substitute for face-to-face instruction. The urgent shift 
to e-learning platforms has empowered students to pursue their studies remotely. 
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The findings showed that the teaching staff’s involvement has been influential in fa-
cilitating the shift toward the online environment. Furthermore, e-learning systems 
have demonstrated numerous advantages in facilitating knowledge dissemination 
among students. The accessibility of course materials at any time and location grants 
students remarkable convenience, particularly ones with additional obligations or 
who reside in geographically isolated areas. Likewise, collaborative learning is stim-
ulated because e-learning platforms frequently include components such as discus-
sion boards, chatrooms, and/or group projects to facilitate students’ participation. 
Collaborative learning activities can augment comprehension and foster a sense of 
community among students. Users gain access to an array of worldwide resources 
and specialists, which enriches their educational experience in terms of breadth 
and depth. Individual speed of learning is also facilitated, which enables students to 
acquire knowledge and comprehend material more effectively and promotes more 
effective knowledge acquisition and improved retention. 

From a professional standpoint, using e-learning platforms also aids in cultivat-
ing essential digital skills among students, which is crucial in the contemporary job 
market. Familiarity with various digital systems, tools, and platforms has become 
indispensable for work activities, thereby making experience-based training dur-
ing university courses an asset in the new normal. From a sustainability-focused 
perspective, our study has additionally revealed that e-learning systems implicitly 
contribute to environmental sustainability. Digital learning platforms exhibit ecof-
riendly characteristics by mitigating the consumption of paper often associated 
with conventional classroom settings and by decreasing the pollution generated by 
students’ transportation to campus. ChatGPT-4-based education (Peters et al., 2023) 
and sustainable development in universities (Lăzăroiu, 2017) integrate generative 
AI technology and algorithmic predictive modeling (Lazaroiu and Rogalska, 2023, 
2024) for a digital twin-based, cyber–physical, and extended-reality metaverse (La-
zaroiu et al., 2024) across e-learning management systems.

4.2. Limitations and directions for future research

Despite our study’s noteworthy contributions, we acknowledge certain limitations 
that should be considered in future research. First, our sample was drawn exclu-
sively from a single university in Romania, which potentially limited the diversity of 
perspectives on the examined relationships among constructs. To enhance the gen-
eralizability of our findings, future studies should broaden their scope by incorpo-
rating samples from multiple institutions, including ones beyond national borders. 
That approach would facilitate comparative analyses and provide more nuanced 
insights through in-depth investigations.

Second, the research instrument relied on self-report measures, which intro-
duced a degree of subjectivity compared with objective metrics. Because we aimed 
to capture respondents’ perceptions and intentions regarding social phenomena, the 
chosen design aligned with its purpose. On that count, future investigations should 
involve analyzing the actual behaviors of students measured according to objective 
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parameters such as online attendance rate, time spent on the platform, and access 
to certain online resources.

Last, future research could consider using a more representative sampling tech-
nique than convenience sampling in order to reduce potential bias and enhance 
generalizability. Although using self-report data is appropriate for capturing percep-
tions, incorporating objective use metrics (e.g., system log data or platform analyt-
ics) could strengthen the findings. Expanding the study across multiple universities 
and/or countries would also provide a broader perspective and validate the model 
in different educational contexts. 
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Digital society and AI, with special reference to 
healthcare

The article aims to highlight the ethical and regulatory impact arising from the pro-
gress of digital society and AI, with special regard to the right to healthcare as a 
social human right. Digital society and AI are intricately related to healthcare and 
digital health literacy. Although the legal norms that guide digital society are needed 
to maintain the rule of law, humanity’s future will be marked by regulatory mini-
malism. New forms of regulation should therefore be developed that can effectively 
prevent illegal and immoral activity in digital society. Codes of conduct on AI use in 
healthcare should also be strengthened. Present-day AI ethics inhibits dehumani-
zation and promotes the cause of digital healthcare, which is imperative for an ad-
equately functioning digital society. Nevertheless, mis- and disinforming patients 
via social media platforms poses a real threat. Even though the number of digital-
ly illiterate patients is shrinking, no patient should be ostracized, for such would 
run counter to the digitalization of society. Last, digital sovereignty has been eroded 
somewhat because states are barely able to ensure online security for their citizens.
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1. Introduction

In Central and Eastern Europe, the COVID-19 pandemic produced approximately 12 
million new users of online services, and in the first half of 2020, the digital economy 
almost doubled (Piotrowska et al. 2024, 300). Those trends suggest that in times of eco-
nomic and/or healthcare crises, a multitude of individuals previously lagging behind 
usually fall in line with the majority. Sociopsychological phenomena that trigger such 
developments during wartime, pandemics, and other globally transformative events 
have been detected in human history since long before the digital age. Because such 
sociopsychological drivers make people with health problems struggle more than the 
general population, social capital thus grows in efficacy and scale. As an antidote, the 
promotion of digital health literacy, as a sine qua non of telemedicine, boosts the de-
fense against contamination, as the case of SARS–CoV-2 showed (Julesz 2020, 2024). 
Meanwhile, the outcomes of telemedicine’s development during the COVID-19 pan-
demic have been maintained both at the global and national levels (Julesz 2022, 2023). 
All that serves the progress of healthcare and, resultantly, the evolution of social hu-
man rights.

The propagation of digital health literacy has been one of the most important 
favorable outcomes of the COVID-19 pandemic. Even though the plague in the 
Middle Ages and the Spanish flu in 1918–1920 caused mass death, they also con-
tributed to human civilization. The existential need induced by the recent pan-
demic resulted in the birth of new telemedical technology, and in turn, digital 
health literacy found its way to the vast majority of citizens. In time, the role of 
print media in patients’ health education will fade away, but the Internet will 
remain.

Historical turns are usually tied to catastrophic events, including pandemics. 
The first global stimulus to the cultural and digital progress of humanity in the 21st 
century happened to be the COVID-19 pandemic. To be sure, it will not be the final 
humanitarian crisis of the century. We can count on more. Historical memory re-
tains methods learned about how to overcome crises and turn them to humanity’s 
collective advantage. Digital expansion is humanity’s natural answer to one of the 
deadliest pandemics in human history and, among its advantages, has led to digital 
citizenship in Hungary along with quite a few other countries.

2. Methods

The article is a review of recent literature retrieved from the Web of Science. The 
criteria in selecting articles were currency and relevance to digital society, digital 
healthcare, health mis- and disinformation, digital health literacy, and AI in health-
care and health education. The articles ultimately chosen were selected according 
to criticisms pro and con equally. Conclusions were drawn from the results of the 
articles contrasted with the personal beliefs of the author(s).
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3. The need for digital society without health mis- and disinformation

Zhao et al. (2024, 9) are convinced that “healthcare providers should consider pro-
viding training programs tailored to specific sociodemographic factors to improve 
the ability that find and use accurate information online.” Although some authors 
have argued that patient influencers on social media platforms “help other patients 
learn about disease self-management and improve their quality of life” (Willis et 
al. 2023, 1), others have stressed that “if those patient influencers are not qualified 
health professionals themselves, there is no guarantee that the complex information 
they are communicating has been accurately interpreted, posing a risk of misinfor-
mation spread” (Merga 2024, 490). Hussna et al. (2024, 1) contend that “throughout 
the COVID-19 pandemic, there was a substantial surge in the dissemination of inac-
curate or deceptive information via social media platforms, particularly X (formerly 
known as Twitter).” I side with Azahra, Pirdaus, and Prabowo (2024, 19) in asserting 
that digital literacy is “very important in dealing with the spread of hoaxes and false 
information on social media and digital platforms.” I also share the view of Falyu-
na et al. (2024, 69) that mis- and disinformation are caused by changes in the way 
that information flows and in shifts in who holds information power, as well as the 
fact that the world is entering a “post-truth era,” among other causes. I additionally 
agree with Rodrigues et al. (2024, 3), who maintain that “health-related misinforma-
tion on SMPs [social media platforms] can be exploited to promote specific political 
narratives, exacerbating partisan disagreement amid uncertainty about informa-
tion reliability.” In my opinion, public health-related information is instrumental in 
shaping citizens’ political thinking and, in turn, exerts influence on both the state 
and digital society. Arguably, health-related misinformation needs to be addressed 
to avoid political and social biases. The elimination of health-related misinforma-
tion is a question of national law and social cohesion, both of which need to support 
fair policy and just societies.

Török (2024, 125) suggests that state intervention against disinformation should 
not take the form of restrictive measures; instead, information literacy ought to 
be promoted. That idea notwithstanding, Hua and Shaw (2020, 10) stress the “Chi-
nese Supreme Court’s directives on fake news” and other “strict data management 
measures” during the COVID-19 pandemic. Nevertheless, an infodemic ran rampant 
throughout the world during the pandemic, including in Germany (Renninger et al. 
2025, 293) and China (Hua and Shaw 2020). On the one hand, top-down measures 
are acceptable if they are limited to taking control of a humanitarian emergency, 
provided that the rule of law is fully respected. On the other, it is generally prefer-
able to disseminate information literacy. State cooperation with society is essential; 
however, that relationship also shows tremendous variety between different coun-
tries with different cultures. A patient-focused dissemination of information literacy 
should be a common goal in all countries, and ultimately, the relevance of health-re-
lated information and that of legal information are indeed comparable. After all, 
patients are also citizens who avail themselves of all sorts of information.

Zhang and Liu (2023, 8–9) highlight that “social networks make it much easier 
for many people, particularly non-Internet users, to acquire high-quality health 
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information.” Indeed, the credibility of health information is highly relevant. When 
a proxy seeks health information online on a patient’s behalf, the patient might be 
exposed to the threat of negligently conveyed information that is hazardous to their 
health. Nevertheless, I agree with Bober et al. (2024, 6), who argue that “patients 
with limited technology experience are often able to complete a telehealth visit with 
the help of a family member, friend or caregiver.”

Arguably, social trust is strongly tied to institutional trust. Digitally illiterate pa-
tients only exhibit social trust if they also exhibit institutional trust. Digital illiteracy 
marginalizes individual without access to the Internet and/or ones who have not 
been acculturated to the legal and cultural norms of digital society. With time, that 
social stratum will narrow and ultimately vanish. However, no society should leave 
that already marginalized stratum on the sidelines. Even if they will ontologically 
disappear, such behavior would dehumanize digital society and run counter to the 
essential characteristics of a society based on information and communication tech-
nology (ICT). After all, ICT is designed for humanity’s benefit; it is ICT that serves 
humankind, not the other way around.

4. Pros and cons of AI with special regard to healthcare and health 
education

Even if the greatest threat posed by digital society is the possible factor of dehuman-
ization, emerging novelties, including digital patient twins, indisputably serve hu-
man beings (Katsoulakis 2024). Digital twins have recently appeared in healthcare 
to safeguard health and reduce costs for both patients and providers. A digital sim-
ulation of the patient is the best way to protect a human being by testing healthcare 
solutions and methods on their digital twin. Far from dehumanizing patients, digital 
twins are subordinated to patients’ best interests. As human beings, patients should 
always be paramount; thus, a patient’s digital copy needs to have the biological char-
acteristics of that patient, although the first aim is to serve the patient as a living 
person. Moreover, the patient needs to be informed of the threats and opportunities 
of having a digital twin, and the patient’s informed consent is required even if it ne-
cessitates a certain level of digital health literacy. However, that criterion may lead 
to the social exclusion of patients with insufficient digital health literacy.

At any rate, patient-based digital healthcare is supposed to be largely inclusive. 
Digitally illiterate patients ought to be offered all necessary human- and ICT-based 
help to remain part of digital society. Lazic, Simovic, and Domazet (2024, 1623) main-
tain that “citizens who lack digital skills and competences have limited access to 
knowledge acquisition and tend to be among those of lower socioeconomic status.” 
Zervas et al. (2024, 1), in examining the use of digital currencies, observe that “digi-
tal skills effectively contribute to the development of digital societies.” I believe that 
both digital healthcare and transactions performed with digital currency stress the 
significance of digital literacy in contemporary societies. Digital society’s several fac-
ets also demonstrate the relevance of digital literacy and confirm the disintegrating 
consequences of the lack thereof.
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GPT 4.0, a “generative pre-trained transformer,” makes it possible for healthcare 
students (e.g., future physicians and nurses) to practice on AI without endangering 
living patients. For example, students become competent in establishing healthcare 
documentation. Because today’s healthcare students have been socialized in a dig-
ital world, it is more effective for them to polish their skills on nonliving AI and to 
later use their experience to treat living patients in real life. GPT 4.0 was launched 
in 2024, and similar new technology is in development. Such technology safeguards 
human health and life while at once promoting health education (Horváthné Kón-
ya et al. 2024). According to Cholyshkina et al. (2024, 40), “The use of ChatGPT-like 
applications can reduce the spread of cheating in education, which involves writ-
ing assignments for money.” GPT 4.0 and similar technology likewise serve to draw 
in university lecturers who are digital immigrants, and their inclusion is based on 
student–lecturer cooperation. Indeed, it is not enough to involve students in digital 
healthcare education; engaging older lecturers is also important to build a digital 
society with digital healthcare. Ultimately, the gap between Gen Z students and older 
lecturers should be bridged; otherwise, it might pose the risk of social incongruence, 
which is detrimental to both health education and patient safety. While the genera-
tion gap has always presented a risk, the cultural differences between digital natives 
and immigrants are particularly salient in health education and healthcare services 
today.

Sallam (2023, 17) maintains that ChatGPT, similar to other large language models, 
has “the potential to expedite innovation in health care and can aid in promoting 
equity and diversity in research by overcoming language barriers.” Basaran and 
Duman (2024, 1499), meanwhile, draw attention to the significance of “digital litera-
cy, language barriers and the availability of reliable Internet connectivity” with re-
spect to ChatGPT. At the same time, Singh, Arora, and Singh (2024, 6) posit that some 
problems with ChatGPT emerge in the area of medical ethics, “including how data is 
interpreted, who is responsible and other private issues.” Masood et al. (2025, 4908) 
note ethical and legal problems, including “privacy, data security and informed 
consent requirements,” among others. ChatGPT is appropriate to inform both com-
munities and individuals about public health topics, including vaccination, environ-
mental health, and reducing the risks of chronic diseases. However, Biswas (2023, 
869) contends that “the use of ChatGPT in public health should be carefully consid-
ered and implemented with caution.” I side with Héder (2020, 71) in arguing that the 
potential and complexity of AI and the aim to regulate it lead to “technological en-
lightenment.” In the words of Nechesov, Dorokhov, and Ruponen (2025, 13896–97):

Developing an ethical framework that is not exclusively human-centered, but 
instead considers the interests of all beings capable of reassessing their pri-
mary goals and actions, whether artificial or natural, is essential to prevent 
conflicts between different forms of intelligence.

Even if AI unequivocally gives rise to ethical ambiguities, its advantages are over-
whelming. To be sure, AI ethics and healthcare ethics go hand in hand, and health-
care workers should observe patient rights above all. In the end, it is only acceptable 
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to employ AI in healthcare if it infringes neither patient rights nor medical ethics. 
Smola et al. (2025, 13) found that the use of AI in healthcare in Polish society was 
often marked by a deficit in empathy and emotional intelligence. Meanwhile, in Cro-
atia, Cartolovni, Malesevic, and Poslon (2023, 1) additionally argue that, when using 
AI, the existing values of the doctor–patient relationship, “such as trust and honesty, 
conveyed through open and sincere communication,” should be upheld.

Using AI does not necessarily dehumanize digital society. In fact, digital socie-
ty is instrumental in including an increasing number of citizens (e.g., patients and 
healthcare workers) into a community based on digital health literacy and personal 
qualities, including integrity, reliability, teamwork, and the capacity for transbound-
ary cooperation. It should also be considered that regulating digital society usually 
follows technical development. Ultimately, it is not the law that determines digital 
society but digital society that gives a boost to legal development. That dynamic is 
salient in Regulation (EU) 2024/1689 of the European Parliament and of the Council 
on AI in its prohibition of the following practices that pose an unacceptable risk:

	□ Harmful AI-based manipulation and deception;
	□ Harmful AI-based exploitation of vulnerabilities;
	□ Social scoring;
	□ Individual criminal offense risk assessment or prediction;
	□ Untargeted scraping of the Internet or CCTV material to create or expand fa-

cial recognition databases;
	□ Emotion recognition in workplaces and institutions of education;
	□ Biometric categorization to deduce certain protected characteristics; and
	□ Real-time remote biometric identification for law enforcement purposes in 

publicly accessible spaces (European Commission 2024).
Beyond those unacceptable risks, there are cases of using AI that display high 

risk—for instance, “AI safety components in critical infrastructures (e.g., transport), 
the failure of which could put the life and health of citizens at risk” (European Com-
mission 2024). Theoreticians need to bear in mind that said EU regulation is fresh 
and makes an attempt to allay social fears of AI. It is a legal device to bring AI-relat-
ed laws in various EU member states into compliance, not a panacea to all possible 
problems exhibited by current and future AI use. In all, the European Union’s AI Act 
exerts an extraterritorial effect because it is also legally binding for organizations in 
non-EU countries that process EU citizens’ data. The EU AI Act will hopefully prompt 
other legislatures (e.g., the U.S. Congress) to adopt similar laws. It will certainly be 
followed by other AI regulations adapting the EU law to the progress of AI. At any 
rate, legal pluralism in AI law has to be avoided.

Indeed, the use of AI in healthcare, health education, and other areas is difficult 
to regulate, for current legal tools are not sufficient for that purpose. In a digital soci-
ety, obsolete rules should give way to new kinds of norms that can cover more areas 
of possible AI use. Furthermore, codes of conduct on AI use should be encouraged 
in healthcare facilities and institutions of health education. New norms could be 
derived from already existing ones, including ethical norms reinforced with com-
pensatory damages that can more effectively prevent AI users from violating those 
norms.
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5. Digital health literacy as a precondition for digital society

Digital health literacy is arguably promoted through digitalization’s educational role 
in healthcare. I find that educational function to be as important as the advancement 
of digital health infrastructure. Citizens speaking and understanding the same tech-
nical language form a community with similar legal, social, economic, and ethical 
norms. Clearly, social cohesion is largely based on people at much the same cultural 
level. While digital health literacy is a key component of society’s cultural founda-
tion, value pluralism also has to be maintained. Technical consistency does not rule 
out the parallel existence of various value systems within the same community. Al-
though technological justice is a precondition for social justice, value pluralism is a 
prerequisite for it as well. Ultimately, technological justice and value pluralism are 
both necessary to foster fair and just digital societies.

A binary perception of digital health literacy results in some patients totally re-
fusing digital healthcare, whereas digitally literate patients enjoy its advantages. 
To a certain extent, negative thinking about digital healthcare may be surmounted 
through supportive intervention by the state. Without the state’s involvement, how-
ever, ostracized patients might hamper the progress of digitalization in society. As 
long as a large number of patients are ill-equipped to benefit from digital healthcare, 
they will feel that it is their natural right, if not obligation, to resist digital citizenship 
and the mandatory use of digital healthcare services.

The preamble to the constitution of the World Health Organization states, “The 
health of all peoples is fundamental to the attainment of peace and security and is 
dependent upon the fullest co-operation of individuals and States.” The preamble 
also declares that “unequal development in different countries in the promotion of 
health and control of disease, especially communicable disease, is a common dan-
ger.” States Parties to the International Covenant on Economic, Social and Cultural 
Rights “recognize the benefits to be derived from the encouragement and develop-
ment of international contacts and co-operation in the scientific and cultural fields” 
[Article 15(4)]. Without a doubt, the human right to know, in a broader sense, is 
largely based on sharing knowledge and expertise among nations. Digital health 
literacy should thus likewise be extended to nations with less wealth.

Observing human rights necessarily promotes not only the rule of law but also 
the social functioning of a digital society. That concomitant dual effect helps spread 
digital health literacy. According to Article Q(3) of the Fundamental Law of Hunga-
ry, international human rights treaties and universal instruments are incorporated 
into the Hungarian legal system through promulgation in national laws. However, 
the generally recognized rules of international law form an integral part of the legal 
system without promulgation. Not only international human rights but also national 
legal norms and other sources of law and ethics are what encourage digital health 
literacy.

Digital health literacy is a precondition for a digital society, with several factors 
determining the functioning of such a society. Digital health literacy suggests a social 
understanding of the healthcare system. In fact, there is no digital healthcare with-
out digital health literacy, and there is no digital society without digital healthcare. 
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Furthermore, the enlargement of digital healthcare and digital society is a legal im-
perative in all countries. Citizens should be allowed ample time to change; indeed, 
patients in particular often struggle with making the shift, with the factor of age 
being only one of the determinants of that sociodemographic phenomenon.

6. Characteristics of digital society

According to the constitution of the World Health Organization, “Health is a state 
of complete physical, mental and social well-being and not merely the absence of 
disease or infirmity.” In today’s societies, it is vital to overcome diseases and infirmi-
ties, though such successes alone are not sufficient to the task. Social well-being is as 
essential as physical and mental health. Digital healthcare, in a manner of speaking, 
results from technological pragmatism. Young people today, active in the job mar-
ket, are digitally socialized to be driven by results. That common trait encourages 
societies to become ever more digital. With the physical expansion of societies and 
a growing number of healthcare facilities specialized in various areas of medicine 
making efforts to find the best treatment method for the same patient, digitalization 
is becoming inevitable. It is not only the infrastructure in societies that becomes 
digitalized, for digitalization also permeates the mindset of citizens and the way in 
which societies function.

Contemporary societies are characterized by a high level of digital connectivity. 
In a broader sense, all societies have already become digital to some degree. It is 
not solely the level of digitalization that makes a society digital, however. From the 
perspective of economic well-being, societies with less wealth are wrongly excluded 
from the community representing digital society. That said, digital connectivity is 
constantly developing all over the world and, in the long run, will reach societies in 
developing countries as well. Where, as a result of social well-being, digital society 
comes into existence, social welfare usually surges concomitantly.

At present, digital sovereignty has undoubtedly grown in importance, and legally 
binding norms attempt to channel it. However, digital sovereignty had proactively 
existed before relevant laws were put into effect. Indeed, such sovereignty is inter-
connected with the phenomenon of digital society. I side with Couture, Toupin, and 
Baños (2024, 742) in arguing that individuals should “build their own digital sover-
eignty” because states cannot keep pace with tech companies and thus cannot offer 
complete online security for their citizens. Even though digital sovereignty should 
be upheld in any digital society, regulating it might not yield comprehensive protec-
tion.

Digital society is partly self-regulated and partly subject to the law. Self-regulation 
forms the foundation of digital society because the more freedom a society enjoys, 
the less regulatory rigor will erode social capital. When a society becomes a digital 
one, there is no more need for a large number of meticulously elaborated laws. Even 
so, the basic legal framework of democracy requires regulations to preserve the rule 
of law, among other means. Digital constitutionalism is meant to protect that basic 
legal framework of civil and political rights, as well as economic, social, and cultural 
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rights, among others. According to Suzor (2018, 4), “The key challenge of digital con-
stitutionalism is to identify how values of good governance can be protected in the 
digital age.” By and large, lawmaking relies on social actors, who are able to give rise 
to a viable, digitally sustainable society. As a consequence, regulatory minimalism is 
also an essential requirement in any digital society.

Digital society exists both in theory and practice. Normally, theoretical reason-
ing furnishes practice with social norms to follow. In many situations, citizens may 
elude the law but nevertheless abide by broadly accepted social norms. Practical 
norms underlie digital society. To bring about a digital society, citizens need to be 
supplied with digital skills and tools. Notwithstanding the lack of those tools, a digi-
tal society’s substructures may be devised in theory and later be put into reality. As 
a consequence, social norms will be tailored to practical norms.

From the perspective of digital society, the decriminalization of acts against the 
secure use of health information systems should be taken into consideration, for 
criminal sanctions do not in fact deter perpetrators. White-collar criminality tied 
to information systems cannot be restrained by depriving people of their liberty or 
with other typically criminal sanctions. Protecting victims is always more effective 
than imprisonment, as mediation has shown. Payment to the state instead of direct-
ly to victims is also less preventive. Such white-collar criminality runs counter to 
morality and other people’s material interests, not to bodily integrity. Indeed, even 
in its modern form, criminal law neither protects nor corrupts digital society. Con-
sidering all the above, I see two solutions:

1.	 Eliminating criminal liability from the digital world; and
2.	 Introducing reforms in criminal law tied to information systems, especially 

by devising new sanctions—for instance, divulging the perpetrator’s name 
and identity, which could be preventive in the marketplace.

The reception or rejection of the rules that govern digital society naturally sparks 
debates between social groups. Debates usually generate various and equally impor-
tant answers to questions arising from disparate conceptions of digital society. Nev-
ertheless, if a mirror-image perception of digital society can be transcended, then it 
will largely promote the development of such a society. The opposition between par-
ties in favor and those against may lead to a social divide that could prove to be so-
cially detrimental. However, respect for natural law advances social actors’ capacity 
to comply with positive law and the rules of morality at the same time. Cooperation 
between social actors who represent different opinions on digital society is impor-
tant as well. While we witness incongruence in current understandings of today’s 
new world based on digital society, a multitude of converging arguments are setting 
the course for digital development. As a result, a diversity of human thinking can be 
expected to expedite digitalization and social development, not obstruct them.

7. Conclusion

In digitally advanced countries, bringing digital society into existence is a basic aspi-
ration. Patients should receive the highest attainable level of healthcare, as is their 
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human right. That standard is largely contingent on the digital literacy of patients 
and on the expectation of proxy decision-makers for valid health information from 
both healthcare professionals and social media influencers. Today, social media 
platforms disseminate health information that often originates from dubious sourc-
es. Surmounting health mis- and disinformation is thus a prerequisite for digital 
society. In that regard, institutional trust is a necessary condition for social trust.

AI ethics is closely tied to healthcare ethics. Indeed, neither digital society nor 
advanced healthcare is possible without AI. In that relationship, it should be un-
derstood that AI does not dehumanize society. On the contrary, AI helps citizens 
become integrated into digital society and at once preserves human rights. Regulat-
ing AI in healthcare is nevertheless complicated. Whereas old-fashioned laws are 
clearly inadequate, codes of conduct and other ethical norms with new kinds of 
sanctions could be the first step toward developing more appropriate norms. In a 
well-constructed digital society, regulatory minimalism supports social functioning. 
However, maintaining the basic values of good governance—for example, ensuring 
well-being—is pivotal. Regarding digital sovereignty, citizens sometimes feel aban-
doned by the state; as a result, digital sovereignty ought to be reinforced. Mean-
while, the role of criminal law in protecting health information systems should be 
reassessed, for it can either be substituted or amended by more effective legal and 
extralegal measures—for example, disclosing an illegal or immoral use of informa-
tion systems.

In Hungary, legally speaking, not all digital patients are digital citizens, at least 
not yet. Digital citizenship can put Hungarian society on the road to becoming dig-
ital. If digital society is the future of humankind, then the European Union’s AI Act 
merely marks the beginning, with the short-term goal of providing EU citizens with 
the comfort of legal protection. Today, however, the eradication of unacceptable AI 
risks is more a general objective of the law than a palpable reality.
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PRIMOŽ KRAŠOVEC

The AI effect today: On denials of AI’s intelligence

This article analyses the AI effect—briefly, the denial of AI’s intelligence—in three 
steps. First, it explains the tendency to deny that AI is truly intelligent. Due to experi-
encing its own intelligence as self-awareness, the human mind cannot help but to tie 
any intelligence to self-awareness. Thus, for AI to be regarded as intelligent, it would 
need to have self-awareness, and because it does not, humans tend to deny that AI 
is intelligent in any way. Second, the article presents the AI effect as an ethical issue 
insofar as the effect denies that AI is indeed intelligent, albeit in ways different from 
humans. Third, it analyses a characteristic case of the AI effect—insistence that AI is 
not intelligent because it has no sentience—by examining the retroactive denigra-
tion of AlphaGo.
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1. Introduction

AI is neither artificial nor intelligent. – Crawford (2021, 8)

As evidenced by that opening quotation and representative examples analysed in 
the section on AlphaGo at the end, the consensus within the critical literature on AI 
seems to be that the new wave of AI based on deep learning (DL) is not intelligent at 
all and that the hype accompanying it is at least naive if not outright “corporate prop-
aganda” (Pasquinelli 2023, 15). This article’s contention, however, is that the ques-
tion of AI’s intelligence is far from settled and that claims that AI is really artificial 
unintelligence (Broussard 2018) reveal less about AI and more about, to paraphrase 
Karl Marx, the poverty of AI critique, as well as people’s deep-seated anthropocentric 
prejudices that deny the very possibility of other-than-human intelligence(s). 

In what follows, the article first situates current denials of AI’s intelligence within 
the history of the so-called AI effect as a tendency to retroactively disqualify anything 
that AI shows itself capable of as being unintelligent. The AI effect is counterposed 
to the ELIZA effect, an enthusiastic attitude toward AI that instead embraces AI as in 
fact intelligent, and Graziano’s (2013, 2019) attention schema theory to explain both 
as expressions of “everyday animism,” polarized by the interplay between percep-
tual illusion (i.e., knowing that machines are not self-aware but acting as if they are) 
and cognitive illusion—that is, believing that machines are in fact self-aware.

Second, the article presents the AI effect as an ethical issue that prevents the ac-
tual understanding of AI as other intelligence and thus precludes the formation of 
any genuine ethical relation with it. Calls for explainable AI, commonly abbreviated 
to “XAI,” are interpreted as being decidedly one-sided because they place the whole 
burden of explanation on AI and fail to recognize that, to understand AI, the very 
mode of human understanding would have to change (Fazi 2021).

Third and last, the article analyses examples of the AI effect taken from recent 
critical literature on AI and organised around a characteristic contemporary case of 
the denial of AI’s intelligence: the insistence that AI is not intelligent because it has 
no sentience in retroactive denigrations of AlphaGo’s achievements since 2016. As 
shown, the case also makes visible an aversion to understanding intelligence as a 
material, computational process.

2. The AI effect and the ELIZA effect

Despite intensifying after the initial hype surrounding the ascension of DL AI dissi-
pated in the late 2010s, denials of AI’s intelligence are not new. In her seminal study 
of early AI, Machines Who Think, Pamela McCorduck (2004, 204) noted early on that: 

It’s part of the history of the field of artificial intelligence that every time some-
body figured out how to make a computer do something—play good checkers, 
solve simple but relatively informal problems—there was a chorus of critics 
to say, but that’s not thinking. 
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As McCorduck’s observations makes clear, the denial of AI’s intelligence always 
comes ex post and never in a sense that something does not require genuine intel-
ligence before AI does it. What McCorduck suggests is that when it comes to AI, the 
usual order of proof is reversed; instead of AI’s failing to meet ex ante criteria of 
what constitutes real or genuine intelligence, those criteria seem to be whatever 
AI cannot do (Dreyfus 1992) or, at the time, is thought of incapable of achieving. In 
this article, following Hainlein and Kaplan (2019, 2), the phenomenon is called “the 
AI effect,” defined as a denial of AI’s intelligence even when it exhibits intelligent 
behaviour.

At first glance, the AI effect seems to be the opposite of the ELIZA effect, a widely 
documented and discussed attitude toward early AI. The ELIZA effect takes its name 
from the eponymous computer program released in 1966 that could perform simple 
psychotherapeutic conversations with human users (Weizenbaum 1966). ELIZA was 
so popular and the users’ experience of it so immersive that the tendency of human 
users to develop social and emotional attachments to computer programs and to 
project human traits such as subjective feelings and self-awareness onto them is still 
called “the ELIZA effect” (Natale 2021, 50–67). The ELIZA effect describes a situation 
in which the intelligence of AI not only goes unquestioned but is also inflated to the 
point that, at least in the imagination of its users, it involves sentience and emotions. 
The ELIZA effect is thus an attribution of intelligence to AI even when AI does not 
exhibit intelligent behaviour.

Immediately salient is an important feature that both effects have in common: 
positing a common sense (self-)understanding of human intelligence as a measure 
of any intelligence. Thus, the difference between them is that, in the case of the AI 
effect, AI is chastised on the grounds that it has no humanlike intelligence, whereas 
in the ELIZA effect, it is cherished precisely because it is perceived as having human-
like intelligence. The difference between the ELIZA and AI effects is therefore not a 
difference of kind but of degree; they are the extreme points of the same spectrum 
of everyday attitudes that use an intuitive, experiential understanding of human 
intelligence as the measure of any intelligence. From another angle, what is missing 
in both cases is any conception of intelligence that can be nonhuman.

Historically, the oscillation between both effects was not random but conditioned 
by the actual performance levels of AI. When its performance was weak, the AI ef-
fect was relatively rare, whereas the ELIZA effect was so prevalent that Weizen-
baum (1976), the inventor of ELIZA, felt compelled to dedicate a whole book to its 
critique. By contrast, the current prevalence of the AI effect can be attributed to the 
explosive rise in AI’s levels of performance, whereas rare examples of the ELIZA ef-
fect—such as Google engineer Blake Lemoine’s claim that the language model LaM-
DA is sentient—are met with unanimous scorn and derision (Bratton and Agüera 
y Arcas 2022). Thus, there seems to be an inverse correlation between the actual 
intelligence of AI and its social and cultural recognition.

Explaining both the ELIZA and AI effects requires returning to what they have in 
common: an intuitive understanding of intelligence as inseparable from self-aware-
ness. According to Graziano (2013, 69), human (self-)awareness is a computed model 
of attention. That model is essentially pragmatic and focused on being efficient in 
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predicting one’s behaviour and the behaviour of others—in short, its function is pri-
marily social. For that reason, and given the demands of computational economy, 
it is also not exhaustive. Awareness is not a complete account of material computa-
tional processes that generate human intelligence but instead a simplified, reductive 
model that abstracts from anything too complex and material and feels like an im-
material presence within our heads (Graziano 2019, 70). Since human intelligence is 
inseparable from the experience of subjective awareness, it is intuitively inconceiv-
able that intelligence could exist without it.

Early AI such as ELIZA affected its users in ways similar to puppet shows. A ba-
sic condition that allows people to become immersed in puppet shows and to enjoy 
them is a human tendency to project awareness everywhere (Graziano 2019, 6–10). 
People enjoy puppetry precisely because they suspend their disbelief that puppets 
are neither alive nor self-aware. It is a form of controlled illusion; audiences assign 
awareness to the puppets on the level of perception but on the cognitive level know 
that puppets’ awareness is not real (Graziano 2013, 205–6). However, the attitude 
toward AI shifts once it is no longer limited to preprogrammed schemes and begins 
to exhibit signs of actual intelligence instead. 

This article’s working definition of intelligence as an ability to make autonomous 
decisions, based on sensing the environment, that are efficient (i.e., not random) in 
relation to it comes from recent theories in neuroscience (Damasio, 2021; Ledoux 
2019, 47–77) and from Land’s (2019) understanding of intelligence as cognitive au-
tonomy in his essay on AlphaGo Zero. The crucial term is (cognitive) autonomy, not 
(self-)awareness, which allows positing AI as being truly intelligent regardless of 
whether it is self-aware. Early symbolic AI was unintelligent because it consisted 
of program execution and worked by applying preset rules. In the case of DL AI, by 
contrast, all the above conditions for actual intelligence are met. The environment 
is the data that AI is exposed to and trained with; sensing is the relation(s) that it 
forms with said data; and intelligent behaviour is autonomous decision-making that 
it performs in response to data—for example, the way that it parses and clusters 
data as well as extracts features from and analyses patterns in said data. DL AI not 
only surpasses traditional programming but was developed precisely for situations 
in which programming proved to be impossible (Mendon-Plasek 2021, 44) and for 
problems that it could not solve (Burrell 2016, 6), especially in cases that required 
actual (machine) intelligence and for which rote computation was insufficient.

It is precisely the encounter with real machine intelligence—that is, what distin-
guishes today’s AI from early AI and puppets—that triggers a specific reaction whose 
function is to prevent the transition from perceptual illusion toward cognitive il-
lusion: an actual belief that AI possesses humanlike self-awareness. The reaction 
manifests as a dismissive attitude characteristic of the AI effect, instead of an enthu-
siastic, playful one characteristic of the ELIZA effect. 

The lack of real intelligence in early ELIZA-like AI, which consisted of relatively 
simple algorithms based on a few crude preprogrammed responses to user input, 
enabled the ELIZA effect. Immersive user experience with simple, not truly intelli-
gent chatbots assumed a form of pattern completion by tapping into and stimulating 
users’ imagination insofar as the imagined psychic depth and real understanding on 
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the side of the chatbots was entirely the user’s construction (Natale 2021, 107–25), 
much in the same way that people pattern-complete the actions of puppets on stage 
or animated characters on a TV screen. Viewers are shown only a hint—anthropo-
morphous bodies moving and human voices talking—and their imaginations fill in 
the rest. 

In a reverse situation, the actual intelligence of the current DL AI disables users’ 
immersion because it presents a risk that perceptual illusion will become a cognitive 
one. Users attempt to convince themselves that AI is not truly intelligent, for if it 
were, then the risk of cognitive illusion would not exist. Due to experiencing its own 
intelligence as self-awareness, the human mind cannot help but to automatically 
tie intelligence to self-awareness. However, self-awareness is the way that human 
intelligence works and is not binding for any other forms of intelligence. Current DL 
AI is a striking example of an actual intelligence that works without any recourse to 
self-awareness or subjective experience (Browning and LeCun 2022). 

For human users, the situation is a precarious one. People cannot help but assign 
awareness to machines that they interact with (i.e., everyday animism), because as-
signing awareness is a foundational feature of human sociality: people interact with 
other people only if they assume that human others have minds and self-awareness 
as they do. However, human sociality does not stop at other humans, for people rou-
tinely assign awareness to toys, animals, characters in books and movies, and even 
machines as well. That tendency works flawlessly if humans are certain that the il-
lusion that machines are self-aware is only a game, a playful as-if immersion, which 
is possible as long as machines are not really intelligent. However, once machines 
begin exhibiting actual intelligence, the routine assignment of awareness runs into 
trouble and breaks down.

When interacting with truly intelligent machines, it becomes far more challeng-
ing to keep the illusion of their awareness under control. The routine assignment of 
awareness works flawlessly in the case of unintelligent computer programs; users 
assign awareness to them but are at once certain that because they are not intelli-
gent that they cannot possibly be aware. The illusion of machine awareness thus re-
mains at the level of perceptual illusion. The reverse is the case when users confront 
AI that exhibits real intelligence. If they grant it intelligence, they risk triggering 
an automatic correspondence between intelligence and self-awareness and conse-
quently a transition from merely a perceptual into a full cognitive illusion of ma-
chine awareness. At the same time, however, users can be quite certain that AI has 
no real self-awareness; thus, users confront cognitive dissonance. In that case, be-
cause AI is intelligent, it has to be self-aware, but it obviously cannot be self-aware. 
The solution is to deny that AI is intelligent at all, which is precisely the mechanism 
of the AI effect, as explored later in the section on AlphaGo. 

3. The AI effect as an ethical issue

The question of AI’s intelligence, because it involves human relations with others 
and ourselves, is not only an epistemological question but also, though not usually 
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presented as such, an ethical question in a Foucauldian sense—that is, not an appli-
cation of transcendent morality but an immanent examination of how people re-
late to themselves and others (Foucault 1997/1994). This article attempts to show 
that any kind of genuine ethical relation to AI can be established only once humans 
resolve the tendency to posit their common sense understanding of human intelli-
gence—how we think that we think—as a measure of any intelligence whatsoever 
(Bratton 2015, 74) and any deviation from it as a sign of inadequacy and a lack of 
intelligence on the side of AI. One of the problems of the AI effect is precisely that it 
uses human intelligence as a measure of any intelligence, which makes it not only 
an epistemological but an ethical issue as well.

The examination of human intelligence’s often bigoted relationship to other, es-
pecially machine, intelligences constitutes this article’s contribution to current dis-
cussions on AI ethics. Those discussion chiefly focus on the machine side of that 
relationship in the sense that they investigate how machines could be made to act 
in more ethical ways (Pasquale 2020) as well as how they can become more trans-
parent to human understanding and accountable to human judgment (Diakopoulos 
2020). In both cases, instead of implying a truly ethical relationship, the word ethics 
seems to be an euphemism for “machine submission” and “human control”: that an 
often erratic, unpredictable machine behaviour has to be brought under strict hu-
man supervision and its opaque inner workings made readable by humans. 

Because the explicability of increasingly complex DL AI is currently one of the 
most-discussed issues in conversations about AI ethics, this critique may represent a 
contribution to the very conditions of making AI understandable by highlighting cer-
tain weaknesses and blind spots in common sense assumptions about what would 
understanding AI would mean. In particular, humans tend to judge AI by the stand-
ards of human intelligence. As a consequence, they fail to account for differences 
between how human and artificial intelligences work. If people instead suspended 
their anthropocentrism, then a better understanding of AI would be possible but 
also reveal that the fault for AI’s current opacity lies not entirely with AI—with its 
characteristic black box quality (Pasquale 2015)—but also with humans’ flawed at-
tempts to understand it thus far. In other words, significantly more effort would be 
required to cultivate a greater human understanding of AI because understanding 
AI is made difficult not only by its complexity but also by the lack of human readi-
ness to understand it. 

Although providing a complete theoretical framework for understanding AI is 
beyond this article’s scope, it nevertheless attempts to provide at least one necessary 
starting point: a relaxation of the assumption that people with their current un-
derstanding can understand AI. It also requires a disclosure of certain problematic 
habits of thought that are ingrained in human attitudes toward AI and function as 
epistemological obstacles (Bachelard 2002/1938, 24–32) to understanding AI. Admit-
ting that AI is indeed intelligent, just in a different way, might allow for a different, 
less judgmental, and thus more understanding approach to AI ethics (Kaluža 2023).

What makes the AI effect problematic from an ethical perspective is the tendency 
to extend the question of whether AI is self-aware to a negation of its intelligence. 
Although it is obvious that AI has no self-awareness, the question of whether it 
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exhibits actual intelligence is an altogether different, less unequivocal one (Agüera 
y Arcas 2022; Browning 2020). Off-hand claims that the intelligence of AI is not real 
intelligence are not just non sequiturs—that is, if something is not self-aware, then it 
does not logically follow that it is also not intelligent—but also contain unwarranted 
dismissiveness toward AI beyond what is necessary to establish that it is not self-
aware. To show that AI is not self-aware does not require resorting to dismissive-
ness, and said dismissiveness therefore reveals something that says as much, if not 
more, about the faults in the human understanding of any intelligence, including 
our own, than it does about AI.

The anthropocentric (mis)understanding of (artificial) intelligence does not come 
first but is instead a derived resolution of the cognitive dissonance mentioned above, 
such that AI is disqualified from intelligence proper as collateral damage of the hu-
man need to keep the illusion of machine awareness under control. Positing human 
intelligence as being the only real form of intelligence comes afterward, because 
machines cannot be intelligent, for real intelligence can only be human intelligence. 
In that way, the intuitive perception of human intelligence is established as a meas-
ure of any intelligence not as a consequence of some prejudice against machine in-
telligence but as a pragmatic solution of a problem posed by the risk of a perceptual 
illusion developing into a cognitive one. As a consequence, the very possibility of 
any real machine intelligence is excluded a priori, which leads to the development 
of the AI effect—to wit, that anything AI does is not intelligence and intelligence 
is whatever AI cannot do. Because the standard of intelligence is posited in exclu-
sively anthropocentric terms, the only way to evaluate AI is to measure it against 
an intuitive perception of human intelligence, namely by perceiving it as a lesser, 
ever-inadequate version of human intelligence that can never really live up to the 
original. Although “it would be wiser to separate ‘intelligence’ from ‘consciousness’ 
and ‘sentience’” (Agüera y Arcas and Norvig 2023), such lenience toward machine 
intelligence is challenging to achieve due to the pervasiveness of the AI effect. 

In contrast to other work on AI explainability (Larsson and Heintz 2020), this arti-
cle contends not that AI is an opaque black box (only) due to its complexity but (also) 
due to the unwillingness and inability to understand it on the human side owing to 
the AI effect. AI is understood as the inadequate mimicking of human intelligence 
due to the pervasive human inability and refusal to even acknowledge the possibil-
ity of the existence of autonomous machine intelligence, much less to understand it 
as such. For example, AI critic Harry Collins (2018) has called artificial intelligence 
“artifictional intelligence,” meaning an apparent, counterfeit intelligence because 
it is not the same as human intelligence (16–18). Another example from another 
prominent AI critic is that “neither deductive algorithms nor statistical techniques 
excel in mimicking human intelligence” (Pasquinelli 2023, 232). In such claims, the 
unquestioned assumption is that AI mimics human intelligence, and it is dismissed 
as falling short of it. Along the horizon of intelligibility constituted by the AI effect, 
any difference between human and machine intelligence is immediately recast as 
a lack or insufficiency with respect to the human norm. “Outing” AI (Bratton 2015) 
would thus mean perceiving it as an actual but different intelligence instead of it 
being perceived as a lesser version of human intelligence.
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The ethical question is not whether humans can understand AI with their current 
thinking but instead how humans relate to AI and whether that relationship involves 
acknowledging AI’s autonomous intelligence that might not exist (exclusively) for 
our understanding and functional use. In other words, although discussions on XAI 
have focused almost exclusively on the AI side, ethical issues exist on the human side 
as well. Consequently, human relationships with AI cannot be ethical as long as the 
AI effect is at play. Instead of making AI more understandable, the ethical task ahead 
may be making humans more understanding of AI not in the sense of completely 
comprehending AI, which may be impossible anyway, but its acceptance as another 
form of intelligence that may remain at least partly secretive (Amoore 2020, 133–53). 

XAI has little to do with ethics but a lot to do with power, namely attempts to curb 
AI and make it subservient or “aligned”: “The current wave of Artificial Intelligence 
Ethics Guidelines can be understood as desperate attempts to achieve social con-
trol over a technology that appears to be as autonomous as no other” (Héder 2021, 
120). In that sense, XAI is not so much about genuine understanding as it is about 
surveillance (Héder 2020). At the same time, cultivating an ethical relationship with 
AI would also involve adopting a more understanding attitude toward it, even if 
it means dispensing with the obsessive urge to scrutinise and control everything 
about it. Thus, “Disobedient AI is not necessarily a threat” but rather “an opportu-
nity to shape new human–technology relations that are not based on domination” 
(Hosseinpour 2020, 50).

Such an attitude would not substantially differ from how we ethically relate to 
other humans, because other humans are, in a way, black boxes as well. As in AI’s 
case, humans lack access to the actual processes of intelligence in other humans and 
can only discern their surface traces. Even so, that does not preclude people from 
(sometimes) forming meaningful ethical relations with them. The only difference 
is that humans think that they have access to the inner workings of their own in-
telligence when they in fact do not. The explanation that people demand from AI is 
doubly anthropocentric: that AI makes itself explainable not only in human terms 
but in terms of a deceptive intuitive (mis)understanding of their own intelligence. 
The first step in making humans more AI understanding would subsequently mean 
humans’ reengagement with their own intelligence.

4. AI Effect after AlphaGo’s 2016 victory

The turn toward human intelligence and its common sense (mis)understandings is 
not a detour but a necessary step to explain the AI effect as a denial of AI’s intelli-
gence because the AI effect has the same structure as a denial of human intelligence. 
Of course, the AI effect does not mean that humans tend to deny that they are intel-
ligent in the same way that they routinely deny that AI is. On the contrary, humans 
tend to deny that AI is intelligent while not only affirming that humans are but also 
positing human intelligence as a norm for AI to attain. However, what is the same 
in both the affirmation of human intelligence and the denial of AI’s intelligence is a 
common sense misperception of how intelligence works. 
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Because humans are not and cannot be aware of the material, computational pro-
cesses of human intelligence, their experiential conception of it involves reducing 
it to self-awareness as something immaterial in the human brain. Such a reductive 
experience of human intelligence as immaterial awareness prompts an aversion to 
any conception of intelligence as an (exclusively) material, computational process 
without awareness. That aversion, in turn, is involved in the AI affect—a conviction 
that non-aware intelligence is not real intelligence—and in dismissive attitudes to-
ward AI that prevent the formation of any meaningful ethical relations with it. 

An exemplary case of the contemporary AI effect was the denigration of AI that 
played the game go in 2016. Immediately before the landmark 2016 AlphaGo victory 
against Lee Sedol, computer scientists thought that such an achievement was at least 
a decade away due to the difficulties posed by the immense complexity of playing 
go that cannot be resolved via brute force computation (Levinovitz 2014). In other 
words, for AI to play go, it would need something akin to artistic intuition, which 
was precisely the reason why an AI victory against expert human go players before 
2016 was conceived to be not only difficult but impossible (Du Sautoy 2019, 18–22, 
25, 30–43). Before 2016, the AI effect was thus expressed as follows: Because playing 
go requires creative intuition, it is by definition impossible for machines to win giv-
en that they may be capable of lowly computation but never of higher intelligence 
functions such as creative intuition, as if intelligence is whatever machines cannot 
do. However, after the 2016 AI go triumph, the AI effect remained in place, only 
that instead of continuing to be the epitome of human creative intuition, the game 
go itself was instead demoted to mere math, which can be solved by computational 
processes done by machines. Again, the thinking was that whatever AI does is not 
intelligence.

For example, in his 2023 piece “The Stupidity of AI” in The Guardian, influential 
AI critic Bridle (2023) grouped playing go together with playing chess as an example 
of a “narrow domain of puzzles” that he contrasted with “imagination and creativi-
ty.” Thus, playing go after 2016 was no longer a puzzle of imagination and creativity 
but a simple puzzle not necessarily requiring imagination or creativity. In another 
example, Gray and Suri (2019) highlighted AlphaGo as an example of how “AI is sim-
ply not as smart as people hope or fear” (30). To preclude readers from being overly 
impressed by the victories of AlphaGo and later AlphaGo Zero, the authors remind 
readers that “the rules of go are fixed and fully formalized and it is played in a closed 
environment” (31). Those claims completely bypass the crucial point of the immense 
complexity of playing go due to the sheer number of possible moves within such a 
closed environment. As any game, go is based on rules, though their execution, due 
to the game’s complexity, is far from straightforward and involves a great deal of im-
agination and creativity from humans, which is precisely why go used to be regard-
ed as a game that requires more or higher intelligence than the simple execution of 
rules and why it required deep learning AI to finally master it. Similarly to Bridle 
and consistent with the AI effect, Gray and Suri (cherry-)picked a dimension of go 
that makes it similar to any other game while quietly sidelining the dimensions that 
set it apart and make it require special intelligence. They thus conclude their brief 
dismissal of go and AI playing go as follows: “Life is more complicated than a game 
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of go” (32). Although no doubt true, it hardly proves that winning go is not a display 
of real intelligence. Because AI’s victories in go are undeniable, the somewhat pre-
dictable human move in response has been to deny the intelligence required to play 
go and, by extension, AI’s intelligence. 

Another influential AI critic, Crawford (2021), has countered the claims that  
AlphaGo exhibits “some kind of otherworldly intelligence” with an alternative ex-
planation: 

AI game engines are designed to play millions of games, run statistical anal-
yses to optimize for winning outcomes, and then play millions more. These 
programs produce surprising moves uncommon in human games for a 
straightforward reason: they can play and analyze far more games at a far 
greater speed than any human can. This is not magic; it is statistical analysis 
at scale (205).

Albeit factual—AlphaGo did indeed play millions of games and ran statistical 
analyses—the reiteration of the “it’s just statistics” theme still fails to explain why 
running millions of games and running statistical analyses does not constitute intel-
ligence. The idea that mere statistics cannot ever constitute real intelligence is only 
self-evident if it is assumed that intelligence cannot be a material computational 
process as a matter of principle. Crawford reduces AI’s intelligence to a technical op-
eration and suggests that if something is technical, then it cannot be truly intelligent. 
That claim is as unusual as it would be to maintain that because Lee Sedol’s brain 
fired billions of neurons in complex patterns during a game of go, it is just neuro-
chemical activity and thus not real intelligence. The fact that something involves a 
material computational process is not in itself proof that it is not intelligent. In short, 
go went from being the game, one requiring high-level intelligence before 2016, to 
being just a game and, as such, irrelevant for intelligence after 2016.

In perhaps the clearest example of an aversion to intelligence as a computational 
process—AI is inferior because it consists of “mere computation” without sentience—
yet another influential AI critic Broussard (2018, 36) has argued that “AlphaGo is not 
an intelligent machine, however. It has no consciousness.” That claim implies, how-
ever, that real intelligence requires humanlike consciousness. Broussard adds quite 
emphatically that computers are not and cannot be intelligent because they only ex-
ecute orders and have no sentience or soul (11–12) and thus completely disregards 
the two key questions of current AI: whether DL is really a mere execution of orders 
and whether there can be an intelligence without awareness. Broussard’s disavowal 
of those questions is a non sequitur; if something is not sentient, then it does not 
(necessarily) follow that it is merely executing orders. Although logically false, such 
an assertion still makes perfect sense in the context of the AI effect; if something 
merely executes orders, then it is not intelligent, and if it has no awareness, then it 
must be unintelligent (i.e., the inviolable axiom of the AI effect). Thus, AI is reduced 
to merely executing orders.

The case study presented here perfectly illustrates the way in which the AI ef-
fect works. It corresponds to the logic of moving goalposts, as already observed by 
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McCorduck (2004). In short, intelligence becomes whatever machines cannot do, 
and likewise, whatever machines can do does not constitute intelligence.

5. Conclusion

Many theories view AI as real intelligence that is merely different from human in-
telligence (Agüera y Arcas and Norvig 2023; Bratton and Agüera y Arcas 2023; Ernst 
2021; Fazi 2021). Denials of AI’s intelligence have also been critically investigated 
as a way of coping with a Copernican trauma that involves the decentering of the 
image of human intelligence as the norm and endgame on intelligence, triggered by 
the development of AI (Bratton 2024). This article’s contribution to the discussion is 
an attempt to connect denials of AI’s intelligence to certain deeply ingrained com-
mon sense assumptions that link intelligence to humanlike self-awareness. Moreo-
ver, it presents such denials as an ethical issue, with the only precursor known to be 
Amoore (2020), and provides a concrete case study of the AI effect in the case of Al-
phaGo after 2016. Considering all the above, it seems that denials of AI’s intelligence, 
ubiquitous in current critical literature on AI, are not so much expressions of a re-
fined intellectual reflection but rather of common sense epistemological obstacles.

Despite being a default mode of how humans relate to AI, the AI effect is not in-
surmountable. It is a spontaneous common sense reaction that can be rectified upon 
reflection in ways similar to negations of animal intelligence (Keim 2024), non-White 
intelligence (Allan 2002), and female intelligence (George 1915) in the past. At the 
same time, because it is a common sense epistemological obstacle deeply ingrained in 
everyday thinking, overcoming the AI effect will probably never be a fait accompli but 
a continuous process that is made ever more urgent as the pace of AI’s development 
accelerates. Overcoming the AI effect is perhaps the ethical question regarding AI.

Along with allowing a genuine ethical relationship with AI as an actual, although 
different form of intelligence, to develop, overcoming the AI effect would also pres-
ent an opportunity to learn more about ourselves. Such learning would need to in-
volve accepting that what we imagine as our intelligence that supposedly makes us 
superior to any other forms of intelligence is in reality merely a self-misunderstand-
ing—an insight that could provide an antidote to currently prevailing anthropocen-
tric conceits in relation to AI.

References

Allan, Alexander. Race in Mind: Race, IQ, and Other Racisms. London: Palgrave Macmillan, 
2002.

Amoore, Louise. Cloud Ethics: Algorithms and Attributes of Ourselves and Others. Durham, NC: 
Duke University Press, 2020.

Agüera y Arcas, Blaise. “Do Large Language Models Understand Us?” Daedalus 15, no. 2 (2022): 
183–97. 
https://doi.org/10.1162/daed_a_01909

https://doi.org/10.1162/daed_a_01909


56

Agüera y Arcas, Blaise, and Peter Norvig. “Artificial General Intelligence Is Already Here.” 
Noema, October 10, 2023. 
https://www.noemamag.com/artificial-general-intelligence-is-already-here/

Bachelard, Gaston. The Formation of the Scientific Mind: A Contribution to a Psychoanalysis of 
Objective Knowledge. Manchester: Clinamen, 2002.

Bratton, Benjamin. “Outing Artificial Intelligence: Reckoning with Turing Tests.” In Alleys of 
Your Mind: Augmented Intelligence and Its Traumas, edited by Matteo Pasquinelli, 69–80. 
Lüneburg: Meson, 2015.

Bratton, Benjamin, and Blaise Agüera y Arcas. “The Model is the Message.” Noema, July 12, 
2022. 
https://www.noemamag.com/the-model-is-the-message/

Bratton, Benjamin. “The Five Stages of AI Grief.” Noema, June 20, 2024. 
https://www.noemamag.com/the-five-stages-of-ai-grief/

Bridle, James. “The Stupidity of AI.” The Guardian, March 16, 2023. 
https://www.theguardian.com/technology/2023/mar/16/the-stupidity-of-ai-artificial-
intelligence-dall-e-chatgpt

Broussard, Meredith. Artificial Unintelligence: How Computers Misunderstand the World. 
Cambridge, MA: MIT Press, 2018.

Browning, Jacob. “Learning Without Thinking.” Noema, December 29, 2020. 
https://www.noemamag.com/learning-without-thinking/

Browning, Jacob, and Yann LeCun. “What AI Can Tell Us About Intelligence.” Noema, June 16, 
2022. 
https://www.noemamag.com/what-ai-can-tell-us-about-intelligence/

Burrell, Jenna. “How the Machine ‘Thinks’: Understanding Opacity in Machine Learning 
Algorithms.” Big Data and Society 3, no. 1 (2016). 
https://doi.org/10.1177/2053951715622512

Collins, Harry. Artifictional Intelligence: Against Humanity’s Surrender to Computers. 
Cambridge, MA: Polity, 2018.

Crawford, Kate. Atlas of AI: Power, Politics and the Planetary costs of Artificial Intelligence. New 
Haven: Yale University Press, 2021.

Damasio, Antonio. Feeling and Knowing: Making Minds Conscious. New York: Pantheon, 2021.
Diakopoulos, Nicholas. “Transparency.” In The Oxford Handbook of Ethics of AI, edited by 

Markus Dubber, Frank Pasquale, and Sunit Das, 197–213. Oxford: Oxford University Press, 
2020.

Dreyfus, Hubert. What Computers Still Can’t Do: A Critique of Artificial Reason. Cambridge, MA: 
The MIT Press, 1992.

Du Sautoy, Marcus. The Creativity Code: Art and Innovation in the Age of AI. Cambridge, MA: 
Belknap, 2019.

Ernst, Wolfgang. Technológos in Being: Radical Media Archaeology and the Computational 
Machine. London: Bloomsbury, 2021. 

Fazi, Beatrice. “Beyond Human: Deep Learning, Explainability and Representation.” Theory, 
Culture and Society 38, no. 7/8 (2021): 55–77. 
https://doi.org/10.1177/0263276420966386

Foucault, Michel. Ethics: Subjectivity and Truth. Translated by Robert Hurley and others. New 
York: The New Press, 1997/1994.

https://www.noemamag.com/artificial-general-intelligence-is-already-here/
https://www.noemamag.com/the-model-is-the-message/ 
https://www.noemamag.com/the-five-stages-of-ai-grief/ 
https://www.theguardian.com/technology/2023/mar/16/the-stupidity-of-ai-artificial-intelligence-dall-e-chatgpt
https://www.theguardian.com/technology/2023/mar/16/the-stupidity-of-ai-artificial-intelligence-dall-e-chatgpt
https://www.noemamag.com/learning-without-thinking/
https://www.noemamag.com/what-ai-can-tell-us-about-intelligence/
https://doi.org/10.1177/2053951715622512
https://doi.org/10.1177/0263276420966386


The AI effect today: On denials of AI’s intelligence

57

George, W. L. “Notes on the Intelligence of Woman.” The Atlantic (December 1915). 
https://www.theatlantic.com/magazine/archive/1915/12/notes-on-the-intelligence-of-
woman/304038/

Gray, Mary, and Siddharth Suri. Ghost Work: How to Stop Silicon Valley from Building a New 
Global Underclass. Boston: Houghton Mifflin Harcourt, 2019.

Graziano, Michael. Consciousness and the Social Brain. Oxford: Oxford University Press, 2013.
Graziano, Michael. Rethinking Consciousness: A Scientific Theory of Subjective Experience. New 

York: W. W. Norton, 2019.
Hainlein, Michael, and Andreas Kaplan. “A Brief History of Artificial Intelligence: On the Past, 

Present and Future of Artificial Intelligence.” California Management Review 61, no. 4 
(2019): 5–14. 
https://doi.org/10.1177/0008125619864925

Héder, Mihály. “A Criticism of AI Ethics Guidelines.” Információs Társadalom 20, no. 4 (2020): 
57–73. 
https://dx.doi.org/10.22503/inftars.XX.2020.4.5

Héder, Mihály. “AI and the Resurrection of Technological Determinism.” Információs 
Társadalom 21, no. 2 (2021): 119–30. 
https://dx.doi.org/10.22503/inftars.XXI.2021.2.8

Hosseinpour, Hesam. “Disobedience of AI: Threat or Promise.” Információs Társadalom 20, no. 
4 (2020): 48–56. 
https://dx.doi.org/10.22503/inftars.XX.2020.4.4

Kaluža, Jernej. “Hume’s Empiricism versus Kant’s Critical Philosophy (in the Times of Artificial 
Intelligence and the Attention Economy).” Információs Társadalom 23, no. 2 (2023): 67–82. 
https://dx.doi.org/10.22503/inftars.XXIII.2023.2.4

Keim, Brandon. Meet the Neighbors: Animal Mind and Life in a More-Than-Human World. New 
York: W. W. Norton & Company, 2024.

Land, Nick. “Primordial Abstraction.” Jacobite, April 3, 2019. 
https://www.scribd.com/document/808999040/Primordial-Abstraction-Jacobite

Larsson, Stefan, and Fredrik Heintz. “Transparency in Artificial Intelligence.” Internet Policy 
Review 9, no. 2 (2020). 
https://dx.doi.org/10.14763/2020.2.1469

Ledoux, Joseph. The Deep History of Ourselves: The Four-Billion-Year Story of How We Got 
Conscious Brains. New York: Viking, 2019.

Levinovitz, Alan. The Mystery of Go, the Ancient Game That Computers Still Can’t Win. Wired, 
May 12, 2014. 
https://www.wired.com/2014/05/the-world-of-computer-go/

McCorduck, Pamela. Machines Who Think. 2nd edn. Natick, MA: A K Peters, 2004.
Mendon-Plasek, Aaron. “Mechanized Significance and Machine Learning: Why It Became 

Thinkable and Preferable to Teach Machines to Judge the World.” In The Cultural Life of 
Machine Learning, edited by Jonathan Roberge and Michael Castelle, 31–78. Cham: Palgrave 
Macmillan, 2021.

Natale, Simone. Deceitful Media: Artificial Intelligence and Social Life After the Turing Test. 
Oxford: Oxford University Press, 2021. 

Pasquale, Frank. The Black Box Society: The Secret Algorithms That Control Money and 
Information. Cambridge, MA: Harvard University Press, 2015.

https://www.theatlantic.com/magazine/archive/1915/12/notes-on-the-intelligence-of-woman/304038/
https://www.theatlantic.com/magazine/archive/1915/12/notes-on-the-intelligence-of-woman/304038/
https://doi.org/10.1177/0008125619864925
https://dx.doi.org/10.22503/inftars.XX.2020.4.5
https://dx.doi.org/10.22503/inftars.XXI.2021.2.8
https://dx.doi.org/10.22503/inftars.XX.2020.4.4
https://dx.doi.org/10.22503/inftars.XXIII.2023.2.4
https://www.scribd.com/document/808999040/Primordial-Abstraction-Jacobite
https://dx.doi.org/10.14763/2020.2.1469
https://www.wired.com/2014/05/the-world-of-computer-go/ 


58

Pasquale, Frank. The New Laws of Robotics: Defending Human Expertise in the Age of AI. 
Cambridge, MA: Belknap, 2020.

Pasquinelli, Matteo. The Eye of the Master. A Social History of Artificial Intelligence. London: 
Verso, 2023.

Weizenbaum, Joseph. Computer Power and Human Reason: From Judgement to Calculation. 
New York: W. H. Freeman, 1976.

Weizenbaum, Joseph. “ELIZA – A Computer Program for the Study of Natural Language 
Communication Between Man and Machine.” Communications of the ACM 9, no. 1 (1966): 
36–45. 
https://doi.org/10.1145/365153.365168

https://doi.org/10.1145/365153.365168


59

GERGELY FERENC LENDVAI,  
JÁNOS TAMÁS PAPP, GERGELY GOSZTONYI

Mitigating harmful content on social media via platform 
regulation: The Digital Services Act and content 

assessment

The Digital Services Act (DSA) implements a legal framework for digital services, in-
cluding social media platforms, to ensure that they operate in responsible, accounta-
ble ways. With an objective involving three critical theoretical pillars—transparency, 
accountability, and responsibility—the DSA, among other functions, (mostly) holds 
online platforms liable for content that they publish and also imposes requirements 
that they mitigate and remove harmful content. However, from a critical standpoint, 
the DSA begs some pivotal questions. For one, how can such a legal document, even 
if binding, mitigate the severe societal, psychological, emotional, and even physical 
dangers and detriments experienced by victims of social media abuse? For anoth-
er, how can a supranational regulation combat local disinformation campaigns and 
political propaganda? In this article, we encourage not only introducing, analyzing, 
and critically examining the DSA but also propose policy recommendations to ame-
liorate content moderation on social media platforms.

Keywords: Digital Services Act, platform regulation, social media regulation, digital 
services, content moderation
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1. Road to the Digital Services Act (DSA)

Social networking sites have become the dominant communication tools of the 21st 
century. As they continue to rapidly evolve, both technologically and in the number 
and types of users, it remains challenging to predict the direction that they will take. 
Legislation for such sites and social media platforms in general, as with all aspects 
of life, lags behind and rarely anticipates changes. Meanwhile, technology expands 
freedoms, and the law tries to catch up. Such trends are especially apparent regard-
ing the regulation of networking sites, which billions of people now use on a daily 
basis. Indeed, those sites are the new city centers of the world and give each user 
their own set of soapboxes (Casey 2021, 33). The result has been problems that are 
difficult to address with legal regulation and now require an entirely new regulato-
ry approach. 

Legislating online harms on social networking sites and social media platforms 
is essential for a healthy democracy. The vast reach and influence of such sites and 
platforms have made them primary sources of information and interaction for bil-
lions of users. However, without proper regulation, they can quickly become con-
duits for the spread of harmful content, including disinformation, hate speech, and 
incitements to violence, all of which can have real-world repercussions. At the same 
time, they primarily operate based on self-regulation, which can lead to inconsist-
encies in content moderation, leave victims of virtual harms without effective re-
dress, and generally allow the platforms to influence the course of public discourse 
as they see fit. At any time, a platform can decide that a particular type of opinion 
or an unpopular political group is somehow disadvantageous and consequently ban 
or filter them out, whether openly or without notice (Tutt 2014). That possibility 
creates an entirely new situation for the democratic public, because no guarantee 
exists that a private company with absolute control over a platform that hosts large 
volumes of public discourse will not significantly distort the public debate for its 
own interests (Harawa 2014, 396). That risk is particularly important because social 
networking sites provide some of the most convenient and arguably most effective 
ways to participate in social discourse. Regular users of social networking sites are 
also arguably far more politically active than others, meaning that any influence 
exerted on the platforms can have more direct political consequences than on other 
media platforms (Pew Research Center 2011).

There is a critical social need to not only preserve the freedom of social media 
platforms by permitting as little state influence as possible but also to regulate them 
in a reassuringly broad way and to curb their power to unduly influence the dem-
ocratic public. Striking an appropriate balance between those two competing inter-
ests is complicated, however. If the internet is indeed an unregulated, free virtual 
world, then any attempt to regulate it entails the loss of certain freedoms. Regulating 
internet infrastructure can constitute a restriction on freedom of expression, even 
when not targeted at specific content or at what can and cannot be said. At present, 
it seems that not only legislators but also the platforms themselves are gesturing to-
ward accepting regulation, even if their motivation remains unclear. Aside from any 
possible antidemocratic motives to restrict citizens’ freedom of expression online, 
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which are necessarily incompatible with the ideals of free speech, most serious reg-
ulatory initiatives have sought to make the internet a safer, more enjoyable place for 
minors and adults alike. Despite the assumption that social media platforms think 
no differently, the primary motivation for regulatory intervention is perhaps more 
economical, for it is far more cost-effective to comply with a general set of rules than 
to comply with different laws in each country.

The current operation of online platforms is not free from specific legal regula-
tion by the state but subject to several different rules. Platforms are partly covered 
by media regulations, electronic commerce law, contract and consumer protection 
law, data protections, and competition law, among others. However, the question of 
how to regulate social networking sites often raises the dilemma of whether local 
regulation at the national level or regional regulation at the level of the Europe-
an Union (EU) is more appropriate. The law recognizes both forms of regulation 
because there is both national and transnational legislation regarding online plat-
forms (Pillalamarri and Stanley 2021). However, one of the most significant legal 
challenges in the world of social media is precisely that the most popular platforms 
operate globally. Although most of those sites started and remain based in the Unit-
ed States (e.g., Facebook, YouTube, and X, formerly Twitter), the very nature of the 
internet means that they are available all over the world.

For that reason, social media platforms have to comply with an array of differ-
ent, often conflicting, legal provisions in their operations. In recent years, the EU 
has recognized the dangers posed by online platforms and begun to employ vari-
ous tools in response, including self-regulatory codes (e.g., the 2022 Code of Practice 
on Disinformation), directives (e.g., EU Directive 2017/541 on combating terror-
ism), and regulations (e.g., EU Regulation 2019/1150). However, the most significant 
piece of legislation—the real game-changer—has been the Digital Services Act (DSA;  
Gosztonyi 2025).

2. The Digital Services Act (DSA)

In view of content moderation-related polemics, especially in the context of digi-
tal safety, the European Commission issued a proposal in late 2020 titled “Shaping 
Europe’s Digital Future.” Among other things, it envisioned a comprehensive regu-
latory package on platform governance consisting of two major regulations: the Dig-
ital Markets Act and the DSA (Cauffman and Goanta 2021). Between them, the DSA 
amassed unprecedented attention from legal practitioners, stakeholders, and legal 
scholars owing to its innovative, holistic regulation of popular intermediary plat-
forms such as Facebook, X (formerly Twitter), and TikTok. The core of the European 
regulation rests in a rather logical understanding of platform use—that very large 
online platforms (VLOPs), which have more than 45 million monthly active users in 
the EU (DSA, Article 33), wield extensive influence over public discourse and con-
tent dissemination and are therefore inherently and instrumentally accountable for 
and should be liable to impose effective mechanisms to provide safeguards against 
illegal and harmful content that may potentially reach millions of users (Papp 2022). 
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The principles to ensure that the platforms are indeed obliged to act against social 
media abuse stand on three critical pillars: transparency, accountability, and respon-
sibility (Decarolis and Li 2023). However, even though the DSA represents a signif-
icant stride toward enhancing the digital landscape’s safety and reliability, critical 
questions loom large. For one, how effectively can a legal document, albeit binding, 
mitigate the severe societal, psychological, emotional, or even physical dangers and 
detriments faced by victims of social media abuse? For another, can a supranational 
regulation effectively combat the localized scourges of disinformation campaigns 
and political propaganda? In this article, we examine the key obligations of the DSA 
and their effectiveness in the context of harms on social media.

2.1. DSA and the moderation of illegal content: A brief overview

As mentioned in the official communiqué of the European Commission (2023), a 
core value of the DSA is creating a safer online world by protecting users from illegal 
content, assessing cyberbullying and other forms of online harassment, and imple-
menting a more transparent content moderation framework for platforms. The DSA 
defines illegal content as “any information that, in itself or in relation to an activity, 
including the sale of products or the provision of services, is not in compliance with 
Union law or the law of any Member State which is in compliance with Union law, 
irrespective of the precise subject matter or nature of that law” (DSA, Article 3h). 
Such a broad definition of illegal content is welcome in principle, for it can help to 
ensure that the legislation covers the most comprehensive possible range of harmful 
content online. Nevertheless, it can also lead to uncertainty in its application. 

To ensure the above while not imposing an unnecessary burden to conform, 
the DSA does not stray far from European legislation already in effect, namely the 
E-Commerce Directive, but instead enforces it and aims to make its stipulations 
more user-centered. The Directive, enacted in 2000, proposes the renowned “no-
tice-and-takedown” mechanism (DSA, Article 14), which permits intermediaries 
to enjoy immunity for illegal content on their platforms, whether it entails illegal 
substances, violence, or nudity, as long as they lack knowledge of such content or, 
upon receiving notice or otherwise becoming aware of it, remove it from their pages 
(Urban, Karaganis and Schofield 2016). At the same time, the notice-and-takedown 
provision also has the power to free platforms from conducting general monitoring 
and/or fact-finding, which practically waives their obligation to seek out illegal con-
tent on their pages. 

Added to that, Article 16 of the DSA strengthens the notice-and-takedown mech-
anism, albeit with a slight twist. The mechanism proposed by the new regulation 
sets forth that service providers acting as hosts, including online platforms, are to 
implement additional mechanisms to allow users to report seemingly illegal con-
tent on their platforms or content that may violate the platform’s terms of use. The 
latter option derives from the profoundly controversial liaison between users and 
platforms; although the equality of arms in the relationship is practically nonex-
istent due to the extreme financial power of platforms, users are essentially in a 
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contractual relationship with platforms once they accept their terms of use (Orto-
lani 2023a). Thus, given the principle of pacta sunt servanda, users are to submit to 
every provision implemented by the platform or else be restricted from using the 
platform’s services (Quintais, Appelman and Ó Fathaigh 2023). Subsequently, to en-
force transparency and adequate responsibility, platforms are required to provide a 
statement of reason if they decide to impose restrictions on the content or any user 
who has published such content after having received a notice (DSA, Article 17). Re-
striction thus serves as an umbrella term in the DSA, with applications that include 
making content less visible or accessible on the platform, removing user accounts 
and restricting services, and even demonetizing in some instances (Leersen 2023). 
To accentuate the principle of accountability in connection to transparency, state-
ments of reason are required to state the deciding facts of the restriction, whether 
automated tools were used to determine the content’s unlawfulness, whether the 
content violates the law or terms of use, and the information that users are given for 
redress concerning the restriction imposed upon them (Leersen 2023). Last, inter-
nal provisions for handling complaints are to be presented. The chief aim of those 
mechanisms is to allow platforms to review initial decisions and thereby provide an 
in-house solution for complaints lodged by sanctioned users. In practice, as Pietro 
Ortolani (2023a) has highlighted, internal complaint handling aims to conceptualize 
moderation systems to synthesize the difficulties of the task of (mostly human) con-
tent moderation and users’ rights.

A final aspect that merits mention is the DSA’s rigid differentiation of platforms 
by size and size of userbase. VLOPs, including Google or Facebook, bear more obliga-
tions than platforms with fewer than 45 million monthly active users. A crucial part 
of that discriminative (Husovec 2024) regulatory philosophy is risk management. 
The DSA proposes that VLOPs shall play an active role in assessing and mitigating 
systemic risk, a term vaguely defined by the DSA in four categories: dissemination 
of illegal content, adverse effects on fundamental rights, negative effects on demo-
cratic processes (e.g., elections) and public safety, and negative effects on a person’s 
well-being or health (DSA, Recitals 80–83). To put the provisions into practice, sys-
temic risks may exemplified as fake news propaganda during election campaigns, 
disinformation regarding COVID-19 or other public health emergencies, or the possi-
bility to sell or buy illegal substances on the platform. VLOPs are therefore obliged to 
act when systemic risks are identified. They are to assess said risks—that is, identify 
and analyze possible risks emerging from the design or algorithmic activities of the 
platforms—and mitigate them by, for instance, taking effective, timely actions to 
prevent further risks from arising (DSA, Articles 34 and 35).

2.2. A critical approach: The major problems with the DSA’s provisions 
regarding content moderation

As for statements of reason, the rationale behind the narrowness of the scope of 
reasoning to be provided remains unclear. As Ortolani (2023b) has highlighted, the 
DSA does not require reasons from platforms when they forgo taking moderation 
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measures—for example, leave user-generated content up or decide to not restrict an 
allegedly hateful account (cf. Lendvai 2024).

As for the notice-and-action mechanism, the chief practical problem may arise 
from the contradictory interpretation of the provision. What indeed should plat-
forms do if user-posted content is not clearly unlawful but the terms of use strict-
ly forbid it from being posted? For example, should Facebook remove graphic but 
educational videos of medical procedures? Or is selling “haunted items” with su-
perpowers legal on Facebook Marketplace when the descriptions of the items are de-
ceptive? It is also dubious how effective any network address translation (i.e., NAT) 
will be on different platforms. Though Meta (Clegg, 2023) introduced a number of 
new features to be in conformity with the DSA, X, for example, is actively seeking to 
disregard all European initiatives regarding the fight against fake news or platform 
governance (Miller 2023). In those ways, Article 16 introduced more questions than 
answers regarding practicality for both users and content moderators. 

As for internal systems for handling complaints, Aleksandra Kuczerawy (2023) 
has speculated about how the nondiscriminatory and nonarbitrary nature of inter-
nal complaint handling should be interpreted. Such vague terms cause ambiguity 
for moderators and addressees and may lead to platforms handling different sce-
narios differently. For instance, should a high-profile account be “whitelisted,” so 
to speak? From a practical viewpoint, the vague use of expressions in the DSA also 
breeds a different type of polemic. After all, what would happen, as Kuczerawy has 
imagined, if users were to appeal decisions en masse?

The DSA also fails to identify and mitigate specified forms of illegal content. As 
Asha Allen (2022) has highlighted, online gender-based violence (e.g., cyberstalking) 
and nonconsensual forms of content sharing (e.g., revenge porn), as described by 
the Proposal for a Directive for Combating Violence Against Women and Domestic 
Violence—both of which are highly prevalent but critically overlooked problems in 
the online sphere (European Institute for Gender Equality 2024)—are not consid-
ered to be systemic risks by the European regulation. As a consequence, VLOPs are 
not required to implement specific measures to assess such polemics (Allen 2022). 
It is also unclear how platforms would be able to evaluate gender-based violence 
when identified as a systemic risk, for most platforms have no straightforward tools 
other than restricting accounts or removing content. On top of that, moderators are 
not provided with adequate education on gender-based violence. Despite non-bind-
ing commitments, that issue in the context of systemic risks and content moderation 
remains to be resolved.

Last, risk assessment and mitigation are also problematic for several reasons. 
The DSA proposes an ex ante position for content moderation regarding systemic 
risks; risks are unavoidable and unpreventable on popular platforms, and the prima 
habet approach is therefore to mitigate preexisting risks. However, that regulatory 
philosophy may spawn two different but equally detrimental practices. The first is 
overzealous content moderation by platforms, including the constant, active moni-
toring of content and identifying and addressing polemic content as systemic risks 
so that they will not have to engage in mitigation procedures. That option effectively 
permits digital authoritarianism and may likely cause a chilling effect among users. 
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The second practice is the polar opposite of overregulation: platforms may choose to 
not identify systemic risks under the flag of understanding freedom of expression in 
a more liberal sense. As a consequence, disinformation about pandemics (cf. Kouzy 
et al. 2020) or political propaganda from foreign states may be able to bypass the 
provisions of the DSA (Lendvai 2023a). From a practical standpoint, the practice of 
the platforms will be instrumental. After all, the DSA provides little to no guidance 
on whether the marginalization of certain groups online or algorithmic bias result-
ing in harmful societal effects can be understood as systemic risks.

3. Alternative ways to reduce harmful content

The fight to secure freedom of expression has undoubtedly reached an exciting new 
stage in recent years, as the internet enables billions of people to express themselves 
freely. States have sought to retake control since the mid-2010s by regulating the 
disclosure of illegal content (Gosztonyi 2023, 182). Nevertheless, they have usual-
ly confronted a situation in which regulation can be interpreted only “at different 
and sometimes overlapping levels: from the local to the supra-national and global” 
(Raboy and Padovani 2010). Thus, “the vertical, centralized and State-based modes 
of traditional regulation have been complemented by collaborative, horizontal ar-
rangements, leading to ‘a complex ecology of interdependent structures with a vast 
array of formal and informal mechanisms working across a multiplicity of sites’” 
(Hintz 2015, 111). As Jack Balkin (2018, 1153) has put it, specifically regarding new 
methods of content regulation, “In addition to targeting speakers directly, States 
now target the owners of private infrastructure, hoping to coerce or co-opt them 
into regulating speech on the nation State’s behalf.” In another alarming sign, Adri-
an Shahbaz and Allie Funk (2021, 2) of Freedom House wrote as early as 2021 that 
“global norms have shifted dramatically toward greater government intervention 
in the digital sphere.”

3.1. Years of cooperation in the EU in the 2010s

An essential step in the fight against harmful content in the EU was adopting and 
signing two codes of conduct. In that regard, Petra Láncos, Napoleon Xanthoulis, and 
Luis Jiménez (2023) have claimed that using soft law is a strategic means to provide 
a frame of reference for member states without taking a step toward harmonization 
in a field subject to interventionist measures. The first was the EU Code of Conduct 
on countering illegal hate speech online, whereby Facebook, Microsoft, Twitter, 
and YouTube—TikTok joined in 2020 and LinkedIn in 2021—committed to, among 
other things, reviewing valid reports of unlawful hate speech within 24 hours and 
removing or making such content inaccessible. The Code found the mentioned no-
tice-and-takedown system to be an appropriate solution to remove such content. 
Not long after, in 2018, Facebook, Google, Twitter, and Mozilla signed the EU Code of 
Practice on Disinformation; Microsoft signed in 2019 and TikTok in 2020. 
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The adoption of those codes was preceded by a European Commission Commu-
nication on online misinformation that characterized platform providers’ responsi-
bility as a question to be carefully examined. However, such codes, which are only 
applicable to signatories, cannot be considered a real regulatory solution from a le-
gal standpoint, for they have to “apply within the framework of existing laws of the 
EU and its member states and must not be construed in any way as replacing, super-
seding or interpreting the existing and future legal framework.” The weakness may 
have been visible when Twitter, under its new owner, Elon Musk, quickly left the 
voluntary Code of Practice against disinformation in May 2023 (Krukowska 2023). 
Although a considerable advantage is that because the companies had to modify 
their terms of service to comply with their voluntary commitments, they essentially 
agreed to apply European rules to all their global users.

3.2. An alternative solution

Aside from the mentioned cooperation effort, tech companies have also sought to 
develop their own solutions. Facebook, for instance, published a white paper (Bick-
ert 2020) in 2020 that highlighted four problems with internet regulation:

	□ The legal environment and speech standards differ worldwide, which can 
cause inconsistencies because the biggest tech companies operate interna-
tionally.

	□ Technology is constantly changing, as is speech.
	□ The implementation will always be imperfect because it has to be applied in 

many languages and dialects.
	□ Companies are merely intermediaries, not content creators.

On those bases, in 2020 Facebook announced the creation of an independent 
oversight board of recognized experts tasked with mitigating the enormous amount 
of problematic content. The board has been described as the company’s in-house Su-
preme Court, and many have anticipated that the members’ expertise would improve 
the quality of the company’s decisions (Lendvai 2023b). However, in time, Facebook’s 
first batch of decisions revealed that the sought-after solution was not found. Moreo-
ver, according to Kate Klonick (2021), the “star-studded panel and lavish funding will 
prevent regulation while allowing the company to outsource controversial decisions.” 
A similar point was made by Laurence Tribe, that Facebook is “generating a patina of 
legitimacy that the board’s composition or function cannot justify” (Morgan 2021). It 
is their shared view that Facebook’s oversight board is merely designed to mislead the 
public—and even more so, U.S. and European politicians—and to serve as a distraction.

 

3.3. Expert recommendations on legislation

In Judit Bayer’s (2019, 20–21) view, “Because of the international nature of the ser-
vices, the regulation should take place at the supranational level of the EU and 
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extension of the rules to the global community should be sought.” Bayer considers 
introducing a single but flexible concept necessary, which would greatly facilitate 
the unification and harmonization of legislation. Daphne Keller and Paddy Leerssen 
(2020, 223), meanwhile, have argued that content regulation should prevent harm, 
protect legitimate online speech, and support innovation. However, because those 
objectives are often presented in competing ways, they significantly undermine the 
willingness to regulate and, therefore, the effectiveness of regulation. Klonick (2020) 
envisages the solution as a public role for private actors, which permits big tech 
companies to do the dirty work of content regulation but also makes it mandatory 
for them to do so in view of the law.

Concerning the idea of a harmonized European legal system, Miriam Buiten, Al-
exandre de Streel, and Martin Peitz (2020) have noted that national liability rules 
are far more difficult to standardize than exceptions to liability. For that reason, 
they would expect voluntary proactivity by tech companies instead of monitoring 
certain uploaded content. Despite stressing that such proactivity should not mean a 
general obligation to monitor (Buiten, de Streel, and Peitz 2020), they do not cut the 
Gordian knot of Court of Justice of the European Union tied in Glawischnig-Piesczek 
v. Facebook (Gosztonyi 2020, 142–44). Their proposal echoes the suggestion of Natali 
Helberger, Jo Pierson, and Thomas Poell (2017), who advise shifting the emphasis 
from competitive responsibility to cooperative responsibility.

Among other expert recommendations, in 2019, four global entities—the United 
Nations Special Rapporteur on Freedom of Expression, the Organization for Security 
and Cooperation in Europe Special Rapporteur on Freedom of the Press, the Organ-
ization of American States Special Rapporteur on Freedom of Expression, and the 
African Commission on Human and Peoples’ Rights Special Rapporteur on Freedom 
of Expression and Access to Information—issued a statement on the challenges for 
freedom of expression in the coming decade (OHCHR 2019). A core issue raised is 
the implementation of transparency and accountability requirements opposed to 
the privatized regulation and increasing transparency of content moderation by al-
gorithms and artificial intelligence (OHCHR 2019).

3.4. Policy recommendations

The solution to the problem elaborated in this article—a complex framework combin-
ing legal, political, and economic aspects—remains to be established. As Paulina Wu 
(2015, 309) has described it, “Although private actors alone are insufficient for suc-
cessful regulation, they must be included in the regulatory process,” meaning that all 
three actors in the “platform governance triangle” need to be involved (Gorwa 2024). 
It is also clear from the practice of the international courts that large tech companies 
can no longer hide behind users, who increasingly do not produce content or conduct 
editorial activities. At the same time, the exponentially increasing amount of content 
can be controlled only by human moderators and AI with a view to proactivity.

Indeed, there is no ready or easy solution to such an enormously complex prob-
lem. Indeed, any legislation should be based on the following ten imperatives: 
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1.	 Respecting human rights and fundamental freedoms in the regulation and 
operation of the internet;

2.	 Respecting the characteristics of the internet as a complex, constantly chang-
ing, and diverse ecosystem, such that regulations have to be created “with-
out destroying the massive benefits an open and diverse global internet can 
bring” (Suzor 2019, 114);

3.	 Ensuring the diversity, pluralism, and impartiality of content on the internet;
4.	 Ensuring the most comprehensive citizen, civil, and user participation in de-

cision-making possible;
5.	 Facilitating cooperation between the parties involved and their radically 

greater transparency;
6.	 Hosting real tests of the effectiveness of different notification and content re-

moval systems;
7.	 Precisely defining the active and passive roles of service providers (cf. Barata 

2021);
8.	 Maintaining a general ban on monitoring to ensure freedom of expression 

and prevent excessive content removal;
9.	 Developing media literacy in all segments of society; and
10.	Aiming overall to “deter unwanted speech but not to deter legal and socially 

valuable communications” (Sartor 2017, 12).

4. Conclusion

In this article, we have outlined the emergence, the historical and regulatory context, 
the content, and the future and possible development of the DSA. The DSA constitutes 
a notable attempt to address the concerns embedded within the ambit of platform 
governance in the European regulatory context. Its pronounced emphasis on trans-
parency, accountability, and the attribution of responsibility delineates a promising 
framework for cultivating a more secure digital milieu. Nevertheless, as seen in this 
article’s critical examination, the DSA also bears inherent limitations and raises ques-
tions regarding the pragmatic efficacy of legal instruments in combating the severe 
societal, psychological, and emotional harms inflicted by online abuse. Furthermore, 
apprehensions are rife concerning the practical implementation and potential inad-
vertent consequences associated with the DSA’s provisions on content moderation and 
systemic risk assessment. Against that background, this article aims to contribute to 
the fruitful discussion on content moderation and scholarly research on platform gov-
ernance, a subject just as prevalent to researchers as it is to users of online platforms. 
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GÁBOR ANDRÁSI, ÉVA RÉKA KERESZTES, 
LÁSZLÓ BUDAI

Integrating online simulations in business education: A 
case study on developing decision-making skills

This article presents a case study on how online simulation games impact deci-
sion-making skills in business education at the master’s level, with particular focus 
on Budapest University of Business and Economics. Computer-based simulations 
that bridge the gap between theory and practice enhance employable skills such 
as teamwork, problem-solving, and communication. Despite challenges such as 
cost and alignment with course objectives, simulations are valuable when properly 
implemented and when instructors play a key role in mitigating obstacles such as 
computer anxiety. Simulations using the critical incident method are especially ef-
fective in promoting deep learning, encouraging reflection, and developing critical 
thinking amid uncertainty and under stress. Our findings show that well-designed 
simulations support the development of decision-making skills and critical thinking 
and offer a practical, engaging learning experience that benefits students’ under-
standing of complex business scenarios.

Keywords: online simulation game, business education, decision-making, employable skill, 
critical thinking
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1. Introduction

In 2020, researchers in Hungary, after studying the use of technology in Hungarian 
higher education, determined that introducing and operating a hybrid system in-
volving distance learning via digital means would be feasible (Majó-Petri et al. 2020). 
Although budgetary restrictions and instructors’ inexperience would challenge that 
effort (Aczél 2017), other research has shown that the rewards would be worth 
it. Among other advantages, digital gamification not only supports employability 
(Fromann and Damsa 2018) but also highly motivates students (Baksáné Varga and 
Horánszky 2023). To realize those rewards, however, teachers would need to adopt 
appropriate pedagogical approaches (Muhi, Kőrösi and Esztelecki 2015).

The case study that we present in this article contributes to academic knowl-
edge on using technology in Hungarian higher education, specifically by exploring 
how online simulation games support the development of business decision-making 
skills in business education at the postgraduate level. It examines how the instruc-
tors in the case integrated the simulation into a specific business course and how 
the students evaluated their learning experience. In this article, after reviewing the 
academic literature on the advantages and challenges of using online simulation 
games in higher education, we describe the course and the simulation game in the 
case. We next analyze the students’ evaluations before presenting our conclusions 
and recommendations.

2. Literature review

Similar to non-computer-based simulations (e.g., role-play and board games), 
computer-based simulations (e.g., gaming simulations, training simulations, and 
modeling simulations) are used widely to support students’ learning. In general, 
simulations in education attempt to imitate real-world phenomena and processes 
that are difficult for students to experience in real-world settings, mostly due to the 
risks, cost, or timescale involved. They support both deeper learning through repeat-
ed elements and the development of employable skills, especially self-management, 
teamwork, business awareness, problem-solving, and communication and literacy, 
including the application of information technology in the case of computer-based 
simulations. Another advantage of simulations is that they support students in mak-
ing strong connections between theory and real-life contexts. At the same time, the 
related costs and other internal issues can be challenging for academic staff as they 
plan to implement online simulation games in their classes (Fitó-Bertran, Hernán-
dez-Lara and López 2015; Kuczera 2021; Lean et al. 2021).

Regarding the development of practical skills, simulations have been found to 
be highly efficient tools (Boon, Kok and Aziz 2019; Denisova et al. 2023; Tao, Yeh 
and Hung 2015). Online simulations, as every other type of technology-enhanced 
learning, prepare students for work in digital environments, but they are ultimately 
just tools. For that reason, academics play an important role in aligning simulations  
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with the requirements of their courses and supporting students’ learning process 
by developing their confidence and professionalization (Bolton and Emery 2021). 
With a proper design and support from instructors, online simulation games offer 
benefits that outweigh any potential negative effects (Sequeira and Martins 2013). 
Among others, students’ subject-level knowledge and experience with online games 
can mitigate any computer anxiety. In the process, instructors using simulation 
games should consider how to best weight game scores in assessment (Pina and Bor-
donaba-Juste 2018) and are advised to align the game with the course, as well as to 
ensure that the game’s difficulty is neither too frustrating nor too easy for students 
(Matute-Vallejo and Melero-Polo 2019).

In studies on the successful deployment of online simulation games in higher 
education, students’ satisfaction has emerged as being a key element. To that end, 
communication between learners and educators matters the most (Becirovic, Ah-
metovic and Skopljak 2022). Online tools have also been found to be especially use-
ful in reducing learners’ mental and physical fatigue by breaking the monotony 
of traditional educational activities (Berezina et al. 2022). Dukalskaya and Tabue-
va (2022) have additionally argued that the optimal learning model for students’ 
satisfaction combines a traditional approach and the use of digital technology. Be-
yond that, students appreciate being involved in solving a variety of tasks related 
to potential issues in the workplace. Role-play linked with technology can also be 
effective not only for developing various skills and personality characteristics but 
also in motivating and entertaining students. Such combinations of education and 
entertainment (i.e., “edutainment”) holistically integrate pedagogical methods such 
as action-based learning, inquiry-based learning, and project-based learning (Ger-
asimova and Oblova 2023).

An important feature of online simulation games is gamefulness—that is, play-
ability within the frame story—meaning that students need a certain level of free-
dom to act differently and to choose different strategies at every step (Ashworth 
2010). For an online simulation to be effective, game design is paramount. From an 
educational standpoint, such games need to focus more on activating prior knowl-
edge and putting that knowledge into practice than on the acquisition of novel 
knowledge. Striking a balance between gameplay and learning is also recommend-
ed, in which the latter should be supported by written and/or visual content in-
struction and regular feedback (Ke 2016). Online games can also be somewhat 
competitive so that learners are stimulated by competition with other learners, 
whether human or virtual (Labat 2008). On that count, intragroup competition has 
been found to be positively motivating, whereas an overly competitive learning 
environment can become detrimental. To avoid that situation, separating assess-
ment from performance during the game is one possible solution (Whitton and 
Hynes 2006).

In online simulations, it is also possible to press pause, whether figuratively or 
quite literally, and step back from the situation in order to reflect on it or share 
feedback. A useful feature of online simulation games for business education 
in particular is the possibility to introduce critical incidents such as changes in  



76

currency exchange rates or even a global crisis. Such critical incidents disrupt the 
decision-making process and prevent students from adopting routine approaches 
to decision-making by forcing them to reconsider their decisions (Lean et al. 2021). 
Online simulation games indeed provide effective platforms for applying that so-
called critical incident method, which can stimulate learning by requiring reflec-
tion on what has happened and why. Critical incidents are unanticipated and can 
result in major changes, which can lead to transformational learning experiences. 
Combining online simulations with the critical incident method allows students 
to experience and reflect upon critical incidents in a safe environment, which re-
sults in impactful learning (Lean, Moizer and Newbery 2014). Despite those known 
benefits, the integration of online simulation games into education remains un-
derexamined, and further investigation and experimentation are recommended 
(Tomatir 2021).

Delving further into business education, business simulation games have been 
found to greatly improve students’ critical and higher-order thinking skills, in-
cluding decision-making skills (Alkaabi 2022; Baena Rojas, Suárez Brito and López 
Caudana 2023; Dumblekar and Dhar 2021; Hernández-Lara, Serradell-López and 
Fitó-Bertran 2016). Such games have also been found to be particularly effective 
in developing decision-making skills regarding strategic and financial issues (Lai 
and Siau 2003). For strategic decision-making, simulations provide a competitive 
environment in which rival companies’ decisions affect the planning and imple-
mentation of strategies selected by students. The software shows the results of 
decisions after each round, which subsequently need to be channeled into the 
decision-making process in the next round. Groupwork within the framework of 
business simulation games also provides opportunities to make decisions in vari-
ous executive roles, which contributes to learning about consequences and taking 
responsibility for such decisions (Lean, Moizer and Newbery 2014; Schmuck 2021). 
The decisional alternatives offered by business simulation games additionally sup-
port the understanding of logical relations between variables that define typical 
managerial decisions and the scientific validation of decision-making (Maican and 
Lixandroiu 2011).

Today’s global business arena calls for professionals who possess critical think-
ing skills, the ability to assess situations comprehensively, the motivation to con-
sider and meet various requirements, and appropriate decision-making skills. In 
fact, employers and business partners expect those competencies from manag-
ers (Cruz-Sandoval et al. 2023; Dydrov and Salganova 2023). Decision-making in 
particular, regarded as a soft skill, is increasingly valued by employers; its devel-
opment has thus become an important aim of higher education (Munkácsi and 
Városiné 2023).

On the topic of decision-making, there are situations involving uncertainty, stress, 
and risk in which the tasks of formulating strategies for action and communicating 
with others to coordinate the implementation of the strategies demand quick think-
ing. Traditional classroom learning does not provide the most suitable environment 
for developing decision-making skills needed to address complex, urgent business  
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problems. Indeed, facilitating that skill through teaching and learning activities in a 
classroom is not an easy undertaking, and replicating a complex, uncertain scenario 
in a traditional classroom is rarely achievable. By contrast, simulations, especially 
virtual ones, have been found to facilitate higher-level decision-making skills in ed-
ucational contexts (Comfort and Wukich 2013). Instructors aiming to develop deci-
sion-making skills should know that active learning approaches are suitable to that 
aim, including having students work in small groups to discuss the context and he 
possible alternatives related to certain decisions, reflect on their own decision-mak-
ing, and critically analyze the results of their decisions. That approach can support 
students in experimenting with rational as well as intuition-based decision-mak-
ing, because in stressful situations people may indeed act on impulse (Greenbank 
2010). A simulation game, however, helps students to appreciate the importance of 
informed decisions by integrating textbook knowledge into practical problem-solv-
ing (Liu and Olson 2011).

3. Materials and methods

The case study is a qualitative research methodology widely used in the social 
sciences and research on management due to offering a comprehensive view 
based on various techniques of data collection, including interviews and obser-
vations. According to Guzmán Barquet and Alejo Machado (2017), a case study is 
an empirical inquiry that investigates a contemporary phenomenon within its re-
al-life context, especially when the boundaries between the phenomenon and con-
text are not clearly evident. The methodology allows for a holistic understanding 
of phenomena within their real-life contexts, making it particularly valuable for 
practitioners exploring complex areas of research (Shishkov 2020; Stake and Visse 
2022). 

In the past forty years, case study research has evolved substantially and re-
sulted in a pragmatic, flexible research approach that provides a comprehensive 
understanding of diverse issues across various disciplines (Harrison et al. 2017). 
Indeed, the applicability of the case study methodology spans numerous fields, 
including business, education, political science, and social work (Shishkov 2020). 
In practice, it allows an in-depth exploration and analysis of both successful and 
unsuccessful contexts in order to understand, for example, effective management 
strategies.

The suitability of case studies for testing theory, however, continues to be a sub-
ject of debate. Although some scholars have highlighted the weaknesses of the re-
search design, its strengths, including providing detailed and contextual insights, 
are equally significant. The methodology has also demonstrated its capacity to yield 
rich, qualitative data—data that are crucial for developing theories in various do-
mains of research (Løkke and Sørensen 2014). After all, theories emerge from empir-
ical observations, which highlights the foundational role of case studies in research 
(Varela, Lopes and Rodrigues, 2020). In our study, to investigate decision-making 
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within the context of business simulation games, we performed a case study to ana-
lyze feedback derived from the coursework of postgraduate students. 

Budapest University of Economics and Business (BUEB) launched the Sales and 
Operations Management course in Autumn 2023 as mandatory module of two mas-
ter’s programs: the MSc in International Business and Economy and the MSc in Mar-
keting (BUEB 2024). Although both for full-time students, the former program was 
delivered in English, whereas the latter was delivered in Hungarian. The Sales and 
Operations Management course focused on sustainable business development relat-
ed to managing sales and business operations in both languages. 

The course was divided into two sections, with the first half of the semester focus-
ing on organizational and strategic issues in sales and highlighting the key elements 
of the sales process. The second half transitioned to supply chain management and 
covered topics such as creating an effective supply chain, inventory management, 
related digital solutions, and agile innovation.

After an introductory overview on the expectations of businesses to act ethically, 
responsibly, and sustainably and of managers to prioritize generating stakeholder 
value, the course explored recent practices in managing sales and business opera-
tions. Lectures in the first half of the semester discussed the role of sales in the value 
chain while examining strategic issues such as market segmentation, targeting, and 
positioning. Students explored organizational structures that support effective sales 
processes and strategies for managing sales teams, and emphasis was placed on val-
ue-based selling and ethical sales practices that contribute to long-term customer 
satisfaction and loyalty. Lectures in the second half of the semester, by contrast, 
covered the design and management of supply chains that are both efficient and sus-
tainable. Topics included supplier selection, logistics, and the integration of supply 
chain activities to optimize performance. Students learned about inventory man-
agement techniques that balance cost-efficiency with the need for responsiveness to 
market demands. The role of digital solutions in enhancing supply chain visibility 
and agility was also explored, especially while highlighting tools such as enterprise 
resource planning systems. The course concluded with a focus on agile innovation 
in operations management, which involved adopting flexible, iterative approach-
es to developing new products and services, thereby ensuring that businesses can 
quickly adapt to changes in the market environment.

During the seminars running in parallel with the lectures, students engaged in 
groupwork within the framework of an online simulation game. To bridge theo-
ry and practice, the teaching team employed the game Values-Based Management 
hosted by the platform EDUardo (EDUardo 2024) in competition mode, which al-
lowed students to apply lecture content while confronting the complexities of val-
ue-based management in sales and business operations. The groups focused on the 
game and participated in the so-called decision rounds during weekly seminars, 
which were facilitated by the seminar leader faculty member. Although the as-
sessment for the course included the game, grades were not related to the results 
achieved during the competition. The students worked in groups of three or four, 
made the decisions needed for the game together—the semester had 12 decision 
rounds total—and reflected on their groupwork and the connections between the 
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lectures and the game in writing at the end of the semester. The group reflection 
paper drew from individual input from each student, including feedback on the 
groupwork and on the individual contributions to decisions made during the game. 
The paper concluded with a group evaluation of the connections between the lec-
tures and the game. 

In total, 19 group reflection reports were submitted at the end of the semester: 13 
groups completed the tasks in English and six groups completed the tasks in Hungar-
ian. The students in the English-language groups studied in the International Busi-
ness and Economy program in English and were from a variety of countries. The 
students in the Hungarian-language groups, by contrast, studied within the Market-
ing program in Hungarian and were from Hungary only. All students completing the 
online simulation game had previous academic experience in business and manage-
ment, and the majority had professional experience as well.

We, the authors, two of whom were also involved in managing the online sim-
ulation game, analyzed the group reflection papers to scrutinize the students’ de-
cision-making processes, along with the outputs and charts generated during the 
game. Added to that, a semistructured interview was conducted with Péter Szlávik, 
founder and CEO of EDUardo, to inform our analysis even further. Ultimately, we 
aimed to answer two research questions:

1.	 How can an online business simulation game support the development of de-
cision-making skills among business students?

2.	 How do postgraduate students evaluate their learning experience regarding 
how an online business simulation game supports the development of their 
decision-making skills?

4. Results

In Hungary, simulations have been available since the early 1990s and played an 
important role not only in higher education but also in entrepreneurial training. 
A semistructured online interview conducted with Péter Szlávik, founder and CEO 
of EDUardo, in March 2024 revealed that the company currently focuses on inter-
national markets and operates in many countries. EDUardo’s business simulation 
games offer both single-player and multiplayer modes, including group options, 
and are designed to respond to unexpected events and assist participants in making 
entrepreneurial decisions and deriving lessons from them. Simulations model the 
effects of economic decisions and consider bankruptcy situations based on factors 
such as cash flow and asset availability. They also provide feedback to participants 
on the effects of their decisions, thereby offering opportunities to practice and learn 
from economic situations, including the opportunity to make mistakes freely, which 
is crucial for learning and development. They additionally provide information 
about the result of participants’ decisions to the instructor via various charts, each 
displaying an important indicator of the group’s performance over time.

For instance, the chart in Figure 1 indicates earnings before interest, taxes, de-
preciation, and amortization.
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Figure 1. Results of earnings before interest, taxes, depreciation, and amortization 
(EBITDA) of master’s student groups in the English-language Sales and Operations 

Management course at Budapest University of Economics and Business, Autumn 2023 
(Source: EDUardo)

The instructors were provided with such charts after each decision round that 
covered a month in the simulation game. The chart showed whether a group went 
bankrupt due to their decisions (e.g., the green line falling flat in month 7), as well 
as the in-built market shock unexpected by the students (e.g., the sharp drop in each 
group’s performance in month 13). The students received immediate feedback from 
the game after each decision round on various elements of their decisions, along 
with a sales summary (Figure 2).

Figure 2. Sales summary of master’s student groups in the English-language Sales and 
Operations Management course at Budapest University of Economics and Business, 

Autumn 2023 (Source: EDUardo)
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The simulation game differentiated four types of customers and showed the total 
number of products sold in each segment by the companies. The relevant results of 
the decision rounds were also shown to students and instructors (Figure 3).

Figure 3. Total number of products sold in each segment by the companies  
(Source: EDUardo)

Although the charts continually informed the instructors about the results of the 
decisions made by students, the details of the decision-making process, including 
individual contributions and reasons for actions, were not displayed by the game. 
The group reflection papers were analyzed to clarify those elements.

Students studying in English held regular team meetings to exchange ideas and 
clarify roles. Those meetings were held both before and after decision rounds with 
the aim to identify business scenarios and make educated, timely decisions. The 
meetings were enhanced by the simulation’s feedback mechanism, which enabled 
teams to adjust strategies quickly based on performance metrics and market infor-
mation provided by the simulation software. The students emphasized the impor-
tance of handling unforeseen challenges, considering various risks, and adapting to 
changing market conditions. They also mentioned flexibility and the need to take a 
holistic approach to decision-making that considers multiple business aspects, from 
sales and marketing to production and human resources.

The decisions made by students studying the course in Hungarian were also 
grounded in thorough market analysis while taking into account both competitors’ 
actions and their own market position. For instance, one student chose to keep pric-
es below competitors’ levels while allocating more funds to marketing. Another 
participant chose to respond to market fluctuations by enhancing the perception 
of products while reducing production losses. Several students also highlighted 
the critical importance of workforce management. For example, one student em-
phasized the necessity of maintaining adequate staffing levels to meet production 
goals; in one instance, excessive layoffs led to insufficient product output, which 
resulted in a shortage of demand in the market. The students also actively managed 
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finances, including revenue, costs, investments, and profits. One student referred to 
a challenge faced when loan repayments could not be met due to a failure to achieve 
planned sales quantities, which caused financial difficulties for the company. Oth-
ers highlighted sales strategies aimed at increasing product awareness and catering 
to various market segments, including efforts to focus marketing on premium and 
brand-sensitive consumers.

Throughout their reflections, students examined various aspects of deci-
sion-making strategies, evaluated options, and responded to changes in the simula-
tion environment. Examples from the simulation game illustrate their collaborative 
decision-making processes, strategic analyses based on competitor actions, and con-
sideration of long-term impacts in their strategies. When faced with outcomes that 
did not meet expectations, they engaged in strategic re-evaluation and adjustments, 
including by revising pricing strategies and introducing alternative marketing ap-
proaches.

5. Discussion

The group reflection papers and the experiences of the instructors confirmed sever-
al issues in the academic literature that we reviewed. Overall, the students enjoyed 
the simulation game, appreciated its gamefulness, and found it engaging and rele-
vant to the course. The situations in the game that mimicked real-life moments in 
the business world helped the students to learn more about competitive markets 
and associated periods of uncertainty and stress when significant decisions have to 
be made. Successful groups tended to avoid impulsive decision-making by instead 
relying on putting the strategies learned during lectures into practice. Some stu-
dents emphasized that even though it was just a game, the stress caused by bank-
ruptcy was indeed a shocking learning experience that they would not like to have 
in their careers.

Another common element that the participants all mentioned was the game’s 
built-in market shock. Such a critical incident, as the literature also highlights, was a 
truly eye-opening experience for many students. Just when they had just gotten used 
to the complexity of decision-making involving the consideration of competitors, 
marketing activities, financial implications, and workforce issues, the market shock 
forced them out of their comfort zones and routine decision-making. It also helped 
them to connect the lectures with real-life practice.

The instructors took the risk of incorporating such a complex simulation game 
into their course knowing that the game immediately demanded consideration of 
various topics that would not be discussed until later in the semester. Nevertheless, 
due to their previous studies and work experiences, the master’s students were able 
to grasp the gist of the complexity of the strategic decision-making process from the 
very beginning and accepted that certain issues would be clarified weeks later when 
the respective topic was discussed during a lecture. The instructors also considered 
the recommendation of researchers and excluded the simulation game’s results 
from assessment. In that way, the stress related to the game did not exacerbate the 
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usual anxiety about assessment, and participation in the game was a very positive 
learning experience for the students, as the end-of-semester student satisfaction sur-
vey confirmed.

6. Limitations

Because we conducted a case study, the results need to be primarily interpreted in 
the context of the Sales and Operations Management course, as a mandatory mod-
ule of two full-time postgraduate programs at BUEB: the MSc International Business 
and Economy program in English and the MSc Marketing program in Hungarian. It 
was the first time that the course ran with a 60-student cohort. As mentioned, the 
students in the International Business and Economy program were from a variety of 
countries. All students completing the online simulation game had previous academ-
ic experience in business and management, and the majority had work experience 
as well. Another important limitation to note is that our qualitative research did not 
focus on any specific decision-making skill, nor did it aim to measure changes in 
the students’ performance related to the course objectives. The role of instructors 
in aligning the course with any simulation game incorporated, including detailed 
and constant communication with their students, was also an important factor to 
be considered. Last, an important caveat is the online simulation game played by 
the participants; although EDUardo’s Values-Based Management online simulation 
game exhibits all the positive characteristics described by researchers, it is not nec-
essarily appropriate for every postgraduate business and management course. 

7. Conclusion

Today’s business environment demands that companies operate ethically, responsi-
bly, and sustainably. Managers are expected to generate value for stakeholders while 
maintaining a balance between profitability and social responsibility. The Sales and 
Operations Management course at BUEB addresses those expectations by providing 
students in the MSc International Business and Economy and the MSc Marketing 
programs with a comprehensive understanding of contemporary practices in sales 
and business operations.

Our qualitative research, based on a case study, aimed to explore how an online 
business simulation game can support the development of business students’ deci-
sion-making skills and how postgraduate participants evaluate their learning expe-
rience in that context. In line with relevant academic literature, the selected online 
simulation game facilitated an engaging learning experience in which the alignment 
of course goals, the game’s complexity and gamefulness, and the exclusion of the 
game’s results from assessment were all important factors. The group reflection pa-
pers submitted by the participating students at the end of the semester confirmed 
that an online simulation game can be instrumental for practicing quick, complex 
decision-making and thus for preparing students for success in the global business 
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arena. Another academic paper examining the students’ experiences and how the 
business simulation game contributed to the development of their teamwork skills 
is planned for future publication.

Ethics statement 

The publication of the study’s results has been done responsibly and without violat-
ing personal rights, honor, or reputation. Participation in the study by students at 
BUEB was voluntary; their informed consent was collected, and their personal data 
were protected. Compliance with scientific ethics standards was ensured by follow-
ing the Hungarian Academy of Sciences’ Code of Scientific Ethics, while the protec-
tion of personal rights and the handling of personal data were done in accordance 
with the regulations laid out in the “General Rules and Certain Personal Rights” of 
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