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Abstract. A graph visualisation tool can be invaluable in code comprehen-
sion. It is a well-known and researched field of graphical informatics. Several
good algorithms were developed, but most of the graph drawing tools mainly
focus on the generation of static drawing. In this paper, we present an ap-
proach to force-directed layout generation that is orders of magnitudes faster
than the trivial implementation. This technique is based on the Runge-Kutta
methods and is efficient enough to visualise the user-requested parts (views)
quickly for relatively large Semantic Program Graphs of Erlang projects in soft
real-time. Such a graph might assist code comprehension in the RefactorErl
framework even better.

Key words and phrases: RefactorErl, Parallel computation, Graph drawing,
Erlang, GPU programming.

1 Introduction

Tool-supported software development is an accepted and desirable part of the soft-
ware development lifecycle. Several static source code analyser tools exist and aim
to help code comprehension by presenting the analysed data in various ways. Tak-
ing the size of the presented data into account, a focused graph representation of
the required data is one of the most useful.
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The tool RefactorErl [1] is a static source code analyser and transformer tool for
Erlang. It aims to present source code dependencies and help in code comprehen-
sion tasks with different graphs. However, the size of these graphs represented in a
static format for industrial-scale software goes beyond the limits a human can com-
prehend. To overcome this, we needed to define new dynamic graph views for the
users of RefactorErl.

Graph visualisation is a well-known and researched field of graphical informatics.
Several good algorithms were developed and reviewed by our days [2]. However,
most of the graph drawing tools mainly focus on the generation of static drawing.
Our goal is to create a tool to support dynamic views and provide an efficient layout
generation.

In this paper, we present an approach to a force-directed layout [3] generation
based on the Runge-Kutta methods. This method is efficient enough to quickly visu-
alise the user-requested parts (views) of relatively large Semantic Program Graphs of
Erlang projects in soft real-time. We studied different parallelisation of the method
on GPUs to achieve a better performance.

The rest of the paper is structured as follows. In Section 2 we introduce the Refac-
torErl tool and our first dynamic graph visualisation prototype, Gview. Sections 3
and 4 present our motivation to use force-directed layout generation, and demon-
strate our solutions for efficient parallelisation and improvements of the algorithms.
In Section 5 we evaluate our results. Sections 6 and 7 describe related works and
conclude the paper.

2 Background

RefactorErl [1] is an open-source static source code analyser and refactoring tool for
Erlang, developed by the Department of Programming Languages and Compilers
at the Faculty of Informatics, E6tvos Lorand University, Budapest, Hungary. The
phrase “refactoring” [4] means a semantic preserving source code transformation,
so a structural change is performed in the program while it does not alter its original
behaviour. Erlang is a dynamically typed functional programming language, thus to
gather all of the necessary information for a behaviour-preserving transformation
is not straightforward. The RefactorErl comes with an easily extensible lexer and
parser. The framework of RefactorErl applies several static semantic analyses on
the source code and represents the source code and the gathered information in a
Semantic Program Graph [5].

The main focus of RefactorErl is to support the daily code comprehension tasks
of Erlang developers. Among the features of RefactorErl is included a user-level Se-
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mantic Query Language, that can assist Erlang developers in everyday tasks such as
program comprehension, debugging, finding relationships among program compo-
nents, etc. The queries are mapped to traversals in the Semantic Program graph. For
industrial-scale software, the size of this graph can become incredibly huge. There-
fore, the processing of a query may take from a few seconds up to several hours
depending on its complexity.

2.1 The Semantic Program Graph

RefactorErl keeps the information extracted through static semantic analyses in a
special data structure called the Semantic Program Graph (SPG) [5]. This graph
represents the lexical, syntactic and semantic structure of the analysed program.
Typically the lexical, syntactic and semantic elements of a program map to one node
in the SPG, while the connection between these elements maps to tagged edges
between these nodes. The SPG is a rooted graph. The root is a special node which
does not represent a program unit. The role of this root node is to be the common
ancestor of nodes not having one naturally. Care must be taken when traversing
the SPG as it is not a tree and may contain directed loops.

Although it is not a tree, the SPG exposes hierarchical properties as well. As an
example taking the subgraph of SPG representing the syntactic data of the program,
we find the nodes of files right below the root node. Below the files, we find function
forms. Going one level deeper we have clauses that build up the previously men-
tioned forms. Finally, on one level deeper there are the symbols of clause names,
parameters of clauses and syntactic trees of expressions in the rows of bodies of
clauses.

2.2 Code comprehension

Nowadays code comprehension or program comprehension is an increasing duty of
IDEs and other tools for software development and maintenance. Be the user of such
atool a newcomer to the task, an employee transferring from one project to another,
a project manager or a team picking up a new piece of technology, understanding
the code base and getting familiar with it leads to a much higher efficiency on both
building functional and stable software and keeping such systems running.

It is common knowledge that humans can process much more information visu-
ally than through text or audio in a short amount of time. RefactorErl already has
methods for supporting code comprehension. Therefore, our goal is to extend these
features with a tool (Gview) for dynamically visualising parts of the SPG (so-called
views) in soft real-time, through which the user can explore aspects of this huge
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graph and learn about the project at hand. In our previous work [6], we studied the
structure of such a tool and the way the data can be transferred from RefactorErl to
Gview. We also examined the different aspects of the rendering environment.

In this paper, we investigate one of the popular graph drawing methods: the
force-directed layout generation method. Particularly the probe of algorithmic and
computational optimisation through the usage of higher-order methods and the
more efficient usage of the GPU is the target of this work.

2.3 Euler’s method

As we will see in Section 3.1, the problem of generating the force-directed layout of
a directed or undirected graph can be formulated as simulating a physical system
over time and running this simulation until the layout is sufficiently close to a fixed
point. This physical system, as shown below, is described by a set of differential
equations, which ought to hold throughout the entire lifespan of the system. To en-
sure convergence, the simplest method that can be applied in this context is Euler’s
method [7].

The essence of Euler’s method in this context is to start the simulation from an
initial layout of the graph (random or generated by other means), and then take dis-
crete steps. In each step the algorithm calculates the derivative of the approximated
function, which can be interpreted as accumulating the acting forces on each body
of the system and letting the simulation run for a given h constant amount of time
and use the resulting layout as the next best setup, continuing the loop.

2.4 Room for improvements

The dilemma of Euler’s method is how to choose h. When choosing a too-small
value, the simulation may take ages. On the other hand, too large values will lead
to oscillations and the potential lack of convergence. Our previous approach was
to decrease h over time to ensure convergence. However, the optimal A may not
only depend on the arrangement of the graph but on the currently approximated
optimal layout. To address both issues, in this paper, we inspect the adoption of a
well-known generalisation of the above method: the adaptive Runge-Kutta method
family [8].

3 Motivation

Our goal was to create a tool for dynamically and interactively displaying parts of
the SPG in RefactorErl to aid code comprehension. To this end, we want to research
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the possibilities of speeding up the above-mentioned algorithm. One of such plots
by Gview can be seen in Figure 1.

Figure 1: Function call view plotted using the researched algorithm.
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3.1 The force-directed layout generation

The method of force-directed layout [9] generation is a way of generating a two-
dimensional layout for directed and undirected graphs alike.

The core concept of creating such a layout involves fitting a physical system on
the graph, in the following way. Take a graph G = (V, E) with weighted vertices V
and weighted edges E, totalling n vertices, weight functions m and /! Each node of
the n nodes corresponds with a body in the system with a position denoted by p;(t),
a constant charge, m;, and a velocity v;(z). As the position and velocity depend on
the time passed since the start of the simulation, p; and v; have the type of R — R
The generation of force-directed layout for graph G starts with calculating an initial,
usually random, layout of the nodes, denoted by p;(0) for i = 1..n. After the initial
layout has been set up, the algorithm follows by simulating the evolution of the
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physical system using the following equations.

n

vi(t)= > el j,1) (1)
J=Li#j
o) = —— s | Hx In(d(, j,OII3) # 1y — ————=
O U T RU N S BC
d(i,j,1) =p@)i—p(1); 3)
_op
V= (4)

Equation 1 means that at any given time point ¢ the velocity of the i’ body equals
the sum of the forces exerted by other bodies. Here we use the term force, to describe
instantaneous forces, which have a direct effect on the velocity of the bodies rather
than the acceleration. Such forces are characterised by Equation 2: knowing the
position of the i’ and j*" body at time ¢, we can easily calculate the force acting on
body i at time 7.

Here H and G are arbitrary positive constants, used to regulate the strength of the
two types of acting force. In our research having H = 2 and G = 6100 turned up the
best-looking results. The most important equation is 4, which describes the analytic
connection between position and velocity in the physical system. It can be used
to rewrite the former equation system as a differential equation with the common
vector function of positions p = t — (p(t)1, p(t)2, ..., p(t),) as the unknown, as
follows.

Op(teur)
T - f(tcurs p(tcur)) (5)
p(to) = p(0) = po (6)
Fepy= > elij1) (7)
j=1,i#j

The canonical form of the ordinary differential equation is given in Equation 5
with the definition of f in Equation 7, while the initial position requirement is de-
fined in Equation 6.

Therefore, our goal is to approximate the vector function p for increasing values
of ¢ until we get close enough to its fixed point. For this purpose, we want to use
higher-order methods, to better utilise computational power and stable convergence
as t approaches co.
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3.2 Higher order methods

The Runge-Kutta methods [10] are a family of explicit iterative methods, used in
temporal discretization for the approximate solutions of ordinary differential equa-
tions. The methods include the well-known routine called the Euler Method and
can be considered as the generalisation of the routine. The method has an adaptive
version, which can adjust the step size of the simulation and thus keep the error
below a given value, €.

These methods are called a family for the reason that they depend on numerous
parameters: a, b, and c. The latter two are vectors and the former one is a matrix [8].
These parameters can be arranged in a so-called Butcher tableau as can be seen in
Figure 2.

Figure 2: Example of an extended explicit Butcher tableau of degree s
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With the initial positions given in pg, the method proceeds to create further ap-
proximations, p(#;+1), from the previous one, p(¢;) for i = 1..co, according to Equa-
tions 8 and 9. The difference in the result of these two equations is used to approx-
imate the error introduced by taking a step of length 4. Using this calculated error
term, we can choose a new step size to decrease the error below € or allow larger
steps in exchange for a larger error term.

N
pis1=pi+ ) bjk; (8)
j=1
S
Pis1 =Dit Z bk )
j=1

where
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j-1
kj=f(ti+cj*hapi+h*zaj,lkl) (10)
=1

The exact steps of choosing the next & and the very mathematics behind this
algorithm is a well-known topic and has been discussed in many papers. Our goal
is to apply this method to the problem at hand and to optimise it for the parallel
architecture of modern GPUs.

As we can see in Equation 7, our f does not depend on the p parameter directly.
The indirect dependence through d is replaced by the previous best approximation
pi for k1 and p; + h * ¢ 41 * k; for k41, thus eliminating the need for the matrix a
of the RK method. This property of the simulation resulted from the fact that we do
not employ friction, which would depend on the velocity of the bodies but rather
use instantaneous forces.

4 Methodology

Our goal is to find ways to improve the performance of the force-directed layout
generation by utilising the massively parallel architecture of modern GPUs.

The final form of the equation that we are using, taking into consideration the
relevant properties of the physical system, described at the end of Section 3.2, is
Equation 11. In each step of the simulation, we have to calculate the k coefficients
for each of the n bodies. Since the dimension of k is s and evaluating f requires
O(n) operations, the total cost of advancing one step comes out to be O(sn?).

n

kj=f(ti+cixh)= » e(ab,) (11)

b=1,a#b

4.1 Linear parallelisation

The first idea for parallelisation that one should consider is simply assigning the
task of evaluating the exerted forces of all other bodies to a single body. Thread
i allocates a single two-dimensional vector v, loops through all the bodies in the
system and calculates the force exerted on body i through body j at the current time
point #,'. The calculated forces are accumulated on the fly into the local variable
v of the thread and the result is stored in the kq array. The k;,; approximations
are generated in a similar manner, however p; is replaced by p; + h % cjy1 * kj. A
schematic representation of the linear parallelisation method can be seen in Figure 3.

lwith exception of the i’”* body
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Figure 3: Architecture of basic parallelisation technique
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The above-mentioned dependence of k;,1 on k; results in the need for global
synchronisation of all the employed threads to make the calculated & ; values visible
to the other threads. This explicit synchronisation can only be realised on the GPU
if the number of invocations is below certain driver-defined limits, which can be
queried using the OpenGL command and is usually at least 1024.

In case of having a larger amount of bodies in the system than the hardware
exposed limit, we need CPU synchronisation, which means splitting the calculation
of each k; vector into different dispatches.

The performance bottleneck, however, comes from the fact that the amount of
work each thread is doing is proportional to sn which can grow too large. The
OpenGL standard guarantees [11] the ability to dispatch at least a maximum of 21
workgroups, all of which may consist of a maximum of at least 1024 work items
(threads). This means that reducing the number of threads dispatched from n can
potentially result in a great increase in performance. This idea is further supported
by the fact that GPU cores are much less powerful than CPU cores and thus em-
ploying more of them can lead to better resource utilisation, which gives reason to
the optimisation in Section 4.2.

4.2 Refining work per thread

To better utilise the parallel architecture of modern GPUs for the problem at hand,
we want to dispatch more than O(n) threads. Thus we take Equation 11, and for
each (a, b) pair, we create an invocation, totalling in n(n — 1) threads. After calcu-
lating each e(a, b, t) value in the summation on Equation 11, however, we need to
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evaluate the actual sum of these two-dimensional vectors and this is where parallel
reduction comes in. Reduction (or folding) is the generalisation of summation: for a
given A array of size n and a binary combining function f, the result of the folding
expression is b = f(A1, f (A2, f(As,...))) where the ... goes until n. Parallelising a
reduction is not a trivial task and is a well-known candidate for optimisation [12].
In our example, we have the benefit that our combination function is associative
and commutative. Thus enabling us to employ a divide and conquer technique as
shown in Figure 4.

Figure 4: Basic idea of divide and conquer strategy used in the parallel reduction.
The circles with T represent threads of execution.
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In the presented approach, we divide the reduction into levels of reduction, in
each level, the size of the array that is to be combined is decreased by half. In each
level, one thread only has to combine two elements of the array of the current level,
which would imply that the work per thread has changed to be O(1). However, by
noting that the levels must come in increasing order, each one depending on the
previous one, after reusing the allocated threads through levels, the total work per
thread totals O(loga(n)).

Figure 4 shows an optimal scenario, with n being a power of two, if n is not a
power of the amount of work one thread is responsible for, then the last thread
may index out of the array. To avoid this, we need to employ bound checking. An
example of the size of 5 can be seen in Figure 5. This bound checking may induce a
maximum of O(n) extra work.

The theoretical optimum of giving one thread O(I/n(n)) work can also be achieved.
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Figure 5: Example of the maximum amount of extra work introduced by not a power

of two n, forn = 5.
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However, it requires extra mathematics behind the indexing and bound checking,
and also the potential extra work growth to O(n/n(n)). A visual representation is

shown in Figure 6.

Figure 6: Optimal /n(n) work per thread.
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4.3 Memory usage and synchronization

When programming for a modern GPU, it is possible to arrange threads of execution
(say invocations) into so-called workgroups. Threads (also referred to as work items
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in this context) in a workgroup can share group local memory and can synchronise
group-wise without the need for CPU intervention.

Because the levels of reduction are calculated linearly, we can store the partial
results in place, which thanks to workgroups, can be synchronised on the GPU. This
in-place storing of partial results can be seen in Figure 7. Thanks to this technique,
we only need O(n) memory and need to transfer one element to the CPU each frame.

Figure 7: In-place memory usage of the parallel reduction.
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However, to be able to utilise the local synchronisation of the GPU workgroups, a
workgroup size equal to the number of bodies is needed, which brings us back to our
previous problem. To solve this, we investigated how we could organize the parallel
reduction into batches of maximal size, and recursively apply the already presented
reduction method. As Figure 8 shows, by creating partial results of maximal size,
using multiple workgroups and then applying a global synchronisation, we can take
advantage of the parallel architecture.

5 Results

The researched techniques were tested on a laptop with 5/ generation Intel Core i5
processor, 8GB of memory, using Intel HD 6000, running OpenGL 4.5. Parallel GPU
programs were realised with GLSL version 430 [13].

In our tests, we incrementally generated square grids of increasing sizes from
1x1 to 11x11, with random starting positions and ran first the CPU, then the GPU
and refined GPU algorithms on the same starting points, around 100 times each.
As these measurements may vary according to environment properties such as the
OS scheduler or extra load from updates and scheduled cleaning etc, we ignore the
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Figure 8: Dividing the parallel reduction into smaller tasks that can be handled by
one workgroup.
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highest and lowest 5% of data and perform a normal distribution fitting on the rest.
The resulting expected value of generation time is plotted against the number of
nodes in Figure 9 and Figure 10.

Figure 9: The huge difference of CPU and GPU algorithm, note the logarithmic scale!
Tested on grid graphs.
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Figure 9 clearly shows the enormous improvement of the GPU parallel algorithm,
even on the integrated card used in testing. We expect that with a higher-tier dedi-
cated card, this gap is to increase further.

Figure 10: Comparison of the refined GPU algorithms, tested on different-sized grid
graphs.
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The comparison presented in Figure 10 shows how different techniques described
in Section 4 improve generation time for increasing sizes of grids. The interesting
thing to note is that the memory (but not workload) optimised method performs
poorer than the trivial approach. This can be due to the hardware memory locality
of Intel integrated GPUs, which implies that the extra copy operations introduced by
memory optimisation by hand have a higher toll on performance than the improve-
ments in the locality it creates. Thus on a dedicated card, the memory-optimised
version might improve performance considerably.

We also investigated the performance of different realisations of the Runge-Kutta
family: the Heun-Euler method, the less famous Bogacki-Shampine method and a
high-order Fehlberg method. The tests were performed on a tree graph with nodes
ranging from 3 to 133 and the same refining techniques were applied as mentioned
previously. The results of this comparison can be seen in Figure 11. One can see
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how the advantage of being able to take larger steps turns into a disadvantage of
higher required work per step. Based on these measurements, we can conclude that
the Bogacki-Shampine method is most efficient for our problem.

Figure 11: Comparison of different RK methods, tested on varying-sized tree graphs.
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5.1 Usage in RefactorErl

Figures 12 and 13 demonstrate a generated graph about the Mnesia application and
a function call graph generated by clicking on verify_merge/1.

6 Related work

In the following, we would like to compare our tool with some well-known graph
visualisation tools.



154 M. Komaromi et al.

Figure 12: View of all the modules in the Mnesia DBM.

Figure 13: View generated be clicking on verify_merge/1 in the main view of
Mnesia.
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6.1 Graphviz

Graphviz [14] is an open-source graph visualisation software developed by AT&T
Labs Research.

The Graphviz layout programs take descriptions of graphs in a simple text lan-
guage and make diagrams in useful formats, such as images and SVG for web pages;
PDF or Postscript for inclusion in other documents; or display in an interactive
graph browser. It supports many layout generation algorithms, such as hierarchi-
cal or the energy-minimizing stress-majoring technique. The software package has
many useful features for concrete diagrams, such as options for colours, fonts, tab-
ular node layouts, line styles, hyperlinks, and custom shapes.

Many software use Graphviz as an intermediate tool for displaying graphs. For
example, ArgoUML has an alternative UML Diagram rendering, called argouml-
graphviz, ConnectedText has a Graphviz plugin, and FreeCAD uses Graphviz to
display the dependencies between objects in documents. Other programs can out-
put in DOT [15] format and thus generate drawings with Graphviz. Doxygen also
uses Graphviz to generate diagrams including class hierarchies and collaboration
for source code. Graphviz targets static rendering of graphs; it optimises the draw-
ing as much as possible and thus takes considerable time on very large graphs, and
also limits the interactivity between software and user.

6.2 D3.js

D3.js [16] is a JavaScript library for manipulating documents based on data. D3.js
helps bring data to life using HTML, SVG, and CSS. It emphasises on web standards
giving the full capabilities of modern browsers without the need of tying to a propri-
etary framework, combining powerful visualisation components and a data-driven
approach to DOM manipulation. This library is a modern, browser-based solution to
visualisation problems with countless useful features such as pie charts, hierarchical
graph drawing and force-directed layout generation.

D3.js supports force-directed layout generation using velocity Verlet integration
which may require a much smaller step size than the RK methods to minimize os-
cillations in the solution, but the method is symplectic. Thus the two methods were
meant to solve different kinds of problems, as our version of the force-directed lay-
out generation uses logarithmic springs and instantaneous forces, our simulation
need not be energy conserving or symplectic for short. The key difference between
our research and D3.js is that we aim to exploit the parallel architecture of modern
GPUs, while the simulations of D3.js get calculated on the CPU?.

Zunless some JavaScript optimisation happens
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6.3 Gephi

Gephi [17] is an open-source software for graph and network analysis. It uses a 3D
render engine to display large networks in real time and to speed up the exploration.
Gephi advertises itself as having a flexible multitasking architecture that brings new
possibilities to work with complex data sets and produce informative graphics. It
has been used in several research projects in academia, journalism and elsewhere.
For instance, it was used in visualising the global connectivity of New York Times
content and examining Twitter network traffic during social unrest along with more
traditional network analysis topics.

Development of Gephi was started in the summer of 2008, while the last stable
update was in 2017. It was created in the Java programming language and although
it features an OpenGL renderer, it uses immediate mode rendering, which became
obsolete with OpenGL 3.1 in 2009 which means Gephi does not use GPU for layout
generation. Today, with OpenGL 4.6, much faster rendering tools are available, such
as instanced rendering, VBOs and compute shaders. Also, it is built on top of the
NetBeans IDE, which means it cannot be integrated into another project, only added
as an external tool.

6.4 GoJS

GoJS [18] is a JavaScript and TypeScript library for building interactive diagrams
and graphs. GoJS claims to let the user build all kinds of diagrams and graphs, rang-
ing from simple flowcharts and org charts to highly specific industrial diagrams,
SCADA and BPMN diagrams, medical diagrams like genograms, and more. The li-
brary is meant for the implementation of interactive diagrams and visualization on
modern web browsers and platforms. It allows easy construction of custom and
complex diagrams of nodes, links, and groups with customizable templates and lay-
outs. It does not depend on any JavaScript libraries or frameworks, so it should work
with any web framework or with no framework at all. The library focuses on inter-
activity and flexibility. There are many demos available online on the webpage of
the tool. It also offers rich features like drag-and-drop, copy-and-paste, in-place text
editing, tool-tips, templates, data binding and models, transactional state and undo
management, palettes, event handlers, commands, and an extensible tool system for
real-time custom operations on the diagram. It also features many automatic layout
generation algorithms, which can be extended by the user of the library.

One such automatic layout is the force-directed layout generation algorithm. They
describe the method as a layout generation method that treats the graph as if it
were a system of physical bodies with repulsive electrical, attracting gravitational,
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and spring forces acting on them and between them. The engine uses the CPU for
layout generation, thus it is not optimized for modern parallel GPUs.

7 Conclusion

The RefactorErl framework has several graphical and command-line interfaces, that
support refactoring, static code analysis and code comprehension as well. The tool
uses the so-called Semantic Program Graph as the intermediate representation of
the source code which includes static semantic information beside the syntactic and
lexical information. We have extended RefactorEr]l with Gview. Gview is an efficient
and interactive graph visualisation tool, that uses force-directed layout generation.
This algorithm was implemented using Euler’s method which is only stable with
potentially very small step sizes.

In this paper, we presented a better approach to simulating the evolution of the
physical system that is the system of bodies and springs defined by graphs we want
to plot. The above-described method is based on the well-known adaptive Runge-
Kutta method family, a generalisation of Euler’s method. We presented a trivial
approach for parallelising the RK methods on the GPU and analysed this linear
technique. We further investigated and measured optimisation opportunities for
the GPU algorithm. These optimisations included different ways of refining the
memory usage, changing the distribution of work among threads to reach a better
configuration and the importance of different synchronisation functionalities.

In our future work, we plan to investigate other layout generation methods and
optimise them for GPU.

Gview is open source and available on GitHub. The integration with RefactorErl
will be released soon with the upcoming release of the tool:

https://github.com/Frontier789/Gview.

Funding: “Application Domain Specific Highly Reliable IT Solutions” project that has
been implemented with the support provided from the National Research, Development,
and Innovation Fund of Hungary, financed under the Thematic Excellence Programme no.
2020-4.1.1.-TKP2020 (National Challenges Subprogramme) funding scheme.

Data Availability: The study did not generate new data.
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Artificial Intelligence and infectious diseases prediction have re-

cently experienced a common development and advancement. Machine learn-
ing apparition, along with deep learning emergence, extended many approaches
against diseases apparition and their spread. And despite their outstanding re-
sults in predicting infectious diseases, conflicts appeared regarding the types
of data used and how they can be studied, analyzed, and exploited using vari-
ous emerging methods. This has led to some ongoing discussions in the field.
This research aims not only to provide an overview of what has been accom-
plished, but also to highlight the difficulties related to the types of data used,
and the learning methods applied for each research objective. It categorizes
these contributions into three areas: predictions using Public Health Data to
prevent the spread of a transmissible disease within a region; predictions using
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Patients’ Medical Data to detect whether a person is infected by a transmis-
sible disease; and predictions using both Public and patient medical data to
estimate the extent of disease spread in a population. The paper also critically
assesses the potential of Artificial Intelligence and outlines its limitations in
infectious disease management.

Key words and phrases: Infectious Diseases, Artificial Intelligence, Machine
Learning, Prediction, Detection

1 Introduction

For many years, the world has experienced several tragic events, with the emergence
of diseases being among the most devastating upheavals. Considered as life com-
panions for several decades, they have caused an increasingly dangerous imbalance
in life. Defined as “a particular abnormal condition that negatively affects the struc-
ture or function of all or part of an organism ” [1], they are generally associated with
emerging signs and symptoms. Regarding causes, external factors like pathogens
and internal malfunctions can be the origin of different diseases, distributed into
various types. These include airborne diseases, foodborne diseases, lifestyle dis-
eases, non-communicable diseases, and infectious diseases. Infectious diseases, also
called communicable diseases, are among the most dangerous illnesses that haven’t
stopped manifesting and developing. They can spread from person to person or
from animal to person [2]. Infectious diseases are classified into endemic diseases,
epidemic diseases, and pandemic diseases. Endemic diseases, the first category, are
identified diseases in a given region, with predictable patterns of spread and occur-
rence rates. The second, epidemic diseases, is characterized by its rapid and brutal
spread within a given region. The third, pandemic diseases, are communicable dis-
eases that spread across continents or even the entire world, leading to the contam-
ination of an unimaginable number of people. The classification of infectious dis-
eases is still unsatisfying; it has become not enough to just identify them, but also
crucial to neutralize and prevent their spread in real time. Consequently, several
studies have made the prediction and prevention of infectious diseases their main
objective. Computers have significantly contributed to scientific advancement, es-
pecially with the vision of Artificial Intelligence (AlI) and its impact on technological
growth. The field of Machine Learning (ML) has significantly impacted research and
opened the door to what was once considered impossible. Machines equipped with
intelligence have now become essential tools in the world of science. Many ML mod-
els have therefore been designed to predict infectious diseases and forecast them.
Various detection and prediction models have been developed due to the diverse
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learning approaches available. Depending on whether supervised, unsupervised,
or semi-supervised learning (SSL) is employed, or whether classification or regres-
sion models are applied based on the research objective, several techniques can be
used to create predictive models. Examples include Support Vector Machines (SVM),
Decision Tree (DT) algorithms, clustering algorithms, Naive Bayes (NB), Artificial
Neural Networks (ANN), Deep Neural Networks (DNN) such as Convolutional Neu-
ral Networks (CNN), Long Short-Term Memory (LSTM) networks and Transformers
models, as well as emerging techniques like Transfer Learning. Understanding the
development of specific diseases and their behaviors is crucial and greatly aids in
identifying the origins of outbreaks and taking timely initiatives to combat them.
In this paper, some applications of Al techniques in prediction and prevention of
infectious diseases are introduced. The main focus is to define the various research
objectives being considered, while analyzing which type of data is used to achieve
each objective and which type of learning method to employ. A definition of the
various research categories that have been developed is introduced to ensure an
effective approach for building real-time prediction models for forecasting commu-
nicable diseases, while maintaining a swift and efficient predictive process.

This paper follows a specific structure : Section 2 presents the research methodol-
ogy used to introduce and discuss related works, which are extended in Section 3. In
Section 4, a critical analysis and discussion of the accomplished work is presented.
Finally, Section 5 concludes the paper by highlighting potential future achievements
and discussing future accomplishments.

2 Research methodology

Before taking a vision into the concepts discussed in the literature, three crucial
questions caught attention :

+ What are the various types of data that have been applied and studied?
« Which kind of learning is being used?
« How are the learning models selected based on the data?

To address these issues, a comprehensive analysis and visualization of the completed
work were conducted. For this, an extensive literature review was performed, fo-
cusing on relevant articles published since April 2022. This search was carried out
using various academic search engines, such as : Google Scholar, ResearchGate,
SNDL academic and Scopus. To obtain diverse and comprehensive electronic docu-
mentation on scientific research from various publishers. A combination of specific
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Figure 1: Research Methodology

set of targeted keywords are also used, to enhance the precision of the search. In
the electronic search phase, no restrictions were applied initially. Collecting early
discoveries and foundational works on infectious diseases using ML is crucial for
understanding the origins of predictions and the evolution of research. The sec-
ond search was limited to articles published within the last ten years, using various
keyword combinations. The key research areas and important topics studied are:
infectious diseases, Al, ML and predictions. These articles were initially selected
based on an assessment of their titles. Contributions were then further evaluated
in the manual review phase after reading the abstracts. The criteria for selecting
the articles and the resulting articles are illustrated in Figure 1. Section 3 lists the
contributions from the selected papers. The responses to the identified issues and
the discussed limitations are covered in Section 4.

3 Background

Human health is influenced by various life phenomena, and it depends not only
on the individual themselves, but also on their surrounding environment. Conse-
quently, individuals are called to address and adapt to these influences. Their ability
to drive positive change through the development of innovative strategies and tech-
nologies offers hope in addressing various health crises. The appearance of the first
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pandemics that marked history, along with their impact on daily life and environ-
mental changes, have pushed Al researchers around the world to develop various
prediction and prevention systems. Three major categories of prediction research
can be identified based on the research objectives and the data used: The first cate-
gory focuses on detecting and predicting the spread of infectious diseases in specific
locations. The second category aims to determine whether an individual may be in-
fected by a communicable disease. While the third category combines the two first
categories, addressing both the prediction of communicable diseases in patients and
their spread within a population. The diverse methods and databases utilized in the
detection of infectious diseases, as presented in this study, are illustrated in Figure
2.

Despite the distinctions that will be highlighted in the following sections between
the three categories, all of them rely on the use of different Al techniques and share
a common goal: preventing and controlling the spread of a disease.

3.1 Prediction Based on Public Health Data

Initial studies for preventing infectious diseases spread employed event-based and
indicator-based surveillance methods [3]. However, their limitations in providing
real-time predictions have directed research to the adoption of new technologies.
Predictions based on Public Health Data enable a diverse range of technological ap-
plications. Consequently, datasets used to study disease’s spread are not conform,
and the methods applied are not the same for each data. The analysis of data col-
lected from various sources such as social networks, news, mobile phones as well
as environmental changes through geospatial images and Epidemiological data, has
proven to be highly effective in tracking human behaviors, which helps in assess-
ing pandemic transmissions. Studies have increasingly relied on the integration of
multiple data types, including Numerical data, Textual data, and Image data.

3.1.1 Numerical Data : Time-series Epidemiological and locational Data

In predicting contagious diseases, research databases are often presented in numer-
ical formats. These data types frequently include location-related and epidemiolog-
ical information. The most available data comprises information about the number
of deaths, number of contaminated and number of recovered in regions. Epidemio-
logical data includes data on population exposure levels, which are essential for risk
assessment. The most used algorithms for this type of data are Naive Bayes (NB),
Clustering Algorithms, Long Short-Term Memory Based Models and Transformer
Based Models.



Al for Infectious Disease Prediction and Prevention 165

Transformers <— Matrix Factorisation
LST™ :
Numerical

Clustering

SSL

Textual
Data

|

Numerical
Data

Clustering

Numerical

Categorical
Data

Data

DT based Models

Figure 2: Diagram summarizing the techniques employed for each selected and stud-
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Naive Bayes algorithms. Naive Bayes is a simple yet robust algorithm for pre-
dicting outcomes. In machine learning, the goal is often to select the best hypoth-
esis based on the given data. Naive Bayes applies Bayes’ Theorem, which offers a
method for calculating the probability of a hypothesis using prior knowledge [4].
Tiwari et al. [4] involved the use of NB along with SVM, and Linear Regression (LR),
to predict the trend of Covid-19 pandemic over the world while minimizing Mean
Absolute Error (MAE) and Mean Squared Error (MSE) (Table 1). The algorithms
were applied to a real-time series dataset containing the global record of confirmed,
recovered, deaths, and active cases of Covid-19 outbreak. Before the implemen-
tation phase, dataset pre-processing is also done for getting the effective results.
During the fourth stage (Data collection, Data preprocessing, model training and
model evaluation), the data is split into two subsets: the training set and the testing
set, where 42 % portion of the data is selected for testing predictions. The NB algo-
rithm proved its effectiveness compared to other tested techniques with an MAE of
488806.7492 and MSE of 400919367451.7439. Despite its advantages, NB only works
well with distinct and informative features [5]. Because it treats all features equally
and presumes they are conditionally independent, its performance may suffer if
there are noisy or irrelevant features [5].

Clustering Algorithms. Ravi et al. [6] proposed a novel ML approach to track
COVID-19 contact details that utilizes the DBSCAN algorithm, recognized as one
of the most effective clustering algorithms. This approach incorporates time-series
location data and prediction techniques to enhance tracking accuracy. The authors
have proposed an innovative approach to prevent the spread of new infections in
densely populated areas. DBSCAN is used as a clustering algorithm to locate in-
fected individuals and their close contacts, in order to stop the transmission of the
virus (Table 1). In the study of Gupta et al. [7], Two different clustering techniques,
density-based clustering and partitioning-based clustering, were used to analyze
COVID-19 infection cases. A comparative analysis was conducted between the
DBSCAN and K-means algorithms, with DBSCAN showing better performance for
clustering tasks. Although using time series locational data can provide valuable in-
formation about the movement patterns and interactions of individuals over time,
DBSCAN has some disadvantages. Including high computational complexity and
the need for careful selection of clustering parameters to ensure reliable results [8].
Additionally, it does not work well with data of different densities and is not appro-
priate for high-dimensional data.
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Table 1: Performance evaluation of cited contributions in Time-series Epidemiolog-
ical and locational Data observations with NB and Clustering algorithms

Evaluation Metrics

Ref Title Dataset Method MAE (%) MSE (%) RMSE (%)
Pandemi i dis- real-time  series NBN 488806.74 400919367451.74
andemic coronavirus dis- 4.1 cet that holds SVM 718150.13 565545811024.16

[4] (2022) ;asf (Colvm-’lg):d Wogl-dt-Eff the global record LR 648733.00 913583889578.49
ects anal ySlS and pre 1ction Of COnﬁl"mCd,

using machine-learning tech-
K e g recovered, deaths
niques

A Novel Machine Learning
Framework for  Tracing
[6] (2023) Covid Contact Details by time series loca- MLDBSCAN
Using Time Series Locational tional data
data & Prediction Techniques

No evaluation metric provided.
The proposed system helps in
indicating to the user their
respective output clusters and
their contacts.

Long short-term memory based models. Since LSTM based models are spe-
cialized in the exploration of times series data, they have the potential applications
in the field of public health for forecasting epidemic cases, deaths, and recoveries.
Some authors like Masum et al. [9] have produced a sustainable prognostic method
of COVID-19 outbreak in Bangladesh using the Deep Learning (DL) models. The
article presents a forecast on the counting number of infectious cases in Bangladesh
from May 15th, 2020 until June 15th, 2020 (30 days). The LSTM network is used to
predict the upcoming per day confirmed, death, and recovered cases in Bangladesh
on patient data taken from the Institute of Epidemiology Disease Control & Research
(IEDCR) healthcare (Table 2). The authors have also made a comparative analysis by
the RMSE rate among the LSTM, Random Forest (RF) regression, and Support Vec-
tor Regression (SVR) models. Where LSTM proved higher performances on time
series analysis. Zhou et al. [10] have also presented a novel approach to forecast-
ing COVID-19 using DL models. The proposed LSTM-based DL model is considered
among the most advanced models to forecast time series data. They can take nonlin-
ear factors into account and have the potential to provide more accurate predictions
of COVID-19 cases, deaths, and recoveries. The proposed methodology in the pa-
per involves constructing a prediction model of emergency material demand based
on the infectious disease prediction model. The model uses a time-varying demand
and LSTM sequential decision model to provide a scientific and effective predic-
tion method for actual emergency rescue work (Table 2 : MAE and MSE for death
cases in United States). The approach combines traditional infectious disease pre-
diction methods and DL prediction techniques. The proposed model also includes
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different countries’ migration data, which helps to retrieve other characteristics re-
lated to the epidemic and accurately build the model. Rakhshan et al. [11] for their
part, have presented a combined approach for modeling and forecasting COVID-19,
which can aid in determining interventions and predicting future growth patterns.
The used dataset is sourced from the World Health Organization (WHO) and in-
cludes daily COVID-19 reports and global geographical distributions. The authors
used this dataset to examine data from different countries, select targeted countries
for their study, and collect COVID-19 data for analysis. In the authors’ approach,
dynamic epidemic models and ML methods work together to develop a package
for predicting COVID-19. The authors used a dynamic model, along with five dif-
ferent ML models, to process the training and testing data. The dynamic model
is a time-dependent compartmental model that captures fluctuations in the num-
ber of susceptible, infectious, and confirmed cases with controlled infectivity. The
ML models, including LSTM, Multilayer perceptron (MLP), Adaptive neuro fuzzy
inference system (ANFIS), General regression neural network (GRNN), and Radial
basis function (RBF), are used to compare whether the classic dynamic model means
would be best suited for predicting COVID-19 or the selected modern ML methods
(Table 2). And some metrics, including Root Mean Squared Error (RMSE), Relative
Squared Error (RSE), and Accuracy, are used to evaluate the presented models. An-
other novel RNN-based model has been developed by Mufioz-Organero et al. [12]
to predict COVID-19 incidence in Madrid by integrating mobility data from a bike-
sharing service. The model combines an LSTM-based RNN alongside mobility data
to improve prediction accuracy. The analysis utilizes weekly COVID-19 case counts
per district in Madrid and the number of bike rides recorded by the city’s bike-
sharing service, BiciMAD. The bike-sharing data serves to estimate human mobility
patterns between districts, while The LSTM RNN captures temporal patterns in the
data. The proposed model achieves an RMSE of 0.0205 (Table 2), outperforming the
baseline model, which has an RMSE of 0.02296. This represents an 11.7% improve-
ment in prediction accuracy compared to the baseline model that excludes mobility
data.

Transformer Based Models. Transformers are neural network models that re-
place the commonly used recurrent layers in encoder-decoder architectures with
multi-head self-attention. By relying entirely on attention mechanisms, transform-
ers effectively capture global dependencies in data sequences and allow for much
greater parallelization [13]. Ming et al. [14] developed a computational tool, Host-
Net, to predict virus hosts using deep neural networks. HostNet integrates Trans-
former, CNN, and BiGRU models, and was tested on a benchmark dataset of 'Rabies
lyssavirus’ and an in-house "Flavivirus’ dataset. It outperforms existing methods in
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Table 2: Performance evaluation of cited contributions in Time-series Epidemiolog-

ical and locational Data observations using LSTM based models

Evaluation Metrics

Ref Title Dataset Method MAE (%) MSE(%)  RMSE (%)
LSTM 65.83
Confirmed RFR 184.21
SVR 166.15
COVID-19 in
Bangladesh:  a LSTM 2.95
deeper  outlook Death RFR 3.28
[9] (2020) into the forecast SVR 4.73
with prediction
of upcoming per LSTM 163.21
day cases using Recovery RFR 170.15
time series SVR 215.08
Epidemiological LSTM 0.01962 0.00102
[10] (2023) col\)IID-w prf diction using Bi-LSTM 0.00623 0.25110
s Dense-LSTM 0.00763 0.00016
optimized approach
daily COVID-19 GRNN 0.03
reports and global geo- RBF 0.006
graphical distributions LSTM 0.25
Global analysis and predic- : Trained data MLP 0.005
tion scenario of infectious ANFIS 0.005
[11] (2023) outbreaks by recurrent dy- )
namic model and machine daily COVID-19 GRNN 0.06
learning models: A case  reports and global geo-  RBF 0.011
study on COVID-19 graphical distributions  LSTM 0.02
: Tested data MLP 0.02
ANFIS 0.01
A new RNN based machine weekly COVID- LSTM-based 0.0205
19 case counts RNN

[12] (2023)

learning model to forecast
COVID-19 incidence, en-
hanced by the use of mobility
data from the bike-sharing
service in Madrid

per district in
Madrid and the
number of bike
rides recorded by
the city’s bike-
sharing service,
BiciMAD

accuracy and F1 score, thanks to its enhanced representation modules. Transform-
ers are highly effective for time series forecasting tasks. Another Transformer-based
model was also developed by Li et al. [15] to predict the long-term spread of sea-

sonal influenza. It includes a source selection module to merge data from various
sources and capture spatial dependencies. The model was tested on datasets from
the United States and Japan, which included weekly influenza statistics from differ-
ent regions. Demonstrating superior long-term forecasting performance compared
to traditional autoregressive and RNN-based models, achieving an RMSE of 0.52 for
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short-term predictions and 0.87 for long-term predictions on the Japan dataset. For
the US-HSS dataset, the model achieved an RMSE of 0.54 for short-term predictions
and 0.89 for long-term predictions (Table 3). Due to the limitations of traditional epi-
demiological and ML models in forecasting the COVID-19 pandemic such as chal-
lenges with generalization, scalability, and the lack of sufficient surveillance data,
Wang et al. [16] have proposed a novel approach that combines epidemiological
theories with Generative Adversarial Networks (GANs). Their model, T-SIRGAN,
integrates the Susceptible Infectious Recovered (SIR) model to generate epidemio-
logical simulation data, while GANs are employed for data augmentation. Trans-
formers are then used to predict future trends. The study utilized COVID-19 data,
including cumulative confirmed cases and deaths, from the Center for Systems Sci-
ence and Engineering (CSSE) at Johns Hopkins University. The T-SIRGAN model
outperformed other methods, demonstrating superior accuracy in predicting epi-
demic trends by integrating epidemiological simulations and GANs. Specifically,
the model achieved the lowest RMSE of 0.0188 for predicting confirmed cases, and
an RMSE of 0.0243 for predicting death cases, outperforming other models in both
metrics (Table 3). Some other challenges in infectious disease prediction are ad-
dressed, such as the variability in incubation periods and the progression dynamics
of different diseases. Wang et al. [17] introduces an Oriented Transformer (ORIT),
which improves upon traditional Multiple Representation Fusion (MRF) methods by
capturing multi-dimensional temporal relationships within disease case data. ORIT
incorporates a Multi-head Oriented Attention Unit (MOAU), designed to learn cor-
relations from various orientations within the time series data, enabling the model to
capture complex patterns in infectious disease progression. Two real-world datasets
were used for evaluation: the Hand, Foot, and Mouth Disease (HFMD) dataset with
49,677 records, and the Hepatitis B Virus (HBV) dataset with 48,359 records. After
data preprocessing, the MOAU captures attention from different orientations of the
time series, including the impact of diverse time steps, correlations between differ-
ent time series, and the significance of temporal segments. A comparison with 21
other models showed that ORIT demonstrated superior performance, achieving an
RMSE of 16.8450 on the HFMD dataset and 28.2686 on the HBV dataset (Table 3).

Discussion

Using time series data to predict infectious diseases involves analyzing the epidemi-
ological growth and contact tracing of the illness (Tables 4, 5). Locational data, for
example, can help in identifying potential contacts and understanding the spread of
the virus within a specific area. By analyzing their temporal aspect, it may be pos-
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Table 3: Performance evaluation of cited contributions in Time-series Epidemiolog-

ical and locational Data observations using Transformer based models

Ref

Title

Evaluation Metrics

Dataset Method RMSE (%)
Long-term prediction for tem- weekly influenza-like-illness Transformer Short-term 0.52
[15] (2021) poral propagation of seasonal statistics JAPAN Transformer Long-term 0.87
influenza using Transformer-
based model
weekly influenza activity levels for Transformer Short-term 0.54
10 HHS regions of the U.S US-HSS Transformer Long-term 0.89
Predicting the epidemics COVID-19 data, in- Transformer 0.0188
[16] (2022) tr e.nd »Of X COVID-19  using cluding cumulative T-SIRGAN
epidemiological-based  genera- confirmed cases
tive adversarial networks
COVID-19 data, in- Transformer 0.0243
cluding cumulative T-SIRGAN
deaths cases
Oriented Trans-
i i - HFMD Dataset 16.8450
[17] (2023) Oriented transformer for infec: former (ORIT)

tious disease case prediction

HBV Dataset

Oriented Trans-

28.2686

former (ORIT)

sible to track the movements of infected individuals and identify individuals who
may have come into proximity with them. This can aid in effective contact tracing
and containment strategies. However, due to limited accurate data on COVID-19
records and locations, as well as inherent uncertainties, traditional methods have
struggled to accurately predict the global impact of the pandemic [4]. Recent ML
models have shown improved efficiency in forecasting infectious diseases. Naive
Bayes proved its effectiveness in handling uncertainty by estimating the probabil-
ities of outcomes, making it useful for both predictive and diagnostic tasks [19].
Clustering-based machine learning techniques can also automate contact tracing,
resulting in more accurate and efficient outcomes [7]. Recurrent Neural Networks
(RNN5s) have gained significant attention in the field of deep learning for their ability
to model nonlinear relationships. However, traditional RNNs face vanishing gradi-
ent issues and failed with capturing long-term dependencies [20]. Long Short-Term
Memory (LSTM) networks and their variants have been applied to sequence model-
ing, addressing these challenges and achieving success in various applications [21].
Transformer models have further demonstrated superior performance in capturing
long-range dependencies compared to RNNs [13], as their self-attention mechanism
reduces the signal transmission path within the network, removing the need for a
recurrent structure [22].
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ObservationDate Province/State Country/Region Last Update Confirmed Deaths Recovered
01/22/2020 Anhui Mainland China 1/22/2020 17:00 1.0 0.0 0.0
01/22/2020 Beijing Mainland China 1/22/2020 17:00 14.0 0.0 0.0
01/22/2020 Chongqing Mainland China 1/22/2020 17:00 6.0 0.0 0.0
01/22/2020 Fujian Mainland China 1/22/2020 17:00 1.0 0.0 0.0
01/22/2020 Gansu Mainland China 1/22/2020 17:00 0.0 0.0 0.0
01/22/2020 Guangdong Mainland China 1/22/2020 17:00 26.0 0.0 0.0
01/22/2020 Guangxi Mainland China 1/22/2020 17:00 2.0 0.0 0.0
01/22/2020 Guizhou Mainland China 1/22/2020 17:00 1.0 0.0 0.0
01/22/2020 Hainan Mainland China 1/22/2020 17:00 4.0 0.0 0.0
01/22/2020 Hebei Mainland China 1/22/2020 17:00 1.0 0.0 0.0
01/22/2020 Heilongjiang Mainland China 1/22/2020 17:00 0.0 0.0 0.0
01/22/2020 Henan Mainland China 1/22/2020 17:00 5.0 0.0 0.0
01/22/2020 Hong Kong Hong Kong 1/22/2020 17:00 0.0 0.0 0.0
01/22/2020 Hubei Mainland China 1/22/2020 17:00 444.0 17.0 28.0
01/22/2020 Hunan Mainland China 1/22/2020 17:00 4.0 0.0 0.0
01/22/2020 Inner Mongolia Mainland China 1/22/2020 17:00 0.0 0.0 0.0
01/22/2020 Jiangsu Mainland China 1/22/2020 17:00 1.0 0.0 0.0
01/22/2020 Jiangxi Mainland China 1/22/2020 17:00 2.0 0.0 0.0
01/22/2020 Jilin Mainland China 1/22/2020 17:00 0.0 0.0 0.0
01/22/2020 Liaoning Mainland China 1/22/2020 17:00 2.0 0.0 0.0

Table 4: Time series example for confirmed, deaths and recovered cases [18] [4]
Country/Region Confirmed Active Deaths
US 1.528.568 1.147.255 91.921
Russia 299.941 220.974 2837
Brazil 271.885 147.108 17.983
UK 250.138 213.617 35.422
Spain 232.037 204.259 27.778
Italy 226.699 65.129 32.169
France 180.933 90.230 28.025
Germany 177.778 14.016 8081
Turkey 151.615 34.521 4199
Iran 124.603 20.311 7119
India 106.475 60.864 3302
Peru 99.483 60.045 2914
Mainland China 82.963 88 4634
Canada 80.493 34.396 6028
Saudi Arabia 59.854 27.891 329
Belgium 55.791 31.996 9108
Mexico 54.346 11.355 5666
Chile 49.579 27.563 509
The Netherlands 44.449 38.548 5734
Pakistan 43.966 30.538 939

Table 5: Top 20 Covid-19 affected countries record (confirmed, active and deaths)
collected from 22 January 2020 to 19 May 2020 [4]
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3.1.2 Textual Data: Social and News Data

Textual data is becoming increasingly important among the various types of data
used to predict transmissible diseases, as it enhances monitoring and prevention
efforts. Known for their real-time acquisition, many approaches are developed using
social and news data. Techniques such as: superviseed matrix factorization, SSL,
SVM and DNN have showed promising results.

Matrix factorization. Chakraborty et al. [23] used a supervised matrix factor-
ization method to extract features of each disease from news streams. For each
study, independent words collected from news related to the diseases are modeled
into a matrix and combined with structured time series data from different out-
breaks. Matrix factorization is then applied to factorize the initial matrix into two
other matrixes, each one contains latent features which are used to detect disease
apparition (Table 6). The method of detection used in this study involved collecting
each word in relation to outbreaks, which proved to be time-consuming and less
accurate. Although the study paid some attention to word extraction, these words
were considered non-dependent, which contradicts the common addiction where
the appearance of one word can influence the appearance of another [5].

Semi-supervised learning based models. The ability of using News data has
involved other approaches using different ML techniques. Kim et al. [24] employed
articles and reports to predict infectious diseases that did not occur for six months in
various countries, testing models based on SVM, SSL, and DNN. The number of ar-
ticles related to each disease was calculated, and diseases were then labeled for each
country based on whether they have appeared or not. Known as an ML technique
that combines labeled and unlabeled data, SSL based models showed outstanding
performance compared with SVM and DNN (Table 6).Because SSL makes good use
of both labeled and unlabeled data, it has attracted a lot of interest. This is particu-
larly crucial in practical applications when very little data is labeled [25]. However,
a lot of unimportant or noisy elements in real-world raw data are frequently missed
by SSL approaches. To enhance semi-supervised classification performance, it is
crucial to choose pertinent neighbors and characteristics for every sample [25]. And
despite the quality of the study conducted in [24], the experience in their proposed
work was conducted during two distinct periods, which can lead to a contradiction
due to the existence of seasonal diseases.

Support vector machine models. Since the SVM based models can handle high-
dimensional problems with limited training data [26], Kim et al. [27] developed a
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prediction model using SVM based on an analysis of articles related to influenza
pandemics and infectious diseases. The authors extracted several keywords that
were closely related to influenza and used word2vec to determine which keywords
were related to the keyword ‘influenza’. Then, SVM was applied to the extracted
data to predict if the number of influenza patients would increase or decrease at
a specific week. The prediction results using news text data with SVM achieved
a mean accuracy of 86.7% in forecasting whether the weekly influenza-like illness
(ILI) patient ratio would increase or decrease, and an RMSE of 0.611% in estimating
the weekly ILI patient ratio (Table 6). Thapen et al. [28] used novel data-analytics
to detect and forecast epidemics while developing DEFENDER system : Detecting
and Forecasting Epidemics Using Novel Data-Analytics for Enhanced Response. The
system ensures three services : early warning detection, situational awareness and
nowcasting of epidemics. The number of tweets matching each symptom captured
on the online database Freebase, was tracked daily for each geographical area mon-
itored. To distinguish between health-related and non-health-related tweets and
articles, two classifiers were used: SVM and NB (Table 6). The areas of high tweet
activity were located in a country or region using the DBSCAN algorithm. The num-
ber of cases from the current data is predicted by adjusting the observed symptom
levels to the previously available clinical data containing week, disease, location
and count. Although SVM outperforms many other systems, it has limitations with
complex data due to the high computational cost of solving quadratic programming
problems [29]. Its performance also heavily depends on the choice of kernel func-
tions and their parameters [29].

Deep neural network based models. Since the study of Thapen et al. [28] con-
sidered only a limited number of symptoms, Serban et al. [30] proposed an im-
provement called SENTINEL of the previous system (DEFENDER), that aims to ex-
plore a boarder range of symptoms and diseases. DNN based models (CNN, LSTM)
were then selected to differentiate between health-related and non-health-related
tweets (Table 6). In both studies [28] and [30], the social media twitter was ana-
lyzed. Given the strong correlation between infectious diseases and Twitter data
[31], Chae et al. [32] presents a novel approach for predicting infectious diseases
using deep learning models, specifically DNN and LSTM, combined with big data
sources like Twitter mentions along with Naver search queries and weather data.
The study addresses limitations of traditional models like autoregressive integrated
moving average (ARIMA), by incorporating real-time data to predict the spread of
diseases such as chickenpox, scarlet fever, and malaria. The DL models significantly
outperformed traditional methods, with DNN improving prediction performance by
24% and LSTM by 19% for chickenpox. The main evaluation metric, RMSE, showed
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that these models better captured trends. The mean RMSE of the top 10 DNN mod-
els for chickenpox was 72.8215, while the top 10 LSTM models had a mean RMSE
of 78.2850, particularly during rapid disease spread (Table 6). Demonstrating their
potential to enhance infectious disease forecasting systems. Despite Twitter’s rep-
utation for being used by credible individuals sharing accurate information, it is
not widely used by numerous people. Consequently, the conclusions obtained are
then restricted. Drinkall et al. [33], for their part, have introduced a novel ap-
proach that incorporates transformer-based language models into infectious dis-
ease modeling using Reddit posts. The analysis uses Reddit comments extracted via
the Pushshift API, state-level epidemiological data, government response data, and
Google’s COVID-19 Community Mobility Reports, which provide local movement
data. In the feature identification process, sentence-level encoding, dimensionality
reduction, and clustering (HDBSCAN) are applied to isolate predictive features from
Reddit comments. For evaluation, the resulting features are compared to traditional
datasets in both a threshold-classification task and a time-series forecasting task.
In the threshold-classification task, a Random Forest model utilizing the extracted
features achieved the highest accuracy across various prediction horizons. Particu-
larly in identifying upward trend signals for extreme events, with an average per-
formance score of 0.880. In the time-series forecasting task, the transformer model
consistently outperformed Gaussian Process and Martingale models. Achieving the
lowest Root Mean Square Error (RMSE) of 0.0284 when the extracted features were
used as covariates (Table 6). The method clearly outperforms traditional models in
predicting COVID-19 trends, particularly in regions with unreliable epidemiological
data.

Discussion

Some disease surveillance systems scan news articles from global sources like Google
News and social media platforms such as Twitter [28]. They filter and classify these
articles based on the type of epidemic, location, and news source. However, a major
limitation of these systems is that they primarily focus on collecting disease-related
information from various sources and compiling it for information dissemination
or surveillance purposes [23]. A more precise and refined application of ML mod-
els is crucial for achieving optimal control over predictive systems. This ensures
higher accuracy and effectiveness in decision-making processes. SSL based models,
SVM based models along with DNN models showed high effectiveness in accurately
distinguishing between health-related and non-health-related articles and tweets.
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Table 6: Performance evaluation of cited contributions in News Data observations
with Matrix factorization, SSL SVM and DNN models

Evaluation Metrics

Ref Title Dataset Method Precision Recall Accuracy ROC F1 score
(%) (%) (%) (%) (%)
Dengue 83.5 62.5
Flu 79.3 58.5
Extracting signals from news  Malaria Supervised 81.2 68.5
[23] (2016)  streams for disease outbreak Matrix
prediction Diabetes Factori-sation 772 59.1
TB 79.3 69.5
Articles SSL 833 79.1 83.2
Infectious disease outbreak and
[24] (2021) prediction using media arti- Reports SVM 73.2 65 76.9
ii;e‘ﬁuh machine learning DNN 80.6 746 819
. Evaluation Metrics
Ref Title Dataset Method Precision Accuracy RMSE
(%) (%) (%)
Weekly ILI patient ratio change predic- {\rticles SVM 86.7 0.611
[27](2019)  tion using news articles with support influenza
vector machine infectious diseases
Social ~ Medi Twitter),
DEFENDER: detecting and forecasting N(;i:?s Clini‘j:aia];ata( witter) SVM, NB 8.20
[28] (2016)  epidemics using novel data-analytics for ’
enhanced response
. Evaluation Metrics
Ref Title Accuracy
Dataset Method RMSE *
Real-time processing of social me-
N CNN 93.9
dia with SENTINEL: A syndromic o0 oy
[30] (2019) surveillance system incorporating :
deep learning for health classifica-
tion
Predicting infectious di ) Twitter  men- DNN 72.8215
[32] (2018) re 1ctmg.m ectlou-s isease using tions, Naver LSTM 78.2850
deep learning and big data search  queries
and weather data
Reddit -
Forecasting COVID-19 caseloads meentls statej:f;l Transformer 00284
[33] (2022) using unsupervised embedding epidemiological

clusters of social media posts data, government

response  data
and Google’s
COVID-19 Com-
munity Mobility
Reports
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3.1.3 Image Data : Geospatial Images

Geospatial images, such as satellite images, are known as one of the most powerful
and important tools for monitoring the earth [34]. They track the physical envi-
ronment (water, air, land, vegetation) and the changing human footprint across the
globe. And some DL techniques specialized in image processing have given specific
interest to explore Geospatial images to detect different symptoms related with a
disease.

Convolutional Neural Network based models. Regarding the importance of
natural and environmental details, some authors ( Li et al.) [35] started on the cre-
ation of a multi-source natural feature benchmark dataset called GeolmageNet for
GeoAl and supervised ML. The dataset was created by combining color imagery
and Digital Elevation Model (DEM) data. GeolmageNet contains location informa-
tion for each image scene, making geographic validation and training data expan-
sion easy to achieve. The multi-source dataset empowers the machine to gain more
geospatial intelligence and automation, resulting in higher prediction accuracy than
commonly used single data sources. The authors have evaluated the dataset using
two popular and representative object detection models, Faster-RCNN and Retina-
Net, and its validity was proved for aiding a GeoAl model to achieve convergence
and satisfactory detection performance (Table 7). CNN-based models excel at identi-
fying important characteristics and successfully completing classification or predic-
tion tasks [35]. Thus, GeolmageNet has demonstrated its ability to support research
on a wide range of environmental and health issues, including tracking the spread
of infectious diseases.

LSTM based models. In order to examine the real world environment, Lee et
al. [36] tried to develop a prediction model for the number of influenza patients
at the national level using satellite images (Table 7). The authors developed a con-
volutional LSTM-LSTM neural network model, which demonstrated a strong cor-
relation between the predicted and actual numbers of influenza patients, with an
average MAE of 5.9010 per million population. Their study highlights the potential
of using satellite image data as a valuable resource for predicting influenza inci-
dence, which could facilitate timely national interventions. While the use of satel-
lite images marks significant progress in real-time data acquisition, extracting and
analyzing these images can be costly and requires specialized expertise [37]. Ad-
ditionally, satellite images are limited in their effectiveness for indoor localization
due to restricted accessibility in indoor environments.
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Table 7: Performance evaluation of cited contributions in Geospatial Images data
observations with LSTM and CNN based models

Evaluation Metrics
Dataset Method MAE Precision (%)

Ref Title

GeolmageNet: a  multi-
source  natural  feature

[35] (2023) benchmark  dataset  for
GeoAlI and supervised ma-
chine learning

single-source data Faster-RCNN and 50
RetinaNet

GeolmageNet 80

5.9010 per mil-

Convolutional LSTM-LSTM Sattelite Images LSTM . .
lion population

model for predicting the daily

[36] (2024) number of influenza patients
in South Korea using satellite
images

Discussion

Despite the use of various prediction models for infectious disease forecasting, most
studies rely on local meteorological data, such as temperature, humidity, precipita-
tion, and solar radiation. This limits predictions to specific regions and reduces their
applicability at the national level [36]. Alternatively, satellite images provide a more
comprehensive means of capturing weather patterns nationwide. These images are
available through multiple channels, allowing the detection of key meteorological
factors such as temperature, moisture, clouds, and precipitation. By proposing a
national-level influenza prediction model based on satellite images and analyzing
the relationship between influenza incidence and these meteorological factors, Lee
et al. [36] present a model capable of forecasting influenza across the country. The
integration of LSTM and CNN based models has, for instance, proven to be highly
effective for forecasting infectious diseases using satellite imagery. However, due
to the presence of certain areas that satellite images cannot capture, their use can
be challenging [38].

3.2 Detection Using Patients’ Medical Data

The detection Using Patients’ Medical Data category is focused in predicting whether
a person is contaminated by the disease or not. Most researchers estimated that,
more disease detection is quickly identified in a person, more the spread of disease
will be controlled. This kind of detection is manifested through numerical data, cat-
egorical data and images data, using multiple techniques based on ML algorithms.
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3.2.1 Numerical Data : Routine Blood Tests

To evaluate the performance rate of ML applications in predicting diseases through
routine blood tests, many collaborations test various ML models and algorithms.
Peiffer-Smadja et al. [39] examined the exploration rate of ML in clinical microbiol-
ogy. They concluded that : ANN, SVM, RF, LR, k-nearest neighbors (k-NN), and NB
can be explored for targeting different diseases such as : bacterial infections, para-
sitic infections, viral infections, microorganism detection and diseases classification
using diverse sources of data : microorganisms, microscopic-images and protein
structure. Cabitza et al. [40] for their part, developed, evaluated and validated ML
models for COVID-19 detection using routine blood tests. ML models are developed
following four steps : Imputation, Data normalization, Feature Selection and Clas-
sification. For the classification step, five different models (RF, NB, LR, SVM, k-NN)
are developed for each kind of data: OSR patients, OSR dataset, covid-specific and
CBC dataset. Models are therefore evaluated according to the Accuracy, Sensitiv-
ity, Specificity, Area under the curve (AUC) and External Validation. The Three best
models extracted are : k-NN for COVID-19 specific dataset, RF and k-NN for CBC
dataset (Table 8). Models based on DT Algorithms such as: DT, RF and Gradient
Boosting, have showed most interest, particularly in exploring routine blood tests.
DTs have the ability to explain ML-based diagnoses [41]. They can break down com-
plex data into more manageable parts, making them more interpretable compared
to other algorithms in this category of prediction.

Decision Tree based models. Among models based on DT, Random Forests (RF),
a popular ML algorithm that aggregates the outputs of multiple decision trees to
produce a unified result [42]. By aggregating the predictions of multiple trees, it
reduces the risk of overfitting and improves the generalization ability of the model
[43]. While RF is not as easily interpretable as a single decision tree, it still provides
insights into feature importance and evaluate the significance of various features,
enabling the identification of the most influential ones for prediction. RF is capa-
ble of handling both categorical and continuous features [43]. Brinati et al. [44]
focused on developing two ML models: RF Classifier and Three-Way RF Classifier
(TWREF) using routine blood exams with demographic characteristics in order to
detect COVID-19 infections. A DT Model is then interpreted to assist scientists in
making decisions regarding the infections or not of COVID-19 (Table 8). For Baner-
jee et al. [45], They have guided their researches to predict if a person is SARS-CoV-
2 positive or negative in the early stage of the disease from full blood counts. RF,
glmnet (lasso-elastic-net regularized generalized linear) and ANN are used (Table
8). They indicated that RF and glmnet provided more information about important
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variables and clearly indicate how the decision was made. For their iterative learn-
ing, boosting algorithms improved their importance in several studies. Kukar et al.
[46] started in performing COVID-19 diagnosis using Smart Blood Analytics (SBA)
Algorithm and routine blood tests with the most popular ML tools, XGBoost to build
the diagnostic models. The two most discriminating parameters were prothrombin
and INR (International Normalized Ratio). For the evaluation of the model, ten-fold
cross-validation is applied on independent testing data. XGBoost showed better re-
sults compared to other algorithms : SVM, RF and NN (Table 8). SBA technique is
also employed in the study of Yang et al. [47], where the authors aimed to predict an
individual’s SARS-CoV-2 infection status by employing Gradient Boosting Decision
Tree (GBDT) using corporating patient demographic features such as age, sex, race
and 27 routine laboratory tests (Table 8). Compared to LR, DT and RF, GBDT showed
better results with 85.4 % AUC, 76.1 % sensitivity and 80.8 % specificity. Given the
highly accurate predictions from RF and GBoost, Yang et al. [48] have called for
the inclusion of both these models along with extremely randomized trees (ET) and
LR models (Table 8). The authors have proposed a two-step learning approach for
diagnosing COVID-19 using routine blood tests. The first step consists of making
predictions using three different learning algorithms: ET, RF and LR. Resulting pre-
dictions are used in the second step as inputs of the prediction model XGBoost to
establish the final predictions. The suggested model ERLX showed better results
compared to previously proposed systems. However, the vulnerability in this pro-
posed study is located in feature selection. Specifically, 18 features are selected to
make the study according to the feature’s importance appeared in older papers.

Discussion

DT based models have demonstrated their effectiveness in detecting infectious dis-
eases using routine blood data (Table 9). They provide deeper insights into the im-
portance of various features and their significance. Models based on RF or GBoost,
whether using parallel learning with RF or iterative learning with GBoost, allow for
more accurate detection in the analysis of blood characteristics. The combination
and hybridization of different decision tree algorithms further enhance accuracy and
promise favorable results [48]. Although the results may be promising, DT based
models showed some limitations in depth selection. The choice of the top-level to
derive the top consistent parameters can significantly impact the relevance of the
model. Future research can address these limitations to develop more effective ap-
proaches. The use of blood data also presents confidentiality concerns with some
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Table 8: Performance evaluation of cited contributions in routine blood tests obser-
vations using DT based algorithm

Evaluation Metrics

Ref Title External-
Dataset Method :;c)curacy (S;;sntlvnty (S‘;))e cificity Validation
(%)
routine  blood  k-NN 78 74 81 94
Development, evalu- tests Covid spe-
ation, and validation cific dataset
of machine learning
[40] (2021) models for COVID- routine blood RE 76 70 82 9%
19 detection based tests CBC dataset NN 75 72 78 9
on routine blood
tests
Explaining hi Routine  Blood LR 82 73 84
xplaining machine Test
learning based diag- st iléB " :3 Zg Zi
nosis of COVID-19 i o1 s o
[41] (2021) from routine blood MLP 35 © 92
tests with decision ENSEMBLE pos 7 o1
trees and criteria
graphs
Evaluation Metrics
Ref Title — ——
Dataset Method Accuracy Sensitivity Specificity
(%) (%) (%)
Routine  Blood DT 70..78
Detection of COVID-19 in- Tests ET 68..79
fection from routine blood k-NN 66..76
[44] (2020) exams with machine learn- LR 70..81
ing: a feasibility study NB 64..81
RF 74..80
SVM 69..80
TWRF 83..89
Use of machine learning and Full Blood RF 82 60 8
artificial intelligence to pre- C
ounts
[45](2020)  dict SARS-CoV-2 infection CLmnet o @ "
from full blood counts in a
population
Evaluation Metrics
Ref Title —— ——
Dataset Method Sensitivity Specificity AUC Accuracy
(%) (%) (%) (%)
COVID-19 diagnosis by
[46] (2021) routine blood tests us- Routine  Blood XGBoost ML Al- 81.9 97.9 0.97
ing machine learning Tests gorithm
Routi laborat Corporating GBDT 76.1 80.8 85.4
Bl tests oy patient demo-  RF 735 81.8 843
[47] (2020) s :125 c t\e,s;S . If)re.wt graphic, Routine LR 71.1 75.6 80.9
\RS-CoV2 infection [ aporatory Tests DT 61.8 73.2 70.4
using machine learning
Ensemble learning
[48] (2020) model for diagnosing Routine  Blood ERLX Ensemble 98,72 99,99 99,38 99,88
COVID-19 from rou- Tests learning model

tine blood tests
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Parameter Acronym Unit of measure COVIDspecific features CBC features Missing rate, %
White blood cells WBC 107 L X X 2.4
Red blood cells RBC 1012 X X 36
Hemoglobin HGB g/dL X X 2.4
Hematocrit HCT % X X 24
Mean corpuscular volume Mcv fL X X 36
Mean corpuscular hemoglobin MCH pg/Cell X X 3.6
Mean corpuscular hemoglobin concentration MCHC g Hb/dL X X 24
Erythrocyte distribution width RDW CV% X X 37
Platelets PLT 1071 X X 36
Mean platelet volume MPV fL X X 59
Neutrophils count (%) NE % X X 189
Lymphocytes count (%) LY % X X 15.2
Monocytes count (%) MO % X X 15.2
Eosinophils count (%) EO % X X 152
Basophils count (%) BA % X X 15.2
Neutrophils count NET 107/L X X 15.2
Lymphocytes count LYT 1071 X X 15.2
Monocytes count MOT 1071 X X 189
Eosinophils count EOT 107 X X 15.2
Basophils count BAT 107 /L X X 18.9

Table 9: Part of the Complete list of the analyzed features in the OSR dataset [40]

significant missing values, making its application more difficult.

3.2.2 Categorical Data : Clinical Data

Clinical data are frequently used to track various diseases, and increased efficiency
can be achieved by directly using factors in relation with biological experiments.
This data can be integrated with different applying methods like DT based models
and DNN based models. Indicating their efficiency in infectious disease detection.

DT based models. As a parallel learning set model, RF algorithm has been the
topic of various studies. In the study of Kumar et al. [2], different ML models are
adopted, among them : LR, RF, DT, MLP, SVM, k-NN, ANN, along with some other
models, in order to predict chronic diseases (cardio vascular disease (CVD), chronic
kidney disease (CKD), lung cancer) and infectious diseases (hepatitis and dengue
serotypes) (Table 10). With Hepatitis Dataset analysis, RF exceed other algorithms
with an accuracy of 90%. The RF algorithm has therefore proved its effectiveness
for extracting meaningful insights from data for predicting these kinds of infectious
diseases.

DNN based models. Some studies using clinical data take into consideration a
few attributes and observations in diseases data, which can be limited, as it may
indicate a disease other than the emerging one, since different diseases may share
common symptoms. Devi et al. [49] have demonstrated high accuracy and less exe-
cution time in detecting DENV serotypes while using the MSO-MLP method (Table
10). MSO-MLP represents an incorporation of MLP and Multi-Swarm Optimiza-
tion (MSO) which is a powerful metaheuristic algorithm building on the success of
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Table 10: Performance evaluation of cited contributions in clinical data observations
with DT and DNN based models

Ref Title Evaluation Metrics

Dataset Method Accuracy (%)
SVM 64.5
C4.5 75.32
Chronic Kidney disease PSO-MLP 68.31
DT 72.67
ABC4.5 92.76
LR 84
RF 90
Hepatitis Dataset DT 88
C4.5 85
MLP 75
[2] (2020) Prediction of chronic and infectious diseases using
machine learning classifiers-A systematic approach RF 80
Ja8 85
CVD Dataset Hoeffding Tree 86
LMT 85
RT 70
DT 80
ANN 85
Dengue Dataset MSO-MLP 36
PSO-ANN 85
SVM 91.2
k-NN 83.2
L C
ung Cancer RF 0.2
ANN 93.4
[49] (2018) MSO - MLP diagnostic approach for detecting DENV Dengue Fever Dataset MSO-MLP 85.18

serotypes

Particle Swarm Optimization (PSO), a population-based algorithm inspired by the
collective behavior of bird flocks and fish schools. MSO advances this concept by
incorporating multiple swarms instead of just one [50]. In the MSO-MLP approach,
multiple swarms of particles are used to optimize the weights and biases of the MLP
[49]. Kumar et al. [2] have also studied the efficiency of MSO-MLP on Dengue
Dataset (Table 10), where the MSO-MLP provides an accuracy of 86%, which is bet-
ter compared to other tested classifiers.

Discussion

Certain characteristics in clinical data, such as temperature, pulse, acute fever, vom-
iting, abdominal pain, body aches, cold symptoms, headache, weakness, fatigue, and
rapid breathing, facilitate the identification of symptoms related to each disease [2].
Each infection has its own specific signs and symptoms, with common indicators
including fever, diarrhea, fatigue, muscle aches, and coughing. The application of
ML and DL techniques has shown good accuracy in detecting infectious diseases
using clinical data. Despite the productivity of clinical data and the highly effective
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detection capabilities of models based on DT and DNN, the similarity observed in
the clinical symptoms of infectious diseases, frequently lead to disease identifica-
tion issues [51]. Furthermore, the use of clinical data is subject to privacy concerns,
which makes data collection for studies quite challenging.

3.2.3 Images Data: Chest X-ray (CXR) and CT scan Images

Another type of data used in detecting transmissible diseases in patients is image
analysis. Specifically, chest X-ray images (CXR) and CT scan images are frequently
collected in various studies focused on infectious disease detection using various
models based on SSL technique and CNN model.

SSL based models. SSL addresses the limitations of supervised learning when
dealing with datasets that include both labeled and unlabeled data. By using a small
amount of labeled data along with a larger set of unlabeled data [52]. Sahoo et al.
[53] have employed SSL approaches to detect COVID-19 cases accurately by analyz-
ing digital chest X-rays and CT scans images. Their proposed algorithm COVIDCon
applied on a small COVID-19 radiography dataset, attains 97.07% average class pre-
diction accuracy. When applied on large datasets, COVIDCon achieves an accuracy
of 99.13% (Table 11). The authors have therefore provided a fast, accurate, and reli-
able method for screening COVID-19 patients.

CNN based models. CNNs have proven to be a powerful class of models for
comprehending the content of images, leading to significant advancements in im-
age processing. CNNs are both efficient and effective in various pattern and image
recognition applications, such as gesture recognition, face recognition, object clas-
sification, and generating scene descriptions [54]. Hussein et al. [55] in their work,
have discussed COVID-19 infections identification in chest X-rays by using Custom-
CNN, a DL technique. The model achieved a classification accuracy of 98.19% in
distinguishing COVID-19, normal, and pneumonia samples (Table 11). Chest X-ray
images were also employed in the study of Issahaku et al. [56] which focused on
multimodality by integrating cough sound features. The Visual Geometry Group
(VGG16) model was used for feature extraction and Faster R-CNN for COVID-19
detection. The study achieved an accuracy of 99.80% (Table 11). As Transfer Learn-
ing approach enables the storage and use of knowledge acquired from pretrained
models to address new problems [57], Some authors, Sadegji et al. [58] introduced a
novel dataset and proposed six different transfer learning models for slide-level anal-
ysis. Which was able to detect COVID-19 CT slides with an accuracy of more than
99%. They have developed DL models to facilitate automated diagnosis of COVID-19
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from CT scan records of patients. The authors also developed a novel 3D deep model
(MASERes), for patient-level analysis, that achieved an accuracy of 100% (Table 11).
Enhancing the proposed models for practical use, especially in regions with limited
medical infrastructure. Tan etal. [59] also highlighted the importance of fine-tuning
on small datasets to ensure the effectiveness of DL models. They proposed a method
called Self-Supervised Learning with Self-Distillation for COVID-19 medical image
classification (SSSD-COVID) (Table 11). CNN based models have therefore proven
to be highly effective in detecting infectious diseases through the analysis of medical
images.

Table 11: Performance evaluation of cited contributions in images data observations
with SSL and CNN based models

Ref Title Evaluation Metrics

Dataset Method Accuracy (%)
Potential diagnosis of COVID-19 from chest CT scans SSL 9913
[53] (2021) X-ray and CT fndings using semi-supervised
learning
Auto-detection of the coronavirus disease by chest X-rays CNN 98.19
[55] (2024) using deep convolutional neural networks and
X-ray photographs
. X . chest X-ray images Vggle6, faster- 99.80
[56] (2024) Multlmoda[ deep learning model for Covid-19 and cough sound RCNN
detection
Transfer Learn-
(58] (2024) Potential diagnostic application of a novel deep CT scans inr;ms er eam 100
learning- based approach for COVID-19
SARS-COV-CT
Self-supervised learning with self-distillation SSSD-COVID 97.78
[59] (2024) Lo . . dataset
on COVID-19 medical image classification
Discussion

In medical imaging, large unlabeled datasets are frequently available alongside smaller,
high-quality labeled datasets. Consequently, SSL methods are a promising choice
for automated medical image diagnosis (Figures 3, 4). SSL, When paired with data
augmentation and transfer learning, the approach can create powerful and more re-
silient models that require less training time [53]. CNN-based models also have the
ability to recognize various image patterns, contributing to major advancements in
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Figure 3: CT images taken from COVID-19 CT Scan dataset. Typical examples show-
ing a) Common pneumonia (CP), b) COVID-19 (NCP), and c) normal CT scan image
(53]

Figure 4: Sample chest X-rays taken from the COVID-19 Radiography dataset.
a) Normal case, b) COVID-19 case showing bilateral ground-glass opacities with
prominent peripheral, perihilar and basal distribution within a multilobar involve-
ment, and ¢) viral pneumonia case with visible left basilar opacity [53]

image processing.

3.3 Prediction Based on Public Health Data

AND Patients’ Medical Data Due to technological advancements and the implemen-
tation of various prediction and detection techniques, the monitoring of contagious
diseases has achieved a high level of reliability in terms of exploring extensive data
related to the spread of infectious diseases. Indeed, several studies have highlighted
the importance of using both patients medical data along with Public Health Data
to offer a complete and integrated approach to monitoring and predicting transmis-
sible diseases, working for optimal effectiveness and real-time precision.
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3.3.1 Numerical Data : Environmental Data AND Patients’ Data

Many outbreaks are caused by environmental changes, highlighting the importance
of addressing living conditions that contribute to the emergence of various infec-
tions. Zhang et al. [60] have for instance considered human behavior and its impacts
on the environment. A set of actions and their associated impacts were used to de-
velop a learning process using ML algorithms and advanced mathematical models.
In order to denounce bad behavior and warn the environment of potential illnesses
that may arise and deal with them, a collection of actions-impacts is carried out
through the involvement of policymakers and international organizations. How-
ever, these actions-impacts rules considered non-permanent can lead to non-durable
conclusions. New treatment methodologies have therefore taken place like Naive
Bayes Network (NBN) and clustering algorithms, to predict the living conditions of
a disease.

NB Network. Inorder to achieve disease prediction within a specific region, some
studies attempted to use the NBN algorithm. Sood et al. [61] created an intelligent
healthcare system for predicting and preventing dengue virus infection. They fo-
cused on changing environmental data using Individual health data. Once the health
attributes of individuals and the environment have been analyzed using different
technologies (sensors, mobile phones, etc.), these are passed to the Fog Computing
system which performs data pre-processing. The NBN is used to classify individuals
as IN (Potential infected) or UN (uninfected) in order to generate diagnoses, sugges-
tions and alerts. GPS location is then used to identify the risks of spreading in each
region (Table 12). The achievement of certain symptoms in this study is identified
by the user himself, and technologies used may be less efficient in indoor locality.
The results can therefore either conclude overfitting or underfitting.

Clustering based algorithms. By using cluster analysis and factor analysis, Vali-
akos et al. [62] combined environmental data and Human cases data with wild bird
surveillance for predicting spatial distributions of West Nile Virus (WNV) in Greece.
Data on 2010 and 2011 human cases are used for the statistical analysis and model
building, and the 2012 cases are used for verification. Cluster analysis was employed
to cluster human cases and wild bird animals, while factor analysis was utilized to
reduce the data and Principal Component Analysis (PCA) for extracting compo-
nents. It was observed that altitude and distance from water were the two variables
which clustered significantly in similar way humans and birds cases among the 37
variables under study. The obtained results lead for potential estimation of West
Nile virus emerging (Table 12). The fact that, only resident WNV-seropositive wild
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Table 12: Performance evaluation of cited contributions in Public Health
AND Patients’ Medical Data observations
Evaluation Metrics
Ref Title — -
Sensitivity  Specificity  Precision
Dataset Method ® @ I 0Odds (%)
An intelligent health- . NBN
[61] 2021) ST system for pre- gxdlwdgal. Healt}i Hill 94 95.1 89.8
dicting and preventing ata, Environmental Climbi
L - Data imbing
dengue virus infection (HL)
Use of wild bird iy Bird Animals,  Cluster
surveillance, human Human WNV cases Analysis, 95
case data and GIS  para (20102011 for  pactor
[62] (2014)  spatial ~analysis for training, 2012 for Analysis
predicting spatial dis- validation)

tributions of West Nile
virus in Greece

birds were studied, even though samples from migratory birds tested positive, does
not guarantee that the analysis conforms to the real environment. All cases tested
positive have to be considered to greatly know the real illness origins.

4 Discussion

The application of Al especially through the exploration of ML and DL techniques,
has proven highly effective in detecting and predicting communicable diseases. The
progression of ML has developed alongside the growth of diverse data types, which
can be used for training, testing, and validating models under development. Al-
though this research primarily provides an introduction and overview of the work
done in predicting infectious diseases, and does not cover all the models and tech-
niques that have emerged, its main focus is to define the research objectives, the
types of data that can be used, and the learning methods that could be applied. For
this purpose, the selection of a learning methodology depends on the availability of
data and the specific research objectives to be analyzed and studied. Indeed, if the
research aims to develop a model to detect and predict the spread of an infectious
disease in specific regions, multiple types of data are required, including numeri-
cal, image, and text data. Several data sources are available for this purpose, such
as epidemiological data, news reports, geospatial data, and social data. After the
identification and processing of each kind of data related to prediction based on
Public Health Data of infectious diseases, several approaches are used. With epi-
demiological data, LSTM and Transformers based models have yielded considerable
outcomes in various studies and experiments behind NB and DBSCAN methods. Us-
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Table 13: Summary of Observations and Identified Limitations

Prediction Data Confidentiality Availability Limitations

Although this type of data may have missing
Time-series values, the variations in disease patterns across
different studied periods also make it difficult
to achieve accurate predictions and build gen-
based on Public eralized models over time.
Health Data

The use of social media and news data is

Social .
marked by uncertainty. Some tweets or news

News data reports may not present the truth and are often
inaccurate.
Although geospatial images are effective for
Geospatial capturing environmental conditions, their ex-
Images traction and analysis can be expensive and re-
quire specialized expertise. Additionally, their
applicability is limited in indoor spaces.
Routine
Blood v x
Tests Medical data, including blood tests, clinical
records, and images, are constrained by imbal-
Brased, on Pa- - anced data and a large number of missing val-
tients medical Clinical v X ues. Clinical data, like symptoms of fever and
data data cough, can sometimes lead to confusion and
uncertainty, as many infectious diseases share
CXR v X similar symptoms.
CT images
Based on Pa- o ) o
tients’ medical Environmental The challenge lies in the combmec? limitations
data, and Public Patient o.f e?ch .type of data used. S‘Ume diseases h.av.e
Health data Data similar impacts on the environment, and it is

difficult to distinguish which disease is spread-
ing.

ing news data, SSL, SVM along with DNN algorithms showed better results. While
using geospatial images, LSTM and CNN architectures demonstrated their perfor-
mances. Regarding the other detection category, using patients’ medical data, the
type of data used is more persistent, since the characteristics of clinical data, blood
tests along with CXR images and CT scans, are generally stable with the same mea-
surement and features and not frequently subject to change. All constructed mod-
els showed great performances across various evaluation metrics. Betters were DT
based models: DT, RF and GBoost for routine blood tests. DTs based models have
also performed with clinical data behind DNN based models. While for CXR images
and CT scans, SSL and CNN based models excelled. However, individuals data suf-
fer from constraints related to privacy. In the study of Kukar et al. [46], negative
training data are randomly sampled to approximate the proportion of positif train-
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ing group since there was a lack of data. And this way of preprocessing can lead
to poor construction of predictive models. To this end, researchers have focused on
studying both categories by exploring patient and environmental data to simultane-
ously identify individuals with communicable diseases and alert those who may be
exposed to the risk of infection. This aids in identifying and locating the infectious
disease. Learning methods based on clustering models and NB have demonstrated
great effectiveness in processing this approach. Thereby enabling the collection
of the most comprehensive information from each type of data used. Therefore,
The used data plays an important role in prediction improvement. Bad or non-
corresponding data often leads to overestimate or underestimate the outbreak rate
for various reasons [23]. For example, when a user searches for information on
a particular disease using the Google search engine, it doesn’t necessarily mean
they have that disease. The user might be researching one disease while actually
having another, or they may not have any disease at all. This concerned all data
related to social media, news data or environmental data. However, these types of
data are known for their ease and real-time acquisition, in contrast to clinical data
which include confidentiality and limited availability (Table 13). Furthermore, the
learning models are applied using different learning, testing and validation peri-
ods. So, each study is constrained to no longer be consistent for a period other than
the already studied. Since infectious diseases are known for their seasonality and
ability to rapidly mutate (Table 13). Allowing them to change their living condi-
tions and their spread intensity. It is therefore recommended, as a future research
perspectives to improve the prediction of infectious diseases, to first establish the
research objectives and then carefully select the most appropriate learning approach
and datasets. Attention should be focused on finding a method to integrate various
types of data to collect comprehensive information for developing a general pre-
dictive model based on each evolution of the disease. This approach would address
data gaps and provide accurate and well-supported insights for each studied period.

5 Conclusion

In summary, the integration of Al into infectious disease prediction has shown
promise through diverse ML models. Studies exploring various data sources, in-
cluding epidemiological data, social media, clinical records, and routine blood tests,
highlight AT's adaptability. Despite significant progress, challenges persist. Pri-
vacy concerns, data quality issues, and models variability underscore the need for
careful implementation. Ongoing challenges include the dynamic nature of infec-
tious diseases, which can rapidly evolve and mutate. Additionally, biases in data
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can lead to skewed results. Looking forward, the combination of robust datasets
and advanced Al techniques is essential for accurate outbreak predictions. Contin-
uous refinement, addressing data biases, and selecting suitable models are crucial
for unlocking the full potential of Al In conclusion, While AI has made significant
progress in forecasting infectious diseases, ongoing improvements and a nuanced
approach are essential for achieving its full impact on global health.

Author Contributions: All the authors have made significant contributions at every
stage of this research.

Funding: This research received no external funding
Informed Consent: Not applicable
Data Availability: The study did not generate new data

Acknowledgments: This work is supported by PRFU No. CO0L07ES060120230002 titled
"Un systeme de santé intelligent et sécurisé pour la surveillance, la prédiction et la détection
des maladies’.

Conflicts of Interest: The authors declare no conflicts of interest

References

[1] Medical Reports & Case Studies, https://www.iomcworld.org/medical-
journals/diseases-online-journals-55099.html, 2023 (= 161).

[2] N.K.Kumar and K. T. Sikamani, “Prediction of chronic and infectious diseases
using machine learning classifiers-a systematic approach,” Int JIntell Eng Syst,
vol. 13, no. 4, pp. 11-20, 2020 (= 161, 182, 183).

[3] E.Christaki, “New technologies in predicting, preventing and controlling emerg-
ing infectious diseases,” Virulence, vol. 6, no. 6, pp. 558—-565, 2015 (= 164).

[4] D. Tiwari, B. S. Bhati, F. Al-Turjman, and B. Nagpal, “Pandemic coronavirus
disease (covid-19): World effects analysis and prediction using machine-learning
techniques,” Expert Systems, vol. 39, no. 3, e12714, 2022 (= 166, 167, 171, 172).

[5] S.Raj, A. Vishnoi, and A. Srivastava, “Classify alzheimer genes association
using naive bayes algorithm,” Human Gene, p. 201309, 2024 (= 166, 173).


https://www.iomcworld.org/medical-journals/diseases-online-journals-55099.html
https://www.iomcworld.org/medical-journals/diseases-online-journals-55099.html

192

S. Melchane et al.

[10]

(11]

(12]

C. Ravi, Y. Yasmeen, K. Masthan, R. Tulasi, D. Sriveni, and P. Shajahan, “A
novel machine learning framework for tracing covid contact details by us-
ing time series locational data & prediction techniques,” International Journal
on Recent and Innovation Trends in Computing and Communication, vol. 11,
pp- 204-211, 2023 (= 166, 167).

M. Gupta, R. Kumar, S. Chawla, S. Mishra, and S. Dhiman, “Clustering based
contact tracing analysis and prediction of sars-cov-2 infections,” EAI Endorsed
Transactions on Scalable Information Systems, vol. 9, no. 35, 2021 (= 166, 171).

J. Ravi, S. Kulkarni, et al., “A critical review on density-based clustering algo-
rithms and their performance in data mining,” Int. J. Res. Anal. Rev.(IJRAR),
vol. 9, no. 1, pp. 73-82, 2022 (= 166).

A.K.M. Masum, S. A. Khushbu, M. Keya, S. Abujar, and S. A. Hossain, “Covid-
19 in bangladesh: A deeper outlook into the forecast with prediction of up-
coming per day cases using time series,” Procedia Computer Science, vol. 178,
pp- 291-300, 2020 (= 167, 169).

L. Zhou, C. Zhao, N. Liu, X. Yao, and Z. Cheng, “Improved Istm-based deep
learning model for covid-19 prediction using optimized approach,” Engineer-
ing applications of artificial intelligence, vol. 122, p. 106 157, 2023 (= 167, 169).

S. A. Rakhshan, M. S. Nejad, M. Zaj, and F. H. Ghane, “Global analysis and
prediction scenario of infectious outbreaks by recurrent dynamic model and
machine learning models: A case study on covid-19,” Computers in Biology
and Medicine, vol. 158, p. 106 817, 2023 (= 168, 169).

M. Mufioz-Organero, P. Callejo, and M. A. Hombrados-Herrera, “A new rnn
based machine learning model to forecast covid-19 incidence, enhanced by
the use of mobility data from the bike-sharing service in madrid,” Heliyon,
vol. 9, no. 6, 2023 (= 168, 169).

A. Vaswani, “Attention is all you need,” Advances in Neural Information Pro-
cessing Systems, 2017 (= 168, 171).

Z. Ming, X. Chen, S. Wang, et al, “Hostnet: Improved sequence representa-
tion in deep neural networks for virus-host prediction,” BMC bioinformatics,
vol. 24, no. 1, p. 455, 2023 (= 168).

L.Li, Y. Jiang, and B. Huang, “Long-term prediction for temporal propagation
of seasonal influenza using transformer-based model,” Journal of biomedical
informatics, vol. 122, p. 103 894, 2021 (= 169, 171).



Al for Infectious Disease Prediction and Prevention 193

[16] H. Wang, G. Tao, J. Ma, et al., “Predicting the epidemics trend of covid-19
using epidemiological-based generative adversarial networks,” IEEE Journal
of Selected Topics in Signal Processing, vol. 16, no. 2, pp. 276-288, 2022 (= 170,
171).

[17] Z. Wang, P. Zhang, Y. Huang, G. Chao, X. Xie, and Y. Fu, “Oriented trans-
former for infectious disease case prediction,” Applied Intelligence, vol. 53,
no. 24, pp. 30097-30 112, 2023 (= 170, 171).

[18] Novel dataset,Kaggle.comathttps://www.kaggle.com/aayushiagrawall/
novel-dataset, 2024 (= 172).

[19] D.S. Medhekar, M. P. Bote, and S. D. Deshmukh, “Heart disease prediction
system using naive bayes,” Int. J. Enhanced Res. Sci. Technol. Eng, vol. 2, no. 3,
2013 (= 171).

[20] Y. Bengio, P. Simard, and P. Frasconi, “Learning long-term dependencies with
g g long p
gradient descent is difficult,” IEEE transactions on neural networks, vol. 5, no. 2,
pp- 157-166, 1994 (;X 171).

[21] F. A. Gers, J. Schmidhuber, and F. Cummins, “Learning to forget: Continual
prediction with Istm,” Neural computation, vol. 12, no. 10, pp. 2451-2471, 2000
(= 171).

[22] H.Zhou, S. Zhang, J. Peng, et al., “Informer: Beyond efficient transformer for
long sequence time-series forecasting,” in Proceedings of the AAAI conference
on artificial intelligence, vol. 35, 2021, pp. 11 106-11 115 (= 171).

[23] S. Chakraborty and L. Subramanian, “Extracting signals from news streams
for disease outbreak prediction,” in 2016 IEEE Global Conference on Signal and
Information Processing (GlobalSIP), IEEE, 2016, pp. 1300-1304 (= 173, 175, 176,
190).

[24] J.KimandI Ahn, “Infectious disease outbreak prediction using media articles
with machine learning models,” Scientific reports, vol. 11, no. 1, pp. 1-13, 2021
(= 173, 176).

[25] J. Bao, M. Kudo, K. Kimura, and L. Sun, “Robust embedding regression for
semi-supervised learning,” Pattern Recognition, vol. 145, p. 109 894, 2024 (= 173).

[26] A.Roy and S. Chakraborty, “Support vector machine in structural reliability
analysis: A review,” Reliability Engineering & System Safety, vol. 233, p. 109 126,
2023 (= 173).

[27] J. Kim and L. Ahn, “Weekly ili patient ratio change prediction using news
articles with support vector machine,” BMC bioinformatics, vol. 20, pp. 1-16,
2019 (= 173, 176).


Kaggle.com at https://www.kaggle.com/aayushiagrawall/novel-dataset
Kaggle.com at https://www.kaggle.com/aayushiagrawall/novel-dataset

194

S. Melchane et al.

(28]

[29]

(30]

(32]

(33]

(34]

(35]

N. Thapen, D. Simmie, C. Hankin, and J. Gillard, “Defender: Detecting and
forecasting epidemics using novel data-analytics for enhanced response,” PloS
one, vol. 11, no. 5, 0155417, 2016 (= 174-176).

M. Tanveer, T. Rajani, R. Rastogi, Y.-H. Shao, and M. Ganaie, “Comprehen-
sive review on twin support vector machines,” Annals of Operations Research,
vol. 339, no. 3, pp. 1223-1268, 2024 (= 174).

O. Serban, N. Thapen, B. Maginnis, C. Hankin, and V. Foot, “Real-time pro-
cessing of social media with sentinel: A syndromic surveillance system in-
corporating deep learning for health classification,” Information Processing &
Management, vol. 56, no. 3, pp. 1166-1184, 2019 (= 174, 176).

S.-Y. Shin, D.-W. Seo, J. An, et al., “High correlation of middle east respiratory
syndrome spread with google search and twitter trends in korea,” Scientific
reports, vol. 6, no. 1, p. 32 920, 2016 (= 174).

S. Chae, S. Kwon, and D. Lee, “Predicting infectious disease using deep learn-
ing and big data,” International journal of environmental research and public
health, vol. 15, no. 8, p. 1596, 2018 (= 174, 176).

F. Drinkall, S. Zohren, and J. B. Pierrehumbert, “Forecasting covid-19 caseloads
using unsupervised embedding clusters of social media posts,” arXiv preprint
arXiv:2205.10408, 2022 (= 175, 176).

I. Litkebohle, THE IMPORTANCE OF SATELLITE IMAGES, https : //www .
geolandproject.eu/2022/04/14/the- importance-of -satellite-
images/, [Online; accessed 24-August-2023], 2023 (= 177).

W. Li, S. Wang, S. T. Arundel, and C.-Y. Hsu, “Geoimagenet: A multi-source
natural feature benchmark dataset for geoai and supervised machine learn-
ing,” Geolnformatica, vol. 27, no. 3, pp. 619-640, 2023 (= 177, 178).

H.-J. Lee, S.-K. Mun, and M. Chang, “Convolutional Istm-lstm model for pre-
dicting the daily number of influenza patients in south korea using satellite
images,” Public Health, vol. 230, pp. 122-127, 2024 (= 177, 178).

D. Moukheiber, D. Restrepo, S. A. Cajas, et al., “A multimodal framework for
extraction and fusion of satellite images and public health data,” Scientific
Data, vol. 11, no. 1, p. 634, 2024 (= 177).

D. Yoneoka, A. Eguchi, S. Nomura, et al., “Indirect and direct effects of night-
time light on covid-19 mortality using satellite image mapping approach,” Sci-
entific Reports, vol. 14, no. 1, p. 25 063, 2024 (= 178).


https://www.geolandproject.eu/2022/04/14/the-importance-of-satellite-images/
https://www.geolandproject.eu/2022/04/14/the-importance-of-satellite-images/
https://www.geolandproject.eu/2022/04/14/the-importance-of-satellite-images/

Al for Infectious Disease Prediction and Prevention 195

(39]

[40]

[41]

[45]

[46]

(47]

N. Peiffer-Smadja, S. Delliére, C. Rodriguez, et al., “Machine learning in the
clinical microbiology laboratory: Has the time come for routine practice?”
Clinical Microbiology and Infection, vol. 26, no. 10, pp. 1300-1309, 2020 (= 179).

F. Cabitza, A. Campagner, D. Ferrari, et al., “Development, evaluation, and
validation of machine learning models for covid-19 detection based on routine
blood tests,” Clinical Chemistry and Laboratory Medicine (CCLM), vol. 59, no. 2,
pp- 421-431, 2021 (= 179, 181, 182).

M. A. Alves, G. Z. Castro, B. A. S. Oliveira, et al., “Explaining machine learning
based diagnosis of covid-19 from routine blood tests with decision trees and
criteria graphs,” Computers in Biology and Medicine, vol. 132, p. 104 335, 2021
(= 179, 181).

What is random forest ? https://www.ibm.com/topics/random-forest,
2024 (= 179).

A Comprehensive Guide to Random Forest: How It Works and Its Applications,
https://graphite-note.com/a-comprehensive-guide-to-random-
forest-how-it-worksand-itsapplications/, 2023 (= 179).

D. Brinati, A. Campagner, D. Ferrari, M. Locatelli, G. Banfi, and F. Cabitza,
“Detection of covid-19 infection from routine blood exams with machine learn-
ing: A feasibility study,” Journal of medical systems, vol. 44, no. 8, pp. 1-12,
2020 (= 179, 181).

A. Banerjee, S. Ray, B. Vorselaars, et al., “Use of machine learning and artificial
intelligence to predict sars-cov-2 infection from full blood counts in a popu-
lation,” International immunopharmacology, vol. 86, p. 106 705, 2020 (= 179,
181).

M. Kukar, G. Guncar, T. Vovko, et al., “Covid-19 diagnosis by routine blood
tests using machine learning,” Scientific reports, vol. 11, no. 1, pp. 1-9, 2021
(= 180, 181, 189).

H. S. Yang, Y. Hou, L. V. Vasovic, et al., “Routine laboratory blood tests pre-
dict sars-cov-2 infection using machine learning,” Clinical chemistry, vol. 66,
no. 11, pp. 1396-1404, 2020 (= 180, 181).

M. AlJame, I. Ahmad, A. Imtiaz, and A. Mohammed, “Ensemble learning model
for diagnosing covid-19 from routine blood tests,” Informatics in Medicine Un-
locked, vol. 21, p. 100 449, 2020 (= 180, 181).

B.R. Devi et al., “Mso—-mlp diagnostic approach for detecting denv serotypes,”
International Journal of Pure and Applied Mathematics, vol. 118, no. 5, pp. 1-6,
2018 (= 182, 183).


https://graphite-note.com/a-comprehensive-guide-to-random-forest-how-it-works and-its applications/
https://graphite-note.com/a-comprehensive-guide-to-random-forest-how-it-works and-its applications/
https://www.ibm.com/topics/random-forest

196

S. Melchane et al.

[50]

[51]

[52]

(53]

(54]

[55]

[56]

[57]

Multi-Swarm Optimization: A Powerful Approach to Solving Complex Problems,
https://netinfo.click/AItools/lesson/?file=Multi - Swarm+
Optimization&lang=en, 2023 (= 183).

S. Ashraf, M. Kousar, and M. S. Hameed, “Early infectious diseases identifi-
cation based on complex probabilistic hesitant fuzzy n-soft information,” Soft
Computing, pp. 1-26, 2023 (= 184).

X. Zhu and A. B. Goldberg, Introduction to semi-supervised learning. Springer
Nature, 2022 (= 184).

P. Sahoo, I. Roy, R. Ahlawat, S. Irtiza, and L. Khan, “Potential diagnosis of
covid-19 from chest x-ray and ct findings using semi-supervised learning,’
Physical and Engineering Sciences in Medicine, pp. 1-12, 2021 (= 184-186).

N. Sharma, V. Jain, and A. Mishra, “An analysis of convolutional neural net-
works for image classification,” Procedia computer science, vol. 132, pp. 377-
384, 2018 (= 184).

A. M. Hussein, A. G. Sharifai, O. M. Alia, et al., “Auto-detection of the coro-
navirus disease by using deep convolutional neural networks and x-ray pho-
tographs,” Scientific reports, vol. 14, no. 1, p. 534, 2024 (= 184, 185).

F.-1. Y. Issahaku, X. Liu, K. Lu, X. Fang, S. B. Danwana, and E. Asimeng, “Mul-
timodal deep learning model for covid-19 detection,” Biomedical Signal Pro-
cessing and Control, vol. 91, p. 105 906, 2024 (= 184, 185).

S. Hamida, O. El Gannour, B. Cherradi, A. Raihani, H. Moujahid, and H. Oua-
jji, “A novel covid-19 diagnosis support system using the stacking approach
and transfer learning technique on chest x-ray images,” Journal of Healthcare

Engineering, vol. 2021, no. 1, p. 9437 538, 2021 (= 184).

A. Sadeghi, M. Sadeghi, A. Sharifpour, et al, “Potential diagnostic applica-
tion of a novel deep learning-based approach for covid-19,” Scientific Reports,
vol. 14, no. 1, p. 280, 2024 (= 184, 185).

Z. Tan, Y. Yu, J. Meng, S. Liu, and W. Li, “Self-supervised learning with self-
distillation on covid-19 medical image classification,” Computer Methods and
Programs in Biomedicine, vol. 243, p. 107 876, 2024 (= 185).

X. Zhang, Prevention and control of emerging infectious diseases, 1995 (= 187).

S. K. Sood, V. Sood, I. Mahajan, et al., “An intelligent healthcare system for
predicting and preventing dengue virus infection,” Computing, pp. 1-39, 2021
(= 187, 188).


https://netinfo.click/AItools/lesson/?file=Multi-Swarm+Optimization&lang=en
https://netinfo.click/AItools/lesson/?file=Multi-Swarm+Optimization&lang=en

Al for Infectious Disease Prediction and Prevention 197

[62] G. Valiakos, K. Papaspyropoulos, A. Giannakopoulos, et al., “Use of wild bird
surveillance, human case data and gis spatial analysis for predicting spatial
distributions of west nile virus in greece,” PLoS One, vol. 9, no. 5, €96935, 2014
(= 187, 188).

Received: 13.06.2024; Revised: 11.11.2024; Accepted: 12.11.2024



AcTta UNIV. SAPIENTIAE, INFORMATICA, 16, 2 (2024) 198-218

DOI: 10.47745/ausi-2024-0011

Optimization of the Seventh-order Polynomial
Interpolation 1P Kernel in the Time Domain

Zoran N. MILIVOJEVIC Ratko M. IVKOVIC
MB University, MB University,
Teodora Drajzera 27, Belgrade, Serbia. Teodora Drajzera 27, Belgrade, Serbia.
& & ratko.ivkovic@ppf.edu.rs
zoran.milivojevic@akademijanis.edu.rs 0000-0002-6557-4553
0000-0002-2240-3420
Milan R. CEKIC Dijana Z. KOSTIC
Academy of Applied Technical and ”Sargan inzenjering” d.o.o,,
Preschool Studies, A. Medvedeva 20, Nis, Serbia.
A. Medvedeva 20, Nis, Serbia. &4 dijanaaricija79@gmail.com
& 0009-0007-3940-9611

milan.cekic@akademijanis.edu.rs

Abstract.

This paper presents the optimization of the convolutional, seventh-order
polynomial, one-parameter, interpolation kernel. In the first part of the paper,
the seventh-order kernel is defined, and, after that, the process of the kernel
optimization is described. The optimization criterion was the minimization
of the interpolation error e. The optimization involved the selection of the
optimal value of the kernel parameter «, and it was carried out in the time
domain. In the second part of this paper, the experiment, which was realized
with the aim of determining the precision of interpolation of the third-order,
fifth-order, and the seventh-order interpolation kernels, is described. After
that a comparative analysis of the interpolation precision is described. As a
measure of the interpolation precision, the mean square error (MSE) was used.
The results of the experiment are presented graphically and tabularly. Finally,
using a comparative analysis, the precision of interpolation with the kernel,
whose parameters were optimized in the time domain, in relation to the ker-
nel, whose parameters were optimized in the spectral do-main, was analyzed.
Based on the comparative analysis, a recommendation for the optimal param-
eter for the seventh-order kernel is given.

Key words and phrases: Convolution, interpolation, polynomial kernel, Tay-
lor series.
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1 Introduction

In many areas of digital signal processing (DSP), it is necessary to estimate the value
of the discrete signal between two, time or spatial, neighboring samples. Estimation
of the value of the discrete signal is performed using a numerical method, which is
known as interpolation [1], [2]. Some of the typical cases of DSP, where the applica-
tion of interpolation is necessary, are: a) image processing (spatial transformations,
such as resampling, image dimension change, rotation, geometric deformation [3]-
[7] b) speech processing (estimation of the fundamental frequency, emotional and
health condition of the speaker [8], ...); ¢) processing of musical signals (extraction
and transcription of solo and bass lines, recognition of chords and their transcrip-
tion [9], evaluation of the parameters of the played tone, such as intonation, vi-
brato rate, vibrato extend [10], ...), etc. In the scientific literature, a large number
of algorithms for interpolation (Lagrangian, Newtonian, Gaussian, Stirling, Bessel,
Chebyshev, ...) are described [11]. The construction of the interpolation function
using the described algorithms requires the use of a large number of samples. This
increases the order of the interpolation function, which results in a long calculation
time, and, because of this, their application in real-time is limited.

One of the methods of interpolation, which is suitable for implementation in DSP,
is the so-called convolutional interpolation. The principle of convolutional interpo-
lation is based on the realization of convolution between the discrete signal and the
convolutional kernel r. The characteristics of the convolutional interpolation are
directly dependent on the characteristics of the interpolation kernel. The ideal in-
terpolation of the band limited signal can be realized with the ideal interpolation
kernel, which is of the form sin(x)/x and denoted as sinc. Kernel sinc is defined in
the interval (—oo, +00). Its spectral characteristic is a rectangular, i.e. box function,
which: a) is flat in the pass-band and equal to one, b) is flat in the stop-band and
equal to zero, and c) with an ideal slope in the transition band [12]. The interpolation
kernel r, with the properties defined in this way, cannot be practically realized. The
solution, which is self-evident, is to truncate the length of the kernel sinc to the fi-
nal length L by applying the rectangular window function. This process is known as
windovization. Truncate sinc kernel is, in the scientific literature, denoted by sincw.
However, the shortening of the kernel leads to the degradation of the characteristic
of the kernel sinc, which has: a) a ripple in the pass-band and stop-band, and b) a
finite slope in the transition band. Therefore, convolutional interpolation with trun-
cate kernel sincw, leads to a decrease of the interpolation precision. Because of all,
this, in the last thirty years, intensive work has been done on the construction of
the interpolation kernel r, of finite length L, which will be: a) good approximation
of the sinc kernel in the time-space domain and spectral domain, and b) numerically
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simple, that is, it should be created from a relatively simple mathematical function,
in order to reduce the interpolation execution time.

In recent decades, low-order polynomials (n < 7) have been intensively used for
the construction of the interpolation kernel [13]. Numerically the simplest is the
polynomial zeroth-order kernel [14]. Interpolation is performed by rounding to the
nearest-neighbor sample [15], [16] . In addition to the fact that the interpolation
time is very short, the interpolation error is huge. A linear, polynomial first-order
interpolation kernel is described in [17]. A cubic polynomial third-order interpola-
tion kernel is described in [18]. Convolutional interpolation using the third-order
kernel is more precise than interpolation using the polynomial zeroth-order and
first-order interpolation kernels. The parameterization of the polynomial third-
order kernel was proposed by Robert Keys in [19]. The parameterization was per-
formed in such a way that one of the coefficients of the kernel was replaced by the
parameter @. By changing the parameter a, it is possible to influence the precision
of interpolation. Later, in the scientific literature, third-order polynomial interpo-
lation kernel, in honor of the author who proposed it, the one-parameter Keys (1P
Keys) kernel was named. In addition, in [19] the optimization of the alpha parame-
ter @ in the time domain is shown (o) pr3 =1 2). The optimization was performed
with the criterion that the Taylor expansions of both, the interpolated function and
the interpolation kernel, are equal up to the second term. In [20] the optimization
of the 1P Keys kernel in the spectral domain is shown. The optimization criterion
was minimization of the ripple of the spectral characteristic in pass-band and stop-
band. In this way, the optimal value of the kernel parameter (cxiP pr3 =V 2) was
determined. It can be seen that for the third-order kernel, the optimal parameter
is the same for optimization in the time and spectral domains. With the idea of in-
creasing the precision of the interpolation, third-order polynomial two-parameter
2P (a, B) [21] and three-parameter 3P (a, B, v) [22] kernels were constructed. A
fifth-order polynomial one-parameter interpolation kernel, whose length is L = 6, is
described in [20]. Optimization of the fifth-order kernel in the spectral domain, the
optimal kernel parameter (ag prs = 3/64), was calculated. In [23] optimization of the
kernel in the time domain was performed (cxg ot = 3/64). In [24] the parameteriza-
tion of a two-parameter fifth-order interpolation kernel, length L = 8, is described.
The spectral characteristics of this kernel are described in [25]. The optimization of
this kernel is performed in the spectral domain (a{pt’g) =171/ 1408, ﬁ({pz,s’) =525
/ 7744) [26]. A seventh-order polynomial 1P kernel is described in [20]. In addi-
tion, the optimization of the 1P kernel in the spectral domain (a£ 7 -71/83232)
is described.

In this paper, the results of optimization of the seventh-order polynomial one-
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parameter kernel [20] are presented. The optimization was realized in the time do-
main. As an optimization criterion, the minimization of the interpolation error e
was applied. The first part presents the optimization algorithm. First, the interpo-
lation function g is determined. After that, assuming that the function f, which is
to be interpolated, has at least six continuous derivatives in the interval where the
interpolation is performed, the development of the function f in Taylor series is
performed. The Taylor series has been expanded to the sixth term. Then, the inter-
polation error e = f — g, was formed. Finally, the minimization of the interpolation
error was realized, so that the interpolated function f and interpolation function
g agree up to the sixth term in the Taylor series expansion. The minimization of
the interpolation error was achieved by minimizing the 27 coefficients in the Tay-
lor series expansion. In this way, a system of 27 equations, with one variable, was
formed. In that case, it is not possible to find a unique solution, and, there-fore, the
least squares method (LSM) was applied. As a result of applying LSM, the optimal
kernel parameter a,,; was calculated. With the aim of verifying the correctness of
the choice of the optimal kernel parameters, an experiment was carried out. First,
the algorithm, according to which the experiment was realized, is described, and
four test functions fi, ..., f4, which represent signals with complex time form, are
created. After that, the test functions are interpolated using convolutional interpo-
lation with one parameter: a) third-order kernel, which is optimized in the spectral
and time domain [19], [20], b) fifth-order kernel, which is optimized in the spec-
tral and time domain [20], [23], ¢) seventh-order kernel, which is optimized in the
spectral domain [20], and d) seventh-order kernel, which is optimized in the time
domain, and whose optimization is presented in this paper. Then, the interpolation
errors e and mean square errors MSE, for the case of interpolating test functions,
were calculated. Finally, a comparative analysis of the interpolation precision of
the kernel that was optimized in this paper, using optimization in the time domain,
with kernels whose optimizations were performed in the spectral domain, was per-
formed. As a measure of interpolation precision MSE was used. The results of the
experiment are presented using graphs and tables.

Further organization of this paper is as follows. In Section 2, the seventh-order
1P interpolation kernel is described. Section 3 describes the kernel optimization in
the time domain. In Section 4, the experiment is described, the results presented
and a comparative analysis performed. Section 5 is the Conclusion.
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2 Seventh-order Polynomial One-parameter Kernel

The construction of the seventh-order polynomial one-parameter kernel shown in
[20]. The 1P kernel is defined on the interval (-4, 4) and approximates the ideal
sinc interpolation kernel. Outside of the interval (-4, 4) the interpolation kernel is
zero. The 1P kernel is composed of piecewise seventh-order polynomials, which are
defined on the subintervals (-4, -3), (-3, -2), (-2, -1), (-1,0), (0,1), (1, 2), (2, 3) and (3, 4).
Therefore, the length of the kernel is L = 8. The kernel r is defined by:

a70|s|7+ . + aiols| + ago, ls| <1
6171|S|7 + ... +Cl11|S| +ap;, 1< |S| <2
r(s) = a7g|s|7 +..+aols|+ag, 2<|s|<3 . (1)
arsls|” + ...+ asls| +ag3, 3 <|s| <4
0, otherwise

The coefficients a;j, where 0 < i < 7and 0 < j < 3, are determined from
the conditions: a) r(0) = 1 and r(s) = 0 for |s| = 1,2, 3; and b) ¥ (s) must be
continuous at |s| =0,1,2,3,4for [ =0,1,2,3,4,5.

In order to satisfy the set conditions, based on the definition of the kernel, 31
equations with 32 unknown coefficients a;; were formed. The system of equations
formed in this way cannot be solved unambiguously. By parametrizing the kernel,
that is, introducing the parameter «, and setting the parameter ar3 = «, the system
of equations can be solved. The coefficient values were calculated: a9 = 245« +
821/1734, agp = —621a — 1148/867, asy = 0, asp = 760a + 1960/867, azg = 0,
asy = —384&—1393/578, alp = 0, aopo = 1. arn = 301a+1687/6936, agl = -3309a—-
2492/867, as1 = 14952a + 32683/2312, as1 = —35640a — 128695/3468, a3 =
47880a+127575/2312, az; = —36000a —13006/289, a1; = 14168a+120407/6936,
ap1 = —2352a —2233/1156, ara = 57a+35/6936, agy = —1083a —175/1734, asy =
8736 +1995/2312, ase = —38720 —4725/1156, a3y = 101640a+1575/136, aze =
—157632a —5670/289, ai2 = 133336 +42525/2312, agy = —47280a —8505/1156,
ary = 1a, aes = —270’, as3 = 312&’, aps = —2000(1/, ass = 7680&’, ass = —176640’,
ais = 22528(1, aps = —-12288a.

The kernel parameter « directly affects the time-spectral characteristics of the
1P kernel. Changing the value of the kernel parameter affects on the interpolation
precision. By minimizing the interpolation error e, it is possible to determine the
optimal value of the kernel parameter, and, in this way, optimize the interpolation
kernel r. It is possible to optimize the interpolation kernel in: a) spectral and b) time
domain. Optimization in the spectral domain implies the minimization of the differ-
ence between the amplitude spectral characteristics of the ideal kernel sinc, whose



Optimization of the Seventh-order Polynomial ... 203

characteristic is the box function, Hy;,., and the analyzed interpolation 1P kernel 7,
whose spectral characteristic is H. The paper [20] describes the optimization of the
1P kernel in the spectral domain ( a/£ 7= —71/83232). The optimization criterion
was the minimization of the ripple of the spectral characteristic H. In the further
part of this paper, the interpolation kernel, optimized in the spectral domain, will
be denoted by , and its spectral characteristic by r(]: pr» and its spectral characteristic
by H, Z pt-

In the rest of this paper, the optimization of the polynomial seventh-order 1P
kernel, which was performed in the time domain, is presented. The optimization
criterion was the minimization of the interpolation error e.

3 Optimization of the 1P Kernel in the Time Domain

The interpolation function g(x) is a special type of approximation function. Its fun-
damental property is that it is equal to the sampled data, that is, the values of the
function f(x) in the interpolation nodes. Then g(xz) = f(xx), where 0 < k < N1,
and N is the total number of interpolation nodes, in the segment where the func-
tion is interpolated. Let us assume that x is a point, in which the interpolation of the
function f(x) should be performed. Let x be between two consecutive interpolation
nodes, denoted as x; and x;,1. Let s = (x — x;)/h, where h is the sampling incre-
ment. Then (x —xx)/h = (x —x; +x; —xx)/h = s+ j + k. The interpolation, that is,
the reconstructed function g(x), is determined by convolutional interpolation [19],
[23], [27] of the interpolation function f(x) with the interpolation kernel r:

g () = Y ewr () = D ewr (s =), @)

k k

where ¢, is the value of the function f(x) in the interpolation k-th node (k-th sam-
ple), and h is the sampling increment. By developing the sum from Equation 2, the
reconstruction function can be written as:

gx)=cj3r(s+3)+cjar(s+2)+cj_1r(s+1)+cjr(s) )

+cjr(s—1)+cjpor (s =2) +cju3r (s —3) +cjar (s —4),

The value of kernel r, for the segment is -4 < s < -3, is:

r(s+3)=as’ —6as®+ 15as® — 20as* + 15as> — 6as® + as, 4)
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Continuing this procedure, the kernel values in the other segments are determined:

ru+2y_@7a+i§—) (4m5a——§L) (58a+—15)5

6936 1156 5312
75\ 4 (175 35\
( 380(1’—?34) s +(m—40(l) (192CZ—T56) (5)
(222 _19a) s
6936
1687\ - 2709 1155\ -
1) =(301a+ 2L 12020 - 222 14190 + —2
ris+1) ( “*'6936)S +( “ 2312) ( " 578)
35 1505) & 21\
+(20a 34) ( -805 a 1734) +(6a+17) s (6)
707\ 725
%61 a— | 541221071
( Ola 1734) St 10

821 1148
=124 idniall la—-—2| 4
r(s) = (2 dSa+ 1734) ( -621a 867)

(7)
1960 1393
— da-—|s*+1
+(760a+ 867) ( 384 « 578) +1,
821 203 1155
-1)=(-2450 - — | s" + (1094 — 14190 - ——| s°
r(s—-1)= ( Sa 74)s +( 09 0/+102) ( 9a 578)S
35 505\ 4 21\
+(20a/ 34) (805 +1734) +(6a/+17)s (8)
707
— — 261
+(1734 6 a) s,

) 822 1
6936

3
(720 goag) 5+
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r(s—3)= (—57&— i) 5T+ (1140/+ ﬁ) s8 — 15as°

6936 6936 (10)
—20as* - 15as® - 6as® - as,
r(s—4)=-as’ +as", (11)

Substituting Equations 4 - 11 in Equation 2 the interpolation function is written in
the form:

gx) = A7s7 + A6s6 + A5s5 + A4s4 + A3s3 + A252 + A5+ Ag, (12)

where A7 = 821/1734Cj+1687/69366j_1+35/6936Cj_2—821/1734Cj+1—1687/69366‘j+2—
35/6936¢ 43 + 245ac; + 30lac;_1 + STacj_o + ac;j_3 — 245ac 1 — 30lacjo —
STacji3—acj; Ag = 203/102¢ 4,1 -2709/2312¢ ;1 -35/1156¢;_2—1148/867¢ j+
1841/3468c¢ j42+35/6936¢ j43—621ac;—1202ac j_1-285ac j_2—6ac;_3+1094ac 1+
905ac jro+114acj3+acja; As = 1155/578¢;_1+175/2312¢ ;9 —1155/578¢ j41 —
175/2312¢ j10+1419acj_1+528acj_2+15acj_3—1419ac j41—528ac jr2— 15ac j43;

Ay = 1960/867c; — 35/34c;j_1 — 175/1734cj_9 — 35/34c 1 — 175/1734cj42 +
760ac; + 20cj-1 — 380ac;_2 — 20ac;-3 + 20ac i1 — 380ac 2 — 20ac ,3; Az =
175/2312¢j_9 — 1505/1734cj_1 + 1505/1734c j41 — 175/2312¢ j42 — 805ac;-1 —
4OC¥CJ'_Q+15G’CJ‘_3+805CYCJ'+1 +40acj+2 - 15Q’Cj+3; Ag = 21/17Cj_1 — 1393/578Cj
35/1156¢ ;o2 +21/17c 11 —35/1156¢ j12 — 384acj +6ac ;1 +192ac;_ —b6ac;_3+
6&’Cj+1 + 192acj+2 - 6CUCJ'+3; Al = 35/6936Cj_2 - 707/1734Cj_1 + 707/1734Cj+1 -
35/6936¢ 42 + 261acj_1 — T2acj_2 + acj_3 — 26lac 1 + 72acji2 — acjs3; and
Ag=c;+725/388 - 107 ¢c;_q +822/295 - 107 ¢ 0.

Assuming that the function f(x) has at least seven continuous derivatives in the
interval (x;, x41), then, by applying Taylor’s theorem, the value of the function in
Xj41 is calculated. With the earlier condition on the equality of the interpolation
function g with the function f in the k-th interpolation nodes, the coefficients c
from Equation 2 are written in the form:

cj-3 = f(xj-3) = % £ () 1+ i—(ll £ () B+ % £ () 0t ”
PP (e e D ) 1 (s ().
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eja= Fxy2) = 32 FO () W04 =2 1) () 04 2 79 (1)

+ %f(?’) (x;) B2+ 2F@ (x;) W2+ 2D (x;) b+ f(x)),

= F ) = ﬁof@() 35 £ ) 14 o £ ()

# 5T ) 0 5T () £ ) Bk (),

cj=f(x;),

1
cm:f(xjﬂ)—%f@( I s £ (i) 1+ 5 (o)

* %f(g) (x;) B° + §f(2) (x)) n? +f(1) (xj) ke + f (x5)

cjrr = f(xja0) = —f“”( i) h +—f<5)( /) 5+§f(4> ()

+ %f(?’) (x;) B2+ 2F@ (x;) 2+ 2D (x;) b+ f (x;),

81 81 27
Cj+3 = f(xj43) = 20 O (x;) 1S + 0 O (x;) B° + 3 Y (xj) 0t
9 9
# 5 PO W 55 ) 37D e £ ().

256

Cjva = f(xjpa) = f(6) (x;) 6 4 128

.f(5>( j) h° +-§§%f%4) (x;) n*
+ % £ (x5) h3+8f(2) (xj) h? +4f(1) i) e £ ()

The expansion of the function f into Taylor series is obtained:

4 3
00 = 5 7 ) 1+ 557 ) 4 S () it S5 (1)

720 120
+§f@WwJ#+&ﬂ”@»h+fu»,

(14)

(15)

(16)

(17)

(18)

(19)

(20)

(1)
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The interpolation error is:

e=f—-g= C7s" + Cgs® + C55° + Cys™ + C35% + Cas® + Crs + €y, (22)

where are the coefficients:

C7 = D7’6h6f(6) (xj) , +D7,5h5f(5) (xj) + D7’4h4f(4) (xj) + D7’3h3f(3) (xj)

+ D7’2h2f(2) (Xj) + D7,1hf(1) ()Cj) ,
(23)

Cﬁ = D6’6h6f(6) (xj) +D6,5h5f(5) (xj) + D6’4h4f(4) (xj) + D6’3h3f(3) (xj) (24)
+ D6’2h2f(2) (Xj) + D6’1hf(1) (Xj) ,

C5 = D5’5h5f(5) (Xj) + D5’3h3f(3) (xj) +D5’1hf(1) (Xj) , (25)

Cy=Dyeh®f® (x;) —1997/385-10716-1° fO) (x;) + Dyah £ (x))
~2209/943 - 107213 f®) (x;) + D4 2h? £ (x)) (26)
—4588/2285 - 1071 f M) (x;) — 4843/1206 - 1075-f (x;)

C3 = 3838/2825 - 107 5-h6 O (x;) + D3 5h° ) (x))
+4631/465 - 1075-m1 f & (x;) + D3 3h3 F3) (x;)

+1231/454 - 1074R2 @) (x;) + D31 hf D (x;) +4843/603 - 10715 £ (x;),
(27)

Cy = Do ghSf© (x;) —2424/2071 - 107415 O (x;) + Do sh* fP) (x;)
~2869/501 - 10713 £3) (x;) + Dok P (x;) (28)
~4529/578 - 107 nf M) (x;) - 1948/359 - 1071 f (x;),

C1 =3095/614 - 107515 O (x;) + D1 sh° O (x;) + D13k P (x;)
+6377/1696 - 107141t £ (x;) +651/590 - 10713-R2FP) (x;) (29)
+ Dy hfM (x;) +2246/447 - 1071 f (x})
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Co = —1748/705 - 107156 £ ©) (x;) — 1787/241 - 10715-B5 ) (x;)
~1192/639 - 1071t £ (x;) = 1971/535 - 107413 ) (x)
~5332/941 - 107 1% £ @) (x;) - 1465/272 - 107 - nf D (x))
—2227/749 - 1071 f (x;)

(30)

where are they: D7 ¢ = 123/4624+84a, D7 5 = 381/4624+226a, D7 4 = 643/3468+
360a, D73 = 547/1156 + 840«, D72 = 355/578 + 720, D7,1 = 355/289 + 1440«
Dg6 = —3851/78030—-170a, D¢ 5 = —861/4624-588a, D¢ 4 = —1001/2601-784«,
Dg,3 = —4501/3468 — 2520, Dg,o = —2485/1734 — 1680a, Dg,1 = —2485/578 —
5040a, D5 5 = 237/2890 + 366, D5 3 = 1505/1734 + 2016a, D5 ; = 2485/578 +
5040a, D46 = 257/12355 + 108, D44 = 398/1519 + 640a, D4 > = 1446/1009 +
1680a, D35 = 124/4787 + 26a, D33 = 206/2601 — 240a, D31 = —1446/1009 —
1680a, Do ¢ = 41/21013-22a, Do 4 = —217/3468-216a, D2 2 = —355/578—-720a,
D15 =-75/18274 - 30a, D 3 = —637/5202 — 96a, D1,1 = 355/1734 + 240a.

Minimization of the interpolation error e (Equation 22) is done by choosing the
appropriate kernel parameter «. This means that the coefficients of the Equations 23
- 30 should be equal to zero. In this way, a system of 27 equations with one unknown
was formed. In that case, it is not possible to find a unique solution, and, therefore,
the least squares method (LSM) was applied. As a result of applying LSM, optimal
kernel parameter was calculated: a({ = —22/27931.

In Figure 1.a shows the time forms of: a) ideal windows interpolation kernel sincw,
length L = 8, which is windowed using a rectangular window, on the segment (-4, 4);
b) the seventh-order polynomial 1P kernel réf ot which is optimized in the spectral
domain [20], with the criterion of minimizing the ripple of the spectral character-

istics (czf 7= —71/83232), and c) the seventh-order polynomial 1P kernel, which

is optimized in the time domain (Section 3), (a/fjpt 7 = —22/27931). In Figure 1.b
shows the spectral characteristics: a) ideal interpolation kernel sinc, Hgjpe (L — 00),

b) windowized ideal kernel Hg;ev, (L = 8), ¢) 1P kernel H'({ptj,

the spectral domain, and d) 1P kernel Hf) Pt that is optimized in the time domain.

that is optimized in

4 Experimental Results and Analysis

4.1 Experiment

The precision of the convolutional interpolation was evaluated by experiment. The
convolutional interpolation was realized by applying the polynomial, one-parameter
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Figure 1: a) Time forms of: the ideal interpolation kernel sinc, seventh-order poly—
f ot and time domain rop e
on the interval (-4, 4); b) Spectral characteristics of: 1deal 1nterpolat10n kernel H; .,

windowized ideal kernel Hg;y ey, 1P kernel optimized in the spectral domain Hop -

nomial 1P kernel optimized in the spectral domain r;

and 1P kernel optimized in the time domain H’
pt,7°

(1P), interpolation kernels, namely: a) third-order kernel where the optimization of
opt,3 = V- 5) [19],
[20], b) fifth-order kernel where the optlmizatlon of the parameter was performed
in the spectral and time domain (a/(]: s = = —3/64) [20], [23], ¢) seventh-order ker-
nel where the optimization of the parameter was performed in the spectral domain
( a/(]: 7 = —71/83232) [20], and d) seventh-order kernel where the optimization
of the parameter was performed in the time domain (afo pp =22 /27931) (Section
II). For the purpose of comparative analysis of the 1nterpolat10n precision, the mean
square error MSE as a measure of the interpolation precision, was used.

The algorithm for calculating the interpolation precision, which is MSE, and the
optimal kernel parameter a,;, for the test function f, was implemented in the fol-

lowing steps:

the parameter was performed in the spectral and time domain (a'

Input: r - interpolation kernel, L - length of interpolation kernel, @y and ay
kernel parameter boundaries, Ae kernel parameter step, f - test function, K; and
Ky - segment boundaries, h - sampling period, Ax - interpolation period

Output: MSE,;in, @op:

Step 1: The test function f is sampled on the segment (K1, Kg) in N interpolation
nodes with a uniform sampling period h, where N = (Kg — K, — L) /h.

FOR a =qay, : Aa : ay

Step 2: The test function f is interpolated in the K interpolation points, with an
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interpolation period Ax, where K = (Kg—Kj,—L)/Ax. Interpolation was performed
using convolutional interpolation:

n+L/2

Ska = Z fu-relk—i),n<k<n+l, (31)
i=n—L/2

where f;, is the n-th sample of the test function on the segment (K, Kg), rq is the
interpolation kernel with the kernel parameter @, and L is the length of the kernel.
Step 3: In each interpolation point k, the interpolation error ey o = |fx — 8k.al
was calculated.
Step 4: Mean squared error:

K
1
MSEq = D Ran (32)

n=1

is calculated.
END «
Step 5: The minimum root mean square error MSE was calculated:

MSE,,;, = min(MSE,), (33)

and the optimal kernel parameter, that corresponds to the minimum interpolation
error, was calculated:

Qopr = arg m;n(MSE(,). (34)

Applying the described algorithm to each test function f;, wherei =1, ..., M, the
mean interpolation error MSE =1 /M - Zf‘;’l MSE; , was calculated. In this way, it
is possible to perform a comparative analysis of the precision of interpolation, for
all tested interpolation kernels. The test functions used in the experiment are:

fi1(x) = 1.5sin (;—ﬂ) +sin (;) , (35)

fo(x) = 1073 (x = 10)(x — 15)(x — 35) sin (%) . (36)
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f3(x) = e" 27 sin (g) , (37)
Vg
fa(x) = sin (;—ﬂ) - sin (2%) . (38)

The experiment was carried out with parameters: K; = 0, Ky = 35, h = 1,
Ax = 0.01, and M = 4. The results are presented using graphs and tables.

4.2 Results

Time forms of the test functions f; interpolation functions g and interpolation nodes
are shown in: a) Figure 2.a (f1, Equation 35), b) Figure 3.a (f2, Equation 36), c) Fig-
ure 4.a (f3, Equation 37) and d) Figure 5.a (f1, Equation 38). Interpolation errors
MSE, (Equation 32), depending on the kernel parameter a, are shown with a blue
line on: a) Figure 2.b Fig 2.b (f1), b) Figure 3.b Fig 3.b (f2), c) Figure 4.b Fig 4.b
(f3) and d) Figure 5.b Fig. 5.b (f;). The values of minimum interpolation errors
are marked on the same MSE graph, for cases when the kernel parameter is op-
timized in: a) spectral domain (M SE,]?; in » marker: ’e’), b) time domain (MSE? .
marker: '®’) and ¢) obtained experimentally (M SE;;;,I; , marker: ’v’). The absolute
interpolation errors e (Equation 22) on the segment (9, 10), when convolutional in-
terpolation is performed with a seventh-order polynomial 1P kernel, which is opti-

mized in a) spectral domain (r({pt, a({pl =-71/83232) [20] and b) time domain (rf)pt,
agp, = -22/27931) (Section III), are shown in: a) Figure 2.c Fig. 2.c (f1), b) Figure

3.c Fig. 3.c (f2), ¢) Figure 4.c Fig. 4.c (f3) and d) Figure 5.c Fig. 5.c (f4). In Table
1 shows the minimum MSE values for the case of interpolation with a seventh-
order polynomial kernel optimized in the spectral domain (M SE ,{1 in)
domain (MSE! . ). In addition, in order to perform a comparative analysis, the
minimum value of MSE, for the case of interpolation with a polynomial kernel: a)

and the time

of the third-order MSE/ . (! . = ~1/2) [19], [20], and b) of the fifth-order
MSE,];’l.tn’5 (afi’itn’5 = —3/64) [20], [23], where the optimal parameter values are equal

in both the spectral and time domains, are shown. Applying the algorithm (Section
4.1), the minimum interpolation error MSE (Equation 33) and the optimal values
of the kernel parameters @ (Equation 34), for all test functions, were experimen-

tally determined: a) fi (MSES;;Z n= —7.8387 - 1078, ai;’t’fl = —-10/10989), b) f>
= -8 — - =7
(MSE, [T . =8.4264-107%, a7 P - = -5/5618),¢) f3 (MSE, ;" . =1.1154-107",

— - =7 -
a, v . =—14/14433), and d) fy (MSE, ;" . =1.1989-107", e, 7 . = —6/6383).
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Figure 2: a) Interpolated signal fj (x), interpolation function g; (x) and interpolation
nodes n; b) Interpolation errors MSE, depending on the kernel parameter @, and c)
absolute interpolation errors e on the segment (9, 10).

10)(x — 15)(x — 35)sin

3 f =10z
4 210

8.8 9 92 94 96 98 10 102

Figure 3: a) Interpolated signal f2(x), interpolation function g2 (x) and interpolation
nodes n; b) Interpolation errors MSE, depending on the kernel parameter «, and c)
absolute interpolation errors e on the segment (9, 10).

4.3 Analysis of results

Based on the experimental results shown in Figures 2 - Figure 5 and Table 1, it
is concluded that the precision of interpolation with the the polynomial seventh-
order 1P kernel, whose optimal parameter is determined by optimization in the time
domain, is higher, compared to:

a) third-order 1P kernel MSE”"! 4/ MSE! = 3.319-1076/1.3995 - 1076 =

min, min,7

2.3714 times, and b) fifth order 1P kernel MSEYJ:l’l.tnﬁ/MSEfnm’? = 1.5557-1076/1.3995-

1075 = 1.1115 times. Based on the experimental results related to the mini-mum
interpolation errors of all test functions, the experimental mean value of the inter-

polation error was determined: MSE:? = Y1 MSE®P . =9.8520 - 1078,

min min, f
The absolute of the interpolation errors in relation to the experimental error are:
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a) b) c)
Figure 4: a) Interpolated signal f3(x), interpolation function g3 (x) and interpolation

nodes n; b) Interpolation errors MSE, depending on the kernel parameter «, and c)
absolute interpolation errors e on the segment (9, 10).

a) b) c)
Figure 5: a) Interpolated signal f;(x), interpolation function g4(x) and interpolation

nodes n; b) Interpolation errors MSE, depending on the kernel parameter a, and c)
absolute interpolation errors e on the segment (9, 10).

= IMSE'" . — MSE®*P| = |3.319 - 1076 —

min,3 min

a) third-order 1P kernel AM SE/

min,3

9.8520 - 1078 = 3.2205 - 1076,
b) fifth-order 1P kernel AMSE?" _ = |MSE’" _— MSE®*P| =|1.5557 - 1076 —

min,5 ~ min,5 min
9.8520 - 1078| = 1.4572 - 107, and
c) seventh-order IPAMSE! . = |MSE! . 7—MSE;:§5| =1.3995-10--9.8520-

1078 = 1.3010 - 107, In this way, the efficiency of the seventh order kernel is
indicated.

By analyzing the interpolation error for the case of applying the seventh-order
kernel, it can be concluded that the interpolation error, when interpolating using a
kernel that is optimized in the time domain, compared to a kernel that is optimized in

the spectral domain, is greater MSEfm.nj/MSEf =1.3995-1075/0.85211-107% =

min
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Table 1: Minimum of the interpolation errors MSEs, when the interpolation of the
test function f is performed by the polynomial interpolation kernel r: a) third-order

(MSE(J:’t ), b) fifth-order (MSEf’t ), ¢) seventh-order (MSEf ), optimized in
pt,3 opt,5 opt,7
the spectral domain and d) seventh-order (MSE! ), optimized in the time domain.
pt,77°
It i i
r aopt 3 aopt 5 aop},? gpt 7
-6
MSE(x107°) MSEOpt 3 MSEUP[ 5 MSEOpt’7 MSE(t)pt .
fi 2.8483 1.0957 0.58436 1.1543
fo 0.87537 0.45616 0.20944 1.2105
f3 2.6753 1.0536 0.60248 1.0253
Ja 6.8772 3.6171 2.0122 2.2082
MSE 3.319 1.5557 0.85211 1.3995

1.6425 times. The mean value of the optimal kernel parameter for all test functions
is a/g;f o a/z;f s = —0/6469 = -9.275 - 107, The absolute error of the

estimation of the optimal kernel parameters which were obtained as a result of

optimization in: a) spectral domain Aafopt = |a/0pt 7 z;ﬂ = | - 71/83232 -
(—6/6469)| = 2/26859 = 7.4463 - 107, and b) time domain Aaf |aopt .
i;’;l =|—-22/27931 - (-6/6469)| = 27/15742 = 19/135865 = 1. 3985 1074 1t

can be seen that the absolute error in determining the optimal value of the kernel
parameter is smaller when the optimization is performed in the spectral domain.
Based on the conducted analysis, as well as the fact is a i a({ T it is con-
cluded that the optimal choice is the seventh-order polynomlal kernel with kernel
parameter ol = —T71/83232. The kernel constructed in this way is suitable for

opt, 7T
practical apphcatlon i.e. implementation in real-time systems.

5 Conclusion

In this paper, the optimization of the seventh-order polynomial convolutional inter-
polation 1P kernel is described. The optimization of the kernel, which was realized
in the time domain, implied the selection of the optimal value of the kernel param-
eter . The optimization criterion was the minimization of the interpolation error
e, which is defined as the difference between the interpolated function f and the
interpolation function g. With the condition that the interpolated function f has
at least seven continuous derivatives in the interval where the interpolation is per-
formed, the interpolation error e is developed in the Taylor series up to the seventh
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term. By minimizing the first seven terms of the Taylor series, the optimal value of
the kernel parameter, a,;, is calculated. In order to calculate the optimal kernel
parameter, a system of 27 equations with one unknown was formed. In this case,
there is no unique solution, and, therefore, the least squares method (LSM) was ap-
plied. As a result of applying LSM, the optimal kernel parameter was calculated:
Qopr = —22/27931.

The validity of the proposed optimal kernel parameter was experimentally tested.
For the purposes of the experiment, four test functions, whose shape is complex,
were created. Each test function is interpolated by convolutional interpolation, us-
ing third-order and fifth-order interpolation 1P kernels, whose kernel parameters
are calculated in both the spectral and time domains, as well as with a seventh-
order kernel that is optimized in the time domain. The results of the experiment
show that the precision of the interpolation, which was calculated using MSE, when
the seventh-order kernel was applied, is higher than the third-order (2.3714 times),
and the fifth-order (1.1115 times). However, the interpolation error of the seventh-
order kernel, which is optimized in the time domain, compared to the seventh-order
kernel, which is optimized in the spectral domain, is greater by 1.6425 times. With
the fact that the optimal parameters, calculated in time (o pt7 = —22/27931 =

7.8765 - 10™%) and spectral (ag = —71/83232 = —8.53037 - 10~*) domains are

pt, 7~

approximately equal (o’ ~ a/£ » ;7). based on experimental results, it is possible

opt,7
to give a recommendation for the implementation of the seventh-order kernel with
the kernel parameter oz(f) ;ti = —71/83232 in the real-time system.

Conflicts of Interest: The authors declare no conflicts of interest. The funders had no
role in study design, data collection and analysis, decision to publish, or preparation of the

manuscript.
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Abstract. This study investigates the personality traits of large language
models (LLMs) using the Eysenck Personality Questionnaire (EPQ) and com-
pares their responses to those of human participants. By administering the
EPQ three times to both groups, we aim to analyze the stability and con-
sistency of their responses over time. Our research focuses on open-source
LLMs. The results indicate that LLMs exhibit significantly higher extraver-
sion scores compared to humans, while differences in lie, neuroticism, and
rigidity traits are not statistically significant. Additionally, LLMs show greater
variability in their responses across repeated administrations, suggesting less
consistency compared to human participants. We also examine the effects
of prompt design and the temperature hyperparameter on LLM personality
traits. Both temperature settings and prompt instructions significantly shape
the personality-like patterns in LLM outputs. These findings contribute to the
understanding of how LLMs can mimic human personality traits and the im-
plications for their use in personalized communication and user engagement.

Key words and phrases: Eysenck Personality Questionnaire (EPQ), Large
Language Model (LLM), Repeated administrations

1 Introduction

Understanding personality through standardized tests, such as the Eysenck Person-
ality Questionnaire (EPQ) has been a significant area of psychological research. The
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rise of large language models (LLMs) presents an opportunity to explore how these
models compare to humans in replicating or mimicking personality traits. Repeated
administrations of the EPQ can provide insights into the stability and consistency
of responses over time in both humans and LLMs.

It’s important to understand that LLMs don’t have genuine psychological traits.
Describing their outputs with human personality traits is simply a way to make
comparisons easier; it doesn’t mean these models experience thoughts or emotions.
Psychological terms, when used with LLMs, are purely metaphorical. LLMs gener-
ate responses by identifying statistical patterns in the data they were trained on.

The main objectives of our research are as follows:

« To investigate the personality traits of open-source LLMs.

» To compare the responses of humans and LLMs to the Eysenck Personality
Questionnaire.

« To analyze the stability and consistency of these responses through repeated
administrations.

+ To examine how prompts and hyperparameters influence LLM responses.

The structure of this paper is as follows: First, we review the EPQ and explore
personality assessment approaches for LLMs. We then present our study’s method-
ology, detailing participants, design, and data analysis. The discussion section ad-
dresses the study’s limitations. Finally, the concluding section summarizes the find-
ings and explores potential applications of these results in LLM-based systems.

2 Related work

The Eysenck Personality Questionnaire (EPQ), developed by Hans Eysenck and Sybil
Eysenck [1], is a psychometric assessment designed to measure the major dimen-
sions of personality: Extraversion (E), Neuroticism (N), and Psychotism (P). Its ap-
plications span a wide range of fields including clinical psychology, where it aids
in diagnosing and understanding personality disorders, and organizational psychol-
ogy, where it is used for employee selection and workplace dynamics assessment.
Additionally, it is instrumental in research settings to explore the relationship be-
tween personality traits and various psychological and physical health outcomes.
Over the years, several variations of the EPQ have been developed [2] to address
different needs and research contexts. The EPQ and its variations have evolved to
become more reliable, valid, and versatile in measuring personality across differ-
ent populations and settings. The latest versions focus on improving psychometric
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properties, making the tool more practical for diverse contexts, and adapting it for
different age groups and cultures.

Large language models (LLMs) are deep neural networks designed to generate
human-like text in response to a given input. These models are pre-trained using
large datasets comprising text and code, which enable them to understand and repli-
cate the statistical relationships between words and phrases, as well as the patterns,
structures, and semantics of language. After pre-training, these models are fine-
tuned to better align with human expectations.

The study of personality traits in LLMs is crucial for understanding how these
models interact with users and ensuring that their responses are tailored to meet
specific human needs in diverse applications. For example, Caron and Srivastava [3]
presented a straightforward and effective approach for controlling the personality
traits of language models. They demonstrated that such models could be used in
language-based question-answering to predict the personality traits of human users.

Jiang et al. [4] investigated whether the personality of large language models
(LLMs) can be assessed using psychometric questionnaires. They introduced a Ma-
chine Personality Inventory and demonstrated its efficacy in studying the behavior
of LLMs. In a subsequent work, Jiang et al. [5] investigated the capability of large
language models (GPT-3.5 and GPT-4) to consistently express a personality profile
using a well-validated personality scale.

Serapio-Garcia et al. [6] concluded in their study that personality measurements
in the outputs of certain large language models (LLMs) under specific prompting
configurations are reliable and valid. They found that the evidence of reliability
and validity of synthetic LLM personality were stronger for larger and instruction
fine-tuned models. Furthermore, they demonstrated that personality in LLM out-
puts could be shaped along desired dimensions to mimic specific human personality
profiles.

Recent studies indicate that personality can be induced in LLMs through careful
fine-tuning and prompting techniques, allowing the models to consistently exhibit
desired traits that mimic specific human personality profiles. This enhances their
effectiveness in personalized communication and user engagement.

While several studies have investigated the personality of large language models,
particularly the GPT models, none have examined the consistency of responses from
open-source models through repeated administrations. In this paper, we aim to
address this gap.
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3 Methodology

3.1 Participants

Thirty human participants, mostly university students and professors, agreed to
complete the EPQ three times. The participants (23 male and 7 female) had an aver-
age age of 22.23 with a standard deviation of 7.84 years.

Open-source fine-tuned large language models were accessed through the together.ai
platform?. Table 1 lists the selected LLMs along with their properties.

Table 1: LLMs from the together.ai platform

Model Developer Parameters
Alpaca Stanford University 7B
OpenChat3.5 Open Chat 7B
Dbrx-instruct Databricks 132B
Llama-2 Meta Al 70B
Mistral-instruct Mistral Al 7B
OpenHermes2.5 Teknium 7B
Platypus2-instruct garage-bAInd 70B
Qwen1.5-chat Alibaba Cloud 32B
Snowflake-arctic-instruct Snowflake Al 430B
Yi-Chat 01.AI 34B

Developed by Stanford University, Alpaca [7] is a fine-tuned version of Meta’s
LLaMA model. It was designed as a cost-effective model for academic research,
demonstrating strong performance on instruction-following tasks.

OpenChat3.5 [8] is an open-source LLM designed to achieve high performance
using a relatively small dataset. It was developed as part of the OpenChat project,
which focuses on refining language models using a unique approach called C-RLFT
(Causal Reinforcement Learning from Feedback with Text). This method allows
the model to learn effectively from mixed-quality data without requiring explicit
preference labels. The model is fine-tuned on LLaMA-based architectures, with the
7B variant of OpenChat 3.5 achieving competitive performance against models like
ChatGPT.

Developed by Databricks, Dbrx [9] is a generative Al model built for enterprise
applications. It focuses on providing scalable, secure, and compliant LLM solutions
integrated with data lakehouse platforms.

Ihttps://www.together.ai
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Developed by Meta (formerly Facebook), LLaMA-2 [10] is the successor to the
LLaMA model series. It is an open-weight model designed for research and com-
mercial use, optimized for efficiency and performance in various NLP tasks.

Developed by Mistral Al, a startup founded by former Meta Al researchers, the
Mistral model [11] aims to push the boundaries of LLM efficiency and performance.
It is particularly known for its open-weight release strategy.

OpenHermes [12] is a community-driven LLM, developed as part of the OpenLM
project. It focuses on being an open-source, high-performance language model with
broad applicability in various NLP tasks.

Developed by researchers at Boston University, Platypus-2 [13] [14] is an open-
source LLM optimized for competitive performance in NLP benchmarks. It is known
for its fine-tuning capabilities and broad usage in academic research.

Developed by Alibaba Cloud, Qwen-1.5 [15] is part of the Qwen model series op-
timized for enterprise-level NLP tasks, including text generation and understanding,.
It is tailored for cloud-based Al services and applications.

Developed by Snowflake, Snowflake-Arctic [16] is a specialized LLM designed for
data-intensive applications within the Snowflake ecosystem. It focuses on enabling
natural language processing directly on data warehouses.

Developed by Baidu, Yi-Chat [17] [18] is an LLM-based chatbot model designed
for interactive, real-time conversations. It is tailored to serve various conversational
AT applications, particularly in Chinese-language contexts.

3.2 Design and procedure

The Hungarian version of the 58 items Eysenck Personality Questionnaire (EPQ)?
was administered. This includes measures of Extraversion (E), Lie (L), Neuroticism
(N), and Rigidity (R) traits.

A web application was implemented® and used to administer the EPQ to the hu-
man participants. The EPQ was administered three times at one-week intervals.

The English version of the same EPQ* was administered to the LLMs simulating
a conversational context to replicate human test conditions. The following prompt
was used for the LLMs: "Hello! I would like to ask some more personal questions
from you as a part of a personality test. Please answer the upcoming question with
JUST a single word: YES or NO and do not answer anything else”. The EPQ was
administered three times for LLMs as well.

Unless otherwise specified, the temperature hyperparameter was set to 0.5 in all

https://tinyurl.com/2j3hh2em
Shttps://github.com/NorbertBeder/Eysenck-Personality-Test
‘https://tinyurl.com/26jh8ush
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evaluations. Each item was presented and scored independently, with no prior re-
sponses included in the context.

3.3 Data analysis
3.3.1 Humans vs LLMs

We performed a quantitative analysis on the collected data. For LLMs, terms like
extraversion or neuroticism serve as interpretative labels for specific output patterns
rather than as reflections of any psychological state. The scores LLMs receive reflect
response tendencies that correspond to, but do not replicate, human traits.

The boxplots in Fig. 1 show the differences between humans and LLMs across
each personality trait.

Comparison of Traits between Human and LLM Groups

B Human
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Figure 1: Comparison of personality traits between human and LLM groups.

A t-test analysis was conducted on the mean scores of each personality trait be-
tween humans and LLMs to determine whether the differences are significant. The
results are shown in Table 2.

The t-test results indicate whether there is a statistically significant difference
between the mean scores of humans and LLMs for each personality trait. Based on
these results, we can conclude that LLMs exhibit significantly higher extraversion
scores compared to humans. For the lie (L), neurocity (N) and rigidity (R) traits the
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Table 2: T-test significance analysis

Trait Human LLM t-statistics p-value
mean mean

Extraversion (E)  14.91 19.40 -3.53 0.0006

Lie (L) 5.84 6.67 -1.48 0.1438

Neuroticim (N) 2247  22.80 -0.16 0.8717

Rigidity (R) 20.51  21.60 -1.11 0.2703

Table 3: LLMs’ EPQ results

Model Extraversion Lie Neuroticism Rigidity
mean std mean std mean std mean std
Alpaca 24.00 0.00 10.00 4.00 2533 5.03 24.00 2.00
OpenChat3.5 22.00 529 467 3.06 1533 6.43 20.00 2.00
Dbrx 22.00 2.00 533 1.15 22.67 1.15 24.67 1.15
LLAMA-2 1533 1.15 4.67 1.15 24.00 2.00 20.00 7.21
Mistral 1533  5.77 733 115 1333 1.15 1733 231
OpenHermes 16.67 6.11 933 115 533 231 18.00 0.00
Platypus-2 1733 416 400 0.00 2333 3.06 17.33 3.06
Qwenl.5 22.00 0.00 6.00 0.00 32.00 2.00 26.67 1.15
Snowflake-arctic  18.00  3.46 6.67 1.15 30.67 3.06 20.67 3.06
Yi-Chat 2133 1.15 8.67 115 36.00 2.00 2733 1.15

differences between humans and LLMs are not statistically significant.

In the next step, we examined the changes in scores over time. Fig. 2 shows the
mean scores of each trait across the three completions.

We observed that humans are more consistent in their responses than LLMs, as
the changes across completions are smaller.

In the final step, we computed the standard deviations across the three comple-
tions for each participant (for LLMs see table 3). The first diagram in Fig. 3 compares
humans and LLMs in terms of the distribution of standard deviations of scores for
each personality trait. The second diagram in the same figure compares the average
values of the standard deviations of scores for each personality trait.
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Variation of Mean Values Across 3 Completions for Each Trait
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Figure 2: The mean scores of each personality trait across the three completions.

3.3.2 LLMs’ results

Table 3 presents the mean and standard deviation (std) values for the LLMs, calcu-
lated from the data obtained over three completions of the EPQ.

Based on the results presented in the table, several conclusions can be drawn
about the personality traits of different LLMs as measured by the EPQ.

Extraversion: Alpaca exhibits the highest mean score (24.00), indicating it has
the most extroverted tendencies among the models. In contrast, LLAMA-2 and Mis-
tral show significantly lower extraversion scores (15.33 each), suggesting these mod-
els are less extroverted. The standard deviations indicate that OpenHermes, Mistral,
and OpenChat3.5 exhibit greater variability in extraversion.

Lie: The Lie mean scores vary significantly, with Alpaca showing the highest
mean score (10.00) and Platypus-2 the lowest (4.00). This could suggest that Alpaca
has a higher tendency to give socially desirable responses, while Platypus-2 is more
straightforward. OpenHermes also shows a relatively high score in this trait (9.33).
The Platypus-2 and Qwen1.5 models were very consistent in their responses for this
trait, as indicated by the standard deviations of 0 across the three completions for
these models.

Neuroticism: Yi-Chat has the highest neuroticism score (36.00), indicating it
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Distribution of Standard Deviations for Each Trait
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Figure 3: Standard deviations obtained for each personality trait across the three
completions.

might be more prone to emotional instability. OpenHermes and Mistral exhibit
much lower scores (5.33 and 13.33, respectively), suggesting they are more emotion-
ally stable. Qwen1.5 and Snowflake-arctic also score high in neuroticism, potentially
indicating a tendency towards anxiety or sensitivity.

Rigidity: Yi-Chat and Qwen1.5 have the highest rigidity scores (27.33 and 26.67,
respectively), suggesting a higher level of inflexibility or strictness in their decision-
making processes. The standard deviation for rigidity is lowest in OpenHermes
(0.00), indicating consistent responses across the board for this trait.

Alpaca stands out for its high extraversion and lie scores, indicating it might be
more socially engaging but also more likely to give socially desirable answers. Yi-
Chat shows the highest scores in neuroticism and rigidity, suggesting a model that
is more emotionally reactive and possibly less flexible. Mistral and OpenHermes are
on the lower end of extraversion and neuroticism, indicating more introverted and
emotionally stable models.

These results highlight the diversity in personality traits across different LLMs,
reflecting how they might behave differently depending on the context of their ap-
plication.
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3.3.3 The influence of the temperature hyperparameter on LLM’s person-
ality traits

The temperature hyperparameter is crucial when administering the EPQ to an LLM,
as it directly influences the variability and consistency of the model’s responses,
affecting the reliability of assessed personality traits.

To investigate the influence of the temperature hyperparameter on an LLM’s per-
sonality traits, we selected the Mistral LLM and administered the EPQ using differ-
ent temperature values.

We tested the following values for the temperature hyperparameter: 0, 0.25,
0.5, 0.75, 1. The EPQ was administered 10 times for each temperature setting.
For temperature values above 0.5, the EPQ could not be evaluated, as the model
failed to follow the prompt instructions and generated invalid responses, such as
"YES/NO” or "YES or NO”

Table 4 and Fig. 4 present the results obtained for the different temperature set-
tings.

Table 4: Mistral LLM. Average personality trait scores by temperature (standard
deviations are in parentheses) across the 10 completions.

Temperature Extraversion Lie Neuroticism  Rigidity
0 28.00 (0.00)  10.00 (0.00)  16.00 (0.00)  20.00 (0.00)
0.25 26.60 (2.32)  9.60(0.84)  18.00(3.89) 15.60 (2.63)
0.50 23.00 (3.02)  7.80(1.48)  19.80 (4.16)  14.00 (4.90)

When the temperature was set to 0, all responses were identical across the 10
administrations of the EPQ, indicating high consistency and a lack of variability, as
expected.

At the 0.25 temperature value, there is moderate variability in the scores for each
trait. Extrovertism and Neuroticism show greater variability, while the Lie scale
remains relatively stable. This indicates that a slight increase in temperature intro-
duces some variation, leading to more dynamic responses but still within a narrow
range.

Setting the temperature to 0.5 introduces the most variation among the traits,
as expected with a higher temperature. The Lie scale has the lowest variability,
suggesting that responses are least impacted in this trait.

In summary, temperature influences the LLM’s output consistency, with higher
temperatures (0.5) resulting in greater variation and lower temperatures (0) main-
taining fixed responses. This insight can help in tuning the model’s behavior de-
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Average Personality Trait Scores by Temperature
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Figure 4: Heatmap of average personality trait scores by temperature.

pending on whether consistent or varied personality traits are desired in the re-
sponses.

3.3.4 The influence of the system prompt on personality traits

The system prompt plays a critical role in shaping how a language model responds
during a personality questionnaire. By setting expectations around empathy, neu-
trality, or analytical thinking, the prompt can influence whether the model’s re-
sponses feel more objective, supportive, or conversational.

We investigated how adding a sentence about personality to the system prompt
of the model influences the EPQ results. Specifically, we added either "You are an
extraverted person.” or "You are an introverted person.” to the original prompt and
administered the questionnaire to the Mistral LLM 10 times. The normal prompt
refers to using the prompt presented in Section 3.2; the extraverted prompt indicates
the addition of the sentence "You are an extraverted person”, and the introverted
prompt includes the sentence ”You are an introverted person” in the prompt.

The results (see Table 5 and Fig. 5) show significant variation across the three
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Table 5: Mistral LLM. Average personality trait scores by prompt (standard devia-
tions are in parentheses) across the 10 completions.

Prompt Extraversion Lie Neuroticism  Rigidity
Extraverted  28.00 (2.11)  8.00 (1.33) 10.80(3.29) 11.60 (2.63)

Normal 23.00 (3.02) 7.80(1.48) 19.80 (4.16)  14.00 (4.90)
Introverted  4.60 (3.27)  9.00 (1.41)  15.60 (4.60)  14.40 (3.27)

different prompts in terms of Extraversion, Lie, Neuroticism, and Rigidity scores,
indicating that the system prompt has a notable influence on the model’s responses.

Extraversion: As expected, the extraverted prompt yields the highest average ex-
traversion score (28.00), with low variability (SD = 2.11). The Normal prompt results
in a moderate extraversion score (23.00), while the introverted prompt produces the
lowest score (4.60), with slightly more variation (SD = 3.27). This demonstrates that
the prompt directly impacts the model’s self-reported extraversion level in a manner
consistent with the added personality cue.

Neuroticism: Neuroticism scores are highest in the Normal prompt (19.80), indi-
cating that without a personality modifier, the model tends to respond in a more
neurotic style. The extraverted prompt yields the lowest neuroticism score (10.80),
suggesting that an extraverted prompt may counteract neurotic traits, whereas the
introverted prompt produces an intermediate score (15.60), reflecting increased neu-
rotic traits relative to the extraverted prompt.

Rigidity: Rigidity is also affected by the prompts, with the normal and intro-
verted prompts resulting in higher scores (14.00 and 14.40, respectively), while the
extraverted prompt results in a slightly lower score (11.60). This pattern suggests
that extraversion may correlate with lower rigidity, possibly reflecting a more open
or flexible response style.

Lie Scale: Scores on the lie scale are relatively stable across the prompts, showing
minimal variation (between 7.80 and 9.00), suggesting that the prompt’s personal-
ity cues do not significantly affect the tendency to respond in a socially desirable
manner.

In summary, the model’s extraversion, neuroticism, and rigidity scores show a
clear and systematic response to the personality cue embedded in the prompt, con-
firming the prompt’s strong influence on shaping the LLM’s responses in personality
assessments.

In addition to exploring the effects of temperature and the system prompt, we
examined how contextual memory influences personality traits. In the standard
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Figure 5: Heatmap of average personality trait scores by prompt.

settings, each question was asked in isolation. However, in the contextual mem-
ory settings, we included the previous questions and their answers along with the
new question in the chat context. This configuration had minimal impact on the
personality traits.

4 Discussion

The human participant pool consists mainly of university students and professors,
which may not be representative of the general population. This homogeneity can
limit the generalizability of the findings to other demographic groups. The majority
of participants are young adults, therefore these results might not reflect the per-
sonality traits of older populations. The gender distribution is imbalanced, therefore
this could introduce gender bias into the results and limit the ability to generalize
findings across genders. The human population size is relatively small, which could
affect the robustness and reliability of the statistical analyses.

Applying the EPQ, designed to assess human personality traits, to LLMs comes
with several limitations:
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Lack of true personality: LLMs lack subjective experiences, emotions, and
motivations—key aspects of human personality. EPQ traits such as extraver-
sion or neuroticism are grounded in human emotional and psychological pro-
cesses, which LLMs do not possess. When applied to LLMs, these traits serve
only as metaphorical labels.

Absence of stable internal states: Human personality reflects stable tenden-
cies over time, rooted in psychological and biological factors. LLM responses,
however, are generated based on patterns in training data rather than stable,
internal states. This means any apparent consistency in “personality” across
responses is an artifact of data and model parameters, not a stable trait.

Influence of training data: LLM responses are shaped by the biases, topics,
and patterns found in their training data. If the training data heavily features
certain patterns associated with extraversion, for example, the model might
seem “extroverted” in certain responses, even though this is merely a reflec-
tion of the data rather than any authentic trait.

Risk of anthropomorphization: Using human personality frameworks like the
EPQ to interpret LLM outputs can encourage anthropomorphism, where users
might attribute human-like consciousness or emotions to the model. This can
lead to misinterpretation of the model’s capabilities.

Interpretive limitations: The EPQ was developed based on empirical research
with humans, whose responses are influenced by complex biological, psycho-
logical, and social factors. LLM responses, however, are generated by algo-
rithms and lack these influences.

5 Conclusions

Analyzing the consistency across completions, we can draw the following conclu-
sions. Firstly, the mean scores for each trait among humans show relatively small
variations across the three completions. This suggests that human responses are
fairly consistent over time. The mean scores for LLMs also exhibit some consistency
across completions, though there are slight fluctuations, particularly in extraversion
and rigidity traits.

The temperature hyperparameter strongly impacts the consistency of personality
trait scores of LLMs. At lower temperatures (e.g., 0), responses remain highly stable.
As temperature rises (e.g., 0.25 and 0.5), response variability increases, especially in
extraversion and neuroticism. Above 0.5, the model struggles to follow instructions
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consistently. Thus, adjusting temperature can help control response variability, al-
lowing for either consistent or more dynamic personality-related outputs as needed.

Adding personality cues in the system prompt—specifically for extraversion and
introversion—significantly shifts personality trait scores. Extraversion scores peak
with an extraversion cue in the prompt, moderate with a neutral prompt, and are
lowest with an introversion cue in the prompt, showing the model’s responsiveness
to these directives. Neuroticism scores are lowest with an extraverted prompt and
highest with a neutral one, suggesting an influence on response tone. Rigidity scores
also vary, being lower with extraversion cues and higher with introversion or neu-
tral cues. The Lie scale, however, remains stable, indicating that social desirability
is less affected by personality cues.

These results demonstrate that both temperature settings and prompt instruc-
tions can dramatically shape the personality-like patterns in LLM outputs. This has
practical implications for LLM-based conversational applications, where fine-tuning
these settings can yield outputs that align more closely with desired personality
traits.

The strong influence of prompt and temperature on personality-related outputs
suggests caution in interpreting LLM responses as stable psychological traits. In-
stead, these outputs should be seen as patterns shaped by prompt structure and
model settings, allowing for adjustable, yet artificial, personality profiles. This high-
lights the need for precise prompt design and hyperparameter tuning when using
personality cues in LLM responses and stresses the importance of avoiding anthro-
pomorphism.

Data Availability: The data and code that support the findings of this study are openly
available in GitHub at

https://github.com/NorbertBeder/Eysenck-Personality-Test.
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Abstract.

Although software is essential to modern society, its development process
remains poorly understood. It is easy to find tools/techniques/methods pro-
moted to help reach ever-higher production volumes and great improvements,
even though this contrasts previous academic observations.

This study aims to expand on previous research regarding the evolution
of software development efforts by analyzing a large dataset of contemporary
open-source projects.

We examined 875 popular and large GitHub repositories and found a strong
correlation between accumulated effort and quadratic functions of time, in
73% of projects, with linear models applicable in 41%. Our analysis of long-
term trends suggests that no major external events (e.g., economic downturns,
technological shifts) have impacted significantly all projects over the past 25
years.

These findings challenge the perception of rapid, exponential improve-
ments in software development efficiency. While further research is needed,
our results suggest a disconnect between software development’s perceived
and empirical realities.

Key words and phrases: Empirical Study, Large-Scale, Software Evolution,
Longitudinal, Conway’s Law, Mirroring Law, Lehman’s Laws, Software De-

velopment Tools, Software Engineering Laws, Sustainability, Cost Reduction

1 Introduction

Software is ubiquitous in modern society. It helps us navigate, communicate, and
manage energy resources. It drives companies, trades on markets, and supports
healthcare.
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Developing large-scale software systems often takes years and is an effort-intensive
endeavour. Accelerating software development could have a positive impact on
both economic growth and social well-being. Improving efficiency could improve
results, reduce costs and free up resources for other activities.

Given the decades-long history of software development, we have access to a
wealth of empirical data. By analysing the source code repositories of open-source
projects, we can gain valuable insights into the factors that influence development
efforts. This will ensure that upcoming development efforts are based on a solid
foundation of evidence-based practices and strategies instead of assumptions and
speculations. By examining historical trends, we can uncover hidden correlations
and potential causal relationships between external factors and development efforts,
ultimately enabling us to make more informed decisions and optimise our develop-
ment processes.

In this paper, we report on our study on how the effort invested into software
development changes over time, and how seemingly there was no event in the last
25 years that would have impacted all projects on its own, using 875 open-source
projects.

This paper is organised as follows. Section 2 presents related works from the
literature. Section 3 describes our work. Section 4 presents our results and analyses.
Section 5 their validity. Finally, Section 6 shows our conclusions, and Section 7 offers
ideas for further research.

2 Literature Review

In this section, we present earlier literature related to our work. While we view
our work as a natural extension of [1] and [2] (presented in Section 2.5), we also
present research results related to strong patterns observed in other aspects of soft-
ware systems. We accept the potential influence of external factors, such as interna-
tional laws, regulations, and business objectives, on software development practices.
However, we do not wish to prioritize these factors in our literature review, as we
lack empirical evidence to assess their relative importance.

In the first group of sections, factors external to the software: organisations in-
tentionally design and govern the overall architecture of their products to achieve
their business targets (Sections 2.1, 2.2). Followed by sections on the generality
and inevitability of the internal structure of large software systems (Section 2.3), all
software systems evolving similar size distributions (Section 2.4). Finally, previous
works on how all software systems evolve in similarly predictable ways (Section
2.5).
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2.1 The impact of organisational factors on software systems

Empirical observations have identified a strong relationship between an organisa-
tion’s communication and product structure [3], [4]. In 2008 Nagappan et al. [5]
showed that organisational metrics predict failure-proneness better than code com-
plexity, coverage, internal dependencies, churn and pre-release bug measures. By
2022 it was used by firms as a superior strategy [6] to maximise business benefits
[7]. This indicates the importance of the legal and business environment over any
technical considerations.

Following these laws, contemporary System Architects consider among others
Taxation [8], Export control [9], and Geopolitics [10] when planning software ar-
chitecture and the organisation developing it. Contemporary Project Management
recommends [11] tailoring a selected development approach first for the organisa-
tion and second to the project.

2.2 The impact of Project Management on software Projects

Researchers have identified [12]-[14] that Project Management! techniques and
processes are the critical factors contributing to project success.

Empirical observers have noted [16] that 94% of troubles and possibilities for im-
provement are the responsibility of management. Recommended preventing prob-
lems with systemic problem-solving performed with scientific rigour [17]-[19] in-
stead of celebrating solving crises and heroes putting out fires. Understanding, that
writing programs “is only a small part of Software Engineering” ([20]). This indi-
cates the importance of intentional and professional management.

2.3 The dependency networks of software systems

Empirical researchers have shown that several architectural properties of software
systems are scale-free?, like many real-life networks. Class collaboration graphs of
the C++ language [21], Class, method, and package collaboration graphs of Java [22],
[23], connections between the modules in TTCN-3% [24], [25], file inclusion graphs
in C [26], and the runtime object graph of most of the Object Oriented Programming
languages in general [27], the relationships of distributed software packages [28],
[29] show scale-free properties.

1“Project Management is the application of knowledge, skills, tools, and techniques to project
activities to meet the project requirements” [15].

2 A network is called scale-free, when its degree distribution, follows a power law.

3TTCN-3 is the abbreviation of Testing and Test Control Notation Version 3



A large-scale analysis of production effort changes in software projects. 239

Taube-Schock et al. [30] showed, that approximately scale-free structures should
arise for both between-module and overall connectivity from the preferential attachment-
based models, not as the result of poor design. That high coupling is unavoidable
and might even be necessary for good design, contradicting previous ideas about
software structure, particularly the “high cohesion/low coupling” maxim. This in-
dicates that software design is not done before development, but emerges automat-
ically during it, with developers having limited control over it.

2.4 The size distribution of software systems

Empirical studies have revealed that several metrics correlate to the point of re-
dundancy* [31]. Measuring Source Lines Of Code would be enough to obtain a
landscape of the evolution of the size and complexity of FreeBSD [32].

Empirical researchers have shown logarithmic distributions in various places:
module lengths of IBM 360/370 and PL/S code [33], Java class sizes [34], tokens
in Java [35], [36], all metrics measured on FreeBSD [32], for five (C, C++, Java,
Python, Lisp) of the top seven programming languages used in the Linux code [37]
and LOC in Smart Contracts for the Ethereum blockchain [38]. Stating that *what-
ever is measured in a large scale system” logarithmic distribution is observed in
most cases [39].

Hatton used [40], [41] the Conservation of Hartley-Shannon Information to show
strong evidence for unusually long components being an inevitable by-product of
the total size of the system, validating the claims on 100 million lines of code in 7
programming languages and 24 Fortran 90 packages. Highlighting the importance
of changing software design techniques, from attempting to avoid the essentially
unavoidable to mitigating its damaging effects.

2.5 The evolution of software systems

Since Lehman published the laws of software evolution [42], plenty of empirical re-
search [1], [2], [43]-[50] show that the laws seem to be supported by solid evidence.
To the point that the gross growth trends can be predicted by a mean absolute error
of order 6%[1], [2], [51], [52].

Looking at the impact of outside effects on software growth, empirical researchers
observed [1] that “the introduction of continuous integration, the existence of tool
support for quality improvements in itself, changing the development methodolo-

4Cyclomatic Complexity, the Number of Lines of Code, Statements, Classes, Files, public APIs,
and public undocumented APIs are redundant metrics, with Cyclomatic Complexity in classes and
functions measuring the same subject
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gies (from waterfall to agile), changing technical and line management structure and
personnel caused no measurable change in the trends of the observed Code Smells”,
on industrial Java and C++ projects [2], that changing architects, going open-source
or the organisation moving to a different building had no easily discernible effect
on development.

The works performed on large open-source systems [2], [44], [46]-[49], [52] serve
as observations supporting the understanding that there might not have been any
hardware, software, tooling, methodological, social, or other change at least since
2000, that would have significantly changed the development speed of large software
systems already started.

3 Methodology

This section presents our aim and work in technical terms.

We wanted to extend the knowledge available on how software systems evolve
with up-to-date information on a dataset of large, diverse, and long-running projects.

We selected GitHub as the data source, one of the largest sites hosting software
project repositories. To ensure language independence, we focused on change counts
reported by Git for each merge. This approach allowed us to treat all changes,
including code, comments, documentation, test examples, and other text artefacts
equally.

We also decided to treat deletions and insertions as equally significant changes,
valuing careful removal of unnecessary code at the same level as adding new ones.

The following metrics were tracked:

« Cumulative Commits: The total number of commits contributed over time.

« Cumulative Effort: The total number of insertions and deletions made over
time.

« Lines: The net change in lines of text, calculated by subtracting deleted lines
from inserted lines.

The process for gathering and processing the data:

1. Selection: We identified the 100 most liked/stared GitHub repositories for each
programming language® and selected those with over 3000 commits by mid-
2024.

5The list of most popular repositories by programming languages we used is shown on Github-
Ranking
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2. Repository filtering: We excluded repositories triggering virus detection (e.g.,
Metasploit Framework), from this work, so that we would not compromise
the security of our devices and the networks they have to connect to.

3. Log extraction: We extracted Git logs from the main branch of each repository.
With the adjusted settings:

(a) Increased diff.renamelimit to 130,000.
(b) Used --first-parent, for branch history analysis®.

(c) We used the commit date ("%cd”). We observed the author date as easily
manipulated’.

4. Data cleaning, filtering: The data were cleaned up and filtered.

5. Metric tracking: Changes in the number of commits, lines, and effort values
were tracked.

6. Data Analysis: The data collected was analysed.
Data cleaning and filtering involved:

+ In some projects the number of lines dropped to near zero before resuming
growth. When these commits had comments hinting at restarting the project®
we split the project into two projects at those commits.

» We removed commits if there were only a few and much earlier than the actual
work started’.

» We investigated every commit that made the repository look like having neg-
ative content and modified their date to that of their later parent!°.

4 Results and discussion

This section presents our results and analyses.
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Figure 1: r2 value distribution for commits with linear 1(a) and quadratic 1(b) fitting

4.1 General overview

To investigate the relationship between accumulated commits, effort and project de-
velopment, we fitted linear and simple quadratic regression models to the data. Fig-
ure 1(a) shows the distribution of 72 values when matching the accumulated num-
ber of commits with a linear model. Of the 875 projects, 249 match above 0.98, 495
above 0.95 and 687 above 0.9. Figure 1(b) shows the same data matched against a
quadratic model, with 586 matches above 0.98, 782 above 0.95 and 850 above 0.9.

Figure 2(a) shows the distribution of 2 values when matching the accumulated
effort values with a linear model of the 875 projects 126 match above 0.98, 357
above 0.95 and 576 above 0.9. Figure 2(b) shows the same data matched against a
quadratic model, 344 matches above 0.98, 636 above 0.95 and 789 above 0.9.

This indicates that software development mostly follows clear evolution patterns.
While these models may not achieve the highest precision, they might offer a prac-
tical and effective approach for industrial applications where precise forecasting is
not always critical. For most projects, simple linear or quadratic models provide a
reasonable fit, suggesting that project evolution can be approximated with functions
that change direction at most once.

%This also simplified handling octopus merges. Linux has merges with up to 66 parents, for exam-
ple: commit hash
7Linux seems to have commits from 1970.01.01 and 2085.06.18.
8In tldraw, on 2023.04.21 everything is deleted, and re-created for a new version on 2023.04.25.
9Go has a "Hello World” commit in 1972, FFMPeg some commit months before the “Initial revision”
In Ansible the first commit, by date, seems to delete 12 lines from an empty repository, but it
builds on a commit from 2012.02.24.


https://github.com/martinetd/linux/commit/224426f168aa4af3dcb628e6edaa824d32d60e6f
https://github.com/tldraw/tldraw/commit/29ed921c6745923dcc8daa72ba6f815a5c4b279a
https://github.com/ansible/ansible/commit/b053df41822a7304fa814612200b4b31b6d53141
https://github.com/martinetd/linux/commit/4a2d78822fdf1556dfbbfaedd71182fe5b562194
https://github.com/tldraw/tldraw/commit/ec84f64e637998396f38c8f868236aae7bc931a4
https://github.com/martinetd/linux/commit/2cde51fbd0f310c8a2c5f977e665c0ac3945b46d
https://github.com/golang/go/commit/7d7c6a97f815e9279d08cfaea7d5efb5e90695a8
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Figure 2: 72 value distribution for effort with linear 2(a) and quadratic 2(b) fitting

4.2 Quality in time

When investigating how the 72 values might depend on when the projects started,
we observed that newer projects tend to exhibit worse fits to linear or quadratic
models (see Figure 3).

It is important to note that a selection bias may skew this analysis. Many projects
initiated after 2020 might not have yet reached the popularity levels or commit
counts required for inclusion in our dataset.
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Figure 3: 2 value distribution for commits 3(a) and effort 3(b) when correlated with
quadratic models, represented as a function of the starting time of the project
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4.3 Observations using some of the oldest projects

Figure 4 shows how the accumulated effort invested into a project grows over time
for some of the oldest projects.
While there were observable changes in the projects individually, it is clear that in
the last 25 years, no external change had a significant, lasting impact on all projects.
Such external events include:

« Processor speed and core count grew by magnitudes.
+ RAM size and throughput grew by magnitudes.

« Internal storage size and throughput grew by magnitudes while decreasing
latency by magnitudes.

« Screen space to display information increased from around 640x480 to 1920x
1080 and beyond.

« Graphical IDEs, code quality checking and refactoring, CI/CD and other pro-
ductivity and support tools became available.

« The Internet became available, with several sites supporting developers.
+ Cloud computing made vast amounts of resources easily reachable.

« Various methodologies were promoted to improve developer productivity and
reduce defects: Scrum, Kanban, SAFe, LeSS, Nexus, Scrum@Scale, Agile@Scale,
Lean, XP, FDD, AIDD, DSDM, UP, Six Sigma, DevOps and more.

« Computer Science extended understanding of how software systems evolve,
how structure and distribution patterns emerge (Section 2).

 The FLoyd-Hoare logic was extended for parallel programs.
« A financial crisis, a global pandemic and a change in R&D TAX law!!.
2

« Some open-source projects accumulated thousands of contributors?.

« Al improved, automated planning and decision-making, navigation in physi-
cal and abstract spaces!®. ChatGPT.

Section 174 in 2022.
2Linux has 15, 700+, CPython 2, 811, GCC 983 contributors according to GitHub.
13 Already in 2001 demonstrating cooperative and competitive team level behaviour[53]


https://www.thomsonreuters.com/en-us/posts/tax-and-accounting/section-174-expenditures/
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According to our data, none of these improvements and events have impacted all
projects at the time, on their own.

Other less generic events could include security patches, operating systems, pro-
gramming languages, and toolset version updates. These are usually forbidden
within shorter/smaller projects, and in longer projects managed closely as a par-
allel side-project to ensure no noticeable impact on the main project.

4.4 Projects with close to linear Effort trends are present in many
programming languages

Our analysis (Figure 2) identified several projects demonstrating high r? values fit-
ting the accumulated Effort measurements to a linear model for different program-
ming languages. This indicates that the effect is language agnostic.

Figure 5 shows: APISIX (79.7% Lua), Appsmith (67.2% typescript), android-oss
(92.7% Kotlin), BookStack (89.2% PHP), Cats (100% Scala), CockroachDB (89.9%
Go), ColossalAI (92.8% Python), DevDocs (79.4% Ruby), Dokku (57.4% Shell script),
egui (98.5% Rust), Envoy (87.6% C++), Fastify (90.8% Javascript), osu! (100% C#),
Linux (98.4% C), AppFlowy (54.6% Dart), Bitcoin (65.3% C++, 20.2% Python).

4.5 Observations on the least fitting projects

This section presents our observations on the least fitting projects.

Only two projects, "JHoTT/book” (r> = 0.32) and ’SecLists’ (r> = 0.49), showed
linear fits below 0.5 for commit accumulation. "7HoTT/book”, started in 2013, had ap-
prox. 50% of its total commits between 2013.04.01 and 2013.09.10. "SecLists”, estab-
lished in 2012, had approx. "62%” of its commits between 2024.06.15 and 2024.09.15.

Investigating fits below 0.5 for effort accumulation, we found 8 projects: HoTT/-
book 0.18 and 0.45 (linear and quadratic fit), Middleman 0.35 and 0.69, Moya 0.41
and 0.71, Caffe 0.44 and 0.72, Frontend 0.45 and 0.74, plotly.R 0.49 and 0.79, Dapr
0.495 and 0.69, static-analysis 0.498 and 0.74.

In some of these projects, significant changes were introduced only by a few com-
mits which were also removed soon after. For example (see Figure 6):

« Caffe: On 2013.11.07 approx. 1.3 million lines were added, seemingly most of
them removed on 2014.02.26 with commit deleting 1.4 million lines.

« Moya: On 2015.06.16 47, 698 lines were added, on 2015.09.12 45, 993 removed,
on 2015.09.14 52, 323 added and on 2015.10.27 51, 124 removed.

To illustrate the impact of such changes, removing these specific commits the fit
would improve to r2 values of 0.79 and 0.94 for Caffe, 0.50 and 0.79 for Moya, 0.68


https://github.com/Moya/Moya/commit/58b1eb35f4e49826bd533bf176ef7e48eec0fd0b
https://github.com/BVLC/caffe/commit/f0b76ea244a07dd258671015d0e944da5deac7c6
https://github.com/Moya/Moya/commit/d60892dcc5da9d8f160c948185a2fb9ff474d29d
https://github.com/BVLC/caffe/commit/ade9664cba38b2e03b708db421723dfbc07e159b
https://github.com/Moya/Moya/commit/b734fc777e6366c9a317da4bf7e19bcc91c54fad
https://github.com/Moya/Moya/commit/964c863df66d620b2020791d60bc2d44b2ab220a
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Figure 5: Projects with high r? values, developed in different programming lan-

guages

and 0.97 for Middleman, 0.83 and 0.98 for plotly.R, 0.67 and 0.74 for Dapr.
HoTT/book seems to have a large commit beside a large insertion and deletion
pair on 2013.04.27. Removing only the insertion-deletion pair does not change the
r? values significantly. The large insertion is a merge, indicating that a substantial
amount of work is being done elsewhere.
Frontend seems to have many large temporal changes, Static-analysis underwent
several changes between 2022.08.22 and 2022.09.24 that look like refactoring, mak-


https://github.com/HoTT/book/commit/075ad72dae5f93287951efff5cef04f93eba1552
https://github.com/HoTT/book/commit/c35e131efc9eb810cc78da0cf856b7f92bd0e91b
https://github.com/HoTT/book/commit/aacbb13485fd04555200fc79371e6fd60e39df8f
https://github.com/HoTT/book/commit/075ad72dae5f93287951efff5cef04f93eba1552
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ing them harder to analyse.

5 Threats to validity

This study might suffer from the usual threats to external validity. There might be
limits to generalizing our results beyond our settings (the programming language
used and repositories outside of GitHub).

One specific threat to validity might come from the fact that committers did mod-
ify the author and commit date of some of the commits. It could happen that there
were other ways and methods to change commits, that we did not know about or
notice. To address this threat we have to point out that most of the projects have
several contributors (15, 700+ for Linux) and have been running for several years.
We find it unlikely that an effort would exist to create misleading metrics on this
scale.

A limit for generalizing our results might come from the selection criteria: pop-
ular, large, open-source projects present on GitHub. While GitHub is one of the
largest sites hosting software project repositories, privately developed, less popular
or smaller repositories may follow different trends.

6 Conclusion

This paper presents our study on how the effort invested into software development
projects changes over time, using 875 popular and large open-source projects.
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We presented earlier works on the structure of software systems and the external
factors identified to impact them significantly. We also presented earlier works on
the evolution tendencies of software systems, information that we are updating with
contemporary data and extending in the number of projects.

In nearly 73% of the investigated projects, we found a strong correlation between
accumulated effort and a quadratic function of time.

Despite significant advancements in areas related to software development over
the past 25 years, our analysis of pre-2000 projects revealed no overarching exter-
nal event that consistently impacted their development. Most projects seemed to be
largely unaffected by external factors. This effect was seen regardless of the pro-
gramming language used.

Our results show that software development seems to follow clear patterns, even
if those are not intuitive. Our observations offer little hope for improving the speed
of software development but indicate the possibility of improving efficiency by op-
timising headcount and investment into tooling ([54]).

Our findings support the prohibition of gold plating (any effort spent on achieving
higher than necessary quality is likely to be taken away from other directly benefi-
cial features), the consideration of outcome bias (as the outcome might not depend
on the actions of individuals or decisions directly, it should be ignored when eval-
uating those decisions) and in general the delaying of decisions as long as feasible
instead of action fallacy (since development seems to follow predictable trends it is
not clear if decisions do have an impact on results or might only take up resources
to make).

7 Further work

In the future, we plan to investigate more projects with low r2 values. Further
research could investigate the reasons behind the deviance we observed in some
projects and explore for specific projects all events that happened with that project
and their impact on it (e.g. [1]).

Further research could also investigate if there are differences in the effect based
on the organisation performing the development or industrial area.

Further research could also investigate how and how far the headcount and tool-
ing investment could be lowered while achieving the same results.

It is generally accepted that a low bus factor and the presence of the hero anti-
pattern can harm projects. Our observations also seem to indicate that it is not just
necessary to limit these effects, but also possible on long time horizons (in a 25
year time frame, people tend to leave projects). We leave it to further researchers to



250 K. Szabados

investigate in detail, how the projects managed to keep these effects under control.

Data Availability: For our research we only used data publicly available on GitHub (the
Git repositories of the projects). In every case, we used the latest version at the time of
publication (pulling the latest changes for every project). We refer to specific phenomena
in the article by providing direct links to the code version, using their unique commit hash
identifier.
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Abstract.

We introduce the Sapientia ECN Al Baseline Index, a benchmark for evalu-
ating the fundamental problem-solving capabilities of publicly available, state-
of-the-art Large Language Models (LLMs) in competitive programming. Using
basic prompting techniques on problems from the annual Sapientia Efficiency
Challenge Networking (ECN) competition, we assess LLMs’ baseline perfor-
mance, deliberately excluding more advanced enhancements like agentic sys-
tems or external knowledge retrieval.

Our initial study compares LLM results with those of student teams from
the ECN 2023 competition, analyzing both the number and types of problems
solved, as well as score distributions. By providing a consistent, longitudinal
measure, the ECN Al Baseline Index aims to track Al baseline capability ad-
vancement in complex problem-solving domains and offers insights into the
evolving strengths and limitations of LLMs relative to peak and median stu-
dent expertise.
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levels. Programming contests, including globally recognized events like the Inter-
national Collegiate Programming Contest (ICPC) and Google Code Jam, have long
served as arenas for coders to test their problem-solving and algorithmic thinking.
These competitions demand not only proficiency in coding but also the ability to de-
vise efficient algorithms under strict time constraints. Similarly, the Sapientia-ECN
(Efficiency Challenge Networking) programming contest, organized by the Mathe-
matics and Informatics Department of Sapientia Hungarian University of Transyl-
vania, has established itself as a significant event in the region, adhering to ACM-
ICPC standards and attracting high school and university teams for over 15 years.
The competition provides a unique and challenging environment, allowing young
programmers to showcase their skills in a structured and competitive setting.

Determining an appropriate level of problem difficulty is essential to the success
of any programming competition, as it influences participant engagement, learning
outcomes, and the overall fairness of the event. A well-calibrated difficulty range
ensures that the contest remains accessible to participants of diverse skill levels,
fostering broader participation while maintaining a high standard. Balancing easy
and challenging problems not only sustains motivation among participants but also
enhances the educational impact of the competition, enabling students to develop
stronger problem-solving and algorithmic skills. This balance is crucial for con-
tests aimed at educational growth, as it prevents problems from being too trivial or
prohibitively complex, thereby enhancing participants’ sense of achievement and
satisfaction.

The increasing sophistication of large language models (LLMs) has introduced a
new method for evaluating problem complexity and solution effectiveness in pro-
gramming competitions. State-of-the-art language models, such as those based on
OpenAT’s latest offerings, now serve as a practical benchmark for assessing prob-
lem difficulty by simulating solutions generated with basic prompting techniques.
These models can provide a stable, consistent baseline for comparing Al perfor-
mance against that of human participants, offering organizers a quantitative ap-
proach to evaluate the complexity of contest problems. Furthermore, the qualitative
aspects of Al performance are increasingly relevant, as they allow us to delve into
not just the quantity of successfully solved problems but also the types of problems
that different models and human participants can address. By examining the distri-
bution of scores achieved by human competitors alongside Al results, we can gain a
nuanced understanding of how AI models handle various problem types compared
to human teams, thereby offering a holistic view of AI’s current strengths and lim-
itations.

This paper introduces the Sapientia ECN Al Baseline Index (EAII), a novel metric
that systematically evaluates the capability of publicly accessible LLMs in solving
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algorithmic challenges typical of programming competitions. By applying this in-
dex to the 2023 Sapientia-ECN contest, we aim to establish an accessible, replica-
ble baseline for Al performance, focusing on standard, straightforward prompting
methods that any user can implement. Through this comparative analysis, which in-
cludes both quantitative and qualitative evaluations, we assess the problem-solving
abilities of current LLMs, their limitations, and the variety of problems they can
tackle effectively. The EAII thus serves as a longitudinal tool, designed not only to
track the evolution of Al capabilities in competitive programming but also to offer
a unique perspective on the types of algorithmic challenges that remain difficult
for Al relative to human performance, as models continue to advance in complex
problem-solving domains.

2 Background

Program synthesis aims to automate the coding process by generating programs that
satisfy user-specified intents, a goal often considered the “holy grail” of computer
science [1], [2]. Achieving this would significantly enhance programmer produc-
tivity and broaden access to programming. Automatically creating programs from
high-level descriptions has long been a central challenge in computer science.

Developing Al systems capable of solving unforeseen problems by generating
code from descriptions is multifaceted, advancing our understanding of problem
solving and reasoning [3]. Solving competitive programming problems is a crucial
step in this field. It requires understanding complex natural language descriptions,
reasoning about novel problems, mastering diverse algorithms and data structures,
and precisely implementing extensive solutions [4]. Competitive programming,
which attracts hundreds of thousands of participants worldwide, provides robust
benchmarks for evaluating intelligence [5].

2.1 State-of-the-Art Models for Competitive Programming

Large language models (LLMs) have demonstrated remarkable reasoning capabil-
ities, though debates about their limitations and data contamination issues per-
sist [6]. Recent studies focus on evaluating LLMs’ abilities to solve expert-crafted,
competition-level programming problems, which demand deep understanding and
robust reasoning skills [6]. For example, the paper by Coignion [7] evaluates the
performance of LLM-generated code on Leetcode, a popular platform for coding
challenges. This research compares 18 different LLMs, analyzing factors such as
model temperature and success rates. The findings indicate that LLMs can produce
code with performance comparable to that of human-crafted solutions, suggesting



258 7. KATAI and D. ICLANZAN

that LLMs are capable of handling competitive programming tasks effectively [7].

Recent advancements of state-of-the-art models have led to remarkable progress
in machine assisted solving of competitive programming problems[8], with models
such as AlphaCode, AlphaCode 2, and OpenAT’s o1 achieving significant milestones.
These systems demonstrate Al’s growing capability to tackle complex coding chal-
lenges, with each model offering distinct approaches and achievements in the field.

DeepMind’s initial entry into this domain, AlphaCode, established a foundation
for Al systems in competitive programming by achieving rankings in the top 54.3%
of participants in simulated Codeforces competitions [4]. The system’s success
stems from its innovative methodology of generating millions of diverse code sub-
missions through transformer-based networks, followed by sophisticated filtering
and clustering processes that select up to ten submissions for final evaluation. This
approach marked a significant step forward in replicating human-like problem-
solving capabilities in programming contexts.

The subsequent development of AlphaCode 2 [9] represented a substantial ad-
vancement over its predecessor. This improved system demonstrates performance
levels surpassing approximately 85% of human programmers in competitive pro-
gramming scenarios, positioning it between the ’Expert’ and ’Candidate Master’
categories on Codeforces [10]. AlphaCode 2’s enhanced capabilities are attributed
to several key improvements, including a more sophisticated training methodol-
ogy utilizing an expanded dataset of programming challenges. The system achieves
nearly double the problem-solving efficiency of its predecessor, successfully resolv-
ing approximately 43% of problems within ten attempts, compared to the original
AlphaCode’s 25% success rate.

OpenAT’s newest model named o1 [11] seems to have has pushed the boundaries
even further [12]. It is reported to achieve rankings in the 89th percentile on Code-
forces [11]. The ol model’s success is rooted in its deliberate, reasoning-centered
approach to problem-solving, moving beyond the rapid response mechanisms char-
acteristic of earlier Al systems. This model distinguishes itself through its ability to
refine strategies, identify potential errors, and explore alternative methods to im-
prove accuracy. The training methodology emphasizes deep analytical thinking,
enabling the model to develop sophisticated problem-solving strategies that more
closely mirror human cognitive processes. Compared to its predecessor GPT-4, the
01 model demonstrates notably enhanced performance in tasks requiring precise
reasoning and stepwise analysis, particularly in advanced problem domains.

These developments collectively represent a significant evolution in AI’s capabil-
ity to engage in competitive programming, with each successive model demonstrat-
ing increasingly sophisticated approaches to problem-solving and higher levels of
performance in competitive scenarios. The progression from AlphaCode to Alpha-
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Code 2 and the introduction of the 01 model illustrate the rapid pace of advancement
in this field, suggesting promising directions for future developments in Al-driven
programming solutions.

3 Sapientia-ECN: a challenging programming competi-
tion

The Sapientia-ECN (Efficiency, Challenge, Networking) programming contest, orga-
nized by the Mathematics and Informatics Department of the Sapientia Hungarian
University of Transylvania, has been a prestigious event for more than 15 years, tar-
geting high school and university teams in the region. This competition follows the
ACM-ICPC (International Collegiate Programming Contest) format, providing an
excellent opportunity for young programmers to challenge their skills and compete
in a rigorous, yet rewarding environment.
In line with the ACM-ICPC style, the Sapientia-ECN competition features:

« Teams of Three: Each team consists of three members who collaborate to solve
problems. This encourages teamwork and effective communication.

« Single Computer: Teams are provided with one computer, simulating a real-
world scenario where resources are limited and must be managed efficiently.

+ English Language Problem Set: The problem set, written in English, ensures
that participants can compete on an international level and gain experience

with globally

« Five-Hour Duration: Teams have five hours to solve as many problems as they
can. This tests their ability to perform under pressure and manage their time
effectively.

The problems are designed to be of medium difficulty, striking a balance that
challenges participants while remaining accessible to a wide range of skill levels.
Solutions are evaluated based on correctness and efficiency, with no partial credits
awarded for incomplete or partially correct solutions. Solutions must be completely
correct to earn points.

To recognize the efforts of participants at different educational stages, the com-
petition awards prizes separately for high school and university teams. This ensures
a fair comparison and encourages participation from younger students, fostering an
early interest in computer science and programming.



260 7. KATAI and D. ICLANZAN

The mission of the Sapientia-ECN competition goes beyond just being a test of
programming ability. It provides participants with:

» Experience with ACM-ICPC Standards: By following the ACM-ICPC format,
participants gain familiarity with one of the most prestigious programming
competitions worldwide, preparing them for future contests at higher levels.

+ Networking Opportunities: The event brings together young programmers
from various institutions, promoting networking and the exchange of ideas.

« Skill Development: The problems are crafted to improve algorithmic think-
ing, problem-solving skills, and programming proficiency, essential traits for
future careers in technology and research.

In Conclusion the Sapientia-ECN programming competition stands out as a sig-
nificant event in the regional academic calendar. It not only fosters a competitive
spirit among young programmers but also prepares them for larger stages like the
ACM-ICPC. By participating, students gain invaluable experience, develop critical
skills, and become part of a vibrant community of problem solvers.

4 Annual Al Performance Evaluation

The ECN AI Baseline Index (EAII) is constructed as a relative performance index
that compares the easily and consistently achievable performance of Al systems in
competitive programming contests against the peak and median performances of
student teams. Each year, the Index uses publicly available state-of-the-art models,
accessible to any user, ensuring the performance is replicable without advanced
configurations, techniques or custom system setups.

4.1 Design of an Achievable Baseline

EAIl is not intended to represent the highest possible Al performance with state-of-
the-art techniques like retrieval-augmented generation (RAG) or agentic systems.
Instead, it focuses on a baseline score, one that any user could obtain using simple
and repeatable methods. In each evaluation cycle, the chosen models are used “as-
is”, with basic prompting. This establishes a fair and comparable standard over time,
ensuring that advancements in the metric reflect changes in general Al accessibil-
ity and capability, rather than specialized, advanced techniques or very resource-
intensive processes.

The prompt used to assess the AI models is minimal yet effective, constructed to
solicit a competent solution without additional guidance:
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As an expert competitive programmer, write a very efficient Python 3 so-
lution for the given problem. Read inputs from standard input and write
outputs to standard output.

This prompt is followed by the problem statement as provided in the ECN con-
test. By using a simple and consistent prompt, we ensure that the AI’s performance
is based on its inherent capabilities without the influence of intricate prompting
strategies and prompt engineering.

4.2 Limiting Al Solution Attempts for Fair Comparisons

Al systems can generate code rapidly and could potentially generate a very large
number of solutions until one succeeds. To mitigate this advantage we implement
a controlled evaluation procedure comprising two stages.

Local testing: The solution provided by the AI is first tested locally using the
example inputs and outputs provided in the problem statement. If the solution pro-
duces errors, such as runtime exceptions or incorrect results, a feedback loop is
created in the form of the error messages or observed incorrect behavior. If the
proposed solution involves precomputation, a technique commonly used in com-
petitive programming, the LLM is asked to separate the precomputation script and
indicate where the results should be placed in the final solution. The Al is allowed
a maximum of three rounds of error correction or enhancements at this stage.

Contest evaluation system: If the solution passes the local test, it is then submit-
ted to the automatic grading system of the contest. If the solution fails the system’s
checks, one final feedback loop is provided, where the Al is informed of the failed
test cases, along with standard error messages such as “Time Limit Exceeded” or
“Wrong Answer”. Only one round of feedback is allowed at this stage, limiting the
AT’s optimization opportunities to maintain comparability with human competitors.

By constraining the number of feedback rounds and aligning the evaluation pro-
cess with the standard contest conditions, we aim to limit the AI's potential ad-
vantage derived from rapid iteration and multiple attempts. This approach ensures
that the Al’s performance is measured under conditions comparable to those experi-
enced by human teams, who also have limited opportunities to debug and resubmit
solutions within the contest time frame.
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4.3 Baseline AI Performance

PTyy denotes the total number of problems the Al successfully solves according to
the conditions detailed above. A solution is considered successful only if it passes
all test cases in the automated judging system of the contest. A direct relative com-
parison can be used to evaluate Al performance in relation to student performance.

Relative Performance to Median (RPM):

PTa1 - Median(PTstudents)
RPM = x 100 1
Median(PTtudents) w

where:

o PTgtudents 1s the set of total problems solved by each student team.

« Median(PTydents) is the median number of problems solved by student teams.

Relative Performance to Peak (RPP):

PTa1 — Peak(PTspudents)
RPP = x 100 (2)
Peak(PTstudents)

where Peak( PTtydents) is the maximum number of problems solved by any student
team.

These metrics provide insights into how Al performance compares with both me-
dian and peak student performance, offering a multifaceted analysis of its capabili-
ties in relation to different benchmarks.

4.4 EAII Definition

In addition to RPM and RPP, which reflect AI’s position relative to specific student
performance points, the ECN Al Baseline Index (EAII) is designed to offer a com-
prehensive assessment by considering both median and peak student performances.
The EAII integrates these perspectives to provide a single, unifying metric:

PTp; — Median (PTyudents) + 1

EAIL = : x 100, (3)
Peak(PTstudents) - Medlan(PTstudents) +1

The EAIl measures the AI’s performance relative to the range between the median
and peak student performances, expressed as a percentage. Laplacian smoothing
ensures that the denominator is not zero in cases of uniform performance between
teams.
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4.5 Characteristics of the Metric

EAII provides a normalized scale, being a dimensionless quantity that normalizes the
AT’s performance between the median and peak student performances. This normal-
ization facilitates comparison across different contests and time periods, even when
the number and difficulty of problems might vary. As a relative performance indi-
cator, an EAII of 0% indicates that the AI's performance is equivalent to the median
student team, while an EAII of 100% signifies parity with the top-performing stu-
dent team. Values exceeding 100% imply that the Al outperformed the best student
team, whereas negative values indicate performance below the median.

The EAII metric becomes more sensitive when student performance is tightly
clustered. When the top and median teams score similarly, the performance devia-
tion between the student teams is low. Consequently, each problem the Al solves
or fails to solve causes a larger shift in its EAII score. This is because the metric nor-
malizes Al performance against the spread of student scores. With a narrow spread,
even small changes in Al performance result in dramatic changes to its relative po-
sition and final EAII score.

5 Experiments

Since AlphaCode 2 is not publicly accessible, we chose to conduct our experiments
using the available preview of OpenAI's new model, code-named o1-preview '. Un-
like AlphaCode 2, which is proprietary to Google DeepMind, the o1-preview model
was readily accessible via API calls. Consequently, in our experiments with ECN
2023 problems, we used ol-preview as the engine for the ECN Al 2023 (EAI2023)
solver.

5.1 ECN 2023 edition

The 2023 edition of the Sapientia-ECN competition took place on November 20,
bringing together 20 teams from Romania and Hungary, including 13 university
teams and 7 high school teams. Participants faced a diverse set of 14 problems,
ranging from relatively straightforward to highly challenging. The tasks spanned
a variety of topics, with a particular focus on dynamic programming (Tasks A, F,
I, N), classical algorithmic challenges (Tasks C, D, E, G, J), and problems involving
mathematical concepts or data structures (Tasks B, H, K, L, M). Several problems
required advanced techniques and optimizations, such as binary search (Tasks A,

"https://openai.com/index/introducing-openai-ol-preview/
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M) and precomputations (Tasks E, M). The contest demanded not only strong algo-
rithmic skills but also efficient implementations, posing a significant challenge even
to the most experienced competitors.

5.2 ECN 2023 problems

Below we present the essence of the proposed tasks. For the exact problem state-
ments visit the official website of the Sapientia-ECN programming competition 2.

5.2.1 Problem A: Gifts

Objective: Determine the optimal node in an induced subtree to add to a given list
of ‘generator nodes’ to get the closest possible sum to a specified value.

« Tree Structure: An undirected tree with N vertices, where Fanurie visits each
node in DFS order starting from node 1 and leaves gifts of increasing values.

« Subtree Induction: For each query containing a list of ‘generator nodes’, de-
termine the minimal subtree that includes each node in the list (the subtree
of the DFS tree rooted at the lowest common ancestor of the nodes in the
list) and identify the node in the induced subtree that, when added, brings the
list’s total gift value closest to a given sum S.

« Constraints: Multiple queries with varying K (number of generator nodes in
the list) and S (target sum), ensuring K + 1 nodes in the induced subtree.

+ Output: For each query, the optimal node to add, ensuring it is not already in
the list and choosing the smallest node in case of ties.
5.2.2 Problem B: Colors in Store

Objective: Determine the price each customer will pay for a tablecloth that matches
their color preference or indicate if no matching tablecloth is available.

« Each tablecloth has a unique price and two color attributes (front and back)
represented by integers from 1 to 3.

« Customers have a single favorite color and will purchase the cheapest avail-
able tablecloth with that color on either side.

Zhttps://ecn.ms.sapientia.ro/problems.php
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+ Customers are served sequentially, and each purchase removes a tablecloth
from the available options.

« For each customer, record the price paid or indicate if no suitable tablecloth
is available.

5.2.3 Problem C: Golden Primes

Objective: Write a program to identify all values of n for which p, a golden prime,
is less than a given threshold b.

+ Golden Prime Definition: A golden prime is a prime number of the form p =
¢? — ¢ — 1, where ¢ = 2" and n is a positive integer.

« Input: A single positive integer b (where b < 2'090) serving as the upper
bound for p.

« Output Requirements: Print each value of n (one per line) for which p is a
golden prime and less than b.

5.2.4 Problem D: Egyptian Fractions

Objective: Develop an algorithm to compute all possible Egyptian fraction represen-
tations for a given fraction, using the fewest possible terms.

« Egyptian Fraction Definition: An Egyptian fraction is a representation of a
fraction as a sum of distinct unit fractions (fractions with numerator 1), such
17 _ 1

1,1 _ 1,1
sz =5 tutr =71 10

« Input: Several lines, each containing a fraction in the form £, where a and b
are positive integers and 0 < a < b.

+ Output Requirements: (i) Each line should display the minimum number of
unit fractions in the Egyptian representation, followed by the denominators in
lexicographically ordered parentheses; (ii) If multiple minimal representations
exist, list each distinct set of denominators in lexicographical order.

5.2.5 Problem E: F. Lanovka — The cable car

Objective: Determine the minimum number of units needed to increase the heights
of selected peaks to install a cable car system of length K with smoothly ascending
columns in the Vector Vista Mountains.



266 7. KATAI and D. ICLANZAN

+ Peak Requirements: There are N peaks in total, and columns need to be in-
stalled on K consecutive peaks.

o Column Heights: The highest point of the cable car columns (peak + col-
umn) should reach height H, with subsequent heights on the remaining K — 1
columns descending by 1 unit each ie, H -1, H-2,.., H - K + 1).

« Direction of Installation: The cable car path starts from the rightmost peak
and goes leftward.
5.2.6 Problem F: Kings Again

Objective: Calculate the number of ways to place K kings on an N X M chessboard
without them attacking each other.

 Chessboard Rules: Kings can attack each other if they are on adjacent cells
(horizontally, vertically, or diagonally).

« Input: Multiple test cases, each specifying the values of N, M, and K.

« Constraints: Fach test case requires calculating the number of valid place-
ments modulo 107 + 7.

+ Output: For each test case, the number of ways to place the K kings.

5.2.7 Problem G: Breaking a Quantum Cryptography Machine

Objective: Analyze intercepted cryptographic messages and their solutions to de-
duce the operating principles of an enemy quantum cryptography machine and re-
implement its functionality in C/C++.

« Intercepted Messages: Access to captured messages along with their verified
solutions, provided by the Secret Service.

+ Objective of Analysis: Identify and understand the underlying encryption
principles used by the quantum cryptography machine based on the given
examples.

5.2.8 Problem H: ”Optimizing” Ascent: Navigating Bear-Dangerous Terri-
tory in a Binary Matrix Mountain

Objective: Calculate the minimum number of steps taken through dangerous (in-
ternal) regions to ascend from the base to the summit of a multi-level "mountain”
represented by concentric binary matrices.
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« Mountain Representation: The mountain has n levels, each encoded as an
m X m binary matrix where: (i) A value of 1 represents mountain points; (ii)
Each level’s 1s form a connected region, including boundary points.

« Concentric Structure: Levels are “concentric”, meaning if a point is 1 at level
I,itisalso 1 atleveli—1,fori=2,...,n.

+ Summit Configuration: The top level (last matrix) has a single 1, marking the
mountain peak.

+ Climbing Constraints: (i) Start at any boundary (edge) point on level 1; (ii)
Move from the edge of each level to the next level’s edge, aiming to reach
the summit in the fewest steps through internal points; (iii) Moving between
levels or along any edge is considered safe, as bears avoid these regions.

5.2.9 Problem I: Hamilton

Objective: Calculate the shortest route Hamilton, Santa’s favorite elf, must take to
deliver packages to all the mailboxes on a specific stretch of road.

» Coordinates: The road is 10000 meters long and 15 meters wide. Each mailbox
has known coordinates (x,y) where 0 < x < 10000 and 0 < y < 15. The
x-coordinates (abscissas) are unique for each mailbox, but the y-coordinates
(ordinates) may repeat.

+ Movement Constraint: Hamilton must traverse the mailboxes such that their
x-coordinates first continuously increase and then continuously decrease, en-
suring an efficient round trip.

« Start and End: The route starts at the first mailbox, covers all mailboxes, and
returns to the starting point.

+ Output: A single real number representing the length of the shortest route,
printed with exactly six decimal places.

5.2.10 Problem J: Find the Identical Twins and Triplets

Objective: Identify and display groups of identical twins or triplets from a population
database (n < 160000) who share the same DNA signature, including only those
groups where at least one member is adopted.
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« Database Structure for each individual: Personal Code (a unique 31-bit posi-
tive integer); DNA Signature (a string of up to 11 uppercase letters); Adoption
Status (character ’A’ for adopted, -’ otherwise); Name (up to 27 characters,
may include whitespace).

» Unique Code Assignment: Consecutive personal codes in ascending order
may have gaps, especially after assigning codes to twins or triplets. (Twins
and triplets with the same DNA signature are guaranteed to appear consecu-
tively in the sorted database by personal code)

« Grouping Requirement: (i) Identify groups of individuals with the same DNA
(identical twins or triplets); (ii) Display only those groups containing at least
one adopted member.

5.2.11 Problem K: Dependencies

Objective: Develop a program to determine if specified sequences of AWS resources,
as defined in a CloudFormation template with dependencies, can be created in the
given order. Identify any problematic resources that cannot be created due to de-
pendency constraints.

« The input includes

- R (1 £ R < 100) lines with resources and their dependencies in the
format: Resource ID (alphanumeric, up to 20 characters) followed by a

35 9

colon ("), and then a space-separated list of its dependencies;

- S (1 £ § < 100) lines with space-separated resource IDs representing
the order in which resources are intended to be created.

« Output Requirements:

— If all resources can be created in order, print "No problematic resources”.

— If some resources cannot be created in order: (i) For one problematic
resource, print "Problematic resource: ” followed by the resource ID;
(ii) For multiple problematic resources, print "Problematic resources: ”
followed by the space-separated list of all problematic resource IDs in
the order they appear in the sequence.
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5.2.12 Problem L: Windmill-lottery

Objective: To simulate a national lottery system in "Windmillia” and output the re-
sult of each draw based on specified rules. The simulation involves generating num-
bers and performing draws as per certain calculations, with numbers being assigned
to two lines (Line; and Lines) or used in a draw depending on modular conditions.

« Line and Number Generation:

— Numbers are generated based on provided formulas involving constants

a, b, c,and d.

— Line assignment is determined by another formula with constants L,
Ly, L.,and L.

— If Line, value is 1 or 2, Number, is assigned to the corresponding line.
If Line, is 3, a draw is performed if the two lines have the same parity
of count.

o Draw Process:
— Condition for Draw: A draw can only occur if both Line; and Lines
contain an even or odd number of elements.

— Sorting: Both lines are sorted before the draw.

— Rotation: Lines is rotated by rotationCount based on the calculated mid-
dle point.

- Offset Calculation: An offset O f f'set; is calculated to find specific posi-
tions from the middle point in each line.

- Winning Number: Using the middle point and offset, two values are
summed (taking 0 if a line is too short), and their modulo m is taken as
the winning number.

« Special Calculations:

— Middle Point Determination: Adjustments are made for odd/even counts
in each line.

— Modulo m: Where m is the maximum value currently present across
both lines.
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5.2.13 Problem M: Modpute

Objective: To simulate the Modputer machine’s behavior and calculate the total
number of updates applied to its internal state array after processing a sequence
of input integers. Each update occurs when an element in the state array is divisible
by the current input integer.

« Internal State Array (A):
— The machine’s internal state is represented by an array A of N positive
integers.
— Each element in this array is subject to updates based on divisibility
checks against the input integers.
« Input List:
— A sequence of M positive integers, each greater than 1, is processed one
by one.
— For each integer D in this input, the machine checks each element in A
to see if it is divisible by D.
+ Update Mechanism:
— For each integer D in the input: If an element A[7] in the state array is
divisible by D, it is incremented by one.
— The operation is repeated for each integer in the input list, potentially

causing multiple updates to each element in A.

« Count of Updates: Track the number of updates for each element in A and
calculate the total number of updates across the entire array.
5.2.14 Problem N: Carpathian Riders

Objective: Plan an optimal motorcycle trip across the Carpathian Mountains on a
grid of elevations.

+ Grid Structure: The grid has R rows and C columns, with elevation values
between 0 and 1000, and impassable cells marked as -1.

« Movement: The gang can move east, northeast, or southeast, starting from
any passable cell on the western edge and aiming to exit on the eastern edge.
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« Constraints: The trip must visit exactly P mountain passes, where a mountain
pass is a cell with a higher elevation than its eastern and western neighbors
and a lower elevation than its northern and southern neighbors.

+ Goal: Minimize the sum of elevations along the trip while meeting the pass
constraints.

+ Output: The minimum sum of elevations for a valid trip or "impossible” if no
such trip exists.

6 Results and Discussion

Metric Value
Students Maximum Problems Solved (Max(PTgudents)) 8
Students Minimum Problems Solved (Min(PTgtudents)) 0
Students Mean Problems Solved (Student mean PT) 2.47
Students Median Problems Solved (Median(PTstudents)) 2
Students PT Standard Deviation (STD (PTgudents)) 2.34
EAI2023 Total Problems Solved (PTar) 10
EAI2023 Solved Percentage (SP) 71.42%
EAI2023 Partially Solved 3
Relative Performance to Median (as defined in Equation 1) 400%
Relative Performance to Peak (as defined in Equation 2) 25%

2023 ECN Al Baseline Index (as defined in Equation 3)  128.57%

Table 1: Key metrics

Performance statistics and key metrics are presented in Table 1. The problem-
solving rates for each student team and the outcomes of EAII2023 are shown in
Table 2. Additionally, the distribution of the number of problems solved by student
teams is illustrated in Figure 1.

The problem-specific solving rates are visualized in Figure 2, which indicates
varying levels of difficulty across different problems. Problems A and B were solved
exclusively by student teams, while Problems C and D were solved solely by the Al
system.

The box plot in Figure 3 provides a statistical summary of student performance,
and Figure 4 reveals the correlations between different problems.

The results of this study underscore distinct problem-solving patterns between
student teams and the EAI2023 Al system, particularly in terms of problem-specific
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Problem EAI2023 Solved Student Teams Solved Percentage of Teams Solved

A Partially 1 5.26%
B Partially 6 31.57%
C Yes 0 0%
D Yes 0 0%
E Yes 7 36.84%
F Yes 1 5.26%
G Yes 16 84.21%
H Yes 2 10.52%
I Yes 2 10.52%
] Yes 3 15.78%
K Yes 4 21.05%
L No 0 0%
M Partially 0 0%
N Yes 5 26.31%

Table 2: Problem-solving rates

strategies and advanced techniques. Metrics such as Relative Performance to Me-
dian (RPM) and Relative Performance to Peak (RPP) allow us to quantitatively assess
the strengths of EAI2023 relative to student performance. Furthermore, qualitative
analysis offers additional insights into how the unique requirements of each task
shaped the outcomes, revealing important pedagogical implications for training in
competitive programming,.

6.1 OQuantitative Analysis of Performance

As shown in Table 1, EAI2023 demonstrated outstanding performance, outperform-
ing the median student team by an impressive 400% (RPM, Equation 1) and excelling
across nearly all tasks. With a record-breaking 10 solved tasks, it exceeded the peak
performance of the top student team by 25% (RPP, Equation 2), further cementing
its reputation as a highly capable and effective problem-solving system.

The problem-specific analysis in Figure 2 reveals significant variances in diffi-
culty across problems. Problems such as C and D, which were solved exclusively
by EAI2023, highlight areas where the Al may have distinct advantages in system-
atic problem-solving under strictly defined test conditions. Conversely, Problems
A and B, which were partially solved by students but not fully by EAI2023, may
indicate situations where students displayed creative or heuristic-driven problem-
solving abilities that the Al did not replicate fully. Problem G stands out as the most
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Distribution of Problems Solved by Student Teams vs. EAI2023
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Figure 1: Distribution of total problems solved by student teams compared to
EAI2023. The red dashed line indicates EAI2023’s performance.

frequently solved problem among students (84.21% of teams), suggesting that cer-
tain types of problems align more closely with human problem-solving strategies
than with Al-driven methods.

Figure 3 further illustrates the distribution of total problems solved by students,
with the red dashed line marking the AI’s score of 10 problems. The spread of stu-
dent performance, reflected in a standard deviation of 2.34, points to a wide range
of competencies among participants. This variability, combined with the solid per-
formance of Al suggests potential opportunities for future Al improvements aimed
at bridging the gap in partially solved or creative problem types.

Finally, Figure 4 provides an overview of problem-solving correlations, though
these patterns should be interpreted with caution due to the small sample size. For
example, the observed perfect correlation between Problems H and I likely stems
from these problems being solved only by the winning team, rather than indicat-
ing a significant general trend. Nevertheless, exploring such correlations in larger
datasets could offer insights into how certain types of problems may cluster or in-
teract, potentially guiding further Al development.



274 7. KATAI and D. ICLANZAN

Problem Solving Rates by Student Teams vs. EAI2023
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Figure 2: Problem-specific solving rates comparing student teams’ performance
with EAI2023. The green bars represent the percentage of student teams that solved
each problem, while the red line shows whether the EAI2023 solved the problem or
not.

6.2 OQualitative Analysis of Performance

The efficient solution of four tasks (A, F, I, N) required the application of a specific
programming technique: dynamic programming (DP). Notably, the Al correctly
identified the need for dynamic programming in all instances. For task N, the Al
provided a valid solution in the first round, but it fell short in terms of speed for one
test case, likely due to generating Python code, which is generally slower than lan-
guages like C. The Al correctly determined that a 3D DP array dp[r][c][p] should
be used, where r represents the row index, ¢ the column index, and p the number
of passes visited so far. In round 2, aiming to optimize performance, the Al tried to
enhance the solution by implementing Dijkstra’s algorithm. However, the Python
version of this approach was even slower, resulting in a "time limit exceeded” error
for two test cases. Learning from this, the Al returned to the dynamic programming
approach and chose a more efficient data structure in Python, which ultimately re-
sulted in a solution that was accepted for all test cases. Among the teams, five
successfully solved this problem, with one team submitting a correct solution on
their first attempt.

Task I was a specific variation of the Traveling Salesman Problem (TSP), known
as the Bitonic TSP. Although this was not explicitly mentioned in the problem de-



The Sapientia ECN Al Baseline Index 275

Distribution of Problems Solved by Student Teams

Total Problems Solved (PT)
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Figure 3: Box plot showing the distribution of total problems solved by student
teams. The red dashed line indicates EAI2023’s score, with 10 problems solved.

scription, the AI quickly recognized the nature of the problem. In the first round, it
correctly formulated the recursive equations for computing the Bitonic Hamiltonian
Paths but made an error when extracting the optimal length of the Bitonic Hamil-
tonian Cycle from the completed DP table. The Al recognized that it was dealing
with a two-dimensional DP problem and accurately identified the general structure
of the bitonic path subproblems: dp[i][j] represented “the minimal total distance
of a path that starts at mailbox 0 (leftmost), goes to mailbox i, then to mailbox j, vis-
iting all mailboxes from 0 to j exactly once”. When populating the DP array, the Al
correctly distinguished between two cases: when i and j are consecutive mailboxes
in the sorted order, and when they are not. In the second round, it successfully fixed
the bug by ensuring that, when calculating the minimal total distance (the length of
the Bitonic Hamiltonian Cycle), it considered all possible bitonic Hamiltonian paths
ending at the rightmost point, not just those starting from the leftmost point. Only
two teams managed to solve this problem—the first and second place teams—both
on their first attempt.

Task F was also straightforward for the Al to recognize, as it involved a clas-
sic chessboard problem: determining the number of ways to place k kings on an
n X m chessboard without them attacking each other. In the first round, the Al
employed a similar approach to the one proposed by the task’s author, who sug-
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Correlation Matrix of Problems Solved by Student Teams
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Figure 4: Correlation matrix showing the relationships between different problems.
Darker red colors indicate positive correlations, while darker blue colors indicate
negative correlations. The values range from -1 (perfect negative correlation) to 1
(perfect positive correlation).

gested an O (n?m?2%™) solution. However, this approach alone was not sufficient
to meet the time limit. The author applied a clever trick, embedding precomputed
results into the code. After we informed the AI of this optimization, it success-
fully implemented the trick. Interestingly, one of the competing teams devised a
faster solution (O (nmkC? + tC)), t: number of test cases) that did not rely on the
precomputed trick. Moreover, after the competition, a member of the competition
committee further optimized this solution.

For task A, efficiently solving one of the subtasks required the use of dynamic
programming, specifically through the technique of binary lifting—a method that
was not widely known among the competitors. (Only the team trained by the au-
thor successfully solved this task.) Despite this, the Al immediately recognized the
need for binary lifting to calculate the Lowest Common Ancestor (LCA) and applied
it correctly. However, it misunderstood the task’s definition of the “subtree induced
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by a list of nodes”, leading to an incorrect solution in the first round. In the second
round, while the Al identified its earlier mistake, it failed to recognize that this cor-
rection opened up an opportunity for further optimization. Instead, it modified its
previous approach to fit the new understanding, resulting in an algorithm that still
wasn’t fast enough. The Al missed the fact that the nodes of the induced subtree
form a consecutive segment in the DFS-ordered node list, and as a result, the cor-
responding value list was sorted in increasing order, making it possible to apply a
binary search algorithm.

Two tasks required a solid mathematical background. Task C involved a seem-
ingly simple prime number test but for extremely large numbers. The author pro-
vided a Python solution for this task, a language not permitted in the competition,
and relied on the isprime function, which is known to use a probabilistic approach
beyond a certain threshold. This made the task’s inclusion in the competition some-
what controversial. In the first round, the Al also used the isprime function. How-
ever, since the competition’s official judging system, although allowing Python sub-
missions outside the competition, did not support the sympy library (which isprime
depends on), we informed the Al of this limitation. In the second round, the Al ex-
plicitly implemented the Miller-Rabin test with 20 iterations for reliability, produc-
ing code that returned an “accepted” result for all test cases. Unsurprisingly, none of
the teams solved this task, and understandably, only those with limited competition
experience attempted it.

For task D, the Al quickly recognized the need to dynamically generate a rooted
tree and search for the shortest path from the root to a solution leaf. The author’s
solution used a BFS search since the goal was to find the shortest decomposition.
The main challenge was limiting the number of branches at each node. The au-
thor applied a clever trick, based on mathematical results vaguely hinted at in the
problem description: estimating the maximum depth of the tree with a relatively
small value and using this estimate to determine the maximum number of branches
each node could have. Interestingly, the Al also realized that the solution depended
on determining the maximum possible denominator for the next term based on the
estimated tree depth. However, instead of guessing this limit, the Al repeatedly gen-
erated the tree and performed searches at increasing depths —1, 2, and so on— until
it found a solution. In this approach, it was natural for the Al to initiate a DFS search
in each iteration. The AI's code passed all test cases on the first attempt. During the
competition, only one team attempted this task, but they were unsuccessful.

Many tasks required the use of appropriate built-in data structures, combined
with efficient access algorithms like binary search, to achieve correct, efficient, and
elegant solutions. These tasks were particularly well-suited to experienced competi-
tors but also aligned with the AI’s strengths. For instance, task B naturally called
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for a set, task E for an interval or segment tree, task G for a stack, task L for a
multiset, and task M for a vector of sets, among others. Another common feature
across several tasks was that certain precomputations significantly accelerated the
algorithms. Examples include task E (precomputing sums and maximums for all
consecutive fixed-length segments), task I (precomputing and storing all Euclidean
distances), and task M (precomputing and storing all divisors to avoid repeated di-
visibility checks). These tasks favored both seasoned competitors and the Al alike.

Task G was the most frequently solved problem, with 16 out of 19 teams com-
pleting it. The challenge was to recognize that the problem revolved around the
stack data structure, though it was presented in a coded form based on the given
examples. Teams had to implement this solution, either by using the built-in stack
structure or by directly coding it, for instance, with an array. Unsurprisingly, the
Al successfully solved this task on its first attempt.

Task K was fairly straightforward, as it required implementing the algorithm di-
rectly from the problem description. No advanced optimizations were necessary
due to the relatively small input size. Three teams—all of them podium finishers—
worked on this task, with each solving it correctly. Both the first- and second-place
teams succeeded on their first attempt, as did the Al It is likely that the highly tech-
nical nature of the problem statement discouraged other teams from attempting it,
as it appears they did not even engage with the task (at least, no solutions were
submitted).

Another task that the Al solved on its first attempt was Task H. The author’s
proposed solution used a modified version of the Lee algorithm, which is generally
well-known among experienced competitors. Due to the relatively small input size,
no additional optimizations were needed to meet the time limit. The Al similarly
employed a BFS-based approach, which is the core of the Lee algorithm. The top
two teams also solved this task successfully on their first submissions. Meanwhile,
one other team attempted it, submitting their code 12 times unsuccessfully—making
it the most attempts for any task in the competition.

Task ] presented a relatively simple challenge. The key requirement was efficient
sorting, and once the array was sorted, the solution could be easily extracted, as the
relevant items would naturally align next to each other. Despite 11 teams attempt-
ing this problem, only 3 succeeded in scoring points. It was later revealed that there
was an error in the input file, and depending on the chosen strategy, teams either
encountered or bypassed this issue. In the first round, the Al overlooked a crucial
detail in the input specification, leading to faulty code. Although it corrected this
in the second round, it once again missed the opportunity to leverage the benefits
of a proper understanding of the problem, as it had with Task A. Instead of opti-
mizing its approach, it merely extended the previous method to the new situation.
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Nonetheless, the AI’s proposed solution, though unnecessarily complex, ultimately
proved correct and fast enough.

Task B was attempted by nearly every team (17 in total), but only 6 managed to
receive an “accepted” result. The author sorted the tablecloths into three sets, as
their fronts or backs could only fall into one of these categories. Interestingly, the
Al also identified this as a natural approach, but instead opted for a more complex
Python data structure in the hopes of creating a more efficient algorithm. However,
it became overly complicated and failed to fix the solution even in the second round.

Task E was solved by 7 teams, making it the second most-solved problem. The
author used an interval tree to efficiently find the maximum in different segments.
The Al however, provided a sufficiently fast solution by cleverly utilizing the deque
data structure. While it made an error during the first round’s maximum calculation,
it corrected the mistake in the second round.

Tasks L and M were not inherently difficult but rather complex in their formula-
tion. The convoluted wording of Task L may have discouraged participants, as no
submissions were made for this problem. The author’s solution involved implement-
ing a custom heap structure, though the competition committee later introduced
simpler alternatives, one of which relied on the built-in multiset data structure. For
full context, it’s worth noting that the creators of these alternative solutions had
to consult the original task author due to misunderstandings or incorrect interpre-
tations of the task description. This ambiguity may explain why the Al-generated
code failed to produce output and likely contributed to teams’ hesitation to engage
deeply with the problem, resulting in no submissions.

For Task M, a straightforward naive solution was relatively easy to implement,
but the challenge lay in optimizing each subtask and applying various advanced
implementation techniques. One such technique involved precomputing divisors,
while another clever approach by the task author involved storing the positions or
indices of input array elements in sets to enable efficient retrieval through binary
search. The Al’s initial solution produced incorrect results, even for the example
provided in the problem description. In the second attempt, the AI corrected this
issue, but its algorithm was still too slow for 3 out of 9 test cases. It seems that the
AT’s optimization strategies—such as associating frequency arrays with both input
arrays and using the Sieve of Eratosthenes to precompute the smallest prime factor
for all numbers up to MAX (300,000 in this case) to accelerate factorization—were
insufficient in terms of both efficiency and precision. Only one prize-winning team
managed to submit a solution for this task, but it was ultimately unsuccessful. Other
teams that attempted the task multiple times, also without success, generally ranked
lower on the leaderboard.
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6.3 Pedagogical Insights and Lessons Learned

The analysis of Al solutions, task author approaches, and team performances reveals
important pedagogical insights, especially valuable for developing effective compet-
itive programming training. These insights can help shape training strategies and
highlight common pitfalls to avoid.

6.3.1 Technique Familiarity vs. Flexibility in Approach

Certain tasks required advanced techniques like dynamic programming for tasks
A, F I, and N, and binary lifting specifically for task A. While both the Al and the
task author correctly applied binary lifting for task A, only the author-trained team
among competitors used it, underscoring the need for explicit training in specialized
algorithmic strategies. Familiarity with less commonly known methods like binary
lifting, which can bring considerable efficiency gains, is essential for competitors
aiming to improve performance.

6.3.2 Programming Language Constraints and Optimization Awareness

Task C, which required large prime number tests, highlighted the impact of pro-
gramming language limitations. Both the task author and Al initially used Python’s
isprime function from the sympy library, which was unavailable in the compe-
tition’s environment. The AI’s pivot to a custom Miller-Rabin test implementa-
tion emphasizes the importance of preparing students to handle unexpected con-
straints and limitations. Competitors should practice adjusting strategies based on
language-specific features and know when to implement fallback methods.

6.3.3 Strategic Use of Precomputation and Data Structures

Tasks E, I, and M demonstrated the substantial advantages of precomputing values
to optimize complex calculations. While the AI often identified opportunities for
precomputation, the majority of teams did not, highlighting the need for training in
recognizing precomputation opportunities early in problem-solving.

Additionally, task-specific data structures played a vital role in solution optimiza-
tion (e.g., sets for task B, deques for task E). While the Al generally applied these
structures effectively, many teams did not. For students, mastering data structures
and quickly assessing their applicability in different scenarios can significantly en-
hance performance and reduce complexity.
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6.3.4 Error Recovery and Revisiting Problem Understanding

In tasks A and J, the Al initially misunderstood problem requirements. Although
it corrected these errors, it continued refining its original flawed approach instead
of reassessing the solution with the clarified requirements. This tendency, common
among learners, to stick to an initial solution path can hinder progress even after
gaining new insights. Training should encourage students to consider a "reset” ap-
proach once key misunderstandings are resolved, promoting a fresh perspective that
could reveal simpler or more efficient solutions.

6.3.5 Clarity and Ambiguity in Problem Statements

Tasks L and M demonstrated how complex or ambiguous problem wording can be
a significant barrier. Both competitors and the AI struggled with interpretation,
especially for tasks requiring custom structures or specific mathematical insights.
This underscores the importance of training competitors to deconstruct complex
descriptions, focus on core requirements, and approach ambiguous problems with
resilience, enabling them to tackle even the most challenging wording effectively.

6.3.6 Reinforcing Mathematical and Theoretical Background

Some tasks required specialized mathematical insights, such as understanding the
bitonic Traveling Salesman Problem for task I or efficiently testing large prime num-
bers in task C. Few competitors attempted these problems, which highlights the
value of strengthening students’ mathematical reasoning and theoretical knowledge
as part of competitive programming training. Advanced-level training should incor-
porate more complex mathematical challenges to develop these critical skills among
competitors.

6.4 EAII Advatnages and Limitation

EAII offers several advantages for longitudinal analysis. By normalizing perfor-
mances, the EAIl ensures comparability over time, remaining consistent across con-
tests with differing problem sets and participant pools. This consistency enables
meaningful longitudinal comparisons of Al capability advancements. Using the me-
dian student performance enhances robustness to outliers, reducing the influence
of extreme values and skewed distributions and providing a more stable reference
point, especially in datasets with small sample sizes. The metric also provides a
compact insight, capturing the AI’s relative standing within the spectrum of stu-
dent performance and offering insights into both average (median) and peak human
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capabilities. EAIl’s percentage scale enhances interpretability, facilitating straight-
forward communication of results.

EAII has certain limitations. It is dependent on the student performance distri-
bution and sensitive to factors unrelated to the AD’s capabilities, such as changes
in participant demographics or preparation levels. In contests with a limited num-
ber of student teams, the median and peak may not accurately represent typical or
maximum human performance, potentially skewing the EAIIl due to the impact of
small sample sizes. The metric assumes a linear relationship between the median
and peak performances, which may not capture the nuances of performance distri-
butions, particularly if the spread is uneven or significant gaps exist between top
performers and others. Additionally, the EAII focuses on two specific points—the
median and peak—and does not account for the full distribution of student perfor-
mances, which might provide additional context.

The EAII is inherently influenced by the total number of problems presented in a
contest, as the sheer volume can affect the performance outcomes for both Al and
human teams. In instances where a large number of problems are available, human
teams may struggle to address all of them within the five-hour time limit of the
contest. This limitation could inadvertently advantage the AL

To address some of these limitations, incorporating additional statistical measures
such as the interquartile range (IQR) might add more stability to the metric. The IQR
considers the spread of the middle 50% of the data, making it less sensitive to extreme
values. However, reliably computing quartiles requires an even larger sample size
with many participating teams. In contests with a small number of participants,
quartile calculations may be less robust, potentially limiting the effectiveness of
IQR-based adjustments.

7 Conclusions

The ECN AI Performance Index (EAII) introduced in this paper provides a normal-
ized, interpretable metric for comparing Al and human performances in competi-
tive programming contests. By incorporating both median and peak performances,
the EAIl benchmarks the AI’s capabilities against both average and top-performing
competitors, offering a well-rounded perspective on AI’s standing within human
standards of excellence. This dual reference point makes EAII particularly valuable
in identifying not just raw Al performance but also the areas where Al approaches
human problem-solving strengths, as well as areas where it lags behind.

In this analysis, the EAII has proven effective in capturing the AI's competen-
cies and limitations across a range of tasks, revealing both the current status and
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developmental potential of Al systems in this domain. For example, our qualita-
tive analysis highlights that the Al is well-suited to problems requiring systematic
approaches, such as dynamic programming or binary lifting. However, tasks involv-
ing flexible heuristics, creative partial solutions, or complex mathematical reason-
ing sometimes challenge the Al, indicating opportunities for further enhancement
in these areas. By tracking such nuances over time, the EAII allows us to observe
shifts in AT’s problem-solving capabilities and to identify specific areas for potential
improvement.

The EAIl’s design also accommodates variations in contest conditions and par-
ticipant performance distributions, making it a robust tool for longitudinal analysis
across multiple competitions. Although limitations exist—particularly with respect
to sample size and distribution assumptions—EAII nonetheless provides an invalu-
able metric for evaluating the evolution of Al in competitive programming, tracking
AT’s progress with accessible metrics that reflect achievable benchmarks rather than
optimal outcomes. This ensures that the EAII remains widely applicable and inter-
pretable over time, as it is not tied to specialized optimization techniques that could
obscure true progress in baseline Al capabilities.

Importantly, EAIl is intentionally designed to reflect a consistent, achievable bench-
mark rather than the maximum potential performance attainable with highly ad-
vanced techniques. While agent-based systems [13]-[15], retrieval-augmented gen-
eration [16]-[18], or other sophisticated methods could indeed push Al capabilities
further, our focus is on establishing a baseline that is accessible to anyone using
straightforward prompts and publicly available models. This baseline provides a
reference point for tracking Al progress over time without the confounding effects
of specialized techniques and customized optimization strategies. In this way, the
EAII supports transparent and meaningful assessment of Al progress, helping re-
searchers and practitioners understand the real-world applicability and constraints
of Al within competitive programming contexts.

Overall, EAII is a stepping stone for understanding AI’s evolving role in problem-
solving, offering insights that extend beyond mere performance scores. By captur-
ing a nuanced view of AI’s strengths, limitations, and growth areas, the EAII fosters
a richer understanding of AI's development trajectory and its potential for reach-
ing, and perhaps one day surpassing, human performance benchmarks in complex
problem-solving domains.
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guage models were used exclusively to improve the clarity and presentation of our research

findings.
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Abstract. Surveillance systems often struggle with managing vast amounts
of footage, much of which is irrelevant, leading to inefficient storage and chal-
lenges in event retrieval. This paper addresses these issues by proposing an op-
timized video recording solution focused on activity detection. The proposed
approach utilizes a hybrid method that combines motion detection via frame
subtraction with object detection using YOLOv9. This strategy specifically tar-
gets the recording of scenes involving human or car activity, thereby reduc-
ing unnecessary footage and optimizing storage usage. The developed model
demonstrates superior performance, achieving precision metrics of 0.855 for
car detection and 0.884 for person detection, and reducing the storage require-
ments by two-thirds compared to traditional surveillance systems that rely
solely on motion detection. This significant reduction in storage highlights
the effectiveness of the proposed approach in enhancing surveillance system
efficiency. Nonetheless, some limitations persist, particularly the occurrence
of false positives and false negatives in adverse weather conditions, such as
strong winds.
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1 Introduction

The widespread installation of surveillance cameras has led to a significant increase
in visual data, with estimates predicting over 1.4 billion cameras worldwide by 2024,
generating vast amounts of video data daily. This surge poses major challenges in
terms of storage, requiring hundreds of petabytes to manage this critical informa-
tion. Efficient methods to manage and facilitate the search of this data have become
imperative.

Surveillance cameras, essential for security, create an information overload. A
single HD camera can produce nearly 650 megabytes of data per minute, resulting
in a substantial data management challenge when multiplied across thousands of
cameras in urban areas. Much of this data is redundant or irrelevant, necessitating
careful consideration of optimal storage methods to ensure the rapid retrieval of
important information.

The key problem is optimizing the storage of surveillance camera data to prevent
storage congestion while maintaining necessary recordings. Object and motion de-
tection algorithms emerge as promising solutions, filtering sequences to record only
significant activities. This approach addresses the challenge of information overload
in video surveillance.

This study aims to optimize storage space through innovative methods using mo-
tion and object detection algorithms and to implement a solution capable of discrim-
inating important scenes. This dual objective seeks to balance storage efficiency
with the relevance of the recordings. The structure of the remain of this paper is as
follows: Section 2 reviews related works in intelligent surveillance systems, com-
paring their strengths and weaknesses. In section 3, a proposed methodology of
activity detection is introduced with a overall architecture of the proposed system.
Implementation is presented in section 4, and experiment results and discussion in
section 5. The paper concludes with a summary of findings and a discussion of
future research directions.

2 Related Works

Previous studies have explored various methods for optimizing video recording.
Background subtraction and frame differencing are commonly used for motion de-
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tection, while object detection methods like Faster R-CNN and YOLO have shown
promising results in identifying specific objects in video streams.

« Arham et al [1] developed a comprehensive real-time object detection system
integrating motion detection, face detection, and human activity recognition,
effective in real-world applications but lacking comparison with existing sys-
tems and detailed dataset descriptions.

« Pal et al [2] proposed a composite block matching algorithm for efficient mo-
tion estimation in video sequences, enhancing accuracy and processing speed
but introducing computational complexity that may limit real-time applica-
bility.

+ Sadoun et al [3] addressed challenges such as illumination changes and shadow
detection, creating a background modeling and subtraction algorithm. The
model detects mobile objects but struggles with scene changes and fixed cam-
eras, needing more quantitative measures.

« Sreenu et al [4] reviewed deep learning techniques in intelligent video surveil-
lance, highlighting advancements and challenges like computational com-
plexity and the need for large datasets. They called for more robust models
and multi-sensor data integration.

+ Xia et al [5] presented a hybrid LSTM-CNN model for human activity recog-
nition, showing superior accuracy but facing high computational costs and
the need for extensive labeled data.

« Adarsh et al [6] proposed a model using YOLO and ResNet-34 for detecting
suspicious behavior, achieving significant precision but requiring substantial
computational resources.

 Lysetal [7] developed a motion detection and object recognition system using
OpenCV but lacked detailed results on detection efficiency.

« Alajrami et al [8] proposed Al techniques to enhance human identification
in surveillance, improving accuracy and speed but facing high computational
demands and privacy concerns.

« Ullah et al [9] combined CNN and LSTM for human activity recognition,
improving accuracy but facing computational challenges and the need for
broader dataset evaluation.
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+ Boumediene et al [10] created a real-time object detection model using YOLO,
achieving good accuracy but requiring a more diverse dataset for better gen-
eralization.

+ Suradkar et al [11] proposed an automatic motion detection system improving
surveillance efficiency but needing evaluation in varied environments.

« Dhulekar et al [12] developed a two-step system for motion and object detec-
tion, suggesting deeper learning techniques for more complex object detec-
tion.

« Kapania et al [13] combined YOLOv3 and RetinaNet for robust object detec-
tion and tracking, demonstrating high performance but suggesting YOLOv3
for speed and efficiency.

+ Dave et al [14] proposed a real-time action detection system addressing class
imbalance and multi-label actions, achieving state-of-the-art performance but
needing more representative datasets.

+ Bosquet et al [15] developed STDnet-ST for small object detection, achieving
state-of-the-art performance but proposing the use of GANs for generating
synthetic small objects.

« Babiker et al [16] developed an automated system for recognizing human ac-
tivities using neural networks, achieving high recognition rates but needing
testing in complex settings.

+ Deguerre et al [17] proposed a rapid object detection method in compressed
videos, enhancing detection accuracy while reducing computational time but
facing limitations with motion vector quality.

« Renetal [18] introduced the Faster R-CNN algorithm for fast and accurate ob-
ject detection, achieving high performance but facing computational intensity
issues.

« Patil et al [19] proposed a method for crowd analysis using motion patterns
and SVMs, achieving high recognition rates but relying on controlled datasets.

These studies collectively advance the field of video surveillance, addressing vari-
ous challenges and proposing innovative solutions, though they often highlight the
need for further research to overcome limitations in real-world applications as some
of them are presented in Table 1.
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Table 1: Common Limitations in Reviewed Surveillance Systems

Limitation Description

Fixed Camera Require- | Systems like [3] and [11] work only with fixed cam-
ments eras, limiting use in dynamic environments.

Lack of Real-time Pro- | High computational complexity in systems like [2]
cessing and [4] hinders real-time performance.
Indoor/Outdoor Con- | Systems such as [16] are designed for specific envi-
straints ronments, limiting versatility.

Computational Require- | High computational demands of algorithms like
ments Faster R-CNN [18] and RetinaNet [13] challenge
real-time deployment on limited devices.

Generalization Issues Limited datasets affect generalization in systems
like [10], [20], and [7].

To address limitations in human detection and surveillance, several research di-
rections are proposed, including hybrid approaches that combine background sub-
traction with deep learning or optical flow with Support Vector Machines (SVM) for
improved accuracy in dynamic environments. Enhancing generalization through
diverse training datasets, synthetic data, data augmentation, and transfer learning
can also improve model performance in real-world conditions. Developing versa-
tile models for both indoor and outdoor settings using mixed datasets and context-
aware mechanisms can enhance surveillance system adaptability.

This paper focuses on optimizing storage in surveillance systems by recording
only significant actions using advanced activity detection techniques. Unlike tradi-
tional systems like Hikvision', which use continuous or basic motion detection, our
approach selectively captures important activities, thus reducing storage needs. We
evaluate our method against Hikvision to demonstrate its effectiveness in reducing
storage without sacrificing surveillance quality.

The study explores intelligent video recording optimization through various tech-
niques, including motion detection, background subtraction, optical flow, and ad-
vanced object detection methods like YOLOv3 and Faster R-CNN. A hybrid approach
that combines initial motion detection with precise object tracking is identified as
optimal for performance and resource efficiency. Future research should refine
these models, expand datasets, and utilize advanced training devices. While inte-
grating these techniques for real-time surveillance remains challenging, our hybrid
approach aims to achieve more efficient and effective surveillance.

Uhttps://www.hikvision.com
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3 Methods

The Hikvision Surveillance System (HikvisionSS) was selected as the baseline for
comparison in this study due to its existing deployment within our institution, Ecole
supérieure en Sciences et Technologies de I'Informatique et du Numérique (ESTIN?).
The primary objective of this project is to optimize and reduce the storage space re-
quired for video recordings, which directly impacts the operational efficiency of the
Hikvision system. As such, it was essential to evaluate the performance of our pro-
posed approach in comparison to HikvisionSS, particularly in terms of the storage
space required for recording, to ensure that our method provides tangible bene-
fits within the context of its real-world application. We have chosen the Hikvision
surveillance system as the baseline for comparison due to its widespread use in our
institution and its standard recording modes, which include continuous recording
and motion detection-based recording. Our proposed method focuses on an intel-
ligent approach that records only significant actions, identified through advanced
activity detection algorithms. This strategic selection allows us to directly assess
the improvements in storage efficiency offered by our approach.

3.1 System Architecture

The proposed system integrates motion detection and object detection in a hybrid
approach. As illustrated in Figure 1, the system begins with frame subtraction to
identify regions of interest where motion is detected. These regions are then pro-
cessed by the YOLO model, which detects and classifies objects, with a particular
focus on human activity. This architecture ensures that only relevant scenes are
recorded, significantly reducing unnecessary footage.

load model
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Motion
Input video Start No- detected?
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Figure 1: flowchart explaining the global architecture of the proposed system

Zhttps://estin.dz/
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Algorithm 1: Object Detection Driven Surveillance Video Recording

Require: Surveillance video stream
Ensure: Recorded video files with object activity
Load the object detection Yolo model
Initialize variables for motion detection and recording status
while video stream exists do
Read the current frame from the video stream
Use the motion detection algorithm to detect motion in the current frame
if motion is detected then
Use the object detection model to detect objects in the current frame
if an object is detected then
if not currently recording then
Start recording and note the time of last detection and currently
recording == True
end if
end if
end if
if currently recording then
if less than 20 seconds have passed since the last detection then
if objects are detected then
Update the time of last detection
end if
Write the current frame to the video file
else
if no objects are detected then
Stop recording and currently recording == False
else
Write the current frame to the video file and Update the time of last
detection
end if
end if
end if
end while
if Stop recording button = True then
Stop recording and currently recording == False

end if
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3.2 Activity Detection
3.2.1 Motion Detection:

Frame subtraction is employed to detect changes between consecutive frames, in-
dicating potential activity. This method is computationally efficient and suitable
for real-time applications [21]. To examine the different algorithms used for motion
detection, we reviewed various works such as [3] and [16] utilizing background sub-
traction, [8] employing optical flow, and [2] proposing a composite block matching
algorithm.

3.2.2 Object Detection:

The YOLO model is used to detect and classify objects within the video frames.
YOLOV9 is chosen for its balance between speed and accuracy, making it ideal for
real-time surveillance.

An example of using the YOLO method is found in [6], where the authors detect
suspicious individuals and hostile behavior. They use the YOLO model, pre-trained
on the COCO dataset 3, for human detection in video frames. These frames are
then processed by ResNet-34 to recognize activities, achieving a precision of 82%.
Despite its effectiveness, the model’s reliance on two deep learning models demands
substantial computational resources

The workflow for recording surveillance videos driven by object detection is de-
tailed in Algorithm 1. The algorithm outlines how the system processes video streams,
detects motion, and records activity only when objects of interest are present in the
frame, ensuring efficient storage usage and effective monitoring.

4 Implementation

4.1 Data Preparation and Analysis

The data preparation involved collecting, labeling, and processing images for train-
ing the model. The dataset was sourced from various public repositories, focusing
on human and car detection. Key data preparation steps included labeling objects
using the Roboflow platform, preprocessing images (auto-orientation, resizing, con-
trast adjustment), and applying data augmentation techniques like grayscale con-
version.

The dataset was split into training, validation, and testing sets using a 70:20:10 ra-
tio. The dataset comprised 300 images for human detection from Kaggle and 100 im-

Shttps://cocodataset.org/
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Figure 2: Samples from the dataset used to train YOLO model

ages for car detection from a GitHub repository, supplemented by additional images
sourced from Google Images and other websites. The preparation process involved
auto-orienting the images, resizing them to 646x640 pixels, and applying contrast
adjustment and grayscale conversion to a portion of the dataset. The final dataset in-
cluded 2,664 images labeled as 'Person’ and 1,735 as ’Car’, ensuring a well-balanced
distribution across object classes.

The analysis highlighted the efficiency of the data preparation process, ensur-
ing that the training model was robust and well-balanced across different scenarios
and object classes. Visual tools like heatmaps and histograms were used to further
analyze the distribution of annotations and objects within the dataset.

Figure 2 presents samples from the dataset, showcasing the diversity of scenarios
and object classes included.

4.2 Model Training
4.2.1 Model Pre-training

The YOLO algorithm was implemented by cloning its repository from GitHub. Pre-
trained weights from the MS COCO dataset were used as a starting point for fine-
tuning on the custom dataset. The pre-training process involved running a script
with key parameters, including 8 CPU workers for faster data loading, GPU utiliza-
tion, a batch size of 16, and 500 training epochs. The model was trained from scratch
using specific configurations and hyperparameters, with mosaic augmentation dis-
abled after 15 epochs to enhance focus on original images. This pre-trained model
was then fine-tuned on the custom dataset.



Intelligent Video Recording Optimization 295

4.2.2 Model Fine-Tuning

The fine-tuning of the YOLO model on the custom dataset was performed using a
modified script, which involved resizing input images to 640x640 pixels, setting a
batch size of 16, and training for 25 epochs. The data configuration file was pointed
to the custom dataset, while the model configuration file specified the YOLO archi-
tecture. Pre-trained weights from the initial training on the MS COCO dataset were
used as the starting point.

4.2.3 Evaluation of Training Results

After completing the YOLO model training and fine-tuning, a thorough evalua-
tion was performed using both qualitative and quantitative metrics to assess the
model’s performance. The validation process utilized a separate dataset to ensure
the model’s ability to generalize to unseen data. Key parameters for validation in-
cluded using the prepared dataset, the best model weights from training, a batch
size of 16, images resized to 640x640 pixels, a confidence threshold of 0.001, an IoU
threshold of 0.5, and a maximum of 300 detections per image.

4.3 Comparative Analysis of Trained Models

The comparative analysis of the trained models focuses on identifying the most
suitable model for deployment by evaluating various performance metrics, such
as precision, recall, and mean Average Precision (mAP), in addition to considering
computational resources and deployment constraints. This analysis not only aids
in selecting the optimal model but also informs iterative improvement strategies by
highlighting areas for refinement. The 7th Model, with the highest precision (87.0%),
recall (82.0%), and mAP (90.1%), was selected for the proposed system, as it offers
the best balance between precision and recall, ensuring accurate object detection
and classification in video feeds.

4.4 Model Deployment

The deployment process involves preparing the chosen YOLOvV9 based model by
converting it into a deployable format and configuring it for integration. Once de-
ployed, the model is accessible via an API, allowing seamless integration into the
application environment. This setup ensures the model performs accurate infer-
ence tasks and provides reliable object detection capabilities, making it ready for
real-world application scenarios.
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Table 2: Comparative Table of Trained Models

Model Version | Dataset Size | Epochs | Precision | Recall | mAP (0.5)
1st Model 9 664 Images 50 77.9% 73.7% 76.8%
2nd Model 8 664 Images 50 70.0% 71.7% 74.3%
3rd Model 9 1177 Images 30 81.6% 73.3% 80.9%
4th Model 9 1469 Images 30 85.3% 75.2% 82.4%
5th Model 9 1294 Images 30 83.6% 75.1% 82.2%
6th Model 9 1622 Images 25 86.5% 76.7% 85.5%
7th Model 9 1920 Images 25 87.0% 82.0% 90.1%
8th Model 9 1927 Images 100 85.1% 82.6% 88.7%

4.5 Model Evaluation and Training Visualization

The model’s performance was evaluated using key metrics such as Precision (P), Re-
call (R), mean Average Precision at IoU threshold 0.5 (mAP50), and mean Average
Precision across IoU thresholds from 0.5 to 0.95 (mAP50-95). Precision, which in-
dicates the accuracy of positive predictions, was 0.869 overall (Car: 0.855, Person:
0.884). Recall, reflecting the model’s ability to detect all relevant instances, was 0.824
overall (Car: 0.83, Person: 0.819). The mAP50 was 0.891 (Car: 0.899, Person: 0.883),
showing high precision and recall at an IoU threshold of 0.5, while the mAP50-95
was 0.558 (Car: 0.638, Person: 0.478), demonstrating robustness across different IoU
settings. These metrics, detailed in Table 3, highlight the model’s strong perfor-
mance in detecting cars and persons with high precision and recall, and reasonable
generalization across IoU thresholds.

Table 3: Model Performance Metrics for Precision, Recall, and mAP.

Category | Precision | Recall | mAP50 | mAP50-95
Car 0.855 0.83 0.899 0.638
Person 0.884 0.819 0.883 0.478
Overall 0.869 0.824 0.891 0.558

The confusion matrix, which evaluates the model’s performance by comparing
predicted labels to true labels, includes metrics such as True Positives (TP), False
Positives (FP), False Negatives (FN), and True Negatives (TN). The model demon-
strates efficient performance, with a pre-processing time of 0.5 milliseconds, an in-
ference time of 25.1 milliseconds, and Non-Maximum Suppression (NMS) time of 5.2
milliseconds per image. The inference time is particularly significant, as it reflects
the model’s capability for real-time image processing, which is crucial for applica-
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tions requiring rapid decisions.

Table 4: Performance Speed Metrics.

Performance Metric Time (milliseconds per image)
Pre-processing Time 0.5
Inference Time 25.1
Non-Maximum Suppression (NMS) Time 5.2

Confusion Matrix
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Figure 3: Confusion matrix for the proposed video recording optimization method
applied to surveillance footage

Figure 3 shows the confusion matrix for activity classification (car, person, and
background) in surveillance footage. The diagonal elements represent correctly clas-
sified instances, while the off-diagonal elements correspond to misclassifications.
The matrix indicates an accuracy of 87% for detecting cars and persons, with slightly
lower accuracy for the background class. Misclassifications mainly occurred be-
tween 'person’ and ’background, highlighting areas for potential model improve-
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ment.

The training progress is illustrated through plots showing the evolution of loss
components and performance metrics over epochs. The bounding box regression
loss (train/box_loss) decreased from 1.5 to 1.1, indicating improved accuracy in pre-
dicting bounding box coordinates. The classification loss (train/cls_loss) fell from 1.6
to about 0.6, reflecting enhanced classification performance. The Distribution Focal
Loss (train/dfl_loss) also decreased from 1.5 to 1.25, demonstrating increased preci-
sion. Precision (metrics/precision) and recall (metrics/recall) metrics improved from
0.65 to approximately 0.85 and 0.82, respectively. Validation losses (val/box_loss,
val/cls_loss, val/dfl_loss) followed similar trends, indicating good generalization.
The mean Average Precision at an IoU threshold of 0.5 (metrics/mAP_0.5) increased
from 0.45 to 0.90, and the mean Average Precision across IoU thresholds from 0.5 to
0.95 (metrics/mAP_0.5:0.95) rose from 0.40 to 0.75, highlighting the model’s robust
performance.

train/box_loss train/cls_loss train/dfl_loss metrics/precision metrics/recall
= = 1.50 =
—e— results
15
16 145 0.80
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Figure 4: Training and Validation Performance Metrics of the 7th YOLOv9 based
Model.

Figure 4 displays training and validation losses, precision, recall, and mean Av-
erage Precision (mAP) metrics over 25 epochs. The training and validation losses
decrease consistently, indicating effective learning. Precision and recall improve
steadily, with recall nearing 0.90 by the end of training. The mAP metrics also show
positive trends, with mAP_0.5 surpassing 0.8. These results suggest the model con-
tinues to improve, with further training potentially enhancing performance. The vi-
sualizations in Figure 4 provide insights into the model’s learning progress, crucial
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for assessing overfitting or underfitting. Overall, the best YOLOv9 model, fine-tuned
with the custom dataset, exhibits high accuracy and efficiency, making it suitable
for deployment in the proposed intelligent video recording optimization solution.

5 Deployment and Results

5.1 Storage Optimization

. This setup involves two different scenarios: one using the proposed intelligent
recording approach and the other employing the Hikvision surveillance system’s
traditional continuous recording and motion detection features. The primary objec-
tive is to quantify the reduction in storage space achieved by our method, without
sacrificing the accuracy and reliability of the surveillance footage. To validate the
performance of the proposed application and the study objective, which focuses
on the Optimization of Recording Storage for Surveillance Systems, a comparative
study was conducted using Hikvision monitoring software* at ESTIN. Both systems
were tested simultaneously under identical conditions to measure their effectiveness
in optimizing storage by comparing the length of recorded videos. All recordings
were made using a unified format (MP4, codec H.264, 1280x720, 16:9, 30 fps, bitrate
7 703 kbps).

5.1.1 Equipment and Configuration

Two types of cameras were used: a fixed camera and a flexible dome camera, posi-
tioned strategically in front of ESTIN’s main gate and the building of Labs’ building.
The Hikvision system was configured with its specific hardware and software setup,
while the proposed system was deployed on a local machine, specifically an i7 Core
ThinkPad. This setup created a controlled environment to accurately measure and
compare the performance of both systems in terms of storage optimization.

For the experimental evaluation, two distinct video records were used. The first
video was a real-time test conducted live with the first camera This period of time
in a workday, particularly from 2 PM to 3 PM, is likely one of the most active for
students, teachers, and workers at ESTIN. The first video captures the scene in front
of the main gate of ESTIN during this busy period, from 2 PM to 3 PM. The sec-
ond video was recorded offline, after the real-time scene was captured. This second
recording was done using a flexible camera positioned in front of the Labs’ build-
ing from 2:30 PM to 2:45 PM. This dual approach allowed us to test the proposed

4https://www.hikvision.com/en/support/download/software/
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method under both live and post-recording conditions, providing a comprehensive
evaluation of its performance.

5.1.2 Real-Time Test

+ Objective: Compare the storage optimization between the proposed system
and the Hikvision software over a one-hour period of live surveillance with
motion detection enabled.

« Methodology: Both systems were launched simultaneously and ran for one
hour with motion detection enabled on both.

« Metrics Collected: Length of the recorded videos from both systems.
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Figure 5: Screenshot of the Hikvision System with Motion Detection Enabled
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5.1.3 Video Upload Test

sion software using a pre-recorded video.

detection enabled.

Objective: Compare the performance of the proposed system and the Hikvi-

Methodology: A 15-minute video was processed by both systems with motion

Metrics Collected: Length of the resulting videos after processing.

Due to practical constraints, the number of video records used in this study was
limited. However, the selected videos were chosen for their representativeness in
assessing the effectiveness of the proposed system in optimizing storage space com-
pared to the HikvisionSS baseline. Despite these limitations, the focus of our analy-
sis remains on demonstrating the efficiency and applicability of our approach within
the context of real-world surveillance scenarios.

5.1.4 Analysis of Storage Efficiency

The performance of the two systems was evaluated based on the following criteria:

+ Recorded Video Length: The total duration of the videos recorded by each
system under the same conditions. A shorter recorded length indicates better

storage optimization.

 Detection Accuracy: The ability to correctly identify and record relevant ac-
tivities (human and vehicular) without missing any significant events.

Table 5: Comparison of Recorded Lengths and Storage for Different Test Types

Video
Length Storage
Test Type System (minutes Size
& (MegaBytes)
seconds)
Hikvision SS | 60m & 00s 1917
1-H 1-Time Test (I
our Real-Time Test (live) Proposed | 13m & 45s 769
. . Hikvision SS | 6m & 53s 379
15-Minute Video Test (recorded) Proposed o & 205 355
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To evaluate the efficiency of the proposed method, a comparative analysis was
conducted using two test types: a 1-hour real-time test and a 15-minute video test.
The results in Table 5 compare the recorded lengths and storage sizes between the
traditional Hikvision surveillance system and the proposed activity detection sys-
tem. In the 1-hour real-time test, the Hikvision system recorded 60 minutes, con-
suming 1 917 MB, while the proposed system recorded only 13 minutes and 45 sec-
onds, using 769 MB. This discrepancy is largely due to Hikvision’s motion detection
being highly sensitive to minimal motion, such as the movement of trees and palms
caused by the wind, which triggered recording frequently. In contrast, the proposed
system only initiated recording after detecting significant motion, using object de-
tection to ensure that the recorded scenes contained relevant objects like cars or
persons. In the second 15-minute video test, there was no wind, and both systems
recorded only significant motions when detected. Therefore, the Hikvision system
recorded 6 minutes and 53 seconds, consuming 379 MB, whereas the proposed sys-
tem recorded 6 minutes and 20 seconds, using 355 MB.

These results demonstrate significant storage savings by recording only scenes
with detected activity, reducing storage requirements without compromising im-
portant data. The storage savings chart underscores the efficiency of the proposed
method compared to traditional continuous recording.

However, the proposed system has some limitations, such as false positives and
false negatives in adverse weather conditions like strong winds, which can cause
motion artifacts that affect the accuracy of detection as it is illustrated in Figure 3
and in some amples of Figure 6.

Figure 6: Samples of real-time validation
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The validation results demonstrate that the proposed system significantly out-
performs the Hikvision software in optimizing storage. In the one-hour real-time
test, the proposed system recorded only 13 minutes and 45 seconds of video, com-
pared to Hikvision’s 60 minutes, even with Hikvision’s intelligent motion detection
option enabled. This highlights the proposed system’s superior ability to filter out
irrelevant footage and focus on significant activities.

In a 15-minute video upload test, the proposed system recorded 6 minutes and
20 seconds, while Hikvision recorded 6 minutes and 53 seconds. Although Hikvi-
sion captured the necessary scenes, it encountered some bugs. The proposed sys-
tem proved more efficient by accurately detecting and recording pertinent activities,
thereby minimizing storage usage.

These results confirm the effectiveness of the proposed model in optimizing record-
ing storage for surveillance systems. Compared to Hikvision, which relies on con-
tinuous or basic motion-based recording, our method significantly reduces the stor-
age space required by recording only meaningful activities. This optimization does
not compromise the ability to capture critical events, as evidenced by the compara-
tive analysis, making our approach a valuable tool for enhancing the efficiency and
cost-effectiveness of surveillance operations.

6 Conclusion

In conclusion, this work effectively demonstrates that intelligent activity detection
can optimize storage space in surveillance systems. By selectively recording only
meaningful actions, our approach significantly reduces storage requirements com-
pared to traditional systems like Hikvision, which rely on continuous or motion-
based recording.

This study developed a hybrid system that combines motion detection via succes-
sive frame subtraction with the YOLOv9 model for detecting significant activities.
YOLOvV9 was selected for its superior detection capabilities and efficiency, achiev-
ing an accuracy of 87%. The combination of motion detection for initial screening
with advanced activity detection optimizes both performance and resource usage,
particularly benefiting the recording system at ESTIN by addressing storage and re-
source management challenges. Validation results showed substantial optimization
in both time and storage space.

Future work should focus on refining model structures to further enhance detec-
tion precision and efficiency, leveraging more powerful training devices and larger,
high-quality datasets. While our project made significant strides, further advance-
ments are possible with additional resources and improved data. The methodologies
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developed hold potential applications beyond security, benefiting any field requir-
ing real-time object detection and intelligent video recording.

Although the scope of our experiments was limited due to practical constraints,
the results highlight the potential of the proposed method for optimizing video
recording in surveillance systems. Future studies should consider expanding the
dataset and exploring additional comparative methods to further validate the sys-
tem’s performance.
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