
Acta Polytechnica Hungarica Vol. 21, No. 7, 2024 

 – 7 – 

Preface 
 

Special Issue on Cognitive Mobility 

 

One of the cornerstones of 21st Century global society is our ever-expanding 

mobility. Its sustainability within the current framework is increasingly 

questionable. Rapid digital development is giving us new tools to reduce the 

environmental footprint of our mobility system by increasing its efficiency; it is 

called cognitive mobility. 

The articles of this special edition cover the most relevant areas of cognitive 

mobility. One of the pillars of understanding better mobility is the use of smarter 

sensors. The paper “Data acquisition as basic of cognitive approach” shows a 

tangible example. The measured and collected data is the basis of further 

evaluations; one is presented in the paper “Investigating the energetics of electric 

vehicles based on real measurements.” As one of the main aims of the cognitive 

mobility approach is to develop mobility to be more sustainable, the energy use of 

vehicles is a key topic. Engines will play a role in the next decades; papers deal 

with increased efficiency of engines, such as “Cost-efficient training method for 

artificial neural networks based on engine measurements” or “Research on the 

Quantification of Exhaust Emission Volumes in an Opted Road Section.”  

The main energy converter could be an electric “Competition vs. Cooperation: Do 

Subsidies with Government-Set Eligibility Threshold Values Behave as Focal 

Points on the Hungarian BEV Market?” or partially at least partially internal 

combustion engine with liquid fuel “Evaluation of an Oil Refining Tower by 

Numerical Simulation”. Using cognitive tools for improving the drivetrain is 

essential as well, as presented in “Integrated Torque Vectoring Control Using 

Vehicle Yaw Rate and Sideslip Angle for Improving Steering and Stability of All 

Off–Wheel–Motor Drive Electric Vehicles” or in Energy condition measurement 

of gear shifting under load in commercial vehicles. 

One of the rapidly developing areas of cognitive mobility is the safety and security 

of the system. Understanding the challenges and research for the solution is a key 

topic is in authentication “Investigating the safety effect of PKI authentication in 

automotive systems”, in environment perception “Neural network-based multi-

class traffic-sign classification with the German Traffic Sign Recognition 

Benchmark” and relation with vulnerable participants as well, like in 

“Assessability of road accidents – a methodology for exploring the effect of 

accident type and data recording technology“ 

Handling the more wider aspects with interdisciplinary approach is as well part of 

cognitive mobility. Sustainability across generations is represented in “Who 

should communicate to make the world a greener place?”. Environment and 

pollution questions are appearing in “Adapting to climate change in the digital era 
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– a new dimension of regional sustainability?” and “Eye tracking study of visual 

pollution”. Transport management and Covid 19 challenges are touched as well 

with the cognitive mobility aspect in “Prediction of transport performance 

development due to the impact of COVID-19 measures in the context of 

sustainable mobility in railway passenger transport”  

It is time to express our special gratitude to Anna Sudár, Marianna Márkus, and 

Janka Patkó for giving technical background for this special issue. We are grateful 

to all the writers and co-authors for their dedication to developing contributions 

for this special issue and sharing their findings with the journal. Last but not least, 

we would like to thank the editorial board of the journal Acta Polytechnica 

Hungarica, Ms. Anikó Szakál, Prof. Imre J. Rudas, and Prof. Levente Kovács, for 

their help in publishing this Special Issue. 
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Abstract: The air quality in the urban zone is influenced by many factors, of which transport 

plays a significant role. Air quality has an impact on the health of inhabitants, demographic, 

urbanization processes, as well as a whole mobility, and is currently one of the most 

important challenges faced by municipal authorities. The article focuses on analyzing the 

impact of exhaust gases and their emissions produced by motor vehicles on the environment 

in the opted territory, namely Hasičská Street in the city of Trenčín, Slovakia. Investigated 
and quantified emissions in the context of vehicles' mobility comply with a number of vehicles 

registered in Slovakia. The primary task of the research is to determine the amount of 
produced emissions in the researched area without the use of measuring technology. It is a 
process of modeling emission coefficients on the basis of which it is possible to reliably 

determine the level of pollution in the monitored area. The research per se is based upon a 

traffic survey carried out over the period September-October 2021. Following the analysis, 

obtained values were classified into certain vehicle categories registered in Slovakia while 
observing the relevant EU Regulations. The research involved measuring the volume of 

exhaust emissions produced by vehicles when in motion through the examined transport 
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section. We further compared the resulting exhaust emissions with emissions automatically 

recorded by the national weather station. The levels of individual harmful substances 

registered by the Slovak Hydrometeorological Institute were naturally higher than the values 

achieved by the survey itself, as the weather station records emissions from multiple mobility 

activities. In regard to emissions obtained by the survey, we achieved related values of 
indicators as follows: CO, HC, NOx, and PM. The category of passenger cars topped the list, 

as automobiles produced 90.17% pollutants of all the recorded vehicles. Bus services capped 

NOx emission production. The highest emission rates were detected between 2 and 3 pm due 

to the peak traffic in the observed section. The analysis has proved significantly lower 

emission volumes produced by haulage compared to other vehicle categories. 

Keywords: road transport; mobility; exhaust emissions; exhaust gases; weather station 

1 Introduction 

Thanks to its flexibility, road traffic is the most viable way of people' mobility, 
ranging from the use of light vehicles to heavy utility combustion engine machines. 
These engines are powered by fossil fuels emitting harmful gas substances and solid 
particles, putting the road transport sector on the top of the list of global 
environmental and health threats [1-3]. Apart from greenhouse gases, exhaust 
emissions involve evaporative and odorous emissions, the latter stemming from tire, 
brake lining, clutch and roadway wearoff or vehicle corrosion [4-7]. A recent 
dramatic population growth, rapid economic development, urbanization and the 
resulting exponential increase in automotive production incurred proportional 
health risks [8-10]. It is expected that by 2040, the number of automobiles will 
nearly have doubled up to 2 bil. Another prognosis suggests that the total of road 
vehicles will have reached 2 or 3 bil by 2050 [11]. It is predicted that the majority 
of this massive upsurge will take place in Asian countries, especially China and 
India, given to the rapid economic development, prosperity and tremendous 
population growth. A considerable increase in GNP in these regions will boost the 
demand for motor vehicles including those from the “luxurious” section. It is 
thereby foreseen that emission rates produced by road traffic will be rising on the 
global scale through the following years [12]. 

Traffic in general is responsible for more than 25% of greenhouse emissions in the 
entire EU, being the largest contributor to the climate change. Cutting down on 
vehicle emissions is thereby vital for reaching zero exhaust fumes by 2050, as 
stipulated in EU’s long-term strategies [13]. Currently, software programs and 
models are used within large cities to determine the magnitude of exhaust gas 
emissions. Estimated levels of emissions from road transport can be helpful in 
assessing the overall air quality in urban areas. A lot of urban projects thereby rely 
on modeling methods to obtain direct results [14]. Testing automobiles involves 
vehicle certification. Emission measurements and vehicle testing take place using a 
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chassis dynamometer, as producers have to prove that their vehicles comply with 
emission standards (the approval of a specific type) [15, 16]. For that reason, new 
vehicles are exempt from a regular emission test for a prescribed period. After the 
expiration of this time limit, all vehicles have to undergo emission inspection to 
ensure that the vehicle emissions did not exceed the specified limit. 

In the Slovak Republic, the issue of air pollution and emission production is effec-
tively tackled by the Slovak Hydrometeorological Institute, which publishes regular 
reports on the air quality and emission rates in the country (in selected localities). 
The institute further provides information on the air quality received from the 
weather stations. According to the study [17], the correct placement of stations 
monitoring air quality is essential. The institute further provides information on the 
air quality received from the weather stations. These sites are laid out throughout 
the Slovak Republic, regularly recording data on the air quality. However, the 
stations are very unevenly distributed, and it is not possible to cover the entire 
territory. The results from these measuring stations can only be accepted for the 
area that is in the immediate vicinity of the measuring station. The measured results 
inform about the air quality in the specific place [18]. The similar research carried 
out in the USA revealed a significant growth in the monitored values, heralding that 
the air quality deterioration is mainly caused by the road traffic [19]. Research 
involved a data analysis from the national weather station, focusing on the air 
quality in the monitored road section. 

Research is aimed at measuring exhaust emissions by means of a traffic survey.  
The examination involved quantifying emission rates for individual vehicle 
categories when in motion. Subsequently, we compared the obtained results with 
the values provided by the weather station. The final outcomes informed us about 
emissions produced by a specific vehicle category regarding mobility.  
The secondary outputs encompassed the comparison of the recorded data.  
The research revealed that mobility by using road transport largely contributes to 
the air pollution in the road section under examination. Our main contribution is the 
identification of emissions from specific categories of vehicles used in an urban 
area, which can be important for traffic management enteprises to monitor and 
manage emissions in a given area. It will also make it possible to decide on the 
development and deployment of alternative communication and mobility systems 
in the city zone (e.g., car sharing, city bike system, etc.). 

The conducted research was aimed at identifying the production of exhaust gas 
emissions by road transport. The research points to different levels of pollution 
depending on the category and number of vehicles that were registered during the 
research. Currently, the Slovak Republic does not have a universal tool for 
monitoring air quality in urban areas. Within cities or larger agglomerations, there 
is no study available on how to monitor and evaluate air quality in a specific section. 
In the near future, it is planned to create measuring points in selected places that 
will continuously monitor air quality. The results of the study can serve as a tool for 
decision making on a correct location of measuring devices to permanently monitor 
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the categorization of vehicles in order to quantify the value of the emissions 
produced. Based on the results of measurements and current data, specific measures 
can be introduced (entry ban, restricted entry for selected types of vehicles, 
alternative mobility approaches and so forth) with the aim of permanently reducing 
emissions in the urban environment. The research findings further provide support 
for planning the optimization of air quality management policies toward the creation 
of sustainable cities. On the territory of the Slovak Republic, there is still no tool 
for preventing the movement of passenger traffic in the builtup area of cities. To a 
large extent, the study could be beneficial in building a green policy and 
permanently reducing emissions due to traffic within cities. 

The measured data were compared with the results of the monitoring station of the 
Slovak Hydrometeorological Institute. Due to the insufficient coverage of the 
territory, the data results have only informative character. Based on the information 
on air quality, it is not possible to implement any steps that would lead to the 
improvement of the current mobility situation in the territory of the Slovak 
Republic. The research results represent a universal tool based on which the 
intensity of air pollution can be predicted without the need of installing specific 
measurement devices. The research conducted is the only one of its kind that, based 
on the methodology created, can quantify the amount of air pollution in a given 
area. Compared to an air quality measuring station, it can provide an approach for 
improving air quality wherever it is placed. 

2 Data and Methods 

The prerequisite for the correct calculation of exhaust gas emissions was the 
identification of the number and category of vehicles on the selected section.  
To obtain data from a specific area, a traffic survey was carried out on the 1st class 
road no. 61, Hasičská Street in Trenčín, Slovak Republic. The conducted traffic 
survey serves as the primary source of data, based on which the production of 
exhaust gas emissions from traffic activity was calculated. The survey was 
conducted to count vehicles in both traffic directions. The results of the traffic 
survey can be seen in Figure 1. 

The survey results (Figure 1) indicate categories and numbers of vehicles passing 
through the monitored section. The diagram suggests passenger cars constituting 
the largest number - 25,802 vehicles, while N1 “LORRY” trucks comprised the 
smallest amount - 135 vehicles. The total contribution of passenger cars to released 
pollutants amounts 90.17%. The diagram (red curve) shows that the highest number 
of vehicles, i.e., the heaviest road load, goes through the section between 2 and 3 
pm, followed by 7 and 8 am, which is obviously related to the rush hour in this 
locality. 
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Figure 1 

Number of vehicles in the monitored section [authors based on a traffic survey] 

On the other hand, the figures fell to a trough between 9 and 11 am and were on a 
slide again as of 4 pm. We can thereby predict that the monitored section will see 
increased exhaust emission rates during the rush hour. 

In the vicinity of the examined section, it can find the aforementioned weather 
station (Figure 2) [20]. Based on the data on the concentration of air pollutants 
received from the hydrometeorological institute and figures obtained by the survey, 
we can explore the extent to which road traffic is responsible for air pollution within 
the specific road section. 

The survey took place in the time interval of 12 hours on 24.11.2022 from 7am to 
7pm on vehicle categories as follows: 

- passenger cars, 

- N1 category with the maximum permissible load not exceeding 3,5 t (Van), 

- N2 category with the maximum permissible load from 3,5 up to 12 t (Lorry), 

- N3 category with the maximum permissible load exceeding 12 t (Semi Trailer), 

- buses. 

Measured emissions were subsequently evaluated and compared to values from the 
weather station. The survey covered pollutants: CO, HC, NOx and PM. These 
harmful substances were emitted from all the monitored vehicle categories, 
allowing us to draw a close comparison. 
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Figure 2 

Measured section and location of the weather station (authors according to www.mapy.cz) 

Passenger car category included vehicles registered in the territory of the Slovak 
Republic according to the internal database of the Ministry of the Interior. We 
further classified the vehicles according to the type of fuel, comprising two 
categories: 

• petrol-powered vehicles, representing 54% of all registered vehicles, 

• diesel-powered vehicles, representing 46% of all registered vehicles. 

The next step involved the analysis of different categories, followed by a 
classification according to European emission standards. All categories were 
assigned emission standards in a range from Euro 3 to Euro 6. Vehicles of Euro 2 
standard or less were marked as “older” (see Table 1). 

Table 1 
Percentage of vehicles registered in Slovakia (internal data of the Ministry of the Interior, Slovakia) 

  Petrol % Diesel % 
older 36 19 

EURO 3 6 14 
EURO 4 22 22 
EURO 5 15 27 
EURO 6 21 18 

The table shows the high proportion of vehicles with the EURO4 emission standard 
(22% for each type of fuel). In another case, up to 21% of vehicles with the emission 
standard Euro6 for petrol and 27% of vehicles complying with the emission 
standard Euro5 - for diesel are registered in the database. In the overall comparison, 
regardless of fuel, older vehicles represent the highest share of the total number in 
Slovakia. For this reason, it is possible to claim that the introduction of stricter 
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measures for entry into selected parts and the overall regulation of emissions is 
necessary for the territory of Slovakia. 

The traffic survey identified the overall traffic intensity and the traffic composition 
within the monitored section. The proportional distribution of the vehicles allowed 
calculating exhaust emissions in the examined segment. The survey also involved 
categories of vans and lorries, including N1 class represented by 91% and N2 
represented by 9%. The acquired data were processed according to the database of 
The Ministry of the Interior of the Slovak Republic. N3 category comprised semi-
trailers. All the heavy-weight categories (N1, N2 and N3) were classified according 
to relevant emission standards like in the event of passenger cars (EURO III, EURO 
IV, EURO V, EURO VI and older). 

Various methods were involved in calculating exhaust vehicle emissions, offering 
multiple ways of application. The traffic survey, which presents a cornerstone of 
our research, allowed us to classify the vehicles according to their traits.  
The database of the Ministry of the Interior of Slovak Republic ‒ the total number 
of registered vehicles in the territory of Slovak Republic ‒ governed the data 
processing and dividing registered vehicles into categories according to the fuel 
type (petrol, diesel). 

Based on the classification and identification of the exact number of vehicles of 
individual categories, it is possible to calculate the number of exhaust gases in the 
monitored section. Each vehicle type and EURO emission class was assigned an 
emission classification (exhaust emissions), through which it is possible to 
determine the total volume of emissions produced in the examined section. Based 
on the average value of emissions detected in the vehicle type approval process 
(g/km), we decided on the emissions produced by passenger cars registered in the 
territory of the Slovak Republic. Emission coefficients for buses are calculated map 
planner Map&Guide. The scheduler is able to simulate the production of exhaust 
emissions with high accuracy with respect to the required emission standard.  
The values (emission coefficients, table 3) that are the result of average values from 
the map planner enter the research. The average values were determined based on 
the calculation of several conditions in which the vehicle can move on the road. 
Measurements of bus emissions were largely based on Guo et al.'s research study 
on regulated pollutants from diesel and CNG buses using selective catalytic 
reduction in the EURO 5 DIESEL emission class [21]. 

The following Figure 3 presents an illustrative scheme and the procedure of the 
conducted research. The picture shows the individual steps that guided the research. 

In Tables 2-4, the values of the emission coefficients are quantified, which are 
further included in the calculation of the total amount of emissions produced by the 
respective category of vehicles. 
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Figure 3 

Scheme and procedure of the research [authors] 

Table 2 
Values of emission coefficients for petrol passenger vehicles entered the calculation [data from the 

Ministry of the Interior on the results of vehicle type approval] 

Passenger car – Petrol [g/km] 
 CO HC HC+NOx NOx PM 
Older 0.5795 0.0803 - 0.0593 0.1005 
Euro 3 0.5846 0.0784 - 0.0501 0.0845 
Euro 4 0.4163 0.0502 - 0.0261 0.0348 
Euro 5 0.3992 0.0453 - 0.0251 0.0038 
Euro 6 0.3632 0.0357 - 0.0227 0.0019 

Passenger car – Diesel [g/km] 
 CO HC HC+NOx NOx PM 
Older 0.3077 0.1514 0.4544 0.3594 0.0484 
Euro 3 0.2332 0.0356 0.4368 0.4011 0.0407 
Euro 4 0.1515 0.0250 0.2369 0.2119 0.0168 
Euro 5 0.2323 0.0267 0.1738 0.1471 0.0085 
Euro 6 0.1660 0.0280 0.0804 0.0524 0.0030 

The data in Table 2 above represent the average values of emission production 
during type approval of individual emission classes of passenger vehicles.  
The values are expressed in g/km. The traffic survey took place in 300-meter-long 
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section. The resulting values are thereby converted to g/300 m (gram over 300-
meter-long section). 

Table 2 depicts emission values for passenger cars. The tables outline the 
background to calculating exhaust emissions in the monitored segment. In the 
following Table 3, it is possible to monitor the data on the production of emissions 
for vehicles of categories N1, N2, and N3. The values in the table are taken from 
the Map&Guide planner, which pro vides a detailed description of emissions 
production. Each vehicle category was simulated in different states (empty vehicle, 
loaded vehicle). The resulting value shown in the table represents the average value 
of several simulations. 

Table 3 
Emission coefficients for the individual categories of lorries that entered the calculation [data based on 

the simulation in the route planner] 

Van (N1) [g/km] 
 

 CO HC NOx PM 
Euro 3 0.0189 0.0126 0.9409 0.0262 
Euro 4 0.0127 0.0071 0.5505 0.0010 
Euro 5 0.0910 0.0040 0.6956 0.0015 
Euro 6 0.0091 0.0040 0.2476 0.0015 

Lorry (N2) [g/km] 
 CO HC NOx PM 
Euro 3 0.4745 0.1345 35.0650 0.0657 
Euro 4 0.8183 0.0123 16.4790 0.0204 
Euro 5 0.0692 0.0135 0.1402 0.0021 
Euro 6 0.0692 0.0135 0.1402 0.0021 

Semi Trailer (N3) [g/km] 
 CO HC NOx PM 
Euro 3 11.3060 0.2895 58.1140 0.1362 
Euro 4 12.7810 0.0195 25.8320 0.0360 
Euro 5 12.1980 0.0197 17.3330 0.0366 
Euro 6 0.1560 0.0255 0.2254 0.0037 

Table 3 illustrates emission values for lorries, providing the background for further 
calculations. The examined vehicles comprised three categories. 

In Table 4, the data on the production of emissions entering into the calculation are 
summarized. Based on the analysis of the emission class of buses that drive through 
the measuring point, it was found that all vehicles meet the EURO5 emission 
standard. For this reason, only one emission limit is sufficient, which will 
participate in the calculations of the total production of emissions from buses. 
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Table 4 
Emission coefficients for buses that entered the calculation [21] 

Bus - Diesel [g/km] 
 CO HC NOx PM 
Euro 5 2.17 0.06 2.81 0.0015 

Table 4 informs about exhaust emissions representing emission values for buses - 
EURO 5 DIESEL. The presented figures were taken from the conducted study. The 
data represents the average value of exhaust gas emissions that were identified 
based on the measurement in real conditions in the studies of Guo et al. [21]. 

3 Results 

The conducted survey yielded results to determine values of CO, HC, NOx and PM 
in the monitored section. The bar charts (Figures 4-7) below depict calculated 
exhaust emissions of passing vehicles. The total amount of illustrated emissions is 
confined to the road traffic within the monitored section. 

 
Figure 4 

Production of CO emissions in the monitored section [authors] 

Figure 4 portrays CO emissions in the examined section, indicating the peak 
between 2 pm and 3 pm when exhaust emissions reached 397 g/300 m. The largest 
amount of CO emissions was produced by petrol-powered vehicles and buses.  
The chart hits the trough at 6 pm when the traffic is the lightest. Vehicles of N1 
category (Van) indicated the lowest emission levels. 
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Figure 5 

Production of HC emissions in the monitored section [authors] 

Figure 5 demonstrates that the production of HC emissions rose to the peak between 
2 pm and 3 pm, as in the event of CO. The overall emission value of HC was 54.45 
g/300 m at that time. The largest volume of pollutants in the monitored section was 
produced by passenger cars - 419.86 g/300 m. The lowest emission rates were 
recorded in N2 category (Lorry), namely 2.02 g/300 m. 

 
Figure 6 

Production of NOx emissions in the monitored section [authors] 

The same scenario unfolds in the event of NOx emissions. The measured exhaust 
gases topped the highest values at 2 pm - 335.89 g/300 m, indicating buses as the 
biggest polluters. As contrasted to previous cases, NOx rates increased even in other 
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vehicle categories. The total value of production is thereby even. Vehicles of N2 
category (Lorry) showed the smallest numbers - 60.36 g/300 m. To make a crude 
comparison, the difference between emissions produced by buses and Lorries 
amounts to 1,501.36 g/300 m. This variation was calculated from the overall 
pollutants produced throughout a one-day survey. 

 
Figure 7 

Production of PM emissions in the monitored section [authors] 

Figure 7 suggests a situation similar to the previous charts. PM emissions reached 
the peak 24.72 g/300 m at 2 pm. What strikes the eye is that emission levels are the 
highest in passenger cars, especially petrol-powered vehicles. The production of 
other categories is almost negligible. The one-day survey detected the overall PM 
value 22.54 g/300 m for all vehicle categories, with passenger cars covering 221.04 
g/300 m. This value represents 96.5% from the total amount of produced pollutants. 

3.1 Survey Results Compared to the Weather Station 

For a larger contribution to the science, we compared our results with values 
recorded by the weather station (NMSKO) located near the measured section. We 
may thereby suppose that results, i.e., recorded data, reflect the road traffic flow. 
Analyzing the produced statistics, we can estimate the extent to which the road 
traffic is impactful on the air quality, detecting the amount of released pollutants. 
Multiple studies [22, 23] argue that although the road traffic is not the only air 
polluter, its contribution tops the highest numbers. 

The first step involved the data analysis from NMSKO. The weather station is 
operated by the Slovak Hydrometeorological Institute. The obtained information 
provided us with values recorded by the weather station during the days of our 
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survey. The statistics on the air quality were updated every hour. We subsequently 
compared the data on emissions received from the weather station with values 
achieved by our survey, trying to discover a correlation. Exhaust emissions 
produced during the survey are expressed in g/300 m and fumes recorded by the 
weather station are suggested in g/m3. Although the presented units cannot be fully 
compared, we can see a simple correlation between individual figures.  
The compiled statistics on NOx, HC and PM are comparable only if they comply 
with the research and values recorded by the weather station. The following Table 
5 contains the result of comparing in pairs with the final results. 

Table 5 
The result of comparison in pairs with the final results 

 Weather station [µg/m3] Emission calculation [g/300 meters] 

PM  CO  NOX PM CO NOX 

7 49 949 45 19 299 269 
8 39 923 32 19 292 271 
9 37 949 43 16 275 249 
10 39 969 42 16 254 219 
11 44 994 63 17 279 235 
12 55 984 58 19 269 223 
13 63 979 79 17 302 267 
14 72 1020 120 25 395 336 
15 67 1120 74 24 397 302 
16 63 1003 68 22 318 225 
17 64 967 53 20 299 209 
18 59 989 49 17 252 176 

The data determined by the calculation were compared with the data recorded by 
the measuring station. The results can be seen in Table 5. The data indicates a clear 
correlation between the observed values. This equivalence is further demonstrated 
graphically in Figures 8-10. 

Table 6 
Assessment of dependence between monitored data - correlation coefficients 

PM 0.7351 
CO 0.7109 

NOX 0.6112 

Table 6 shows the values of the correlation coefficients for the monitored values of 
pollutants. It is an observation of the dependence between the data that was 
monitored by the air quality station and the data that was obtained by the research. 
The values of correlation coefficients correspond to direct dependence. For solid 
PM particles, the value of the correlation coefficient is at the level of 0.7351, which 
represents a high degree of dependence between the observed data. Similarly, for 
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CO emissions, the value of the correlation coefficient is at the level of 0.7109. For 
NOX emissions, the value of the correlation coefficient is at the level of 0.6112, 
which represents a slight dependence. Also, in this case, it is possible to assume that 
the NOX values are influenced by the passage of road transport vehicles. It is 
possible that the values declared by the measuring station could have been affected 
by pollution other than just the influence of road traffic. 

 
Figure 8 

Comparison of CO emissions distribution – weather station vs. research [authors] 

Figure 8 portrays the course of CO emissions released to the atmosphere. While the 
data recorded by the weather station involve emissions from all contributing factors 
(general value), our research is confined to traffic pollutants. The diagram, however, 
suggests that both curves reflect similar trends, indicating that road traffic is hugely 
impactful on the air quality. The weather station curve reaches the peak between 3 
pm and 4 pm, whereas the curve tracking our survey tops the values between 2 pm 
and 3 pm. 

Courses describing NOx emissions depicted in Figure 10 clearly reflect significant 
changes in investigated values. In general, we may argue that differences between 
values recorded by the weather station and figures calculated from the survey have 
compelling reasons. The survey calculations are derived from data reflecting the 
average city drive, emission class and fuel type. The produced emissions are 
expressed in g/300 m. The research only deals with emissions produced by 
monitored vehicles, whereas the weather station includes all air city pollutants, e.g., 
chimney fumes, industry, etc. Striking variations in the compared values may also 
involve changeable weather conditions, daily temperature differences, humidity and 
heat, traffic collisions and other transport situations affecting the air quality. 
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Figure 9 

Essential Comparison of PM emissions distribution – weather station vs research [authors] 

 
Figure 10 

Comparison of NOx emissions distribution – weather station vs. research [authors] 

4 Discussion 

Most cities all over the world have recently been witnessing rapid urbanization. 
Municipalities are making great effort to establish effective transport infrastructure 
to comply with rapid urban and economic development. The local industrial state 
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heavily depends on good mobility, i.e., how easy is to move people, products and 
services using an efficient transport system [24-26]. Abdull, et al., [27] carried out 
identical research on road traffic emissions in urban areas, specifically a freeway in 
the city of Kyoto, Japan, involving COPERT PC program for making calculations. 
The traffic survey revealed the heaviest traffic flow of trucks between 7 am and 9 
am, whereas passenger cars hit the peak in the morning rush hour. The overall traffic 
flow fell to the trough around 12 pm. The number of passing passenger cars did not 
reach the top again until 5 pm, followed by a steady decline until 6 pm. Truck 
intensity did not increase again until 2 pm and slumped by 6 pm. Analyzing the 
traffic speed, the authors found out that more than 75% of vehicles did not go under 
46 km/h. The growing traffic volume leads to a slowdown, causing minor traffic 
disruption. Continuous speedup-slowdown adversely affects the traffic dynamics, 
hugely increasing released emissions. COPERT IV for the emission analysis 
revealed that heavy traffic at low speed produced the largest quantity of harmful 
substances, detecting pollutants as follows: PM, C6H6, CO, and NOx. Trucks 
produced higher amount of PM and NOx compared to passenger cars, as truck 
engines were working to the maximum due to the disrupted traffic flow. Higher 
emissions create road dust clouds and cause brake, tire and roadway wear-off. C6H6 
(benzene) constituted 1% of the volume of petrol, largely contributing to the 
increased emissions of passenger cars. CO pollutant also scaled with the use of 
passenger cars, which constituted the largest number of the examined vehicles [28]. 
The survey involving buses might have been biased by the COVID-19 pandemic 
on-set. The impact of the crisis on the bus service and the imposed restrictions were 
analyzed by Czodörová, et al., [29]. Moreover, Mikulski, et al., [30] investigated 
the reduction of transport-related air pollution and the impact of the COVID-19 
pandemic on the level of NOx emissions in one of the big cities in Poland. 

Mostafavi, et al., [31] examined pollution in the city of Arak in Iran. The authors 
explored the impact of industrial harmful substances and road traffic on air pollution 
rates, focusing on pollutants including: NOx, CO and SO2. Annual reports on 
industrial sectors, vehicle data, traffic flow and weather records comprised the 
conceptual framework of the analysis. The authors compared the obtained results 
with real statistics recorded by weather stations. Modeling the input data involved 
3 types: information on permanent and temporary sources of pollution, local 
weather records, topographical data (mountain range height, valley depth, wind 
speed and direction, temperature and humidity). The analysis proved that road 
traffic is the largest polluter increasing NOx, CO and SO2 levels. To change the 
unfavorable situation would involve supporting public transport, promoting electric 
vehicles and bicycles, imposing traffic restrictions within the city center or building 
highways. Industrial companies largely contributing to the air pollution would have 
to be relocated to the outskirts [31]. 

Increased exhaust emissions occur particularly strongly in the initial phase of the 
combustion engine operation, which has been pointed out in many scientific studies 
[32-35]. For example, Jayaratne, et al., [36] explored a cold start of engines.  
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The authors revealed that cold starts of petrol cars produce increased CO emissions, 
lasting several travelled kilometers. The high pollution levels prevailed throughout 
the night, when the outermost atmospheric layer is sinking down, pressing the air 
closer to the Earth. Driving vehicles with fully warmed-up engines showed 
relatively low CO emissions, leading to higher pollutant rates in the evening hours. 
Vehicles with fully warmed-up engines going to the city center through the 
measured section in the morning leave the city with cold engines, thus releasing 
more emissions [35]. The impact of cold starts on emissions and confirming its 
theory may be developed in further research. 

• The survey revealed that road traffic in the monitored part of Trenčín was not 
re-sponsible for the air pollution to the extent we had expected. It was also 
proved that passenger cars are the biggest contributor to emission production 
given their largest representation in the research. The research conducted 
investigated that passenger cars had the strongest representation (90%) in our 
experiment. Other categories comprised 10%, out of which the category Lorry 
constitutes the smallest number (1%). Although haulage releases fewer 
emissions than passenger transport, certain restrictions on freight transport 
must be imposed to ensure safety and avoid traffic disruption. These vehicle 
categories are primarily responsible for excessive roadway wearoff and an 
increased noise level within the monitored area. Please only use font type 
Times Roman CE. 

• When it comes to reducing emissions and the number of vehicles in motion 
(limiting the phenomenon of transport congestion) on the inner roads of 
metropolises, one of the directions of action is, for example, the vehicle rental 
system, as noted in the works [37] or in the further perspective of transport 
development, shared autonomous vehicles SAV [38]. Both of these concepts 
lead to a completely different perception and use of transport in modern cities. 
The first of them assumes no ownership of the vehicle and greater efficiency 
in the use of rental vehicles and limits their number in traffic and in parking 
lots. The second concept goes even further beyond the advantages mentioned 
in the first concept, it enables automatic driving, increasing traffic flow and 
thus the capacity of routes, through communication between vehicles and 
infrastructure, and real-time traffic monitoring, which reduces travel time [39]. 
Both solutions serve to reduce fuel consumption and therefore emissions. 
Moreover, the concept of autonomous vehicles assumes that an electric motor 
will be used to power these vehicles [40]. This is given that it is easier to 
control the electric motor than the internal combustion engine in the vehicle 
[41], and the computing power saved in this way can be used to control the 
vehicle and its orientation in the field [42]. 

Conclusions 

The presented research shows the potential of current conventional drive and 
conventional driving vehicles to reduce emissions and what is translated into the 



B. Šarkan et al.  Research on the Quantification of Exhaust Emission Volumes in  
 an Opted Road Section: a Case Study 

‒ 26 ‒ 

identification of the overall level of pollution from transport in the urban area. In 
addition, other directions of reducing emissions in cities were signaled, related not 
only to the development of electric vehicles, but also autonomous vehicles in the 
future. 

The experimental results of the impact of road traffic mobility on the environment 
in the 1st class road Hasičská Street No. 61 in the city of Trenčín, Slovakia and 
complex emission quantification proved that passenger cars are the most distinct 
category contributing to the air pollution regarding all recorded pollutants, i.e., CO, 
HC, NOx and PM. 

Road haulage comprising category N3 – SEMI TRAILER hit the road mostly in the 
late morning hours, arguably supplying local storehouses and logistic centers or 
transporting goods. Our survey indicated that category N3 is the largest polluter of 
all monitored freight tiers regarding CO, HC and PM emissions, despite having the 
smallest representation in our experiment. 

The city of Trenčín and its surroundings concentrate numerous logistic storehouses 
and centers including CT Park Trenčín – 2 km away, Coop Trenčín Logistics Center 
– 4.5 km away and Sihot Park Chocholná logistic center – 10.5 km away from the 
examined area. We suppose that vehicles of N3 category transport goods to the 
storehouses or other logistic and distribution centers through the monitored 
transport territory of Trenčín. 

As for the further research, we suggest that subsequent in-depth analysis of the 
impact of road traffic mobility emissions on the environment should, inter alia, 
involve traffic congestions, types and numbers of vehicles classified according to 
specific emission standards, including the influence of weather conditions and air 
pressure on the air pollution in the area. 

The results of the research declare that the biggest air polluter in the monitored area 
is precisely passenger vehicles. This is due to the fact that their number represents 
95% of the total number of vehicles passed. It is this phenomenon that results in a 
large amount of pollutants emitted into the air. In the future, it is necessary to focus 
on ways to reduce these emissions. One of the possibilities is increasing the share 
of electric cars and vehicles powered by an alternative drive. 

This is primarily about reducing emissions directly in urban areas. So far, low-
emission zones in cities have not been introduced in the territory of the Slovak 
Republic. The results of the research can be taken into account as a tool for 
monitoring pollution caused by road traffic anywhere within the city. The results 
clearly point to the fact that even passenger vehicles pose a threat in the process of 
air pollution. 
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Abstract: Road accidents are reconstructed by forensic experts to reveal the causes of 

accidents and help authorities determine liability. However, how well an accident is 

assessable depends on various factors. The database-independent methodology proposed 

here makes it possible to explore the relationship between assessability, accident type and 

data recording technology. A combination of statistical tests (Mann–Whitney U Test, 

Wilcoxon Signed-rank Test, Kruskal–Wallis Test with Bonferroni Correction) are to be 

applied to a database of road accidents. As a result of these tests, it can be determined how 

the assessability of various accident types can be improved by the development in data 

recording technologies. This widely applicable, novel tool of the Cognitive Mobility realm is 

in practice a methodology for exploring the assessability of various types of road accidents. 

It can help decision-makers determine the development directions of new technologies. 

Keywords: accident reconstruction; assessability; statistical methods; data recording 

technology; forensic expert 

1 Introduction 
Road accident reconstruction, as its name implies, is a process that goes in the 
opposite direction as designing and construction. While designers calculate what 
could happen if forces are exerted on a structure built from the given materials, 
forensic experts determine what processes may have taken place, what forces may 
have been exerted if the given accident happened. In order to be able to reconstruct 
an accident, and thus determine causes and liability, basically as much data should 
be obtained about the case as possible. The range of data used for the reconstruction 
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process is wide. Being static, some data are easy to obtain, such as information on 
the terrain of the accident site, the make of the vehicles included or the traffic rules 
valid at the given section of the road. Other data must be recorded after the whole 
process, e.g. the position of the vehicles, skid marks, injuries and the damage 
caused. 

However, the success of accident reconstruction does not solely depend on the 
amount of data collected. The assessability of an accident, i.e. how well the process 
can be reconstructed and how much liability can be determined, depends on various 
other factors as well, including accident type (e.g. head-on collision vs. leaving the 
track), data quality (e.g. accuracy) and data recording technology (e.g. yaw marks 
photographed vs. speed data recorded by the vehicle’s tachograph). If it is known 
how these different factors affect level of assessability, data recording technologies 
can be developed in a way that could make accident reconstruction more precise 
not only for all accident types, but for a specific accident type if necessary. 
Moreover, based on such a quantification methodology, it may be determined what 
data recording technology is required for a certain accident type to be assessed at 
the highest possible level. Conversely, if we know the applied data recording 
technology, we can predict the level of assessability for each accident type. 

With the emergence of highly or fully automated vehicles, i.e. a cognitive 
multimodal transport system [1], new types of accidents are expected to occur. In 
order to be able to reconstruct and assess these yet unknown accident types, 
probably new data recording technologies need to be developed. The model 
presented here is freely expandable, i.e. emerging accident recording technologies 
and accident types can also be added to it. This way, the effectiveness of the new 
technologies can also be measured. Also, the methodology can be customized to the 
needs of users – maybe for a certain database, more accident categories should be 
established or more levels of data recording technologies are to be explored. 

In order to be able to develop and operate efficient, safe and environmentally 
friendly mobility systems and vehicle networks, it is indispensable to identify the 
factors that influence the operation of the various networks. As a result, the role of 
unconscious, irrational factors in the decision making process about mobility 
networks may be minimized. The aim of this article is to show how it is possible to 
identify the data that should be collected to help identify the causal links that lead 
to accidents in the best way. 

This study presents a novel methodology based on various statistical methods for 
quantifying how accident type and data recording technology affect the 
assessability of road accidents. Section 2 clarifies basic concepts and reviews the 
relevant literature. In Section 3, the methodological steps are described in detail: the 
statistical methods to explore the possible differences between accident types and 
data recording technologies are presented. Section 4 concludes the article.  
The methodology presented here was developed based on a database of real road 
accidents [2]. 
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2 Background 
The basic concepts used in this study are defined as follows. 

• The assessability of an accident is the degree to which the causes of the 
accident and liability can be determined based on the available data. Four 
categories of assessability are set up here (Table 1). 

Table 1 
Accident assessability levels 

      
• Traditional data recording technology (T0) is the technology to be 

applied by the police in the case of a road accident or a traffic crime. For 
example, in Hungary the technology is defined by the relevant Police 
Decree [3].  

• EDR data recording technology (T1) is defined as traditional data 
recording technology complemented by accident data recorded in the 
Event Data Recorder modules of the vehicles participating in the given 
accident, as defined by the regulatory framework [4]. 

• EDR+ data recording technology (T2) is defined as EDR data recording 
technology complemented by data recorded in highly automated or fully 
automated vehicles. These extra data may include GPS coordinates, GPS 
time, video recordings of the accident environment, elements/objects in 
the traffic environment and their distance from the ego vehicle (Figure 1). 

• Accident type is the category of a given accident process, determined by 
the most prominent property of the accident with regard to accident causes 
and liability. The seven categories (denoted A1–A7) used in this study were 
set up based on the following properties: relative position of the collided 
vehicles (e.g., rear-end) or the conflict type (e.g., lane changing) or the 
traffic environment (e.g., at traffic lights) [2]. 

 



G. Vida et al. Assessability of Road Accidents – a Methodology for Exploring the Effect  
 of Accident Type and Data Recording Technology  

‒ 34 ‒ 

  
Figure 1 

Data recording technologies applied in this study 

In order to be able to explore relationships between data recording technologies, 
accident type and assessability, a database must be compiled. The statistical 
calculations are to be carried out on this database, which is illustrated in Table 2. 
Column 1 is the registry number of the accident; Column 1 encodes the accident 
type. Columns 3-5 show assessability levels according to Table 1 above.  
The methodology presented below was tested against a public database of real-life 
road accidents [2]. As the overwhelming majority of these accidents were recorded 
by traditional methods, and EDR data were only available in a low number of cases, 
Columns 4 and 5 give the assessability for the case if data provided by the relevant 
modern data recording technology were present. 

Table 2 
Database structure 

 
Statistical methods have been applied successfully to analyze objectively 
measurable characteristics of road accidents or of accident participants. For 
example, Shaadan et al. [5] used the Mann–Whitney Test to reveal the correlations 
between the gender of accident participants and the number of serious or fatal 
accidents, and also between the age of participants and the severity of accidents. 

The topic of the present study is closer to those research projects that examine the 
physical parameters of road accidents. The Mann–Whitney Test and the Chi-square 
Test was applied by Baker [6] in an analysis of correlations between the dynamics 
of the crash and the severity of brain damage caused by the accident. Ayazi et al. 
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[7] applied the Chi-square Test to reveal the correlations between accident causes 
and types, environmental factors (e.g., road and visibility conditions) and accident 
severity. 

Concerning the latest technology, accidents by self-driving cars were simulated by 
[8]. The collision reconfiguration system applying three different decision-making 
strategies was tested: the degree of seriousness of accidents was analyzed using the 
Kruskal–Wallis Test. 

However, to the best of our knowledge, assessability of road accidents has not been 
analyzed with the help of statistical methods. It is self-evident that assessability, 
thus the success of reconstruction basically depends on the amount of accident data. 
In general, the higher the amount of available data is, the higher level of 
assessability can be reached. However, according to our hypothesis, assessability 
levels also depend on accident type and the applied data recording technology. In 
order to reveal the differences between these categories, statistical methods are to 
be utilized. The methodology and the various statistical tests used here are described 
in detail in Section 3. 

3 Methodology 
The system presented here is a step-by-step method for revealing, by means of 
statistical analyses, how factors, namely accident type and data recording 
technology, affect the assessability of road accidents. In general, the type of 
statistical tests that can be applied to a given dataset depends on the characteristics 
of the sets, primarily on the distribution of data. It must be checked whether the data 
in the samples are distributed according to normal distribution (e.g., using the 
Saphiro–Wilk Test [9]). 

If the examined sample has a normal distribution, the means of the examined groups 
can be compared using the analysis of variance (ANOVA) [10]. This method can 
actually be defined as a generalization of the t-test for comparing more than two 
samples. It is important to emphasize that the application of ANOVA requires the 
distribution of the analyzed samples to be normal regarding the investigated 
variable. When applying the ANOVA method, the variance of the sample is given 
by the following formula: 𝑠𝑠2 =

1𝑛𝑛 − 1
�(𝑥𝑥𝑖𝑖 − 𝑥̅𝑥)2𝑖𝑖  (1) 

where 𝑠𝑠2 – mean square; 𝑛𝑛 – number of elements in the sample; 𝑥𝑥𝑖𝑖 – variable value of the ith element; 𝑥̅𝑥 – mean value of the investigated variable. 
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Based on the introduced formula, the analysis of variance identifies three different 
variance metrics: 

(1) a total variance which can be derived from the deviations between the grand 
mean and the variable values of the elements; 
(2) an error variance, which can be derived from the deviations between the variable 
values of the elements and their appropriate treatment means, and 
(3) a treatment variance. 

Table 3 
Comprehensive overview of the methodology 
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However, it must be emphasized that in the case of non-normally distributed 
variables, non-parametric statistical methods must be applied. 

Based on our experiences and the performed investigations, the distributions of the 
variables characterizing road accidents are not normal. Therefore, non-parametric 
statistical methods are applied in further research phases. Accordingly, the methods 
presented here were selected because the example dataset did not have a normal 
distribution. Furthermore, the assessability values examined here are independent 
of each other, as the assessability of a given accident does not depend on the 
assessability of another accident. 

In this analysis, T0, T1 and T2 denote the data recording technologies. T0 is the 
baseline technology (in our database, traditional). T1 marks a higher level of 
development: it includes all techniques in T0, and some more advanced ones (in our 
database, this category corresponds to EDR). T2 denotes the highest level (in our 
case, EDR+), which means that in addition to all previous techniques (T0 and T1), 
further data recording techniques are available. Accidents were put into 7 categories 
(denoted A1–A7), and assessability had four levels (marked 1–4, 4 being the highest 
level). 

3.1 Comparison of Accident Types 

In the first round of analyses, pairwise comparisons are to be made in order to 
explore whether there are any accident types whose assessability is significantly 
different from that of other accident types. For this analysis, the Mann–Whitney U 
Test was applied [11, 12], which compares two samples (Sample 1 and Sample 2), 
which are the values of the same parameter – in this case, assessability. The test 
calculates the probability of a randomly selected value X from Sample 1 being 
greater than value Y randomly selected from Sample 2. The calculation is based on 
Equations (2-4). 

𝑈𝑈1 =  𝑛𝑛1𝑛𝑛2 +
𝑛𝑛1(𝑛𝑛1 + 1)

2
− 𝑅𝑅1 (2) 

𝑈𝑈2 =  𝑛𝑛1𝑛𝑛2 +
𝑛𝑛2(𝑛𝑛2 + 1)

2
− 𝑅𝑅2 (3) 

𝑍𝑍 =  
𝑈𝑈 − 𝑛𝑛1𝑛𝑛2

2�𝑛𝑛1𝑛𝑛2(𝑛𝑛1 + 𝑛𝑛2 + 1)
12

 
(4) 
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where, 𝑛𝑛1 – number of elements in Sample 1; 𝑛𝑛2 – number of elements in Sample 2; 𝑅𝑅1 – sum of the ranks in Sample 1; 𝑅𝑅2 – sum of the ranks in Sample 2; 𝑈𝑈1 – test function value for Sample 1; 𝑈𝑈2 – test function value for Sample 2; 𝑍𝑍 – value of function approaching the normal distribution. 

For our database, for each test in this group, the significance level of the Mann–
Whitney U Test was set to α = 0.05. Our hypotheses were identified according to 
the following consideration. In the case of randomly selected values XSample1 and 
XSample2 from two different populations, the probability of XSample1 being larger or 
equal to XSample2 is larger than the probability of XSample2 being larger than XSample1: 

H0: XSample1 ≥ XSample2 

H1: XSample1 < XSample2 

This means the test investigates the probability of Type I error (i.e., of rejecting a 
correct H0) related to the compared assessability values. If the chance of rejecting 
a correct null hypothesis is too high, we cannot accept H1. Accordingly, if p is lower 
than α = 0.05, the probability of Type I error is tolerably low, so the null hypothesis 
(H0) can be rejected, and H1 is accepted, i.e., the assessability of accidents in the 
examined type is significantly worse than that of the bigger set (Sample 2). Such a 
result entails that with the given data recording technology, the examined accident 
type cannot be assessed as well as the other accidents. 

There are two runs within each test type: in the first run, assessability values of a 
given accident type (Sample 1) are compared to such values of the complementary 
set. The aim of this is to see whether the level of assessability of the tested accident 
type is different from that of the other types. In the second run, Sample 1 is 
compared to the total set. 

3.1.1 Test 1 – Baseline 

The aim of the first test is to see for each accident category whether there is a 
significant difference in assessability levels compared to all other accident 
categories and to the average of the total sample, with data recording T0. 

In this test, Sample 1 is composed of the assessability values for a given accident 
type (Figure 2), for example A1. In the first run, the assessability values of the given 
accident type are compared to the assessability values of the complementary set 
(Sample 2), i.e., those of all the other accident types (in our case, A2–A7). In the 
next run, Sample 2 is larger than in the first run: it is the total, unified set, ie., in our 
case assessability values for all accident types (A1–A7). 
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Figure 2 

Test 1 – assessability of Sample 1 (red) compared to that of Sample 2 (yellow), data recorded by T0 

3.1.2 Test 2 – Higher Level Data Recording (T1) 

Test 2 aims to reveal whether there is a significant difference in assessability for a 
given accident category with data recorded by a higher-level technology, namely T1 
compared to other accident types (Figure 3). Therefore, Sample 1 is the assessability 
of a given accident type with T1 data recording. Results are calculated for a 
comparison with the baseline category and also for the same data recording 
category. 

Consequently, in Test 2a, assessability values in Sample 1 are compared to the 
average assessability of the complementary set and the total set with the baseline 
level data recording technology T0. In Test 2b, however, values in Sample 1 are 
compared to values in the complementary and the total set if data are recorded by 
T1. 

 
Figure 3 

Test 2 – assessability of Sample 1 (dark green, T1) compared to that of Sample 2 (yellow) – data 
recorded by T0 (Test 2a, left); and to Sample 2 (light green) data recorded by T1 (Test 2b, right) 
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3.1.3 Test 3 – Highest Level Data Recording (T2) 

Similarly, to Test 2, the aim of Test 3 is to reveal whether there is a significant 
difference in assessability for a given accident category with data recorded by the 
highest-level technology, namely T2, compared to other accident types (Figure 4). 
Therefore, Sample 1 is the assessability of a given accident type with T2 data 
recording. Results are calculated for a comparison with the baseline category T0 and 
also for the same data recording category, T2. 

 
Figure 4 

Test 3 – assessability of Sample 1 (dark blue, T2) compared to that of Sample 2 (yellow) – data 
recorded by T0 (Test 3a, left); and to Sample 2 (light blue) data recorded by T2 (Test 3b, right) 

As a result of, Tests 1-3, it can be seen which accident types have a significantly 
lower assessability than the others for each data recording category. 

3.2 Comparison of Data Recording Technologies 

The second round of analyses focuses on data recording technologies. The aim is to 
test whether the development of data recording technologies (from T0 to T2) can 
actually improve the assessability of the different accident groups. To see this, the 
assessability levels according to data recording technology within an accident type 
were compared (Figure 5). 

The Wilcoxon Signed-rank Test [13] was applied to compare the connected groups 
which had a non-normal distribution. In each group, the accidents were the same, 
and an assessability value was assigned to each accident according to data recording 
technology. The tested hypotheses are as follows. 

H0: The median difference is zero. 

H1: The median difference is not zero, α = 0.05. 

Pairwise differences in assessability are ranked according to their absolute value, 
and ranks are assigned. In the next step, positive or negative signs are assigned to 
these ranks, depending on whether the original difference was positive or negative.  
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Then, test ranks (Ri) of corresponding pairs (𝑌𝑌𝑖𝑖−𝑋𝑋𝑖𝑖) are summed separately, i.e. 
positive values (W+) (5) and negative values (W-) (6), and the negative sum is 
subtracted from the positive sum (7). 

𝑊𝑊+ = � 𝑅𝑅𝑖𝑖𝑌𝑌𝑖𝑖−𝑋𝑋𝑖𝑖>0  
(5) 

𝑊𝑊− = � 𝑅𝑅𝑖𝑖𝑌𝑌𝑖𝑖−𝑋𝑋𝑖𝑖<0  (6) 

𝑊𝑊 = 𝑊𝑊+−𝑊𝑊− (7) 

After identifying test statistics (W), we have to compare it to the critical value 
depending on sample size and significance level. 

 
Figure 5 

Assessability of a given accident group (Sample 1: red, T0) according to data recording technology. 
Test 4 (left) – data recording technology T1 (green); Test 5 (right) – data recording technology T2 

(blue) 

3.2.1 Test 4 – Baseline (T0) vs. T1 

In this test, for each data recording technology, assessability values for each 
accident are compared: Sample 1 corresponds to values assigned for T0 and Sample 
2 to T1 data recording technology. The test reveals whether there is a significant 
change in assessability with the introduction of T1 technology for the given accident 
type. 

3.2.2 Test 5 – Baseline (T0) vs. T2 

The aim of this test is to reveal how the introduction of the highest level of data 
recording technologies affect assessability compared to the baseline. Thus, for each 
data recording technology, assessability values for each accident are compared: 
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Sample 1 corresponds to values assigned for T0 and Sample 2 to T2 data recording 
technology. 

3.3 Ranking by Assessability 

The previous tests can prove whether there is a difference in assessability levels for 
different accident types with different data recording technologies. However, the 
above tests cannot rank the accident types according to assessability. To reveal the 
ranking between accident types, assessability levels for different accident types 
were compared within each data recording technology. For this, a 2-step analysis 
was carried out. In Test 6, the Kruskal–Wallis Test with Bonferroni Correction was 
applied to compare multiple independent groups (i.e., assessability levels for 
accident types A1–A7 within categories T0, T1 and T2). In Test 7, those pairs in which 
stochastic dominance is proven by Test 6 were compared with the Mann–Whitney 
Test. 

3.3.1 Test 6 – Comparison of All Possible Pairs 

In this test, Sample 1 is made up of the values for assessability for a given accident 
type, for a certain data recording technology (e.g., A2, T1). Sample 2 is composed 
of values for assessability for another accident type, for the same data recording 
technology (e.g., A3, T1). All possible pairs are tested for each data recording 
technology (for T0, T1, and T2, respectively, see Figure 6). Thus, non-normally 
distributed independent group samples are compared using the Kruskal–Wallis Test 
[14]. 

 
Figure 6 

Test 6: assessability of accident groups according to data recording technology: Test 6a: T0 (yellow); 
Test 6b: T1 (green); Test 6c: T2 (blue) 

For this test, the following hypotheses are formed. 

H0: the medians of Samples are equal 

H1: some of the medians of the Samples are not equal 

The following formula is used for calculating the statistical test results. 
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𝐻𝐻 = (𝑁𝑁 − 1)
∑ 𝑛𝑛𝑖𝑖(𝑟̅𝑟𝑖𝑖. − 𝑟̅𝑟)2𝑔𝑔𝑖𝑖=1∑ ∑ (𝑟𝑟𝑖𝑖𝑖𝑖 − 𝑟̅𝑟)2𝑛𝑛𝑖𝑖𝑖𝑖=1𝑔𝑔𝑖𝑖=1  

(8) 

where 𝑛𝑛𝑖𝑖 – is the number of elements in the ith sample; 𝑟𝑟𝑖𝑖𝑖𝑖  – is the rank (among all elements) of the jth element in the ith sample; 𝑁𝑁 – is the number of elements across all groups; 𝑟̅𝑟𝑖𝑖. – is the average rank of the ith sample; 𝑟̅𝑟  – is the average rank of all samples in the unified sample; 𝑔𝑔  – is the number of samples. 

In order to minimize Type I Error, i.e. rejecting the null hypothesis although it is 
actually true, the Bonferroni Correction was applied. The aim of this correction is 
to diminish the unfavorable effect of the Type I Error, which increases when 
comparing groups [15]. The basic principle is that the significance level (α) is 
lowered proportionally to the number of hypothesis tests (m). Consequently, the 
null hypothesis is dropped if for the value pi of the ith hypothesis test proves to be 
true. 

The following inequity (9) supports the applicability of the Bonferroni correction 
[16]. In this formula, m0 marks the number of true null hypotheses. 

𝐸𝐸𝐸𝐸 = 𝑃𝑃 ���𝑝𝑝𝑖𝑖 ≤ 𝛼𝛼𝑚𝑚�𝑚𝑚0
𝑖𝑖=1 � ≤��𝑃𝑃 �𝑝𝑝𝑖𝑖 ≤ 𝛼𝛼𝑚𝑚��𝑚𝑚0

𝑖𝑖=1 = 𝑚𝑚0 𝛼𝛼𝑚𝑚 ≤ 𝛼𝛼 
(9) 

Test 6 shows for which pairs the assessability difference can be regarded as 
stochastically dominant within a given data recording technology group. For 
example, if for the accident type pair A3–A5 the Kruskal–Wallis Test has a 
significant p-value for the T1 data recording technology, it means that the level of 
assessability for either A3 or A5 is significantly higher than for the other member of 
the pair. However, this test does not determine for which group the values are 
higher. 

3.3.2 Test 7 – Pairwise Comparison 

To determine for which member of the pair the assessability change is more 
significant, a pairwise comparison is required. The comparison is to be made by the 
Mann–Whitney U Test for each pair (c.f. Section 3.1, Tests 1-3). Only those pairs 
are to be tested, in which the Test 6 indicated stochastic dominance (Figure 7). 
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Figure 7 

Comparison of accident groups with stochastic dominance from Test 6: Test 7a: T0 (yellow); Test 7b: 
T1 (green); Test 7c: T2 (blue) 

In this test, Sample 1 is composed of the assessability values for a given accident 
type for a given data recording technology, for example A1 (T1). Sample 2 is the set 
of assessability values for another accident type for the same data recording 
technology, for example A3 (T1). 

As a result of, Tests 6 and 7, it can be determined for the significantly differing pairs 
which one has a significantly higher assessability value than the other member of 
the pair. Thus, a partial ordering can be set up. 

3.4 Change in Assessability 

In order to see to what extent assessability changes with the introduction of more 
and more developed data recording technologies, the values for assessability change 
for each accident type (A1–A7) are to be compared to those of each other group with 
the same method that is followed by Tests 6 and 7. The only difference is that the 
dependent variable is the change in assessability for a given accident type between 
two data recording technologies. 

3.4.1 Test 8 – Comparison of All Possible Pairs 

In this test, Sample 1 is made up of the values for assessability change for a given 
accident type, for a certain development in data recording technology (e.g. A2, 
development T0–T1). Sample 2 is composed of values for assessability change for 
another accident type, for the same development in data recording technology (e.g., 
A3, development T0–T1). All possible pairs are tested for each type of development 
(i.e., T0 – T1, T0 – T2, T1 – T2, see Figure 8). As there are four assessability levels 
(1-4), the values examined here range from 0 (no change) to 3 (maximum change 
from 1 to 4). 
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Figure 8 

Test 8: comparison of assessability change (Δ): Test 8a: T0–T1 (yellow–green); Test 8b: T0–T1 (yellow–
blue); Test 7c: T1–T2 (green–blue) 

Test 8 shows for which pairs the assessability change can be regarded as 
stochastically dominant for a certain type of change in data recording technology 
(i.e., a) T0 – T1, b) T0 – T2 or c) T1 – T2). For example, if for the accident type pair 
A3–A5 the Test 8 has a significant p-value for the T1 – T2 development in data 
recording, it implies that the assessability change for either A3 or A5 is significantly 
higher than for the other member of the pair. However, this test does not determine 
for which group the values are higher. 

3.4.2 Test 9 – Pairwise Comparison 

To determine for which member of the pair the assessability change is more 
significant, a pairwise comparison is required. The comparison is to be made by the 
Mann–Whitney U Test for each pair (c.f. Section 3.1, Tests 1-3). Only those pairs 
are to be tested, in which the Test 8 indicated stochastic dominance (Figure 9). 

 
Figure 9 

Test 9: comparison of significant assessability change (Δ): Test 9a: T0–T1 ; Test 9b: T0–T1 ; Test 9c: 
T1–T2 

In this test, Sample 1 is composed of the assessability change values for a given 
accident type for a given data recording technology change, for example A1+T1– 
T2. Sample 2 is made up of assessability change values for another accident type for 
the same data recording technology change, for example A3+T1–T2. 

The result of the test shows for which accident type which development of data 
recording technology resulted in a significant improvement in assessability. 
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Conclusions 

This study presented a detailed methodology composed of various statistical tests 
for exploring how the development of data recording technologies and accident type 
influence the assessability of road accidents. The series of tests can be run on any 
database composed of real or simulated road accidents, in which the independent 
variables are accident type and data recording technology, and the dependent 
variable is the level of assessability for each accident. 

The analysis described here is a combination of statistical methods that can be 
applied to samples with non-normal distribution: the Mann–Whitney U Test, the 
Wilcoxon Signed-rank Test and the Kruskal–Wallis Test with Bonferroni 
Correction. As a result of, these tests, it can be determined which data recording 
technologies improve the assessability of accidents the best and to what extent the 
assessability of which accident types improves due to a change in assessability. 
Such results can be utilized by the automotive industry to set the direction of 
development for data recording technology. 

This methodology was tested against a database of real road accidents in Hungary 
[2]. However, the list of accident types and data recording technologies can be 
extended without a modification of the model. Thus, the methodology proposed 
here can be applied to databases other than the test database. Consequently, the 
effects of future developments in data recording and the emergence of new or 
different accident types can also be tested by this methodology. 

References 

[1] Zöldy, M. and Baranyi, P. “The Cognitive Mobility Concept.” 
Infocommunications Journal, Special Issue: Internet of Digital & Cognitive 
realities, 2023, 35-40, https://doi.org/10.36244/ICJ.2023.SI-IODCR.6 

[2] Vida, G. and Török, Á. “The impact of accident data recording technology 
on liability issues.” Mendeley Data, V1. 2022, 
https://data.mendeley.com/datasets/hw6ft7jzcb/1 (Downloaded: 14 January 
2022) 

[3] 32/2016. (XII. 16.) ORFK Instruction 32/2016 (XII. 16.) amending ORFK 
Instruction 60/2010 (OT 34.) on the rules of police procedure in the event of 
traffic accidents and traffic offences, and ORFK Instruction 26/2013 (VI. 
28.) on the police use of technical means for documenting traffic offences 
[ORFK utasítás a közlekedési balesetek és a közlekedés körében elkövetett 
bűncselekmények esetén követendő rendőri eljárás szabályairól szóló 
60/2010. (OT 34.) ORFK utasítás, valamint a közlekedési jogsértést 
dokumentáló technikai eszközök rendőrségi alkalmazásáról szóló 26/2013. 
(VI. 28.) ORFK utasítás módosításáról]  
https://net.jogtar.hu/jogszabaly?docid=A16U0032.ORF&txtreferer=000000
01.TXT (Downloaded: 14 February 2023) 



Acta Polytechnica Hungarica Vol. 21, No. 7, 2024 

‒ 47 ‒ 

[4] LLI Electronic Code of Federal Regulations (e-CFR). Title 49 – 
Transportation. Subtitle B – Other Regulations Relating to Transportation. 
Chapter V – National Highway Traffic Safety Administration, Department 
of Transportation. Part 563 – Event Data Recorders. § 563.5 Definitions. 
https://www.law.cornell.edu/cfr/text/49/563.5 (Downloaded: 14 February 
2023) 

[5] Shaadan, N., Azhar Suhaimi, M. I. K., Hazmir, M. I. and Hazmir, E. N. 
“Road accidents analytics with data visualization: a case study in Shah Alam 
Malaysia.” Journal of Physics, Conference Series 1988. 012043. 1988/2021. 
doi:10.1088/1742-6596/1988/1/012043 

[6] Baker, C. E., Martin, P., Wilson, M. H., Ghajari, M. and Sharp, D. J. “The 
relationship between road traffic collision dynamics and traumatic brain 
injury pathology.” Brain Communications, 4(2), fcac033. 2022, doi: 
10.1093/braincomms/fcac033 

[7] Ayazi, E., Khorsand, R. and Sheikholeslami, A. “Investigating the 
effectiveness of geometric and human factors on the severity of urban 
crashes.” Materials Science and Engineering, 671, 012102. 2020, 
doi:10.1088/1757-899X/671/1/012102 

[8] Parseh, M. and Asplund, F. “New needs to consider during accident analysis: 
Implications of autonomous vehicles with collision reconfiguration 
systems.” Accident Analysis & Prevention, 173, 106704. 2022, doi: 
10.1016/j.aap.2022.106704 

[9] Shaphiro, S. S. and Wilk, M. B. (1965). “An analysis of variance test for 
normality.” Biometrika, 52(3), 591-611, 
https://sci2s.ugr.es/keel/pdf/algorithm/articulo/shapiro1965.pdf 
(Downloaded: 10 December 2022) 

[10] Fisher, R. (1925) Statistical Methods For Research Workers. Cosmo, 
Edinburgh 

[11] Mann, H. and Whitney, D. “Controlling the false discovery rate: a practical 
and powerful approach to multiple testing.” Annals of Mathematical 
Statistics, 18(1), 50-60, 1947, doi: 10.1214/aoms/1177730491 

[12] Nachar, N. “The Mann–Whitney U: A test for assessing whether two 
independent samples come from the same distribution.” Tutorials in 
quantitative Methods for Psychology, 4(1), 13-20, 2008, doi: 
0.20982/tqmp.04.1.p013 

[13] Wilcoxon, F. (1992) “Individual comparisons by ranking methods.” In Kotz, 
S. and Johnson, N. L. (eds): Breakthroughs in Statistics. Springer, New York, 
NY. pp. 196-202, doi: 10.1007/978-1-4612-4380-9_16 

[14] Kruskal, W. H. and Wallis, W. A. “Use of ranks in one-criterion variance 
analysis.” Journal of the American Statistical Association, 47(260), 583-621, 
1952 



G. Vida et al. Assessability of Road Accidents – a Methodology for Exploring the Effect  
 of Accident Type and Data Recording Technology  

‒ 48 ‒ 

[15] Bonferroni, C. E. Statistical theory of classification and calculation of the 

probability [Teoria statistica delle classi e calcolo delle probabilità]. 
Pubblicazioni del R. Istituto superiore di scienze economiche e commerciali 
di Firenze, Florence R. Istituto superiore di scienze economiche e 
commerciali, Seeber, Firenze. 1936 

[16] Boole, G. (1847) The Mathematical Analysis of Logic. Philosophical Library 



Acta Polytechnica Hungarica Vol. 21, No. 7, 2024 

‒ 49 ‒ 

Eye Tracking Study of Visual Pollution in the 

City of Zilina 

Radovan Madleňák, Lucia Madleňáková, Margita Majerčáková, 

Roman Chinoracký 

University of Zilina, Univerzitna 8215/1, 01026 Zilina, Slovakia; e-mail: 
radovan.madlenak@uniza.sk; lucia.madlenakova@uniza.sk; 
margita.majercakova@uniza.sk; roman.chinoracky@uniza.sk 

Abstract: This paper examines the issue of visual pollution in the city of Žilina, focusing 
specifically on outdoor advertising. A quantitative study was conducted to investigate the 
density of outdoor advertising on major roads in the town, as well as the topics of the 

advertisements. The research data collected provides pertinent information for policymakers 

and marketing firms to consider when forming policies concerning transportation, the 
environment, and outdoor advertising. This study is essential to comprehend the effects of 
visual pollution on the cognitive mobility of drivers navigating city roads. The findings of 
this study suggest that outdoor advertising has a pretty limited impact on how drivers 
perceive their environment and interact with it. Consequently, the results of this research can 
be used to create more effective policies related to outdoor advertising and traffic safety. 

Keywords: visual pollution; eye tracking study; outdoor advertising; road safety 

1 Introduction 

The turn of the third millennium has seen mobility become a fundamental pillar of 
our society. The rapid advancements in technology have enabled us to enhance our 
cognitive capacity in a variety of fields; mobility is one of the most significantly 
impacted. Mobility has become a multifaceted concept in our understanding; its 
relevance in transportation has also manifested in the digital realm and other areas. 
Consequently, the potential of mobility has become increasingly visible in its ability 
to bring about positive changes in our society, as highlighted by [1]. 

The concept of mobility is inherently related to the notion of taking initiative. 
Decisions are integral to mobility, as they determine whether an activity is mobile 
or not and can be taken multiple times throughout. The type of device or vehicle 
used, and the quality of such, heavily influences the decision making process, 
resource requirements, and ultimate outcome of the mobility. Furthermore, in 
addition to the infrastructure needed, mobility also necessitates a variety of 
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resources such as money, time, and energy. The human-machine interface plays a 
vital role and offers a broad spectrum of options, including smartphones, smart 
maps, web-tracking interfaces, and simulation software, as noted by [2]. 

Decision making is extremely important not only for increasingly automated 
vehicles, but also for driver support. Intensive research is under way in this area to 
investigate the implications of cognitive memory for decision making in traffic. One 
excellent example is continuous, dynamic route re-design through the inclusion of 
cognitive variables, which has been found to significantly reduce error rates. This 
suggests that vehicles are capable of learning from cognitive variables, opening the 
possibility of unsupervised learning to make sensible traffic decisions. According 
to [2], it is worth mentioning that the cognitive process involved in vehicle-related 
decision making bears resemblance to that of the human mind, where event 
classification is linked to patterns that have been previously processed. 

The decision making of drivers in real-world conditions is often impacted by a range 
of external stimuli. These can include the physical environment and the objects 
which populate it. According to research [3], analyzing and detecting patterns of 
driver behavior under real-world conditions can provide valuable data for 
autonomous vehicle decision making, by understanding the interplay between 
humans, machines, and the environment. 

A specific example of objects found in the vicinity of the vehicle are outdoor 
advertising objects. This illustrates the importance of external stimuli when 
determining driver behavior and could have important implications for autonomous 
vehicle decision making. Outdoor advertising, alternatively termed out-of-home 
(OOH) advertising is a form of media, which is intended to reach consumers who 
are away from their dwellings. This includes billboards, signs, placards, and other 
forms of advertising which are situated in public spaces such as thoroughfares, 
sidewalks, and public transit systems. From an outlook of road safety, outdoor 
advertising contributes to visual pollution and can have a negative impact on the 
safety of drivers and pedestrians. Recent research of Abdullah and Sipos [4], 
Pečeliūnas et al. [5] and Čubranić-Dobrodolac et al. have focused on analyzing 
drivers' behavior and predicting the likelihood of traffic accidents using statistical 
models. Their research shows that the abundance of outdoor advertising has the 
potential to cause distraction and cognitive impairment, which can increase the risk 
of accidents. Therefore, it is important to consider the effect of outdoor advertising 
on road safety when designing and implementing an advertising campaign. 
The term "visual pollution" was initially used by William H. Whyte in his 1980 
publication The Social Life of Small Urban Spaces [7] to describe the adverse 
impacts of the visual environment on human perception. Outdoor advertising is a 
major contributor to this phenomenon, as it can be seen from a distance and often 
covers large public areas, making it difficult to ignore. The use of bright colors, 
shapes, and fonts in outdoor advertising can be overwhelming and distracting, thus 
disrupting the natural aesthetic of a landscape or urban skyline. The presence of 
outdoor advertising in elevated areas can lead to an increase in light pollution. 
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The presence of aesthetically displeasing objects and structures along transportation 
routes constitutes visual pollution in transportation. This includes, but is not limited 
to billboards and other forms of advertising, litter, derelict vehicles, and other signs 
of urban decline. Madlenak and Madlenakova [8] conducted a study on visual 
pollution in road infrastructure, highlighting the negative impact of excessive 
advertising and visual clutter. Toros [9] analyzed the issue of visual pollution 
caused by advertising signboards in Ankara, emphasizing the need for regulations 
and guidelines to manage outdoor advertising. Liu and Liu [10] conducted a 
positioning analysis of urban outdoor advertising and suggested the importance of 
location in maximizing the effectiveness of advertising. These studies provide 
insight into the impact of outdoor advertising on visual pollution and the need for 
regulations and strategic placement of ads. Visual pollution in transport can have 
deleterious consequences on the mental health and well-being of individuals and on 
the quality of life within a community. Mohamed et al. [11] studied the effects of 
visual pollution on the people of Saudi Arabia, highlighting its manifestations and 
negative consequences. Lopez and Custodio [12] discussed the legal framework for 
addressing "forgotten" pollution, including noise, smells, and visual impacts, in 
Mexico. Latypova et al. [13] conducted a study on visual garbage from a visual 
ecology perspective, providing insights into its impact on the environment. 
Moreover, visual pollution can be a source of distraction for drivers and could be a 
contributory factor to traffic accidents. 

Visual pollution in transportation plays a detrimental role in the environment and 
people's ability to enjoy the area, as it is both distracting and an eyesore. Visual 
pollution has a negative impact on the environment and the enjoyment of public 
spaces. Allahyari et al. [14] evaluated visual pollution in urban squares using 
SWOT, AHP, and QSPM techniques. Chmielewski [15] proposed a 3D Isovist and 
Voxel approach for the assessment of visual impact of advertisement billboards, 
while Chmielewski [16] used tangential view landscape metrics to measure visual 
pollution. Chmielewski et al. [17] conducted intervisibility analysis and public 
surveys to measure the visual pollution caused by outdoor advertisements in urban 
streets. Such pollution can also reduce air quality, obstruct views, and distract 
drivers, thus leading to dangerous road conditions. Codato [18] discusses the 
troubled relationship between visual pollution and noise, highlighting the negative 
effects of these pollutants on the environment and society. Correa and Mejia [19] 
examine the impact of visual pollution on the population, emphasizing how it can 
reduce air quality and obstruct views. Madlenak and Hudak [12] focus on the visual 
pollution of road infrastructure in Slovakia and highlight the negative impact of 
visual pollution on drivers, leading to dangerous road conditions. The studies 
collectively suggest that visual pollution can lead to harmful consequences for both 
the environment and society. As argued by Rodrigue, Comtois, and Slack [21], 
reducing visual pollution in transport systems is crucial to promote a safe 
environment, enhance the aesthetic quality of the area, and prevent road accidents. 
It is imperative to prioritize strategies that reduce visual pollution in transport 
infrastructure. Rodrigue, Comtois, and Slack [22] describe that transport systems 
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are vital components of modern societies, consisting of networks of infrastructure 
and vehicles that enable the movement of people and goods between different 
locations. These systems encompass a wide range of modes (in city and rural 
condition), including roads, railways, waterways, airports, and various types of 
public transportation such as buses and taxis as it is described in Gaal, Horváth, 
Török, and Csete's article [23]. The efficient functioning of transport systems is 
crucial for economic development, social integration, and environmental 
sustainability. However, the negative impact of transport systems, such as visual 
pollution, noise pollution, and carbon emissions, cannot be overlooked. 

Visual pollution is known to have detrimental effects on transport systems by 
reducing visibility, increasing the probability of accidents, and creating a hostile 
environment for pedestrians and cyclists. It can also result in a decrease in the 
aesthetic value of the surroundings, thus reducing the attractiveness of public 
transport and pedestrian-friendly modes of transport, and negatively affecting the 
tourism industry. Stoma et al. [24] have suggested that autonomous vehicles may 
provide a solution to the issue of visual pollution in transport by reducing the risk 
of accidents and potentially creating a more pleasing environment for pedestrians 
and cyclists. This development could lead to increased safety and improved quality 
of life for all commuters, which would result in a more efficient transportation 
system. In addition, visual pollution may obscure road signs, leading to confusion 
and further risks to safety. 

Visual pollution can also increase noise levels, as it can reflect sound waves and 
amplify noise in the area. This can be especially problematic in urban areas, where 
noise pollution is already high. Additionally, visual pollution can reduce the amount 
of sunlight that is allowed to reach a given area, which can lead to decreased air 
circulation and higher temperatures, making it less comfortable for people to travel 
in the area. 

Visual pollution can have diverse effects on the surrounding environment and the 
economy. Apart from its negative impact on the aesthetic and functional aspects of 
transportation, it may reduce property values, and in turn, influence businesses and 
individuals. Chuang et al. [25] revealed that visual pollution may decrease the value 
of a place and lower the effectiveness of advertising. Additionally, visual pollution 
may induce littering and various forms of environmental degradation, leading to the 
deterioration of the area's natural resources. 

Visual pollution refers to the presence of intrusive or distracting visual stimuli in 
the environment, which can negatively affect individuals' well-being and cognitive 
processes. Tarkowski et al. [26] investigated the potential influence of driver 
distraction on the extension of reaction time. Through their research, the authors 
found that visual distractions, particularly those related to smartphones, can 
significantly increase drivers' reaction time. This increase in reaction time poses a 
higher risk of accidents, as delayed responses can lead to compromised driving 
performance and reduced overall safety. Salisu and Oyesiku [27] conducted a traffic 
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survey analysis in Nigeria to identify traffic patterns and inform road transport 
planning. Their study revealed that traffic congestion and inadequate infrastructure 
are major challenges that impede the efficient movement of people and goods in 
Nigeria. The presence of visual pollution, such as poorly designed road signage or 
excessive billboards, can contribute to traffic congestion by diverting drivers' 
attention and increasing cognitive load. 

Ližbetin and Stopka [28] proposed a roundabout solution for a particular traffic 
operation to reduce congestion and increase safety. The study demonstrated that the 
implementation of a well-designed roundabout can effectively alleviate traffic 
delays and increase the capacity of the intersection. By reducing visual clutter, such 
as confusing signage or excessive road markings, drivers can navigate intersections 
more easily, enhancing their driving experience and minimizing the potential for 
accidents. Słomiński and Sobaszek [29] developed a dynamic autonomous 
identification and intelligent lighting system for moving objects with discomfort 
glare limitation. Their research aimed to minimize discomfort glare, which can 
occur when drivers are exposed to bright lights or reflections. The study showed 
that the implemented system effectively reduced discomfort glare while improving 
visibility of moving objects. By mitigating visual pollution caused by excessive or 
poorly directed lighting, drivers can maintain better focus and reaction time, 
contributing to safer driving conditions. 

Wang et al. [30] investigated the effect of particulate iron on tracking indoor PM2.5 
of outdoor origin in a case study conducted in Nanjing, China. Their findings 
revealed that particulate iron can serve as an important tracer for indoor PM2.5 
originating from outdoor sources. This knowledge can inform indoor air quality 
management, allowing for the development of strategies to reduce visual pollution 
caused by outdoor particulate matter, which may obscure visibility and affect 
drivers' respiratory health. Rybicka et al. [31] applied an emission standard 
methodology to compare a specific railway line with parallel road transport. Their 
research demonstrated that railway transport emits fewer pollutants compared to 
road transport, suggesting that it can be an effective alternative for reducing 
emissions. By reducing the visual pollution associated with vehicle emissions, such 
as smog or exhaust fumes, railway transport can contribute to improved air quality 
and a more pleasant driving environment. Frej et al. [32] discussed the importance 
of alternative drive vehicles in road transport, specifically in Poland and the 
European Union. The authors highlighted the potential benefits of alternative drive 
vehicles, including reduced emissions and increased energy efficiency. Policy 
incentives were identified as crucial in promoting the adoption of these vehicles, 
which can contribute to a decrease in visual pollution caused by conventional 
vehicles, such as smoke or noise pollution. 

In conclusion, the reviewed literature demonstrates that visual pollution can have 
significant implications for drivers. Factors such as distractions, traffic congestion, 
poorly designed infrastructure, discomfort glare, and vehicle emissions all 
contribute to visual pollution and can negatively impact driver performance, safety, 
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and overall driving experience. Strategies aimed at reducing visual pollution, such 
as improved road design, intelligent lighting systems, and the adoption of 
alternative drive vehicles, are essential for creating a safer and more sustainable 
transportation environment. 

2  Methodology 

The city of Žilina, located in Northern Slovakia, was chosen as the site for a 
comprehensive research project which aimed to assess the influence of visual smog 
on drivers in the city. Visual pollution, in the form of large-format outdoor 
advertising, was the primary focus of the study. To this end, two routes within the 
city limits of Žilina were selected for an empirical analysis. The study adopted a 
scientific approach, utilizing eye-tracking technology to measure the effects of 
visual smog on drivers. The results of the study are expected to provide valuable 
insights into the impact of visual pollution on drivers in Žilina, as well as in other 
cities with similar characteristics. 

The individual routes and the advertisements that are placed on them are 
meticulously processed and registered in the developed Google Maps application 
(see Figure 1). This interactive mapping application serves as a comprehensive 
repository of all registered advertisements, including their geographic location, 
distribution, and other pertinent indicators. The collected data encompasses the 
proprietor of the advertising medium, the type of medium and the content of the 
advertisement. For large-scale advertising, the data recorded also includes the 
advertiser, the precise advertisement (e.g., logo, product, service) and a visual 
representation of the advertisement. 

Following the analysis of visual pollution, the impact of outdoor advertising on car 
drivers was measured using HMI equipment - SMI's eye-tracking glasses. The same 
type of equipment was used in a study by Pavlenko and Shamanina [33] on eye 
tracking in the study of cognitive processes. This technology allowed for the 
quantification of the effects of outdoor advertising on car driver behavior as 
demonstrated in the study conducted by Bozomitu, Păsărică, Tărniceriu, and 
Rotariu [34] in the development of an eye tracking-based human-computer interface 
for real-time applications. 

The SMI ETG 2W head-mounted eye-tracking glasses, in conjunction with the 
iViewETG version 2.8 software, were chosen as the primary tool for data 
acquisition. This specific device was designed to monitor the real-time visual 
behavior of subjects and capture relevant data. It consists of three high-speed 
cameras, two of which are infrared cameras utilized to track and record the 
movement and positioning of the subjects' pupils in both eyes. 
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Routes and outdoor advertising placement in selected routes in Zilina 

The third camera is a high-definition scene camera with a resolution of 1280 × 960 
p @24 fps, capturing the surrounding environment. The use of this equipment has 
been previously employed by the authors [35] in a study on experimental testing of 
vehicle-driver interaction through eye-tracking technology in laboratory conditions. 

Additionally, a notebook was connected to the glasses to facilitate data recording 
(see Fig. 2). The SMI ETG 2W is capable of providing a highly accurate and reliable 
eye tracking data set with a sampling frequency of 60 Hz that is extended throughout 
the entire field of view. This eye tracking system has been specifically designed to 
ensure a tracking range of 80° horizontal and 60° vertical with a gaze tracking 
accuracy that does not vary over distance, achieving an impressive 0.5° accuracy. 

The SensoMotoric Instruments (SMI) BeGaze software version 3.7.59 was utilized 
for a comprehensive analysis of the data collected by the SMI ETG 2W. 

The 11 drivers, composed of 6 females and 5 males aged between twenty-one and 
thirty-seven years, completed test drives across two measurement days. To ensure 
the accuracy of the research, five measurements were taken on Route 1 (the inner 
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circle – orange marks) and six measurements were taken on Route 2 (the bypass 
route – yellow marks). The test drives were conducted under various conditions, 
such as weather and traffic, to produce a comprehensive overview of the results. 
These conditions included clear, cloudy, and rainy weather, as well as both with and 
without traffic. 

 
Figure 2 

Measurement using an eye tracker in Zilina 

3  Results 

In the eye-tracking research, the primary objective was to evaluate the influence of 
visual smog on the attentional processes of motor vehicle drivers while driving. To 
do this, we analyzed a variety of physiological variables, including the number of 
fixations, saccades, and blinks as it was stated in study Przepiorka et al. [36]. This 
provided us with a comprehensive understanding of how cognitive processes are 
used by drivers while they are behind the wheel. Additionally, this study also sought 
to investigate the ability of drivers to notice an advertising area close to the road in 
order to discover the effects of visual smog on their attention as it was mentioned 
in the study Kainz et al. [37]. The term 'saccade', derived from the French verb for 
'jerk', was used for the first time to describe eye movements by Javal in the 1880s. 
It is used to designate the rapid, conjugate (with both eyes performing the same 
action) movements we make when re-orienting our foveal region to a new spatial 
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location; the average rate of saccades is three per second. Saccades are normally 
identified as 'ballistic' movements, implying that the trajectory cannot be altered 
once initiated. Additionally, it is often asserted that during saccades, we become 
'effectively blind'. Saccades, characterized by rapid eye movements, are commonly 
preceded and followed by fixations, which represent periods of relative stillness 
during which visual information is processed. The differentiation between fixations 
and saccades involves complex rules and algorithms employed by researchers and 
eye-tracking software (Feng et al. [38]; Hu et al. [39] and Xuguang & Jianping, 
[40]). The duration of fixations usually ranges from 200 to 300 milliseconds but can 
be either shorter or longer. Additionally, the average fixation duration is contingent 
upon the context in which it is observed; for example, fixations tend to be of shorter 
duration when reading than when viewing scenes. During the analysis stage, 
fixations are of particular interest to researchers, especially if gaze is being used as 
a proxy for ‘attention’. 

Blinks, although not actual movements of the eye itself, play a crucial role in 
effective eye tracking due to several reasons. One of these reasons, as mentioned in 
the study by Snegireva et al., [41], is that gaze cannot be monitored if the eye is not 
visible. In their validity study utilizing eye tracking in male youth and adult athletes 
of selected contact sports, the authors found that blink duration is increased in 
concussed youth athletes. Blinks can disrupt fixations, leading to the appearance of 
two separate fixations within the same area in the eye-tracking data. Although this 
may not pose a significant issue in many scenarios, the length and position of the 
fixations are crucial factors to consider. 

3.1 Route 1 – Inner Circle 

Route 1 of the city of Žilina is an ideal choice to conduct analysis due to its location 
in the center of the city and its length of approximately 3,300 meters. The route is 
known to experience heavy traffic during peak hours, such as the morning and 
afternoon rush hours. Furthermore, three flat sections exist along the route, 
providing adequate visibility for drivers. Not only this, but there is no need to be 
vigilant of intersections without traffic signals as the route follows the main road. 
In total, seven traffic lights can be found along this route. 

From the perspective of the driver, it is imperative to exercise heightened caution 
when traversing Route 1, due to the presence of various intersections, crossings, 
and bus stops that can significantly impede the flow of traffic. Moreover, the 
conditions of Route 1 vary according to the day of the week and time of day; thus, 
the driver must be prepared to adjust to the conditions accordingly. All in all, Route 
1 serves as a potential driving route that requires one to be constantly adjusting to 
changing conditions. 

The main thoroughfare of Route 1 boasts a total of one hundred and thirty-nine 
advertising displays that are visible to motorists. The strategic positioning of the 
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advertising carriers along this route is beneficial to both the proprietors of the 
carriers and the companies advertising their wares, as a significant number of cars, 
pedestrians and cyclists traverse the route on a daily basis. 

Despite being located in a highly populated urban area, Route 1 has been found to 
have a significantly higher than average concentration of billboards and bigboards. 
This is especially evident when surveying strategic locations such as buildings and 
intersections, where drivers can more easily perceive the advertisements due to their 
conspicuous placement. As much as 20% of all the advertisements recorded in this 
area are in the form of billboards and bigboards. 

Table 1 
Route 1 – Physiological characteristics of the drivers 

 Number of fixations  
[per minute] 

Number of saccades  
[per minute] 

Number of blinks  
[per minute] 

Drive durations 
[min.] 

Driver 1 171 156 13 9:19 
Driver 2 82 49 7 9:34 
Driver 3 96 88 5 10:08 
Driver 4 163 146 15 9:39 
Driver 5 166 156 6 9:38 
Average  135,6 119 9,2 9:40 

Data in the table represents a comparison of driving characteristics between five 
different drivers on the route 1. Driver 1 has the highest number of fixations and 
saccadic movements, and the highest number of blinks per minute. Driver 2 has the 
lowest number of fixations and saccadic movements, and the lowest number of 
blinks per minute. Driver 3 and Driver 5 have similar numbers of fixations and 
saccadic movements, but Driver 5 has fewer blinks. Driver 4 has the second highest 
numbers of fixations and saccadic movements, and the second highest number of 
blinks. All five drivers have similar driving durations. 

Conceptually, Driver 1 obtained the most beneficial outcomes. Nevertheless, it is 
essential to be aware that an excessive amount of fixations or saccades can induce 
feelings of anxiety or unease whilst driving. The average number of fixations per 
minute for the drivers that took part in the study was 135.6, with the average value 
of saccades being 119, equaling approximately two fixations and saccades for each 
driver per second. 

3.2 Route 2 – Outer Bypass 

Route 2 was the second route under consideration for analysis. The outer loop route 
was determined to be more advantageous as it provided longer and more even 
stretches of roadway, frequently with two lanes in each direction. Moreover, the 
route was composed of three extended straight stretches, which cumulatively 
accounted for approximately 80 % of the total length of the route. 
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From the driver's point of view, the number of pedestrian crossings and intersections 
is roughly the same. In comparison to Route 1, the driver is not required to pay as 
much attention while driving. On Route 2, the most important points are where the 
lanes diverge or converge into one. There are long stretches of flat road which give 
the driver the opportunity to drive in a more leisurely manner. The positioning of 
the billboards is strategically advantageous, and with only a few exceptions, they 
are clearly visible. Drivers who encounter billboards located on the opposite side of 
the road may, however, experience a slight decrease in visibility. 

Analysis of Route 2 yielded the highest number of advertisements of the four routes 
studied, totaling up to 166. The majority of these advertisements were brand-related, 
with billboards and bigboards making up the second and third-most numerous 
categories, respectively. 

Driver 1 has the highest number of fixations (183 per minute), the second highest 
number of saccadic movements (167 per minute) and the second lowest number of 
blinks (15 per minute). Driver 2 has the second lowest number of fixations (142 per 
minute), the second lowest number of saccadic movements (115 per minute) and 
the highest number of blinks (21 per minute). Driver 3 has the third highest number 
of fixations (150 per minute), the third highest number of saccadic movements (128 
per minute) and the second highest number of blinks (21 per minute). Driver 4 has 
the second highest number of fixations (178 per minute), the fourth highest number 
of saccadic movements (155 per minute) and the third highest number of blinks (22 
per minute). Driver 5 has the fourth highest number of fixations (159 per minute), 
the fifth highest number of saccadic movements (148 per minute) and the fourth 
highest number of blinks (23 per minute). Driver 6 has the lowest number of 
fixations (132 per minute), the lowest number of saccadic movements (109 per 
minute) and the second lowest number of blinks (18 per minute). 

Table 2 
Route 2 – Physiological characteristics of the drivers 

 Number of fixations  
[per minute] 

Number of saccades  
[per minute] 

Number of blinks  
[per minute] 

Drive durations 
[min.] 

Driver 1 183 167 15 19:47 
Driver 2 142 115 21 26:48 
Driver 3 150 128 21 23:55 
Driver 4 178 155 22 21:52 
Driver 5 159 148 23 21:19 
Driver 6 132 109 18 21:42 
Average  157,3 137 20 22:34 

Driver 1 demonstrated the most noteworthy results on the subsequent course, yet 
this may be an indication of his uneasiness during the run. On average, the members 
of the driving group exhibited 157.3 fixations per minute and 137 saccadic 
movements. This yields to a greater mean of fixations and saccadic movements per 
second of the drivers during the course in comparison to route 1. 
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3.3 Visibility of Outdoor Advertising by Driver 

The most essential information obtained from the measurement was the fixation of 
drivers' eyes on the external ads (see Fig. 3). An eye-tracker was utilized to assess 
gazes directed at large-format promotional surfaces located within the driver's 
visual range. 

 
Figure 3 

Driver fixation for large format advertising on Route 2 

Table 3 
Route 1 – Visibility of Outdoor ads formats by drivers 

Route 1 Number of Outdoor ads Outdoor ads seen Ads seen to total ads ratio 
Driver 1 25 3 12% 
Driver 2 25 0 0% 
Driver 3 25 2 8% 
Driver 4 25 0 0% 
Driver 5 25 1 4% 

An aggregate of 25 large-format advertisements were evaluated on Route 1 and 137 
on Route 2. Drivers on these two routes rarely focused their attention on the ads. 
Route 1 had only 6 fixations in total, equating to 5% of the total possible ad views 
(See Table 3). Route 2 was more compelling, with 108 fixations observed, making 
up 13% of the overall ad views (see Table 4). 

The final stage of the research sought to ascertain whether drivers are consciously 
aware of visual smog (outdoor advertising) while driving. The objective was to 
determine whether drivers perceive outdoor advertising while driving. 
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Table 4 
Route 2 – Visibility of Outdoor ads formats by drivers 

Route 2 Number of Outdoor ads Outdoor ads seen Ads seen to total ads ratio 
Driver 1 137 24 18% 
Driver 2 137 9 7% 
Driver 3 137 7 5% 
Driver 4 137 22 16% 
Driver 5 137 26 19% 
Driver 6 137 20 15% 

Advertising spaces included billboards and bigboards, but also banners, tarpaulins 
and other signs located near the road. Out of the eleven participants in the survey, 
nine reported being aware of various forms of visual smog while driving, indicating 
that up to 82% of respondents are consciously aware of outdoor advertising (see 
Fig. 4). 

This finding is in contrast with the results of the eye-tracking experiment, which 
demonstrated that out of 959 outdoor advertising spaces, only 114 (11.9%) were 
observed by drivers. This discrepancy between the conscious and subconscious 
perceptions of outdoor advertising spaces near the road is noteworthy. In this case, 
conscious perception is based on the responses from the questionnaire survey, while 
subconscious perception is inferred from the eye-tracking data. 

It is important to note that the outcome of the experiment could be affected by the 
amount of traffic during the measurement, as well as by the general conditions of 
the road in question. 

 
Figure 4 

Overall perception of outdoor advertising during the driving 

The findings of this research have far-reaching implications for the effectiveness of 
outdoor advertising. It can be argued that the discrepancy between the conscious 
and subconscious perception of outdoor advertising spaces near the road could be 
due to the fact that drivers are often preoccupied with other tasks and may not be 
able to devote their full attention to outdoor advertising. Therefore, it is possible 
that outdoor advertising needs to be more eye-catching, or placed in more visible 
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locations, in order to be more effective. Additionally, further research should be 
conducted to determine whether the conscious perception of visual smog is affected 
by factors such as the driver's age or the type of vehicle being driven. By doing so, 
it may be possible to develop more effective strategies for targeting outdoor 
advertising. 

Discussion 

The study aimed to investigate the influence of visual smog, specifically outdoor 
advertising, on the attentional processes of motor vehicle drivers, with a focus on 
the role of cognitive mobility. Cognitive Mobility is an inclusive approach that 
considers both artificial and natural cognitive features of the driver in understanding 
mobility comprehensively. In order to assess this influence, the researchers 
analyzed physiological variables such as fixations, saccades, and blinks to 
understand how drivers allocate their attention while driving. 

To conduct the investigation, eye-tracking research was performed on two routes, 
Route 1 and Route 2, to examine the drivers' perception of outdoor advertising. 
Route 1, situated in the city center with heavy traffic and numerous intersections, 
exhibited a higher concentration of billboards and bigboards compared to Route 2, 
which offered longer and more evenly distributed stretches of roadway. Among all 
the drivers, drivers on Route 1 displayed the highest number of fixations, saccades, 
and blinks per minute, indicating heightened cognitive processing. It is worth noting 
that excessive fixations and saccades may induce feelings of anxiety or unease while 
driving. On Route 2, drivers exhibited a higher mean of fixations and saccades per 
second in comparison to Route 1. This route had a greater number of 
advertisements, and drivers demonstrated higher fixation rates on the ads compared 
to Route 1. The overall fixation rates on outdoor ads remained relatively low on 
both routes. Interestingly, a discrepancy emerged between conscious perception, as 
reported by respondents, and subconscious perception, as indicated by eye-tracking 
data, of outdoor advertising. While 82% of the respondents reported being aware of 
visual smog, the eye-tracking experiment revealed that only 11.9% of outdoor 
advertising spaces were observed by drivers. This finding suggests that drivers may 
not fully attend to outdoor advertising due to the presence of other tasks and 
distractions while driving. 

The results imply that outdoor advertising may need to be more eye-catching or 
positioned in more visible locations to be effective. It is crucial to consider factors 
such as driver age and vehicle type in understanding the conscious perception of 
visual smog. Based on the results of this study, there is a need to develop basic 
recommendations for decision-makers on the placement of advertisements with a 
focus on ensuring the safety of both drivers and pedestrians on the roads, which will 
be the subject of our further research. Additionally, future research should delve 
into these factors and develop more effective strategies for targeting outdoor 
advertising. 
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Conclusions 

In conclusion, this study highlights the ineffectiveness of placing outdoor 
advertising, also known as visual smog, in downtown areas for targeting motorists. 
Empirical evidence indicates that these advertisements have an insignificant impact 
on their target audience, providing a rational basis for advertising agencies to 
reconsider the practice of creating large-scale visual smog in densely populated 
urban areas. Moreover, the findings suggest that outdoor advertising does not 
significantly influence the decision making process of drivers. Therefore, it is 
crucial to consider the concept of cognitive mobility, which emphasizes the 
importance of drivers' cognitive capabilities in response to changing environmental 
and situational factors. Understanding and integrating cognitive mobility into the 
design and implementation of outdoor advertising campaigns can lead to more 
effective and impactful strategies in targeting drivers. 
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Abstract: In the fight against global warming, all increase in energy efficiency contributes 

to reaching the target numbers. This is especially true for agriculture, where a huge number 

of large vehicles work. Currently, used modern tractors are equipped with powershift 

transmissions, which allow for shifting underload. In the case of tractors, owing to the large 

traction force and low speed of tractors, kinetic energy loss during shifting is high, which 

reduces efficiency. The traction test presented here aimed to analyse the shifting process of 

a tractor from an energetic perspective. It was a challenging task to select the appropriate 

measuring devices and to create a measurement system for this purpose, due to the extremely 

short (0.3-0.5 s) shifting time. In order to be able to analyse the parameter changes and the 

cause-and-effect relationships between speed and engine revolution, and between traction 

force and slip in the shifting process. Two scenarios were examined: fixed speed and fixed 

traction force. Data characterizing shifting while high traction force is exerted was analysed 

by methods of mathematical statistics. The unit changes of traction force and slip and the 

required time were analysed. Traction force increased after shifting (+ 5 kN), which 

indicates that extra traction force is needed to make up for speed lost during shifting, and 

because of which slip is considerably increased, typically by more than 10%. After shifting, 

traction force vacillates at a frequency around 2 Hz, similarly to the vacillation of engine 

revolution. When changing down, the process starts with a decrease in slip. After almost 0.15 

s, traction force plummets by 15 kN at the beginning of shifting. At the same time, slip also 

decreases, for a short time it can also exhibit negative values. The analysis proved that slip 

continuously causes considerable losses to various degrees during shifting. In order to 

minimize these losses, recommendations are given both for driving technique and for the 

parameter settings of the controlling software. 

Keywords: transmission; gear shifting; agricultural vehicles 
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1 Introduction 

Efficient energy consumption is a crucial factor in the development and operation 
of agricultural engines. According to studies, the correct specification of fuels can 
influence the fuel consumption and emission of commercial vehicles [1]. However, 
irrespective of the applied fuel mixture, the aim is to maximize the efficiency of 
energy conversion in the powertrain [2]. 

Furthermore, the need is growing to improve the utilization rate, the energy 
consumption [3] and the compliance to environmental expectations of tractors. 
Consequently, besides the constant development of engines and the addition of 
various biofuels [4], it is also a requirement to increase the energy-efficiency of 
tractor powertrains. Efficiency and emission are interconnected: other publications 
surveyed the air pollutant emission of agricultural engines [5]. They proved that the 
optimal load of the engine exercises a significant effect on decreasing the particle 
matter (PM) emission of diesel engines (smoke value) [6]. In the case of agricultural 
heavy-duty vehicles, the optimal load can be achieved by ensuring optimal 
transmission. Battery electricity is under research as well as energy provider for 
agriculture, but it has several barriers [7]. 

During the operation of a tractor, the choice of the setup of the power-shift gear and 
the actual transmission rate (both for automatic and manual transmission) influence 
engine load. As a result, during development and operation, the powertrain of 
tractors must be examined as one system from the engine to the soil. Results in the 
field of energetics and operation can only be reached if the modifications and 
developments of the various elements of the transmission system are coordinated. 
This development direction follows one of the major trends of the mobility: i.e. the 
increasing artificial and human cognitive level [8]. A design method for a new 
power-cycling hydro-mechanical continuously variable transmission (PCHMCVT) 
system is proposed to solve it [9]. 

After the creation of powershift and continuously variable transmissions (CVT), the 
aim was to create the simplest possible transmission technologies while keeping the 
possibility of shifting underload [10]. While earlier the main goals of development 
were optimizing the utilization of engine power and the enhancement of driver 
comfort, today the major aim is to minimize power loss. After examining the 
characteristics of tractor CVT systems through precise simulations, it was proved 
that tractor CVT systems can be used in a wider range of fields, and they ensure the 
lowest specific fuel consumption owing to the optimal load of the engine [11].  
A deeper analysis [12] proved that for the power-split infinitely variable 
transmission (IVT) systems applied in tractors, the best power transmission 
efficiency (η = 0.90–0.94) is witnessed if the infinitely variable member’s 
transmission is in the range of i = 0.85-2.4. The structural build-up of mass-
produced power-shift CVT systems and the relevant transmission ranges were 
compared in mass-produced tractors [13]. The power dissipation was explored by 
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preliminary calculations and real-life tests, which gave important information for 
the evaluation of power loss of different constructions. 

Although hydrostatic transmission offers the best regulation possibilities for 
vehicles moving in the fields, its efficiency is lower that that of mechanical 
transmission [14, 15]. Therefore, hydrostatic transmission is primarily used in slow 
harvesters or as the IVT member of power-split powershift systems in agricultural 
engineering. In a study on power dissipation of tractors [16], it was revealed that 
especially at higher speed, significant power loss is due to the viscosity of the 
lubricant and the operation of the transmission’s own hydraulic system, besides the 
friction of the parts of the mechanical transmission system. It is also mentioned that 
the even the unloaded powershift transmission’s own hydraulic system increases 
the frictional and inertial resistance, which are altogether responsible for 52% of 
losses in the powertrain. Furthermore, 40% of losses arise from oil splashes and the 
dynamic viscosity of the oil. According to the results of powershift transmission 
tests, a 10% decrease in the amount of oil in the system resulted in a 13% decrease 
in frictional resistance. Indirect tests showed that more than half of the losses in the 
hydraulic system arose in the final reduction and the resistance in the brake plates 
that are submerged in oil. 

For the operation and control of clutches, it is important to know the processes 
present in the operating system. Model calculations based on simulations [17] 
proved that during the optimization of the control of pneumatic clutches, pneumatic 
control might result in a 100 ms delay. They examined the release and the closure 
of the pneumatic clutch in several scenarios (e.g. dynamic acceleration, normal 
operation), taking into consideration the operation of the control valve and the 
filling and emptying of the operating cylinders. 

Research [18] presents results on agricultural vehicle tractive performance on an 
asphalt road. Under typical working circumstances, the tractor tractive efficiency 
depends on its rolling efficiency when the tractive force is smaller, and depends on 
its slip efficiency when the tractive force is larger. As the variation range of slip 
coefficient turns to be minor, and the variation trend of slip coefficient becomes 
understandable when the gearbox of the tractor is switched from low gear to high. 

Considerable losses emerge at the soil–wheel interaction as well [19]. During their 
survey of rolling resistance, special emphasis was given to the determination of 
work necessary for the deformation of the soil [20]. 

When analysing the shifting processes, it is important to determine the kinetic 
energy losses of the machine group, as it influences the quality of work through the 
lowering of work speed. Earlier studies [21, 22] revealed that the machine group 
that had slowed down during gear shifting, had to be accelerated again, which 
increased unit energy consumption. In order to increase shifting comfort and to 
optimize performance transmission during gear shifting, a number of new criteria 
and solutions have arisen in the design of transmissions [23, 24]. It was proven [25] 
that the actual speed of the tractor must be taken into consideration for the 
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programming of the shift duration to ensure the continuity of performance 
transmission during shifting. 

Besides classic field tests for agricultural heavy-duty vehicles and models and 
simulations, road acceleration tests also emerged [26]. By applying different 
constructions of power-shift transmissions, the traction performance of tractors was 
determined [27] in public road traction tests. They also determined the efficiency of 
the powertrain and the losses due to running resistances with the help of engine 
mapping curves. One of the three tractors examined had a powershift transmission, 
while the other two were equipped with CVT powershift transmissions, and their 
performance was comparable. The best efficiency was 85%, achieved by one of the 
CVT transmissions, while the other two types produced 64 and 65%. 

The changes in the torque characteristics of powershift transmissions of tractors 
were examined in detail [28], especially concerning the soil-dependent periodicity 
of the motor torque load, which influences the tractor wheel slip. With the slip 
growing, the shifting process is accompanied by the kinetic energy loss of the 
tractor+trailer combination, i.e. by a decrease in work speed. To eliminate this loss, 
if the engine’s revolution gets out of the sensitivity range, the resulting torque 
change might result in shifting. It is only possible to fulfil this requirement if the 
total inertia torque is minimally decreased, i.e. during a partial torque transmission 
it is advisable to change the transmission rate, i.e. to shift gears. A detailed model 
and simulation of partial power shift transmission is presented as well [29]. During 
the research it was observed that the engine load and fuel consumption were directly 
proportional to the engine load levels. However, it was statistically proved that there 
was no significant difference between the simulation and measured engine torque 
and fuel consumption at each load level. 

The present study describes a series of field measurements conducted on a 
tractor+trailer combination with respect to the changes of traction and energetic 
characteristics during shifting and explores the connections between the influencing 
factors. The above references proved that for slow energy-consuming processes 
with high traction power, the traditional choosing of optimal work speed can only 
rarely be achieved. When the machine group slows down during gear shifting, the 
arising energy loss must be compensated for, which increases the unit energy need 
of the work process. This study explores how much energy loss arises in the case of 
powershift transmissions which can be operated underload. The hydraulic control 
of the transmission of the examined current tractor works with constant durations, 
and constant pre-calibrated cross-section through a pulse-width modulation (PWM) 
directional control valve (DCV). The aim of the research is to explore how optimal 
these parameters are while changing the traction force load and the work speed.  
The present article discusses the field traction tests of tractors, including the 
measurement techniques, the test results and their analysis. 
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2 Materials and Methods 

Tractor speed choice depends on agronomic operations. Work speed determines the 
size of the possible traction force, whose transmission towards the soil ensures the 
optimal implementation of agricultural operations at constant speed. In order to 
optimize the efficiency of the engine’s performance, and to ensure the optimal work 
speed corresponding to high traction force, modern tractors are equipped with 
powershift transmissions, which are shifted when loaded. Field tests that take the 
energetic behaviour of the tractor into consideration may be carried out to determine 
the optimal speed and traction force in the soil–wheel interaction with different 
agrotechnical attachments. 

Tractor tests should be carried out in agrotechnical circumstances where resistance 
arising from slopes, acceleration and aerodynamic drag need not be taken into 
account. Therefore, these tests are run in horizontal fields, where soil structure, soil 
humidity and soil cohesion are homogenous. Aerodynamic drag does not play a 
significant role in the work speed range of tractors, i.e. this factor can be neglected. 

  
Figure 1 

The tractor–brake cart combination used in the field tests 

Deceleration arising in the first phase of gear changing is only influenced by 
horizontal forces (Figure 1). Therefore, based on the balance of horizontal forces, 
the deceleration value of the first phase can be calculated. 

In the second phase of gear shifting, the field machine group’s state of motion can 
change in three ways, hypothesizing that the revolution of the engine stays constant: 

(i) it continues deceleration (if changing down, at low rolling resistance); 
(ii) speed stays constant (if changing down, at high rolling resistance); 
(iii) the machine group accelerates (if changing up). 

Our field experiments of tractor–brake cart group focused on traction tests with a 
maximal engine load. Gear shifting was done by a powerhsift transmission system. 
Force tests determined the values of traction forces during gear shifting, an analysis 
of which helped reveal the energetic characteristics of shifting. 

The traction tests were carried out in a wheat stubble field in the Cegléd-Cifrakert 
area of the Dél-Pest Megyei Mezőgazdasági Zrt., Hungary. After harvesting, the 
land was cultivated by a medium-heavy disc, in 10-15 cm depth. Soil humidity was 
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20-25%, while soil cohesion was medium. One month after cultivation, the soil 
compaction was also medium. The examined area is utilized as a plough land, it is 
plain, and the length of the measurement was more than 500 meters, which is ideal 
from the testing perspective. 

2.1 Tractor Characteristics 

A CLAAS ARION 420 tractor was used in the experiment. It had a powershift 
transmission system with 16 gears, with 4 power shift gears (1–2–3–4) in 4 power 
shift ranges (A–B–C–D). Shifting between ranges (A–B–C–D) is only possible 
when unloaded, while gear shifting (1–2–3–4) is possible when loaded. The traction 
force of the tested tractor running in the field ranged from 10 to 25 kN in the 5 to 
18 km/h speed range. 

The major technical parameters of the tested tractor are given in Table 1. 

Table 1 
Technical specifications of CLAAS Arion 420 

2.2 Trailer Characteristics 

In order to determine the traction characteristics of the tractor, a special brake cart 
developed by NAIK-MGI was used, in which different load parameters could be 
set. A similar attachment was used by the Italian CREA-ING laboratory in 2015 
[32]. The data characterizing the tractor–brake cart group were determined by force 
measurements (see Figure 2). The measurement system depicted in Figure 2 was 
operated, and the data was collected by the data collector computer installed into 
the brake cart. The major characteristics of the brake cart are given in Table 2. 

 

 

 

Name Data 
Type CLAAS ARION 420 DPS 
Vehicle identification number (VIN) A2114DA/12103714 LZZ009 
Year of production 2015 
Engine identification number (EIN) CD4045L216148 
Displacement 4525 cm3 
Producer John Deere 
Performance 88 kW/2200 f/min 
Weight 4900 kg 
Back tires 520/70 R38 
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Table 2 
Technical specifications of the A–MAZ brake cart 

Technical parameter Value 
Engine performance 400 kW 
Braking/traction performance 250 kW 
Maximal braking/traction force 150 kN 
Operational speed range 0–35 km/h 

During field tests, the change in the adhesive force is modelled by extra loading of 
the brake cart. The regulating algorithm offers two possibilities (freely chosen by 
the operator): 

(i) measurements at constant speed (regulated for speed); 

(ii) measurements at constant traction force (regulated for traction force). 

The connection of the brake cart and the build-up of the measurement system are 
shown in Figure 2. Traction force was measured by a strain gauge inside the towing 
bar, which sent the data to the data collector system. 

 
Figure 2 

Sketch of the measurement system 

The following traction characteristics were recorded by the measurement system 
shown in Figure 2. The peripheral speed vk [m/s] of the tractor’s driven wheel can 
be calculated from the revolution nk measured by the revolution meter in the wheel, 
and the rolling radius rg (1). 

6
n

r2v k
gk ⋅⋅π⋅= 𝑣𝑣𝑘𝑘 = 2 ⋅ 𝜋𝜋 ⋅ 𝑟𝑟𝑔𝑔 ⋅ 𝑛𝑛𝑘𝑘60     (1) 

There is always some slip between the wheel and the soil for vehicles moving in the 
field, which is reflected by the quantity slip (s). Therefore, the actual speed of the 
machine group had to be measured. The actual speed was measured by a fifth wheel 
measuring system attached to the trailer. This calculates the actual speed vH from 
the rolling radius and the revolution of the fifth wheel, in a similar manner to (1). 
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Slip percentage is calculated from the difference between these two speeds with 
equation (2). 

k

Hk

v
vvs −

=
·100       (2) 

where s is slip, vk is the peripheral speed of the driven wheel, and vH is the actual 
speed. 

The revolution of the tractor was measured indirectly by an impulse signal 
transmitter mounted on the PTO of the tractor. The revolution could be calculated 
from the fixed transmission rates. 

Fuel consumption was recorded by an AVL PLU flow meter with a limit of 
measurement of 600 ℓ/h, which was mounted on the braking attachment, but was 
inserted into the fuel system of the tractor. In order to determine fuel consumption 
precisely, measurement cycle times must be set. The difference between the 
measured flow in the forward and backward going branches of the system gives the 
quantity of consumed fuel in a unit of time. The accuracy of the fuel consumption 
meter, which is equipped with a temperature compensator, is ±1%. The measured 
data was forwarded to the central data collector on the brake cart. 

2.3 Data Processing 

The signals transmitted by the different signal transmitters were received by a 16-
channel measurer and data collector system (SPIDER Mobil). Sampling density was 
10 Hz. The collected data were recorded by the CATMAN software, without 
preliminary filtering. The data were depicted in a chart that conformed to the 
sampling density, where data lines followed each other at 0.1 second resolution. 

From the measurement data, correlation calculations were done by methods of 
mathematical statistics; while the mean value of dispersed data (xi) was determined 
automatically by the applied software. 

Based on the mean values and the values of standard deviation the dataset was 
corrected: outliers were eliminated. With this method, the standard deviation of the 
mean value was reduced. In a second round of calculations, the mean value and the 
standard deviation was determined again, for the dataset without the outliers.  
The new values were used for further calculations. Thus, the filtered database 
represented the measured data properly, with a uniform standard deviation. 

During the experiment, the number of test runs for each type of measurement was 
determined in the following way. If the variance of the population is unknown, the 
required sample size can be calculated by Chebyshev’s inequality (3). 
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In the case of simple random choice, the formula in (3) is simplified to (4). 𝑃𝑃(𝑥̄𝑥 − 𝛥𝛥⟨𝑀𝑀(𝑥𝑥)⟨𝑥̄𝑥 + 𝛥𝛥) = 1 − 𝛼𝛼 ( ) α−=∆+〈〈∆− 1)( xxMxP    (4) 

If equation (4) is rearranged, the required sample size arises (5): 

𝑛𝑛 = 𝑡𝑡2⋅𝑠𝑠𝑘𝑘2𝛥𝛥2 2

22

∆
⋅

= kst
n

       (5) 

where 
n – required sample size; 
t – probability constant; 
sk – corrected empirical standard deviation; 
Δ – accuracy range. 

With the help of equation (5), the number of tests can be analyzed from the 
perspective of the proper range of standard deviation (i.e., accuracy range).  
The acceptable accuracy range for a given parameter at a given point at a given 
setup was determined based on the literature. In order to ensure uniform conditions 
and to minimize the number of influencing factors, the following measures were 
taken. 

A test site with relatively homogenous surface and structure was selected within the 
larger test area (as far as this is possible in a ploughland). Test runs were repeated 
so that a new run would start on unaffected, untrodden ‘virgin’ soil. 

Tests were carried out with the tractor’s accelerator being fixed. 

At the first round of the tests, the brake cart was set to fixed speed mode (in order 
to keep the pre-set speed, traction force was modified). In the second round, traction 
force was fixed. We have no knowledge of other device that could ensure uniform 
traction force more accurately than this device. 

More than 10 seconds were left between shifting gears so that the regulatory cycle 
of the braking cart could stabilize traction. Therefore, the following shifting took 
place from this balanced state. 

A test cycle lasted for 350 s, i.e. owing to the 10 Hz sampling density, for each 
parameter 3500 pieces of data were produced. The following five parameters were 
tested: (i) TLT revolution; (ii) wheel speed; (iii) actual speed; (iv) fuel consumption 
per hour; (v) actual traction force. Two other operational values were calculated 
from the measured data: (vi) slip from the wheel speed (ii) and the actual speed (iii); 
and (vii) peripheral speed of the tractor’s driven wheel calculated from the 
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revolution (i) and the rolling radius. The five measured parameters (i)–(v) and the 
two calculated ones (vi)–(vii) amount to 24,500 pieces of data per test run. 

As an illustration, the result data for the 3rd gear are given in Table 3. 

Table 3 
Planned and actual number of measurements 

  sexp. scalc. t Δ n [pc.] 
Traction force kN 0.5 0.45 1.96 0.05 312 
Slip % 0.2 0.14 1.96 0.05 30 
Shifting duration s 0.04 0.035 1.96 0.05 2 
Fuel consumption g/kWh 2 1.5 1.96 0.05 3500 

sexp – experienced corrected empirical standard deviation; 
scalc – calculated corrected empirical standard deviation; 
t – probability constant; 
Δ – accuracy range; 
n – required sample size;  

2.4 Measurement Process 

The traction test was carried out in two scenarios: the brake cart was either in the 
fixed speed or in the fixed traction force mode of operation. 

1) Fixed traction force Traction force was set to 30 kN on the brake cart.  
The accelerator was also fixed at the maximum position. The traction test started in 
gear B1. When the traction force was stabilized and traction became steady, the 
driver shifted to B2, then to B3, and finally to B4. In the second phase of this test, 
the driver changed down: B4–B3–B2–B1. The time between gear changes during 
which the traction force stabilized was 50 s. Data necessary for the distribution of 
the traction force during shifting was measured while changing up or down. Data 
were recorded by the measurer-collector system. 

2) Fixed speed Speed was set to 1.4 m/s (5 km/h), with the accelerator being at the 
maximum position. Again, the traction test started in gear B1. After stabilization, 
the driver shifted to B2, then to B3, and finally to B4. In the second phase of this 
test, the driver changed down: B4–B3–B2–B1. Data were recorded at each shifting. 

In one test cycle (changing up four gears and changing down four gears), 
approximately 50,000 pieces of data were recorded. Owing to the test circumstances 
(in a ploughland) and the high sensitivity of the measuring devices, the standard 
deviation of traction force and slip values were considerably high, with several 
outliers. 
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During processing, data series were cut up into sections. For the sections 
corresponding to steady traction phases, in the preprocessing phase methods of 
mathematical statistics were applied. Data that differed from the mean of the given 
section by more than ±5% were replaced by the mean of the neighbouring 5-5 pieces 
of data (i.e., the average of 10 pieces of data). In order to analyze the shifting phases, 
the raw data series was analyzed to be able to follow the changes accurately. 

An exact methodology had to be created to determine the limits of each section from 
the data series. In all cases, the need for traction force grew after shifting. Then, 
after the machine group accelerated back and the brake cart automatically regulated 
the speed, traction force started to approach the previous value. The starting point 
of a stable traction section was defined as the second when the actual traction force 
first gets under the pre-set value. The endpoint of the stable section was defined as 
the starting point of shifting. 

3 Test Results 

The frequent sampling during the tests allowed for the analysis of the transmission 
of the traction force during shifting. The changes in slip and traction force could be 
depicted. The high standard deviation of the data was due to the measurement 
circumstances, but trends could be detected and analysed. 

Measured data were analysed in two phases. At first, characteristics of the stable 
traction phases were described. Secondly, the dynamic changes occurring during 
shifting were compared. 

3.1 Fixed Speed Scenario 

Data recorded by the braking cart in the fixed speed scenario prove that traction 
parameters could be stabilized the fastest in the B3 gear. The traction force and slip 
values recorded during the test are shown in Figure 3. 

 
Figure 3 

Changes of traction force and slip during shifting when loaded, fixed speed scenario 
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During the traction test, the value of the traction force could be kept in the range 
25-30 kN, with the exception of the B1 gear. In the different gears, when traction 
force was stabilized, the standard deviation considerably diminished. Slip changes 
reflect the changes of the traction force, but with a different standard deviation.  
The speed was kept at the pre-set 5 km/h by the PLC in the brake cart. The standard 
deviation (SD) test proved that SD was the highest in the case of slip, out of all the 
parameters. 

Table 3 
Mean values of traction parameters and the 

corresponding standard deviation in the fixed 
speed scenario 

Table 4 
Traction parameters during shifting 

 

Shiftin
g 

Δs 
[%/s
] 

ΔF 
[kN/s] tk [s] tö [s] 

B1–2 38 26.8 0.15 0.6 

B2–3 185 15.2 0.15 0.5 

B3–4 80 29.3 0.15 0.4 

B4–3 115 22.5 0.15 0.5 

B3–2 23 7.5 0.15 0.6 

B2–1 1.5 3.5 0.15 0.8 

 

Gear 
Stable traction parameters 

Fmean 
[kN] 

SDF 
[kN] 

smean 
[%] 

SDs 
[%] 

B1 19.32 0.29 8.31 1.36 

B2 29.46 0.69 23.08 2.1 

B3 30.82 0.25 28.67 1.3 

B4 29.71 0.66 23.71 1.52 

B3 30.29 0.36 27.81 1.41 

B2 29.55 0.18 23 1.5 

Fmean –mean traction force  

SDF – standard deviation of traction force 
smean – mean slip 
SDs – standard deviation of slip 

Δs – slip change per second 
ΔF – traction force change per 
second 
td – clutch disengagement delay 
tö – total shifting time 

With respect to the data series, the starting point of shifting can be defined as the 
first point in time after stabilization, when the traction force gets lower than that of 
the stable section at least by 10%; and the peripheral speed of the wheel also drops. 
The endpoint of shifting is when the rise in the traction force after shifting reaches 
its maximum. This process is illustrated by Figure 4, where the time scale is 
stretched for better visibility. 

In order to be able to analyse the dynamic changes of the measured parameters 
accurately, those parameters must be selected that allow for comparing all shift 
changes in a uniform manner. As the above figures show, the process always starts 
with the change of slip, which is followed with a certain delay by the corresponding 
change in the traction force. 
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Figure 4 

Changing of traction force and slip relative to time, at shifting from B3 to B4 

The delay is marked as tk in Figure 4 and Table 4. The delay can be explained by 
the characteristics of the forces arising at the soil-wheel interaction. As the driven 
wheel rolls over the surface, first the soil is deformed where the surfaces touch. This 
deformation requires time. Then, the tread of the wheel can adhere to this layer and 
exert traction force. 

The size of the changes in traction parameters can be characterized by the change 
of traction force and the slip in a unit of time (1 s), i.e. the size of the change should 
be divided by the required time. 

The total length of time needed for shifting (tö) is the time elapsed between the a 
starting point and the endpoint of shifting in seconds. The unit values of slip and 
traction force changes and the corresponding time required for shifting are given in 
Table 4 above. 

3.2 Fixed Traction Force Scenario 

For the fixed traction force scenario, the changes of the traction parameters relative 
to time are illustrated in Figure 5. In the stable periods after shifting, traction force 
stays around the pre-set 20 kN value. The slip changes compared to the mean value 
correspond to the changes in the track force. The standard deviation of the measured 
slip values are similar to that of traction values, but the standard deviation of slip is 
higher. After shifting, the traction force is increased so that the tractor could be 
accelerated back to the speed before shifting, which results in increased slip values. 

To be able to compare the two scenarios objectively, the standard deviation of 
measured values had to be determined. The data presented in Table 5 below show 
that the standard deviation values of traction parameters are similar in the two 
scenarios: speed values have the lowest SD, while slip values have the highest SD. 
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Figure 5 

Changes of traction force and slip during shifting when loaded, fixed traction force scenario 

Data in Table 5 prove that the parameter changes are different when changing up 
from those when changing down. SD values show that the most stable operational 
parameters were recorded in gear B3. Conforming to the expectations of operators 
and owing to the electro-hydraulic operation system, shifting underload happens in 
less than half a second. Despite the short time, traction parameters considerably 
change in this interval. In order to be able to analyze data thoroughly, it is worth 
enlarging the graph depicting the data for the shifting period. 

Table 5 
Standard deviation of traction parameter values 

in the fixed traction force scenario 

Table 6 
Traction parameters during shifting 

Characteristics of stable traction 

Gear Fmean 
[kN] 

SDF 
[kN] 

smean 
[%] 

SDs 
[%] 

B2 18.99 0.43 6.51 4.02 
B3 19.24 0.6 5.9 1.93 
B4 21.52 1.3 9.23 1.98 
B3 20.39 0.48 7.2 1.24 
B2 19.08 0.95 4.76 2.72 
B1 18.98 0.26 4.98 2.58 

 

Shifting Δs 
[%/s] 

ΔF 
[kN/s] tk [s] tö 

[s] 
B1–2 – – – – 
B2–3 6.73 6.25 1 3.2 
B3–4 6.5 6.09 0.5 1.5 
B4–3 8.2 14.22 0.7 1.8 
B3–2 6.72 8.35 0.3 2.1 
B2–1 12 15.81 0.9 2.1 

 

Fmean –mean traction force  

SDF – standard deviation of traction 
force 
smean – mean slip 
SDs – standard deviation of slip 

Δs – slip change per second 
ΔF – traction force change per second 
tk – clutch disengagement delay 
tö – total shifting time 
 

Figure 6 shows the data recorded during shifting from B4 to B3. In the shifting 
process, the traction force suddenly increases by 5 kN, and the corresponding 
increase in slip is 10%. In some seconds after shifting, traction force starts to 
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vacillate with a frequency around 2 Hz, in a similar manner to the vacillation of the 
engine’s revolution. 

 
Figure 6 

Changes of traction parameters relative to time when shifting from B4 to B3 

The graph showing the parameter changes during the process of shifting proves that 
slip changes precede changes in the traction force. However, at the moment of 
shifting, for some milliseconds slip decreases, owing to the decreased torque and 
traction force transmission. 

After shifting, slip values increase, but after some seconds, a decrease is witnessed. 
This shows the excess need for traction force after shifting in order to gain lost 
speed. The increased slip is the result of increased traction force. Similarly, to the 
other scenario, changes during shifting were compared. The relevant data are given 
in Table 6 above. 

Processes during changing down are depicted using a stretched time scale. Data 
recorded during shifting from B4 to B3 are illustrated in Figure 7. In the case of 
changing down, the process starts with the decreasing of the slip, then after 0.15 s, 
traction force plummets by more than 15 kN at the beginning of shifting. At the 
same time, slip decreases. Due to the momentum of the brake cart, the minimum 
traction force is almost zero. As a result of, the tractor’s inertia, the slip value 
becomes negative for the back wheels for a very short time during the slowing of 
the tractor. 

As the data prove, the revolution of the engine cannot grow when the load is 
reduced. The load arising at the end of the shifting process causes a reduction of 
revolution by Δn = 3-5 1/s (compared to the mean of the vacillating revolution). 
This fall in revolution does not exceed the revolution sensitivity of the engine, thus 
no reaction follows. The increase in traction force after shifting is due to the excess 
traction force exerted for accelerating back after “stopping short” during shifting. 
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Figure 7 

Traction parameters relative to time during shifting from B4 to B3 

As the mapping curve for the traction force shows, the traction force gets back to 
the pre-set 30 kN within 3-5 seconds. 

Conclusions, suggestions 

The measurement technique described in this article proved to be appropriate for 
testing the traction parameters during shifting process underload in tractors.  
The methods and devices applied in the field traction test make it possible to follow 
the changes of traction force, actual speed and slip in the course of time. The huge 
amount of data obtained owing to the high sampling frequency allows for the 
detailed analysis of the shifting process. 

The measured data proves that information about shifting time and the changes in 
traction parameters is crucial for the operation of tractors and other vehicles with 
constant load. The analysis presented here shows that the slip, occasionally with 
changing signs, constantly causes considerable traction loss, although its amount is 
varied. 

In order to decrease traction losses that arise during shifting under load, which are 
primarily caused by the increasing slip, the following recommendations can be 
made based on our traction test. 

In the field of operation of machines with powershift transmission it is suggested to 
turn off the fixed engine revolution (hand accelerator) before shifting, so that the 
operator can make the following corrections with the accelerator pedal. 

When changing up, in the moment of shifting the accelerator pedal should be 
retracted by 30-50% (depending on the actual load). After shifting, acceleration 
should be continuous in order to speed up the machine group with minimal slip. 

When changing down, it is worth slowing down gradually so that the exerted 
traction force could slow down the machine group while maintaining useful work. 
Otherwise, the driven wheels slow down the machine group with vacillating, 
dynamic load, occasionally accompanied by negative slip values. 
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These actions require attention and experience on behalf of the operator. At the 
same time, they enhance the efficiency of operation and lengthen the lifespan of the 
parts of the clutch. 

In the software development for powershift transmissions area compared to the 
simple electro-hydraulic control, more refined regulatory processes are required 
during shifting. The following should be taken into consideration. 

• When changing down, the clutch disengagement delay should be 
prolonged in order to avoid negative slip. Based on the revolution of the 
engine and the chosen gear, the system calculates the corresponding speed. 
It only shifts into the chosen lower gear if the machine group has already 
slowed down appropriately. In ploughland circumstances, this delay only 
lasts for some deciseconds. 

• When changing up, irrespective of the position of the accelerator pedal, 
the performance of the engine should be restricted if the slip were to exceed 
the pre-set limit (e.g. 25%), in order to avoid the sudden growth of slip. 

The above suggestions are important not only from an energetic, but also from 
agrotechnical and environmental perspectives. If slip is high during agrotechnical 
operations, it leads to higher compacting of the soil, the formation of deep tracks, 
and thus the microstructure of the soil is damaged. 
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Abstract: Recently electric vehicles with independent wheel-motor-drive showed great 

potential for advanced chassis active control integration leading to high driving 

performance, ensured safety, and compact packaging. Advanced motor drives and powerful 

power electronics enable highly sophisticated vehicle control systems to be applied and 

integrated using minimum hardware. This paper proposes an integrated torque vectoring 

control using vehicle yaw rate and sideslip angle to correct steering and improve stability of 

all off-wheel-motor drive electric vehicles. The control system is suggested with three control 

layers: the higher, medium, and lower. The main contribution of this work is implementing 

torque vectoring based on regenerative braking on the wheels allocated to develop braking 

force. The proposed torque vectoring control is implemented on a 7-DOF electric vehicle 

model in MATLAB/Simulink and verified by a double-lane change manoeuvre. Simulation 

results show explicit improvement in vehicle heading and stability. 

Keywords: integrated torque vectoring; yaw rate; sideslip angle; electric vehicles; off-wheel-

motor; regenerative braking; vehicle stability; steering correction 

1 Introduction 

Electric vehicles (EVs) have many advantages compared to conventional internal 
combustion engine (ICE) vehicles such as being environment-friendly, high 
efficiency, having a simple layout, minimized drivetrain elements, easy 
maintenance, improved packaging, and compactness. The present trends in the 
transportation sector suggest that EVs replace ICE vehicles shortly [1]. In all-wheel-
motor drive (AWM) EVs, the electric motor can be installed inside the wheel so 
known as in-wheel-motor (IWM) or offside the wheel as is convented in this paper 
by off-wheel-motor (OWM). With four electric motors, the wheels’ torque can be 



M. Said Jneid et al..  Integrated Torque Vectoring Control Using Vehicle Yaw Rate and Sideslip Angle for  
 Improving Steering and Stability of All Off-Wheel-Motor Drive Electric Vehicles 

‒ 88 ‒ 

precisely controlled allowing for the application of a wide range of advanced chassis 
assistance systems (ACAS) and advanced driver assistance systems (ADAS) as 
holistic integrated systems [2]. 

Thanks to electric motors and their sophisticated control algorithms, these systems 
can be implemented as an electronic version of the e-system achieving real drive-
by-wire (DBW) and brake-by-wire (BBW) control [3], [4]. The e-system list 
includes an e-anti-lock braking system (eABS), an e-electronic stability program 
(eESP), an e-limited slip differential (eLSD), and e-torque vectoring (eTV) [5], [6]. 
Currently, TV is a hot research topic and attracts many researchers’ attention and 
companies’ interests working in the domain of electrified vehicles. 

The principal behind the TV is to generate a corrective yaw moment around the 
vehicle’s vertical axis to correct the vehicle heading during turning and cornering 
manoeuvres leading to improved vehicle stability and steering [7]. The precise 
torque control of electric motors (EMs) over a wide range of speeds in both traction 
and braking directions allows the generation of unlimited combinations of driving 
and braking differential force couples which can handle vehicle heading and 
stability under various conditions. 

With TV, the vehicle behaviour is ensured linear if the desired yaw rate reference 
is generated according to the bicycle vehicle model. At some critical safety 
conditions such as severe understeering and oversteering, TV becomes 
indispensable in maintaining either neutral or acceptable understeering vehicle 
behaviour and hence stability level. 

In understeering, the vehicle’s front wheels reach the minimum limit of friction, 
thus, TV is expected to correct the vehicle heading by generation more yaw moment 
on the rear wheels in the direction of turning. Similarly, in oversteering, the rear 
wheels lose friction with the ground requiring the TV to produce a yaw moment 
acting opposite to the direction of overturning [8], [9]. 

In this paper, an integrated torque vectoring control (ITV) based on vehicle yaw 
rate and sideslip angle is proposed using a hysteresis controller to correct steering 
and improve stability of all off-wheel-motor drive electric vehicles. The control 
structure includes three layers: the high-level layer, the intermediate layer, and the 
lower layer. In the higher layer, the vehicle’s yaw rate and sideslip angle control 
occur based on tracking the desired reference generated according to the bicycle 
model. In the intermediate layer, a coordination layer, where the corrective yaw 
moments of both yaw rate and sideslip angle are allocated to the individual wheels 
according to static load-based front-to-rear axle and equal-opposite of traction-
braking couples as left-to-right distributions. Finally, in the lower layer, EMs 
control is implemented based on field-oriented control (FOC) to provide 
individually allocated torques. 

The remainder of the article is structured as follows: Sec. 2 presents vehicle layout 
and subsystem models, Sec. 3 spotlights the proposed wheel slip-based integrated 
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vehicle yaw rate and sideslip angle TV control, Sec. 4 introduces results 
demonstration and investigation, and Sec. 5 concludes the work. 

2 Vehicle Layout and Subsystem Models 

To validate the proposed ITV control, a vehicle dynamic model (VDM) is 
developed in MATLAB/Simulink. The EV layout includes 4x EMs, 4x drive 
controllers, 4x reduction gears, 7-DOF VDM, driver, and battery models.  
The vehicle structure with power flow directions and control lines is best described 
in Fig. 1, which is reprinted from [2]. 

 
Figure 1 

Schematic diagram of the suggested EV structure for the proposed ITV control 

1.1 Vehicle Dynamic Model 

For accurate validation of the proposed ITV control, the VDM is required to reflect 
the vehicle planar behaviour along with wheel dynamics precisely Therefore, a 7-
DOF EV VDM is suggested to describe the longitudinal, lateral and yaw dynamics 
as well as the wheel’s rotational dynamics as shown in Fig. 2. The equation of 
motion that describe the chassis planar behaviour is given in (1)-(2) as follows: 𝑚𝑚𝑎𝑎𝑥𝑥 = 𝐹𝐹𝑓𝑓𝑥𝑥 +𝐹𝐹𝑟𝑟𝑥𝑥 (1) 𝑚𝑚𝑎𝑎𝑦𝑦 = 𝐹𝐹𝑓𝑓𝑦𝑦 +𝐹𝐹𝑟𝑟𝑦𝑦 (2) 

Where: 𝑚𝑚 is the vehicle mass, 𝑎𝑎𝑥𝑥 (𝑎𝑎𝑦𝑦) vehicle’s CoG longitudinal (lateral) 
acceleration, 𝐹𝐹𝑓𝑓𝑥𝑥 (𝐹𝐹𝑟𝑟𝑥𝑥) front (rear) longitudinal forces, 𝐹𝐹𝑓𝑓𝑦𝑦(𝐹𝐹𝑟𝑟𝑦𝑦) front (rear) lateral 
forces. The vehicle yaw rate and sideslip angle are required for the ITV control 
integration and are given in (3)-(4) as follows: 𝐼𝐼𝑧𝑧𝛾̇𝛾 = 𝑀𝑀𝑓𝑓𝑥𝑥 +𝑀𝑀𝑟𝑟𝑥𝑥 + 𝑀𝑀𝑓𝑓𝑦𝑦 +𝑀𝑀𝑟𝑟𝑦𝑦 (3) 
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𝛽𝛽 = 𝑡𝑡𝑎𝑎𝑡𝑡−1 �𝑣𝑣𝑦𝑦𝑣𝑣𝑥𝑥� (4) 

With: 𝛾̇𝛾 vehicle’s CoG yaw acceleration, 𝐼𝐼𝑧𝑧 vehicle yaw moment of inertia, 𝑀𝑀𝑓𝑓𝑥𝑥(𝑀𝑀𝑟𝑟𝑥𝑥) 
front (rear) yaw moments resulting from longitudinal forces, 𝑀𝑀𝑓𝑓𝑦𝑦(𝑀𝑀𝑟𝑟𝑦𝑦) front (rear) 
yaw moments resulted from lateral forces, 𝛽𝛽 vehicle sideslip angle, 𝑣𝑣𝑥𝑥 (𝑣𝑣𝑦𝑦) vehicle 
CoG longitudinal (lateral) speeds. Vehicle parameters are provided in Table 1. 

CoG

 
Figure 2 

Schematic illustration of the 7-DoF VDM with wheels dynamic quantities 

Table 1 
Vehicle parameters 

Parameter Description Value Parameter Description Value 

m vehicle mass 1181kg Lr front axle distance from 
the centre of gravity 

1.504 
m 

Af vehicle frontal 
area 2.11 m2 Tf (Tr) vehicle front (rear) track 

width 
1.922 

m 

Cd drag coefficient 0.33 hCoG vehicle centre of gravity 
height 

0.134 
m 

Lf 
rear axle distance 
from the centre of 
gravity 

1.515 m Iz vehicle yaw inertia 
around the z-axis 

2066 
kg.m2 
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1.2 Tyre Model 

Tires represent the interface of the vehicle to the external environment and are 
requested to be described with enough accuracy to reflect real vehicle behaviour. In 
literature, several tyre models are thoroughly investigated as describing real wheel 
dynamics for different purposes such as analysis, control, optimization, and 
simulation. The major models explored are the LuGre friction model [10], [11], the 
Dugoff model [12]-[14], the brush model [15]-[17], and Pacejka’s magic formula 
(MF) model [18]-[20]. In this work, the MF model is chosen as it meets the 
performance requirements of combined dynamics and control of braking and 
traction forces under slip regulation at cornering necessary for performing the 
simulation of the double lane change (DLC) manoeuvre. MF model can be given 
according to (5), [21]: 

 𝑦𝑦 = 𝐷𝐷𝐷𝐷𝐷𝐷𝑡𝑡[𝐶𝐶 𝑡𝑡𝑎𝑎𝑡𝑡−1{𝐵𝐵𝐵𝐵 − 𝐸𝐸(𝐵𝐵𝐵𝐵 − 𝑡𝑡𝑎𝑎𝑡𝑡−1(Bx))}] (5) 

Where: y indicates the tyre output which can be either 𝐹𝐹𝑥𝑥 or 𝐹𝐹𝑦𝑦, x represents wheel 
longitudinal or lateral slip κ or α. B, C, D, and E are empirical coefficients that 
denote the stiffness, shape, peak, and curvature of the MF solution, respectively. 
The tyre longitudinal slip κ under braking and traction conditions is given in (6): 𝜅𝜅 =

𝑣𝑣𝑥𝑥−𝑟𝑟𝑒𝑒𝜔𝜔𝑤𝑤𝑣𝑣𝑥𝑥           𝜅𝜅 =
𝑟𝑟𝑒𝑒𝜔𝜔𝑤𝑤−𝑣𝑣𝑥𝑥𝑟𝑟𝑒𝑒𝜔𝜔𝑤𝑤            

�     𝑎𝑎𝑡𝑡 𝑏𝑏𝑏𝑏𝑎𝑎𝑏𝑏𝐷𝐷𝑡𝑡𝑏𝑏
           𝑎𝑎𝑡𝑡 𝑑𝑑𝑏𝑏𝐷𝐷𝑣𝑣𝐷𝐷𝑡𝑡  (6) 

The lateral slip or sideslip angle of the front and rear wheels are given in (7) as 
follows: 𝛼𝛼𝑓𝑓 = 𝛽𝛽 +

γ 𝑙𝑙𝑓𝑓𝑣𝑣𝑥𝑥 − 𝛿𝛿                            𝛼𝛼𝑟𝑟 = 𝛽𝛽 − γ 𝑙𝑙𝑟𝑟𝑣𝑣𝑥𝑥                                      
 (7) 

The electrodynamic behaviour of wheels can be described according to Newton’s 
second law as given in (8): 𝐼𝐼𝑤𝑤 𝜔̇𝜔𝑤𝑤 = 𝑇𝑇𝑑𝑑 − 𝑇𝑇𝑏𝑏 − 𝑏𝑏𝑒𝑒  𝐹𝐹𝑥𝑥 (8) 

Where: 𝛼𝛼𝑓𝑓 (𝛼𝛼𝑟𝑟) denotes the slip angle of the front (rear) wheels, γ the vehicle’s yaw 
angle, 𝛿𝛿 wheel’s steering angle, 𝑙𝑙𝑓𝑓 (𝑙𝑙𝑟𝑟) distance of the front (rear) axle to CoG, 𝐼𝐼𝑤𝑤 
the wheel’s moment of inertia, 𝜔̇𝜔𝑤𝑤 the wheel’s angular velocity, 𝑇𝑇𝑑𝑑 the electric 
motor wheel’s driving torque, 𝑇𝑇𝑏𝑏  the total braking torque from the EM and brakes, 
and 𝑏𝑏𝑒𝑒  the wheel’s effective radius. 

Finally, the normal load of wheels in terms of static and dynamic weights are given 
according to (9) as follows [22]: 
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𝐹𝐹𝑓𝑓𝑙𝑙𝑧𝑧 =
𝑚𝑚2(𝑙𝑙𝑟𝑟+𝑙𝑙𝑓𝑓)

�𝑏𝑏𝑙𝑙𝑟𝑟 − ℎ𝑐𝑐𝑐𝑐𝑎𝑎𝑥𝑥 − 2𝑙𝑙𝑟𝑟ℎ𝑐𝑐𝑐𝑐𝑇𝑇𝑓𝑓 𝑎𝑎𝑦𝑦�𝐹𝐹𝑓𝑓𝑟𝑟𝑧𝑧 =
𝑚𝑚2(𝑙𝑙𝑟𝑟+𝑙𝑙𝑓𝑓)

�𝑏𝑏𝑙𝑙𝑟𝑟 − ℎ𝑐𝑐𝑐𝑐𝑎𝑎𝑥𝑥 +
2𝑙𝑙𝑟𝑟ℎ𝑐𝑐𝑐𝑐𝑇𝑇𝑓𝑓 𝑎𝑎𝑦𝑦�𝐹𝐹𝑟𝑟𝑙𝑙𝑧𝑧 =

𝑚𝑚2(𝑙𝑙𝑟𝑟+𝑙𝑙𝑓𝑓)
�𝑏𝑏𝑙𝑙𝑟𝑟 + ℎ𝑐𝑐𝑐𝑐𝑎𝑎𝑥𝑥 − 2𝑙𝑙𝑓𝑓ℎ𝑐𝑐𝑐𝑐𝑇𝑇𝑟𝑟 𝑎𝑎𝑦𝑦�𝐹𝐹𝑟𝑟𝑟𝑟𝑧𝑧 =

𝑚𝑚2(𝑙𝑙𝑟𝑟+𝑙𝑙𝑓𝑓)
�𝑏𝑏𝑙𝑙𝑟𝑟 + ℎ𝑐𝑐𝑐𝑐𝑎𝑎𝑥𝑥 +

2𝑙𝑙𝑓𝑓ℎ𝑐𝑐𝑐𝑐𝑇𝑇𝑟𝑟 𝑎𝑎𝑦𝑦�
 (9) 

Where: 𝐹𝐹𝑓𝑓𝑙𝑙𝑧𝑧  (𝐹𝐹𝑓𝑓𝑟𝑟𝑧𝑧 ), 𝐹𝐹𝑟𝑟𝑙𝑙𝑧𝑧  (𝐹𝐹𝑟𝑟𝑟𝑟𝑧𝑧 ) indicate the weight on the front-left (front-right), and 
rear-left (rear-right) wheels respectively, 𝑏𝑏 is the gravitational acceleration, and 𝑡𝑡𝑤𝑤 
is the vehicle’s track width. 

3 Integrated Torque Vectoring Control ITV 

The main purpose of TV is to correct vehicle heading during cornering and maintain 
high stability through generating differential driving-braking forces which act at the 
vehicle’s CoG to prevent undesired understeering and oversteering conditions.  
The differential forces from wheels result in a corrective yaw moment vector, which 
is generated by the main TV controller and has a direction the same as the vehicle 
turning. 

Mainly, TV control consists of at least two control layers, the control and the 
distribution. The corrective yaw moment reference is generated in the control layer 
by tracking one or more parameters in terms of lateral stability. In-action states 
include the vehicle’s yaw rate 𝛾𝛾 [2], [22]-[26], yaw rate 𝛾𝛾 and sideslip angle 𝛽𝛽 [29]-
[35], yaw rate 𝛾𝛾 and sideslip angle 𝛽𝛽 with wheel slip κ [34]-[36]. Afterwards, the 
resulting yaw moment vector is broken into reference components based on 
allocation strategy and communicated to individual wheels’ motor control. In 
literature, different TV control approaches investigated such as proportional-
integral-differential (PID) [37], [38], neural network (NN) like PID [39], linear 
quadrature regulator (LQR) [40], [41], sliding mode control (SMC) [24], [42], [43], 
fuzzy logic control (FLC) [44], [45], FLC like PID [46], and model predictive 
control (MPC) [47]-[53]. 

In this work, a proposed integrated torque vectoring ITV control of the vehicle’s 
yaw rate 𝛾𝛾 and sideslip angle 𝛽𝛽 is implemented. The corrective yaw moment vector 
is distributed into the four wheels based on front-rear and right-left equal-opposite 
pairs of driving/braking components. Fig. 3 shows a block diagram of the proposed 
ITV control. 
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Figure 3 

Block diagram of the proposed integrated torque vectoring control scheme ITV 

3.1 Desired Control Reference 

The ITV control is aimed at maintaining linear vehicle behaviour by tracking the 
vehicle’s yaw rate 𝛾𝛾 and sideslip angle 𝛽𝛽. The desired reference values of 𝛾𝛾 and 𝛽𝛽 
can be derived based on the bicycle model with understeering behaviour 𝑏𝑏𝑢𝑢 given 
in (10), (11) as follows [54]: 

 𝛾𝛾𝑑𝑑 =
𝑣𝑣𝑥𝑥 𝛿𝛿�𝑙𝑙𝑓𝑓+𝑙𝑙𝑟𝑟�+𝑘𝑘𝑢𝑢 𝑣𝑣𝑥𝑥2 (10) 

𝛽𝛽𝑑𝑑 =
𝑙𝑙𝑟𝑟−𝑙𝑙𝑓𝑓𝑚𝑚 𝑣𝑣𝑥𝑥2/2�𝑙𝑙𝑓𝑓+𝑙𝑙𝑟𝑟�𝐶𝐶𝑓𝑓 �𝑙𝑙𝑓𝑓+𝑙𝑙𝑟𝑟�+𝑘𝑘𝑢𝑢 𝑣𝑣𝑥𝑥2 𝛿𝛿 (11) 

With:  𝑏𝑏𝑢𝑢 =
𝑚𝑚�𝑙𝑙𝑓𝑓+𝑙𝑙𝑟𝑟� � 𝑙𝑙𝑟𝑟𝐶𝐶𝑓𝑓 − 𝑙𝑙𝑓𝑓𝐶𝐶𝑟𝑟� (12) 

Where: 𝛾𝛾𝑑𝑑 (𝛽𝛽𝑑𝑑) denotes the desired yaw rate (sideslip angle), 𝑏𝑏𝑢𝑢 understeering 
characteristic factor, 𝐶𝐶𝑓𝑓 (𝐶𝐶𝑟𝑟) the front (rear) wheel cornering stiffness according to 
[55]. 

3.2 Integrated Yaw Rate and Sideslip Angle Controller 

In this work, the controller suggested for both 𝛾𝛾 and 𝛽𝛽 is a hysteresis type. This 
controller meets the requirements of nonlinear control problems and is featured as 
a simple and model parameter-dependent controller. The output of 𝛾𝛾 controller is 
defined in (13) as follows: 

𝑀𝑀𝛾𝛾 =

  +𝐾𝐾𝛾𝛾
          
 −𝐾𝐾𝛾𝛾     �   𝐷𝐷𝑖𝑖  𝑒𝑒𝛾𝛾 ≥   0

           
 𝐷𝐷𝑖𝑖  𝑒𝑒𝛾𝛾 <   0

 (13) 

With: 
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𝐾𝐾𝛾𝛾 =
1𝐼𝐼𝑧𝑧 �𝑙𝑙𝑖𝑖𝐶𝐶𝑖𝑖 − 𝑙𝑙𝑏𝑏𝐶𝐶𝑏𝑏�𝛽𝛽 +

1𝑣𝑣𝑥𝑥 �𝑙𝑙𝑖𝑖2𝐶𝐶𝑖𝑖 − 𝑙𝑙𝑏𝑏2𝐶𝐶𝑏𝑏�𝛾𝛾 − 𝑙𝑙𝑖𝑖𝐶𝐶𝑖𝑖𝛿𝛿 (14) 

The output of the 𝛽𝛽 controller can be designated as follows: 

At steady state, the side slip angle is very small [28], thus, (4) is simplified into 
(15): 𝛽𝛽 =

𝑣𝑣𝑦𝑦𝑣𝑣𝑥𝑥 (15) 

With 𝑣𝑣𝑥𝑥 constant, the derivative of (15) is given in (16): 𝛽̇𝛽 =
𝑣𝑣𝑦̇𝑦𝑣𝑣𝑥𝑥 =

𝑎𝑎𝑦𝑦𝑣𝑣𝑥𝑥  (16) 

Compensate (2) into (16) and fix it, the output of the 𝛽𝛽 controller is assumed the 𝛽̇𝛽 
and defined in (17) as follows: 

𝑀𝑀𝛽𝛽 =

  +𝐾𝐾𝛽𝛽
          
 −𝐾𝐾𝛽𝛽     �   𝐷𝐷𝑖𝑖  𝑒𝑒𝛽𝛽 ≥   0

           
 𝐷𝐷𝑖𝑖  𝑒𝑒𝛽𝛽 <   0

 (17) 

With: 𝐾𝐾𝛽𝛽 =
1𝑚𝑚𝑣𝑣𝑥𝑥 �𝐶𝐶𝑖𝑖 + 𝐶𝐶𝑏𝑏�𝛽𝛽 +

1𝑣𝑣𝑦𝑦 ��𝑙𝑙𝑖𝑖𝐶𝐶𝑖𝑖 − 𝑙𝑙𝑏𝑏𝐶𝐶𝑏𝑏�� 𝛾𝛾 − 𝐶𝐶𝑖𝑖𝛿𝛿 −𝑚𝑚 (18) 

Where: 𝑀𝑀𝛾𝛾 (𝑀𝑀𝛽𝛽) is the corrective yaw moment vector generated by the yaw rate 
(sideslip angle) controller, 𝑒𝑒𝛾𝛾 (𝑒𝑒𝛽𝛽) is the yaw rate (sideslip angle) error. 𝑀𝑀𝛽𝛽 is normalized between ±1 and used as a weight to bind the corrective yaw 
moment when the sideslip angle reaches the limit of stability that maintains vehicle 
safety. Eventually, the combined corrective yaw moment can be described in (19) 
as follows: 𝑀𝑀𝛾𝛾𝛽𝛽 = 𝑀𝑀𝛾𝛾𝑀𝑀𝛽𝛽 (19) 

The resultant control law should be actuated by the four electric motors which 
represent an over-actuation control system. For optimal performance, 𝑀𝑀𝛾𝛾𝛽𝛽 is 
allocated according to the front-to-rear and right-to-left equal-opposite strategy. 
First, 𝑀𝑀𝛾𝛾𝛽𝛽 is distributed between the front and rear axles based on wheel static loads 
as in (20)-(22): 𝑀𝑀𝛾𝛾𝛽𝛽 = 𝑀𝑀𝛾𝛾𝛽𝛽𝑓𝑓 + 𝑀𝑀𝛾𝛾𝛽𝛽𝑟𝑟  (20) 𝑀𝑀𝛾𝛾𝛽𝛽𝑓𝑓 =

𝑙𝑙𝑓𝑓𝑙𝑙𝑓𝑓+𝑙𝑙𝑟𝑟𝑀𝑀𝛾𝛾𝛽𝛽𝑓𝑓  (21) 𝑀𝑀𝛾𝛾𝛽𝛽𝑟𝑟 =
𝑙𝑙𝑟𝑟𝑙𝑙𝑓𝑓+𝑙𝑙𝑟𝑟𝑀𝑀𝛾𝛾𝛽𝛽𝑓𝑓  (22) 

Afterwards, the front and rear yaw moment portions are distributed between the left 
and right wheels based on an equal-opposite combination according to (23)-(26): 
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𝑀𝑀𝑓𝑓𝑙𝑙 = �12 �𝑀𝑀𝛾𝛾𝛽𝛽𝑓𝑓  𝐷𝐷𝐷𝐷𝑏𝑏𝑡𝑡 (𝛿𝛿)  (23) 𝑀𝑀𝑓𝑓𝑟𝑟 = −�12 �𝑀𝑀𝛾𝛾𝛽𝛽𝑓𝑓  𝐷𝐷𝐷𝐷𝑏𝑏𝑡𝑡 (𝛿𝛿)  (24) 𝑀𝑀𝑟𝑟𝑙𝑙 = �12 �𝑀𝑀𝛾𝛾𝛽𝛽𝑟𝑟  𝐷𝐷𝐷𝐷𝑏𝑏𝑡𝑡 (𝛿𝛿) (25) 𝑀𝑀𝑟𝑟𝑟𝑟 = −�12 �𝑀𝑀𝛾𝛾𝛽𝛽𝑟𝑟  𝐷𝐷𝐷𝐷𝑏𝑏𝑡𝑡 (𝛿𝛿)  (26) 

Where: 𝑀𝑀𝛾𝛾𝛽𝛽𝑓𝑓  (𝑀𝑀𝛾𝛾𝛽𝛽𝑟𝑟 ) is the front axle (rear axle) yaw moment portion, 𝑀𝑀𝑓𝑓𝑙𝑙 (𝑀𝑀𝑓𝑓𝑟𝑟) the 
yaw moment portion of the front-left (front-right), and 𝑀𝑀𝑟𝑟𝑙𝑙 (𝑀𝑀𝑟𝑟𝑟𝑟) the yaw moment 
portion of the rear-left (rear-right) wheels. 

4 Simulation Results And Discussion 

To validate the proposed ITV, a double lane change simulation manoeuvre (DLC) 
at 50kmh-1 speed is performed in MATLAB/Simulink. Results of ITV based on 
hysteresis controller are presented and compared to classical TV with PID controller 
(only yaw rate control) and when TV-off. Results are introduced in terms of the 
vehicle’s and wheels’ behaviours. The results discussion covers the vehicle’s planer 
position, controlled yaw rater, controlled sideslip angle, lateral acceleration 
response, wheels’ longitudinal (lateral) slip, modulated torques, speed, and energy 
recovery. 

Fig. 4 shows the vehicle lateral position under the proposed ITV control, compared 
with yaw rate-based TV, and TV-off. A stable trajectory is confined with left and 
right cone boundaries at a distance of around 1.2 m from the vehicle centerline. 
With ITV control, the vehicle enters and exits the track at stable behaviour 
maintaining enough margins inside the lane. With conventional TV, the trajectory 
is maintained inside the borders slightly approaching the left cones at the manoeuvre 
egress. The worst case is when TV-off, where the vehicle bypasses the track 
boundaries during both lane changes indicating unstable behaviour. 

Fig. 5 shows the vehicle yaw rate under ITV against TV behaviour and TV-off in 
response to the desired yaw rate. It can be seen that the ITV performs quite fast-
tracking of the reference yaw rate with almost full matching. TV also behaves 
similarly with a slight overshoot in both lane changes noticeably at the point when 
the vehicle returns to the lane. However, when TV-off, the vehicle behaves more 
aggressively changing both lanes at a high yaw rate (far from the desired reference 
value with understeering characteristics) with a potential tendency to lose stability, 
especially at the end of the DLC manoeuvre where the vehicle performs excessive 
lane departure. 
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Fig. 6 demonstrates the vehicle sideslip angle of the ITV control compared with 
those of TV and TV-off. The realisation of sideslip angle control appears clearly in 
this figure, where the vehicle sideslip angle follows a confined and uniform course. 
In addition, it can be noticed that the sideslip angle under ITV and TV approach 
zero more quickly than that without control. This indicates vehicle stability is 
maintained, and the effectiveness of the proposed ITV control in correcting the 
vehicle’s heading. However, with the TV-off, the vehicle is at the stability limit. In 
addition, the vehicle has no trajectory adjustment and is subject to loose 
controllability at severe manoeuvres, especially at the exit of the DLC test where 
the vehicle is assumed to return to its initial straight position more quickly. 

 
Figure 4 

Vehicle lateral displacement under ITV control compared to TV and TV-off 

 
Figure 5 

Vehicle yaw rate response under ITV control compared to TV and TV-off 
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Figure 6 

Vehicle sideslip angle under ITV control compared to TV and TV-off  

Fig. 7 displays the vehicle lateral acceleration under ITV control, TV control, and 
TV-off. Again, stable vehicle behaviour can be the figure revealed with a max 
lateral acceleration of around 0.1 g, which is roughly lower than the max stability 
limit of 0.3 g. However, with TV-off, the vehicle quits the path at high acceleration 
with poor understeering characteristics. 

 

Figure 7 
Vehicle lateral acceleration under ITV control compared to TV and TV-off 

The potential performance of the ITV can be observed on the wheels’ longitudinal 
slip as shown in Fig. 8. It is clear that the wheels’ slip is maintained and limited 
within the optimal range [-0.2 to 0.2] for all front and rear wheels. This provides 
that the tyre-road friction is optimally utilised where wheels can generate max 
braking/traction forces. In contrast, wheels slip under both TV and TV-off exceeds 
the effective limit. To this end, the wheels under braking are subject to a locking-
up case which may lead to vehicle stability issues, especially at lane change with 
high lateral acceleration. 
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Figure 8 

Wheels longitudinal slip under ITV control compared to TV and TV-off 

Wheels slip angle regulation is a normal indirect consequence of the wheels’ 
longitudinal slip regulation according to the fixed limit of the available friction 
circle. Fig. 9 demonstrates the slip angle of the front and rear wheels with stability 
control and without control. The slip angle of wheels under ITV and TV are 
confined within the range [-0.52 to 0.52], while it exceeds the range with TV-off. 
This is how the wheels slip angles and hence lateral forces are controlled indirectly 
when ITV is in action leading to maintaining vehicle lateral stability. 

In response to ITV control, the wheels’ torque and speed are adjusted according to 
the reference value from ITV as depicted in Figs. 10 and 11. It is clear that the 
wheels’ dynamics are faster under the ITV than those of TV and TV-off. However, 
the fast wheels’ behaviour can be attributed to the reality of the high dynamic ITV 
hysteresis controller. In contrast, the wheels’ torque and speed with TV modified 
slightly, while they remained unchanged with TV-off as shown in the given figures. 

The last part of this discussion is dedicated to battery conditions powering the 
electric motors. Fig. 12 presents the battery state of charge (SOC) under ITV 
control, TV control, and TV-off. It can be observed that the battery is less 
discharged with ITV SOC=90.5% compared to that of TV and TV-off. This can be 
attributed to the energy recuperation due to the regenerative braking of wheels 
allocated to generate a brake torque where brake current is used to recharge the 
battery. However, with TV, the battery is more discharged and SOC decreased to 
88.25% without regenerative braking, while the highest energy consumption 
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occurred with TV-off at SOC 84.9% was observed as there is no brake component 
and wheels’ torque or speed unmodulated. 

 
Figure 9 

Wheels slip angles under ITV control compared to TV and TV-off 

 
Figure 10 

Wheels adjusted torque under ITV control compared to TV and TV-off 
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Figure 11 

Wheels adjusted velocity under ITV control compared to TV and TV-off 

 
Figure 12 

Battery SOC under ITV control compared to TV and TV-off 

Conclusion 

In this work, an integrated braking/driving torque vectoring (ITV) control is 
proposed based on yaw rate and sideslip angle tracking. The objective of the torque 
vectoring controller is to correct the vehicle heading during cornering by generating 
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two vectors of the corrective way moment and distributing the resultant yaw 
moment to the individual motors to maintain stability and improve vehicle handling. 
An axle load-based front-to-rear distribution and equal-opposite couples-based left-
to-right distribution approaches are used for the yaw moment allocation. 

A DLC simulation manoeuvre is performed on a 7-DOF electric vehicle model with 
AWD by OWM in MATLAB/Simulink to demonstrate the performance and 
effectiveness of the proposed IBTTV controller. Results reveal the effectiveness 
and the high performance of the proposed stability control in terms of vehicle 
stability, handling, and energy recovery. 

The abbreviation list used in this work is provided in Table 2. 

Table 2 
Abbreviation list 

Abbreviation Description Abbreviation Description 
ABS Anti-Lock Braking System  FLC Fuzzy Logic Control  

ACAS Advanced Chassis 
Assistance Active Safety ICE Internal Combustion 

Engine 

ADAS Advanced Driver Assistance 
System ITV Integrated Torque 

Vectoring 
AWM All-Wheel-Motor IWM In-Wheel-Motor  

BBW Brake-By-Wire  LQR Linear Quadriture 
Regulator 

CoG Centre of Gravity MF Magic Formula 

DLC Double Lane Change MPC Model Predictive 
Control 

DBW Drive-By-Wire NN Neural Network 
DOF Degree of Freedom OWM Off-Wheel-Motor 

eABS e-Anti-Lock Braking System  PID Proportional Integral 
Differential 

eESP e-Electronic Stability 
Program  SOC State Of Charge 

eLSD e-Limited Slip Differential  SMC Sliding Mode Control 
EM Electric Motor TV Torque Vectoring 

EV Electric Vehicle VDM Vehicle Dynamic 
Model  

FOC Field Oriented Control FLC Fuzzy Logic Control  
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Abstract: This article aims to investigate the socio-economic nature of car brand loyalty. 
The hypothesis is that brand loyalty is a complex structure with a complicated socio-
economic background. Nowadays, massive research is focused mainly on the 
psychographic background of the brand loyalty phenomenon. However, a socio-economic 
aspect of consumers is also entering into brand loyalty creation. It is supposed that brands 
with loyal consumers have more educative strength than brands where brand loyalty is 
missing. As it is challenging to identify consumers with a psychographic profile suitable for 
loyal brands, the changes in consumer behaviour are hard to reach. However, if the socio-
economic profile of loyal consumers is detected, environmental education can be focused 
precisely and with higher effectiveness. Some preliminary data have been collected in 
Slovakia to investigate the socio-economic background of car brand loyalty. To collect 
these data, a questionnaire survey has been used. It was realised in the last quarter of the 
year 2021 on the sample of 2035 Slovak inhabitants older than 15 years. Statistical 
analysis has been provided via a decision tree approach. It has been found that two 
relevant factors significantly influence brand loyalty - respondents' age and income. Based 
on these findings, it can be stated that, in general, brands with the higher pro-
environmental communication potential in the case of the Slovak Republic are Škoda, Audi 
and BMW. An approach that includes the strength of pro-environmental orientation of 
consumers (focusing on age categories) confirms this order. However, in the case of the 
income perspective, Peugeot's list of car brands should be extended, which has been 
surprisingly identified as a car brand with the potential to be used widely in the scope of 
pro-environmental education in specific area’s conditions in the Slovak Republic. 
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1 Introduction 

The need for sustainable development should be the imperative of corporate 
existence in contemporary markets [1]. Corporate mature sustainable activity has a 
positive effect on resilience or financial performance and ensures protection 
against economic downturns caused by various types of crises [2]. Among other 
things, even future industry 6.0 focuses on sustainability [3]. Thus, even though 
many companies who own reputable brands across a variety of sectors invest 
much money to the socially responsible projects focused on changing the 
consumer behaviour in favour of green products and pro-environmentally oriented 
technologies, the situation worldwide remains without any significant change if 
the legislative stimulus for such behaviour is not applied [4]. 

Although the perspective of sustainable activity of enterprises is not as pessimistic 
it has used to be [5], the shift in pro-environmental orientation is still more formal 
than real [6]. It means that, despite the corporate effort (corporate social 
responsibility) and changes in consumer behaviour (personal social responsibility) 
the real effect is still low – or at least slower in progress than it would be required 
[7, 8]. 

One of the possible reasons for such a situation can be the absence of connection 
and relationship between sender and relevant receiver of the message. In detail, 
even if the message is well formulated, the communication with educational 
background is not effective if the receiver of the message is not perceptive to the 
message. One of the factors which can positively affect the perceptiveness of the 
receiver of the message is brand loyalty [9]. There are two fundamental 
dimensions of the relationship between the sender and the receiver of educational 
messages: 1) receivers are willing to be influenced by the brands to which they are 
loyal, and 2) only brands with loyal consumers are prospective efficient message 
senders. Thus, there is a close relationship between the brand and its loyal 
consumer in positions of educator and educated. Although contemporary scientific 
literature states this relationship, the more profound analysis of relevant brand 
educators with a significant impact on consumer buying behaviour in 
environmentally harmful sectors is missing [10]. Individual transport belongs to 
the category of environmentally most harmful sectors [11] due the fact that the 
transportation sector is one of the largest emitters of CO2 [12] and is growing 
steadily [13]. 

There are two main ideological flows focused on the environmental harming 
effect of passenger car usage: 1) emissions and 2) urban factors. While the second 
focuses on excluding individual passenger cars from the city centres, the first one 
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has a less ambitious goal – if the left of car usage is impossible, then at least less 
harmful fuel technologies should be used [14]. 

Although consumers are aware of the pro-environmental benefits of abandoning 
traditional combustion fuels and preferring public transport, respectively, car-
sharing, their real buying decisions still dominate existing patterns, and new fuel 
technologies are accepted with suspicion [15]. Sustainable buying behaviour is 
traditionally discussed in the scope of 1) food consumption and 2) package and 
recycling [16, 17]. 

The situation is that while many types of research focus on the psychological 
background of the buying behaviour (trying to analyse pro-environmental buying 
decisions ex-post) [18], the ex-ante analysis would be much highly appreciated to 
predict the buying behaviour and to create a more effective platform to influence it 
in the required way. As a consequence of this need, the profile of green consumers 
is analysed. Contemporary, mainly: 1) generational and 2) national approaches are 
used [19, 20]. However, the sector analysis is quite fragmented – luxury goods, 
services and physical products [21-24]. Surprisingly, such an approach is not 
massively used in the most polluting sectors [25]. 

Most of these analyses apply the psychographic approach [26]. On the one hand, 
such a fact is entirely understandable as the motivation to pro-environmental 
behaviour is more behavioural than cognitive, on the other hand, the strong 
potential of the socio-economic perspective is missing. Thus, the phenomenon of 
green persona is mainly connected with psychographic characteristics, which are 
problematic to be detected when any communication activity with educational 
potential is planned [27]. 

Many car brands focus their innovative activities on achieving sustainable goals 
and being environmentally oriented [28, 29]. Although many car producers are 
aware of the need to act pro-environmentally as a sign of their corporate 
citizenship, their effort is enormous, and their investments are not turning back. 
The reason is that consumers are sceptic, and they are still preferring traditional 
technological solutions. In this situation, car producers' intrinsic and extrinsic 
motivation decreases, and their effort is stimulated mainly by national 
governments and international pro-environmental legislation. Thus, a shift in 
buying behaviour patterns is required. It has been highlighted that a possible way 
to reach goals set on the platform of sustainable development is systematic 
education of consumers and legal stimulation of companies [30-32]. Thus, the 
only possible way to reach this status is to educate the consumers and act 
strategically. However, this education should not lie on the shoulders of the 
educational systems, and there should be an active, practical approach to the 
corporate sphere itself [33-35]. 

The strong educative potential of valuable brands has been already detected [36-
37]. On the other hand, the educative potential of brands with loyal consumer 
platforms has been just slightly indicated [38]. Traditionally, brand loyalty is 
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discussed in the scope of its individual value sources – mainly relevant factors of 
brand attributes, attitudes, benefits and imageries [39]. The socio-economic 
analysis of the profile of loyal consumers is rather exceptional. Thus, it is not 
essential to identify brand loyalty sources (in the case of branding, yes, it is), but 
the socio-economic profile of loyal consumers. And not only this. Also, the status 
of the brand has loyal consumers. Unfortunately, not each brand considered 
valuable also has a reliable consumer platform. This explains shifts in brand value 
ranking and its sensitivity to changes in the macro-environment. 

Therefore, the study presented in this paper aims to investigate the socio-
economic nature of car brand loyalty. Thus, significant educators and educated 
can be determined to achieve higher environmental engagement of consumers. 
The article is structured as follows: the methodology is described after the 
introduction and literature review that forms the research question. In the 
methodology section, the detailed statistical tools of survey assessment are 
written. The results are being analysed and compared with contemporary scientific 
literature in the results and discussion part. Finally, the conclusion is drawn where 
the managerial implications, limits and barriers of the research and possible future 
research directions in this area are highlighted. 

2 Methodology 

The questionnaire survey, which is the elementary data source for the own 
analysis has been realised via the CAWI method in the last quarter of the year 
2021 on the sample of 2035 respondents – Slovak inhabitants older than 15 years. 
Such an age limit has been set because the survey has been widely focused on four 
specific product categories, which represent quadratic concepts of buying 
behaviour patterns (complex buying behaviour, dissonance-reducing buying 
behaviour, habitual buying behaviour and variety-seeking behaviour). The basic 
presumption for statistic sample creation was the autonomous buying behaviour of 
respondents. This can be assumed from 15 years of age in the Slovak Republic as 
this is the legal limit for entering into labour law relations. Car brands have been 
chosen as adequate representatives for complex buying behaviour where the 
consumer's involvement is high and the differences between brands are low. For 
such a large sample size, sample distribution approximates a normal distribution, 
which a central limit theorem can prove. The questionnaire has been composed of 
two parts: (1) socio-demographic profile of respondents and (2) individual brand 
value sources perception in selected categories of representatives of buying 
behaviour patterns. 

Statistical analysis has been provided via a decision tree approach. Decision trees 
are widely used machine learning methods that find their application in 
classification and regression tasks. In principle, it is a hierarchical, multi-stage 
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binary decision making system in which the fulfilment / non-fulfilment (if / else) 
of decision criteria or conditions is gradually evaluated until it is reached an 
accepted class or solution. The decision making process proceeds from the tree's 
root gradually through the individual nodes, which form branches with leaves. 
Although there are several different types of decision trees, the creation of tree 
structures is mainly governed by the fact that the decision criteria in the individual 
nodes are arranged according to information importance. The flag or criterion that 
has the most weight and allows you to best separate the input data into two binary 
classes (yes / no) becomes the root of the tree. The other nodes are gradually made 
up of the remaining criteria with less weight, with each node creating two binary 
descendants. The decision making process follows the individual branches of the 
tree until we reach the required class or solution (leaf). 

The decision tree is a structure used to divide a large set of cases (cases are 
statistical units, in our consumer analysis) in a database into smaller sets of cases 
with the gradual application of simple decision rules. The decision tree consists of 
rules - rules (rules are relationships between variables) to divide a large 
heterogeneous population into smaller, more homogeneous groups (a group of 
cases is called a node) concerning the relevant output variable. When creating a 
decision tree, the criteria divided into individual nodes are critical. The criterion 
based on which the variable to be used at the appropriate branch level is selected 
depends on the nature of the output variable. The basic idea of tree growth is 
related to the theory of data purity. The criterion for selecting a branch is to 
increase the purity of the child nodes (a net node is considered to contain only 
cases of one class of output character). 

Decision trees are used to identify groups discover relationships between them.  
It features visual classification to categorise the results and more clearly explain 
the analysis. Create classification models for segmentation, stratification, data 
reduction and variable screening. In this case, an ordinary top-down auto-scale 
decision tree was used, where the decision parameters were sex, age category, 
education level, size of the city, number of members of the household, and the 
dependent variable was car brand. A statistical multi-way tree algorithm was used 
to ensure that every combination of predictor variables was investigated and only 
the effective combination was visualised. The CHAID (Chi-Square Automatic 
Interaction Detection) algorithm checked the cross-correlation between predictor 
variables to examine all possible splits for each predictor (independent) variable 
category. CHAID creates all possible cross-tabulations for each categorical 
predictor until the best outcome is achieved, and no further splitting can be 
performed. 

We used entropy as a branching criterion in the case of decision trees, which we 
created on data sets from market research. The entropy concept is often applied 
objective weighting method, which works based on recognising the best splitting 
attribute [40-42]. The entropy model is often used as a typical method of 
quantifying contamination while the randomness or impurity of data sets is 
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qualified by the decision tree [43]. When defining entropy, we consider a training 
set of n cases. The value of input character A describes each case, and the value 
output character Y. Let the input character take the values ai (i=1,2,…k) and let the 
output character m have different values - classes yj (j=1,2,…m). Let the 
probabilities of occurrence of the class yj (j=1,2,…m) of the output character Y 
denote pj (j=1,2,…m). The entropy of the output character Y can be expressed in 
the Equation (1): 

 (1) 

where pj is the probability of occurrence of class j of the output character.  

The probabilities pj can be estimated using relative abundances: , where nj is the 
absolute abundance of class yj (j=1,2,…m) in a set of training cases. We then 
adjust Equation 1 to Equation (2): 

 (2) 

Entropy is measured between 0 and 1. Entropy is a measure of disorder or 
uncertainty. When branching, the variable with the lowest entropy value (attribute 
information value rate) is used; therefore, finally, the combination of the lowest 
entropy variables leads to the lowest entropy model. Because if it is known how to 
measure disorder, it was evident that the reduction of disorder (RD) in our 
dependent variable due to the additional information (independent variable) can 
also be measured see Equation (3): 

 (3) 

This can be easily derived from Chi-Square Automatic Interaction Detection. 

3 Results and Discussion 

In the questionnaire, there were 2035 respondents country-wide. Of all the 
respondents, 49,9 % were male, and 50,1% were female. Their age distribution is 
shown in Figure 1. 

Detailed analysis of the questionnaire showed a significant spatial difference in 
passenger car brand preference, but choosing no car was insignificant that 
strengthened the status symbol idea. The detailed systematic analysis showed that 
spatial-socio-economic parameters have a significant effect on the chosen brand of 
passenger cars (Figure 2). 
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Figure 1 

Age distribution in survey 

Based on the decision tree analysis, two significant factors could be determined: 
the respondent's age and income could significantly influence brand loyalty.  
The Pareto solution of the decision tree can be seen in Figure 3. 

Based on the research results, age and income are significant parameters of brand 
value recognition in the case of Slovak consumers. Thus, the educational activity 
of car brands should be realised following the finding that the brand loyalty 
phenomenon in the case of consumers under 35 years are influenced simply by 
this characteristic. In comparison, income is another relevant characteristic in the 
case of consumers above 35 years. In other words, in the case of younger 
consumers, their loyalty is not connected with their financial status. This fact is 
significant in the case of prospective pro-environmental orientation studying. As it 
has been already stated that typical green consumer is from Generation Z (those 
born since 1997) or from the generation of so-called Millennials (those born 
between 1981 and 1996), the future of pro-environmental orientation of passenger 
car consumers is green [36]. It declares the generational approach of Moslehpour 
et al. [19]. Consumers are not influenced by their income when considering brand 
loyalty. It means that: 1) their price sensitivity is less and 2) if there is no 
disposable income, the branded product would not be purchased, but the consumer 
would remain still loyal. From the point of view of the passenger car brands (and 
their sales goals), where higher prices manifest the pro-environmental innovations, 
the income parameter is still crucial, while from the point of view of general pro-
environmental attitude, this situation is beneficiary. In this aspect, Silvestre & 
Tirca theory has been verified [28]. They have stated that many car brands focus 
their innovative activities on achieving sustainable goals and being 
environmentally oriented. 
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Figure 2 

Visualisation of decision tree 
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 General order in Slovakia 

Škoda 21,5% 

Audi 10,1% 

BMW 10,1% 

Volkswagen 7,8% 

Kia 7,1% 

Mercedes 5,4% 

Opel 3,9% 

I do not know 3,7% 

Ford 3,5% 

Peugeot 3,4% 

Toyota 2,7% 

Renault 2,4% 
 

 

Most favourable brand in 
age 15-24 

Audi 14,9% 

BMW 14,7% 

Škoda 14,1% 

Kia 8,6% 

Volkswagen 7,5% 

Mercedes 6,9% 

I do not know 5,2% 

Ford 3,2% 

Peugeot 2,9% 

Tesla 2,6% 
 

Most favourable brand in 
age 25-34 

Škoda 19,3% 

Audi 12,5% 

BMW 11,2% 

Volkswagen 7,2% 

Kia 6,6% 

Mercedes 4,8% 

I do not know 4,4% 

Peugeot 4,2% 

Ford 3,7% 

Opel 3,5% 
 

Most favourable brand in age 
35-unlimited 

Škoda 24,4% 

BMW 8,4% 

Volkswagen 8,0% 

Audi 7,9% 

Kia 6,9% 

Mercedes 5,2% 

Opel 4,7% 

Ford 3,5% 

Peugeot 3,3% 

Toyota 3,2% 
 

The most favourable brand 
with low income in age 35+ 

Škoda 23,5% 

Peugeot 8,9% 

Audi 6,7% 

BMW 6,7% 

Volkswagen 6,7% 

Opel 6,7% 

Kia 5,6% 

I do not know 5,0% 

Ford 4,5% 

Volvo 3,4% 
 

The most favourable brand 
with mid-income in age 35+ 

Škoda 22,2% 

Peugeot 8,9% 

Audi 5,9% 

BMW 9,0% 

Volkswagen 9,0% 

Opel 5,4% 

Kia 3,2% 

I do not know 1,4% 

Ford 5,0% 

Volvo ,9% 
 

The most favourable brand with 
high income in age 35+ 
Škoda 25,2% 

Audi 8,7% 

BMW 8,6% 

Kia 8,2% 

Volkswagen 8,1% 

Mercedes 5,9% 

Opel 4,1% 

I do not know 3,1% 

Toyota 3,0% 

Ford 2,9% 
 

 
 

Figure 3 

Node components of decision tree based on survey results 
*Please note that as Pareto solution, only 80% of cumulative relative frequency were shown 

Consumers from younger generations (Generation Z and Millennials under 35 
years) are surprisingly loyal to brands sold for prices above their disposable.  
It means that even though the purchasing experience of such consumers is missing 
in many cases, the brands are detected as highly valuable from the point of view 
of this category of consumers. Thus, a simultaneous special effect could be 
observed – as these consumers are not loyal based on their previous purchasing 
experience, a possible source of loyalty lies in the convergence of the pro-
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environmental orientation of these brands and the generational green orientation. 
Such loyalty can be considered a special symbolic relationship between consumer 
and brand. From this point of view, Audi, BMW and Škoda are socially beneficial 
as they have solid educative potential towards consumers under 35 years and can 
be considered attitude makers in the broader perspective. That means that the 
trends they set are accepted by loyal consumers and transmitted to their consumer 
behaviour in the scope of other product categories. However, the environmental 
load of passenger car usage is not solved in such a case. At least not by switching 
to the usage of environmentally innovative cars produced by these brands. 

On the other hand, possible side-  effects can increase car sharing or public 
transport usage. While the situation in case of consumers under 35 years is quite 
clear – this category of consumers tends to pro-environmental purchasing 
behaviour and car brands with whose they are loyal to, strengthen this attitude 
generally (regardless of real purchasing decisions in favour of these brands), in 
case of age category above 35, the situation is different. Here, income is also a 
significant phenomenon of brand loyalty, and thus, the spectrum of car brands 
where consumer loyalty could be detected is broader. Therefore, if the consumer 
is above 35, also the income matters and instead of BMW, for this category of 
consumers from low or middle-income class, Peugeot is a car brand with a 
significant prospective impact on the pro-environmental purchasing and consumer 
attitudes. This potential has not been significantly recognised and used so far. 
Thus, the Peugeot car brand could solve environmental damages caused by 
traditional combustion engine passenger car usage by focusing more on eco-
innovations and educating loyal consumers in favour of higher environmental 
engagement of their purchasing behaviour. Summarising the above-mentioned, for 
the consumers under 35 years, the most relevant car brands with educative 
potential are Audi, BMW and Škoda regardless of their income categories, while 
for the consumers above 35 years, the income category is relevant. Thus, the 
identified loyal car brands Audi, BMW and Škoda are capable of influencing the 
pro-environmental purchasing behaviour of a high-income category of consumers, 
while in the case of low and middle-income categories, BMW is replaced in the 
scope of loyalty ranking by Peugeot. In this aspect, the importance of Peugeot is 
even more remarkable because this category of consumers does not belong to the 
category of green consumers and thus, as Peugeot is considered a valuable brand, 
its loyal consumers are willing to buy it regardless of its eco orientation. Thus, it 
has been extended the theory of Xiao et al. has just slightly indicated the educative 
potential of brands with reliable consumer platforms [38]. 

While the managerial implications are apparent, some limitations should be 
accepted. Thus, the results are not generally applicable without reconsidering the 
specifics of the national environment. Even though it has been detected that 
psychographic specifics are not taken into account, instead of them, attention is 
paid to the socio-economic nature of brand loyalty, the psychographic nature of 
the market cannot be abandoned, primarily because of different levels of eco-
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awareness and distribution of capital in the society. In other words, the research 
results should be revised before applying them in specific national market 
conditions. In this aspect, tradition and the brand's long-term image in society can 
be considered an essential pillar of brand loyalty. In the case of, the Slovak 
Republic, it is visible in the case of the Škoda car brand, which is still considered 
a former national brand due to the common socio-political development of the 
Czech and Slovak Republic during the 20th Century. 

Similarly, from the psychographic point of view, this brand has a robust love 
brand status because of the very dominant position of this car brand in Slovak 
families in the past. However, this phenomenon is evident mainly in the case of 
older consumers (35 years and more). In the future, the aim of the study could be 
extended, and a deeper analysis of car brand innovation and educational activities 
should be realised. In such a case, it would be confirmed whether the innovative 
and educational activities are homogeneous across the age and impact categories 
as in the case of Audi, BMW and Škoda for consumers under 35 or Audi, Peugeot 
and Škoda for low and middle-income consumers above 35. If not, it would be 
helpful to be detected because of the theory and practice of eco-educational 
activities oriented to consumers. So far, it has been mainly stated the non-
effectiveness of certain eco-education in general and not in a broader perspective 
that should explain the internal variability of eco-educational activities. 

Conclusions 

This paper aimed to investigate the socio-economic nature of car brand loyalty.  
It has been supposed that brands with loyal consumers have more considerable 
educative strength than brands lacking brand loyalty. The data for the research has 
been collected in Slovakia to investigate the socio-economic background of car 
brand loyalty. To collect these data, a questionnaire survey has been used. It was 
realised in the last quarter of the year 2021 on the sample of 2035 Slovak 
inhabitants older than 15 years. Statistical analysis has been provided via a 
decision tree approach. It has been detected two significant parameters – age and 
income. 

Based on these findings, it can be stated that for the consumers under 35 years, the 
most relevant car brands with educative potential are Audi, BMW and Škoda 
regardless of their income categories, while for the consumers above 35 years, the 
income category is relevant. Thus, the identified loyal car brands Audi, BMW and 
Škoda can influence only the pro-environmental purchasing behaviour of the high-
income category of consumers. In contrast, in the case of low and middle-income 
categories, BMW is replaced in the scope of consumer loyalty ranking by 
Peugeot. In the scope of the above-mentioned, Audi, BMW, and Škoda are 
socially beneficial as they have solid educative potential towards consumers under 
35 years and can be considered attitude makers in the broader perspective. That 
means that the trends they set are accepted by the platform of loyal consumers and 
transmitted by them to their consumer behaviour also in the scope of other product 
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categories. On the other hand, the importance of Peugeot is even more significant 
because consumers over 35 years do not belong to the category of green 
consumers, and thus, as Peugeot is considered a valuable brand, its loyal 
consumers are willing to buy it regardless of its eco orientation. Here, not only the 
educative but eco-innovative potential is equally important. 
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The artificial intelligence is an accurate predictive tool for different kinds of internal 

combustion engine (ICE) applications. However, the training process can be expensive due 

to the high computational and measurement costs. This work aims to describe a general 

methodology that can be applied to cost-efficiently train multilayer perceptron type 

artificial neural networks with measurement data from ICEs. The created methodology is 

based on analyses of a high-resolution dataset measured on a commercial diesel engine. 

Different methods and recommendations are presented for the model creation, evaluation, 

training method selection, input feature selection and architecture selection. In addition, a 

method is described in order to select the appropriate measurement resolution that 

provides proper information for training with minimal fuel consumption. The investigation 

showed that the presented workflow can reduce calculation time and fuel consumption, 

while maintaining good model accuracy. The method can be applied for any ICE related 

artificial neural network problems, but it can also be an aide for other research fields. 

Keywords: Artificial Neural Networks; Internal Combustion Engines; Methodology; Cost 

Reducing 

1 Introduction 

The ambitious goals of the Paris Agreement has a major effect on the climate 

policy of the European Union (EU). In order to keep the global warming well 

below 2°C, the EU is devoted to achieve climate neutrality by 2050 [1]. The Fit 

for 55 package is a set of proposals that is dedicated to cut greenhouse-gas 

emissions until 2030 by at least 55% compared to the 1990 level [2, 3, 4]. To meet 

these climate targets, tremendous efforts and investments are required in many 

sectors, including the transport sector. The first provisional agreement of the Fit 

for 55 package was made in 2022. This indicates carbon neutrality for the new 
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passenger cars and light commercial vehicles by 2035. The original proposal 

considers tailpipe CO2 emissions only, thus this can be considered a ban for 

internal combustion engines (ICE) for these vehicle types [5]. This proposal set 

off many arguments, since a more holistic view is required to properly define 

carbon neutrality [6]. Besides the local CO2 emission, the CO2 emission of the full 

lifecycle and the Well-to-Wheel (WTW) CO2 emission also has to be considered, 

which means that the internal combustion engines operated with e-fuels can also 

be climate neutral. Currently the political situation changes dynamically. At this 

point, the EU decided to permit the registration of new ICE cars after 2035 if they 

are operated with e-fuels. 

From a technical point of view, the electrification is the best solution for 

applications, where the local pollutant emission has to be minimal. Therefore, the 

rapid electrification is a good solution for most of the passenger car use cases [7]. 

Since people have most of their personal experience with passenger cars, the 

simplest political message for campaigning is to provoke electrification in all 

segments of transportation. From engineering perspective this is an inadequate 

solution to achieve climate neutral transportation because there are many 

segments where the current maturity of the battery technology is insufficient [8]. 

Among other technologies, the sustainable advanced fuels are crucial to achieve 

true carbon neutral mobility. For applications, where the mass and volume of the 

energy storage system is critical, the low energy density of the batteries is 

problematic. This means that e-fuels can be the best short and medium-term 

solution for aviation, heavy-duty vehicles and road public transport. For 

applications where high amount of stored energy is required, such as sailing, the 

high demand for lithium and other expensive rare materials also limits the 

usability of batteries. The full elimination of ICE from passenger cars will also be 

a slow process, especially if the entire world’s vehicle fleet is considered.  

The advanced fuels can help to achieve climate neutrality of passenger cars in this 

transition period, and they can also reduce the pollutant emission by realizing 

cleaner combustion. 

The aspects described above support the urgent need to develop cheap and 

sustainable advanced fuels [9]. However, it is challenging to creating new 

advanced fuel compositions [10, 11]. Usually, time-consuming and complex 

simulations are necessary to model the fuels’ effect on the combustion and 

emission. The applied tools are expensive and deep knowledge – therefore 

expensive labor is necessary to build and use the simulation models [9].  

The artificial intelligence (AI) could provide an alternative approach to efficiently 

develop new climate neutral fuels. The AI does not require any knowledge on the 

real physical or chemical processes due to its empirical nature. Once a 

representative training dataset is available with the proper input and output 

features, the AI can learn the processes. Then, it can accurately predict the 

behavior of the investigated system. 
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The artificial neural networks (ANN) are among the most common AI methods. 

The structure of this algorithm is similar to the human brain. The inputs of the 

biological neurons are the dendrites and the output of them is the axon. Once the 

sum of the incoming electric signals from other neurons reach a certain threshold, 

the neuron discharges through its axon towards other neurons. The behavior of a 

neuron can be modelled with a weighted adder. Each connection between artificial 

neurons has a weight, and a neuron calculates the weighted sum of the incoming 

signals. Then, the output of a neuron will be modified by an activation function, 

and the next neuron will get this activation as its input. ANNs are trained with 

back propagation (BP) algorithms. These are iterative methods that modify the 

weights (and biases) of the network in order to reduce the error between the 

desired and actual output values. The most conventional ANN type for ICE related 

tasks is the multilayer perceptron (MLP) type neural network. This network has an 

input layer with the defined input features, and an output layer with neurons that 

calculate the final values of the output features. Between the input and output 

layer there is at least one hidden layer with a certain number of neurons. Every 

neuron of a layer is connected to all of the neurons of the next layer. An MLP 

network with at least one hidden layer is a universal approximator, thus it can be 

applied to nonlinear problems as well. 

Many articles demonstrated the high accuracy of MLP networks for ICE 

parameter predictions. [12] successfully used an ANN model to accurately 

estimate soot concentrations in laminar diffusion flames. Authors of [13] trained a 

MLP network with steady-state NOx emission measurements and then they 

validated it with transient data. The created model performed extremely well on 

the steady-state dataset with a correlation coefficient (R) above 0.99. The overall 

R values of the network with the transient NOx data were 0.93 and 0.88 in two 

different operating points, which is a moderate accuracy. However, it is still a 

good result considering that the transient data lies far from the range of the steady 

state measurement points. In [14] ANN models were used to predict the ignition 

delay (ID) while different n-heptane, iso-octane and toluene mixtures were used. 

The ID could be predicted from the ambient conditions and the molar fraction of 

the components with a correlation coefficient above 0.99. The authors could also 

accurately predict the research octane number and motor octane number of the 

mixtures. 

The development of a predictive tool that is able to estimate different engine 

parameters accurately in a wide range of operating points with different fuels 

requires a proper training dataset. However, the creation of high-resolution 

datasets is costly, especially with special fuels and expensive compounds.  

The ANN creation method also have to be effective in order to increase accuracy 

and reduce training time and computing costs. This means that a proper 

methodology is required to reduce costs and ensure high accuracy. As a first step 

of the methodology creation, a high-resolution dataset is needed that can be used 

in different analyses and optimization processes. In our previous study [15] we 
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created such a dataset with 6277 samples that covered most of the engine’s useful 

operating range. We were able to accurately predict 10 different emission and 

combustion related parameters from the engine speed, torque and exhaust gas 

recirculation (EGR) valve position. Now this high-resolution dataset can be used 

to establish a methodology for cost efficient training of ANNs with ICE 

measurement data. 

This paper presents a workflow that can be applied for the ANN model creation 

process of ICE related problems. Several investigation is presented to select good 

methods for the different ANN creation steps. A measurement grid resolution 

selection technique is also described to minimize fuel costs of measurements 

while maintaining good model accuracy. Section 3.2 – 3.6 presents the 

investigations related to efficient ANN creation. Section 3.7 describes the 

measurement resolution selection method. The full workflow is summarized in the 

conclusion section. 

2 Experimental Apparatus and Methods 

2.1 Measurement System and Dataset Creation 

The high-resolution dataset was measured on a Cummins ISBe 170 30 

turbocharged, medium-duty commercial diesel engine. This article builds on our 

previous work [15], therefore, the precise description of the measurement system, 

the calculation methods, and the process of high-resolution dataset creation can be 

found there. This section only describes methods related to the current study. 

2.2 General Methodology of the Investigations 

The aim is to create a methodology that provides accurate models fast. The speed 

of the methods is described by the calculation times. The algorithms run in 

standardized conditions, where the only load of the computer is the investigated 

algorithm, thus the calculation times can be compared. To simplify the 

investigation, the model accuracy is only described with the determination 

coefficient (R2) of the models since this is one of the most illustrative indicators. 

A train (70%), a validation (20%) and a test (10%) dataset is used for the analyses. 

Usually, the validation R2 is used to describe the model performance. However, 

there are some analyses where the validation data also influence the created ANN 

models. An example for this is the architecture selection, where the final topology 

of the network is selected by investigating the validation R2. In these cases, the 

validation R2 cannot be used for the final evaluation of the performance, so the 

test R2 is reported. 
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Most of the investigations use 3 ANN models that were created in our previous 

study [15]. The Indicated Mean Effective Pressure (IMEP) model had the highest 

accuracy in that work, so this is used as the representation of excellent models. 

The Particulate Matter (PM) emission had an average performance, so this 

represents models with average accuracy, and the Ignition Delay (ID) model was 

highly inaccurate, so this demonstrates models with bad performance. Therefore, 

the evaluation of the methods become more realistic. Most investigations use the 

same topology and input features that were used in [15]. If there is a difference, it 

is described in the given section. 

3 Establishing Best Practices to Efficiently Train 

ANNs with ICE Measurement Data 

3.1 Identifying Parameters of Interest for Optimizations 

Every problem that can be solved with an MLP network is different in many 

aspects, and there is a lot of ways to achieve a satisfying solution to each problem. 

The experience of the AI researchers shows that there is no general best practice 

for ANN model creation and the best possible solution can never be discovered. 

However, many good solutions can be found and researchers can create guidelines 

for specific problems to identify these easier. The goal of the presented work is to 

establish such a guideline to reduce computing efforts and measurement cost in 

case of ANN developments that focus on a wide ICE operation range. 

The output of a MLP network depends on many parameters, such as the 

architecture and the used calculation methods. The necessary input features have 

to be selected to have the proper information to accurately calculate the output 

features. Then, this information has to go through the network that need to have 

the proper number of hidden layers and number of neurons inside the layers.  

The neurons need to have an appropriate activation function and initializing 

methods. Then, the created network has to be trained with one of the many 

existing training methods. Once the network is trained, its performance is needed 

to be evaluated with data that was not present in the training process. Although 

this is not a trivial task since the calculation depends on random factors as well. 

In the following subsections, some general good practices will be presented on the 

selection of activation functions and initializing methods. Then, the 2 most 

common evaluation method will be analyzed. After this, the performance of 6 

commonly used training algorithm will be compared. Thenceforth, the input 

feature selection and architecture selection methods will be discussed. Finally, a 

new method is described to identify the necessary resolution of a measurement 
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grid to achieve good accuracy with minimal fuel consumption during the 

measurement. The workflow is summarized in the conclusions section. 

3.2 Activation Functions and Initialization 

The activation function is a vital element of neural networks since it brings 

nonlinearity in the equations. Without this nonlinearity, a single layer could 

represent the whole network, and the representation of more complex functions 

would not be possible. Originally the sigmoid function was the most common 

activation function for hidden layers. Later the tangent hyperbolic activation 

function also become common, as it provided easier training and better predictive 

ability. However, both of these functions have a problem: the saturation. When the 

weighted sum is too high, the gradient of these activation functions converge to 

zero, which leads to the so-called vanishing gradients problem. Nowadays, the 

rectified linear unit (ReLU) is the state-of-art activation function. The ReLU is a 

piecewise linear function that gives a constant gradient for positive weighted 

sums. This activation function solves the vanishing gradient problem, thus its 

usage in the hidden layers is a good practice for MLP networks. For the output 

layer, a pure linear activation function has to be used since the current 

mathematical problem is a regression. [16] 

Besides the activation functions, the initial value of the network’s weight also 

needs to be determined in order to start the calculations. The weights are 

initialized to small random numbers, and the initialization method depends on the 

used activation functions. For sigmoid, tangent hyperbolic and pure linear 

activation functions usually Xavier initialization is used [17]. This method is not 

ideal for ReLU activation function, so He initialization is used for that [18].  

The networks not only have weights, but biases as well. These also have to be 

initialized, but usually it is a good practice to set their initial values to zero. 

The training of the ANN can start after the initializations. During this process, a 

loss function that represent the network’s error is minimized. For regression 

problems the mean squared error (MSE), mean squared logarithmic error (MSLE) 

and the mean absolute error (MAE) can be used as a loss function. The MSLE is 

usually used when the output values can be really high, and the MAE is usually 

used when extreme outliers are expected. Generally, the use of MSE is the best 

practice for scaled data, therefore, this is used in our methodology. 

3.3 Performance Evaluation 

The performance of the ANNs have to be evaluated in order to demonstrate their 

predictive ability. The output features have a random nature due to the applied 

random factors during calculation. This randomness has to be treated for proper 

and consistent results. The 2 most common methods for this are the repeated 
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evaluation and the k-fold cross-validation. The repeatability of the results and the 

evaluation time highly depends on the used techniques. This step affects all later 

analyses of this work; hence the performance evaluation method is studied first. 

During repeated training, the network is trained with the training dataset and 

evaluated with the validation dataset for multiple times. Then, the reported results 

are the average of each training-evaluation pairs. Here, the parameter of the 

method is the number of evaluations (neval). The other method is the k-fold cross-

validation. This technique divides the full dataset into k folds. The network is 

trained and evaluated for k times, and a different fold is chosen as a validation 

hold-out dataset for each training and evaluation pairs. Thus the network is always 

validated with a different fold, and the remaining k-1 folds are used to train the 

network. The final result is the average of the k evaluation. The parameter of this 

method is the k number of folds. This section compares these methods with 

different settings. 

 

Figure 1 

Standard deviations of R2’s with repeated evaluation and k-fold cross-validation 

The standard deviation (STD) of the R2 shows a decreasing tendency for 

increasing neval and k values, but the evaluation time increases. The goal is to 

identify the method that can achieve smaller STD (thus better repeatability) within 

the same calculation time. This analysis investigates the neval between 1 and 20 

and the k between 2 and 10. The evaluation with each neval and k value is repeated 

15 times to get the STD of the validation R2 and the mean evaluation time of 

them. The investigation is done with the IMEP, PM and ID models to investigate 

the effect of different accuracies. 
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Figure 2 

Comparing the standard deviations of R2’s with the 25% limit 

The results are presented on Figure 1. In case of the IMEP model, the repeated 

evaluation shows a nearly constant STD as a function of calculation time. The k-

fold cross validation has a much higher STD until 400 seconds, then it has nearly 

the same STD. Therefore. in case of accurate models, the repeated evaluation is 

better, however. the magnitude of STD is really small for both methods. On the 

PM model, it is discernible that the STD with the k-fold cross-validation is higher 

for most of the calculation times. This means that the repeated evaluation is also 

the better method in case of average accuracy models, however, the difference is 

not marginable. For the ID model, the two method has a similar performance.  

The cross-validation becomes slightly better between 400 and 750 seconds. 

Overall, there is not much difference between the two method’s performance at 

any model accuracy levels, although the repeated evaluation appears to be slightly 

better. The implementation of this method is also simpler, so this is selected for 

the workflow. 

Next, the optimal number of evaluations have to be determined. On Figure 2, the 

STD of R2’s are presented as a function of neval. A moving average was applied to 

the curves with a window of 3 to smooth their characteristics. The value of STD is 

accepted after it reaches the 25% of the difference between the maximal and 

minimal STD value. The STD reaches this limit after 15 evaluation repeat for the 

IMEP model, 6 in case of the PM model, and 7 in case of the ID model. The STD 

is really low in case of the highly accurate models, thus the 15 repeating is 

unnecessary. The results show that 8 repeating ensures a good repeatability even 

for inaccurate models, thus this value is chosen for neval. 
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3.4 Training Algorithm 

As the next step of the general workflow creation, a training algorithm has to be 

selected. During training, the weights and biases of the network are modified in 

order to minimize the error between the desired and actual outputs. The most 

common training method is the stochastic gradient descent (SGD) [16]. This 

algorithm is used to find a set of input parameters that results in a minimum of a 

target function. In case of neural network trainings, the input variables of the SGD 

are the weights and biases, and the target function is the loss function that 

describes the average prediction error for a subset (batch) of the training dataset. 

The SGD iteration follows the negative gradients of the loss function in order to 

find the minimum. The gradients are calculated with the back propagation 

algorithm. The degree of the change in the direction of the gradient is described by 

the step size (or learning rate). However, the selection of this hyperparameter is 

difficult because too large values result oscillations and the minimum cannot be 

found, while too low values cause slow convergence. In addition, the learning rate 

should be modified during the optimization because the step size should decrease 

as the minimum is approached. Therefore, the best practice is to use adaptive 

techniques that automatically change this hyperparameter during training. 

In this section, six different adaptive training methods are investigated: the 

AdaGrad, RMSprop, Adadelta, Adam, Adamax and Nadam algorithms.  

The Adaptive Gradients (AdaGrad) algorithm is a simple SGD based method that 

uses an adaptive learning rate with respect to previous gradients [19].  

The AdaGrad needs an initial learning rate, and later it calculates a step size for 

each dimension in the search space. The method is not that sensitive to the initial 

learning rate, thus 0.001 is used in this paper, which is a common default value. 

The Root Mean Squared Propagation (RMSprop) algorithm is based on the 

AdaGrad algorithm [20]. The problem of AdaGrad is that it can result too small 

step sizes at the end of the training. The RMSprop also calculates the step size 

from the previous gradients, but it uses a decaying average in order to eliminate 

the effects of early gradients, so the learning rate is mostly influenced by recent 

gradients. A gradient moving average decay factor (δ) with a value between 0 and 

1 is required to determine the extent of the decay. Experience of researchers 

shows that the RMSprop is very efficient, and this is one of the best training 

algorithms for deep neural networks [16]. The Adadelta algorithm is based on the 

AdaGrad and RMSprop algorithms [21]. It also uses a gradient moving average 

decay factor to improve the influence of the recent gradients compared to the early 

ones like the RMSprop, but the step size is calculated differently. Another 

difference is that this method does not require an initial learning rate.  

The Adaptive Movement Estimation (Adam) algorithm is also a successor of 

AdaGrad and RMSprop [22]. This method uses a second decay factor; thus it has 

three hyperparameters. The commonly used default values (initial learning rate: 

0.001; decay factor for first momentum: 0.9; decay factor for infinity norm: 0.999) 
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usually provide good results, thus this work operates with these. The Adam is a 

widely used ANN training method due to its good performance. In Adam, the 

weights are updated with the squared norm of past gradients. The AdaMax 

algorithm which is based on Adam, provides a more generalized approach as it 

uses the infinite norm of past gradients. The Nesterov-accelerated Adaptive 

Moment Estimation (Nadam) is another method based on Adam [23]. The main 

difference between the two algorithms, is that Nadam uses Nesterov’s Accelerated 

Gradient for the calculations. This means that the weight updates are performed 

with the gradient of the projected update instead of the actual gradient. The default 

hyperparameter values also provide good results for Adamax and Nadam. 

Similarly, to the previous section, the performance of the training algorithms will 

be represented by the validation R2 of the IMEP, PM and ID models. A repeated 

evaluation is used with 8 neval and the full evaluation time is recorded. Firstly, a 

good value for the δ of RMSprop and Adadelta is selected. Figure 3 presents the 

validation R2 for RMSprop and Adadelta with 9 different δ values. The decay 

factor of 0.95 shows a good compromise between the calculation time and the 

accuracy for both algorithms for all models, thus this is selected. 

Now the performance of the six algorithms can be compared with each other at 

Figure 4. It is discernible that the fastest and most accurate methods are the Adam 

and the RMSprop for all models. The Nadam and Adamax models also have a 

good performance, but they are a bit slower. The investigated models have the 

same architecture for all six methods. The architecture can also have influences on 

the performance of the different methods thus this also has to be considered. 

However, this investigation demonstrated the superiority of Adam and RMSprop, 

hence only these methods are investigated next. 

To study the performance of the Adam and RMSprop on different architectures, 

90 models were analyzed with 1 and 2 hidden layers. The number of neurons in 

the layers was varied between 40 and 80, with a 5 neuron step, and each 

combination was evaluated with repeated evaluation. The average calculation time 

and validation R2 of both methods are presented at Table 1. The average 

calculation time decreased by 29.7% with the RMSprop method, while the 

accuracy remained the same. The PM model could be calculated 15.4% faster with 

the RMSprop, but the average validation R2 dropped by 0.6%. For the ID model, 

the achieved calculation time improvement with the RMSprop was 22.3%, and the 

accuracy decrease was 4.5%. Overall, the RMSprop can notably accelerate the 

training for the cost of a small drop in accuracy. Since multiple iterations are 

necessary to produce the final ANN model, the RMSprop is a better choice 

because it is also accurate enough. However, the Adam can also be used when the 

calculation time is not a limiting factor. 
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Figure 3 

Performance of RMSprop and Adadelta with different moving average decay factors 

 

Table 1 

Average time and accuracy results for Adam and RMSprop algorithms 

 

Adam avg. 

calc. time 

[sec] 

RMSprop 

avg. calc. 

time [sec] 

Adam avg. 

val. R2 [-] 

RMSprop avg. 

val. R2 [-] 

IMEP 506.36 390.46 0.999 0.999 

PM 690.20 598.13 0.980 0.974 

ID 890.92 728.66 0.796 0.762 
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Figure 4 

Comparison of the performance of six adaptive training methods 

The training is an iterative method, where the samples of the training dataset are 

going through the network and the error of the result is used to update the weights 

of the model. The period when all samples participated in the weight update is 

called an epoch. Multiple epochs are necessary to create accurate ANN models, 

thus this is also a hyperparameter that has to be considered. If the number of 

epochs is small, the model will not be accurate enough (underfit). More epochs 

lead to more accurate models; however, overfitting can occur if this 

hyperparameter is too high. An overfitted model performs well in the training 

dataset, but it has a bad performance on the validation dataset. Moreover, the 

increased number of epochs leads to longer training time, so a good compromise 

has to be found. The early stopping method provides a good approach to use the 

proper number of epochs during training. A maximum epoch number is defined 

and when this is reached, the training stops. The training also stops if the 

validation MSE starts to increase. The stopping is not necessarily immediate: a 

patience parameter can be used, and the training only stops if the validation MSE 

increases continuously for a predefined number of epochs. This method avoids 

overfitting and reduces the training time. In this section, the optimal maximum 

number of epochs (εmax) and the patience (p) hyperparameter is also investigated.  
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Figure 5 

Performance of Adam and RMSprop with different patience values (max. number of epochs: 500) 

The combination of 8 different p and 13 εmax hyperparameters are investigated. 

First, a good p is selected. Higher patience results longer calculation time. 

However, the increase of accuracy stops when the ANN reaches a good fit. 

Therefore, the validation R2 converges to a certain level at each diagram of Figure 

5. This figure shows that p=50 is a good choice for both Adam and RMSprop: this 

value usually provides the fastest training to reach the converged maximal 

accuracy level. There are some cases where lower p could be enough, but these 

lower values cannot provide good results for all models. Note that Figure 5 only 

presents the results with εmax=500, which will be later chosen as the best εmax 

value. All 13 εmax was investigated and the results were similar for each: p=50 

showed the best compromise, thus only one εmax is presented here. 

Next, the necessary εmax is determined. The training can be stopped by two 

criteria: accuracy drop and reaching of εmax. Usually, the best case if the training is 

stopped by the accuracy drop, because this means that a good fit was found and 

further training leads to overfitting. However, there can be some models that has 

too slow convergence, thus the training has to be stopped before reaching the best 

fit to reduce calculation time. 
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Figure 6 

Performance of Adam and RMSprop with different maximum number of epochs (patience: 50 epochs) 

Here, the aim is to find the lowest value for εmax that provides enough epochs to 

develop good fit models for most cases. Figure 6 investigates the validation 

accuracy of the IMEP, PM and ID models when the patience is set to 50 epochs. 

The result of each diagram shows separate clusters with similar accuracies and 

training times. In these clusters, a good fit model was reached and the training was 

stopped by the accuracy drop. From here on, the εmax has no influence on the 

calculation time and accuracy and the differences come from the randomness of 

the process. Note that the clusters of Adam algorithm are smaller, thus its results 

are more stable than the RMSprop. The best εmax value is 500 epochs because this 

is the lowest that is present in all clusters. 

To sum up the outcomes of this section, the RMSprop algorithm is the best from 

the investigated methods, if the training time is the bottleneck. Adam algorithm 

can also be used, when a little longer calculation time is acceptable and further 
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increase in accuracy is required. It is recommended to set the Adam algorithm’s 

hyperparameters to their default values, and the δ of RMSprop to 0.95. Regarding 

early stopping, the 500 epoch εmax and the 50 epoch p is suitable for both methods. 

3.5 Input Feature Selection 

Another important aspect of the ANN model creation is the selection of proper 

input features. Sufficient input information is needed to map a systems behavior. 

However, too much information can also worsen the accuracy since irrelevant data 

can lead the training into false paths. The two main approach for input feature 

selection are the supervised and unsupervised selection methods.  

The unsupervised methods ignore the outcome of the model, while the supervised 

methods use target variables to remove unnecessary features [24]. Supervised 

methods such as wrapper, filter or intrinsic methods usually provide better results. 

Wrapper methods create multiple models with different input features and select 

the useful ones. This provides really good results, but the computational costs can 

rise. Filter methods chose the important inputs with statistical scores between the 

input and output features. Intrinsic methods are built-in feature selection methods 

of some training algorithms. From these possibilities, the wrapper methods fit the 

best for our purpose, since high accuracy is required and the computational costs 

remain low due to the low number of available input features. 

The recommended workflow is as follows. First, the possible influencing 

parameters have to be identified manually, based on the available information of 

the system. Then the quasi-constant features have to be removed, because these 

have no relevant data for the training. Then the redundant features also needed to 

be eliminated. Here, the priority of each feature can be predefined manually, and 

the higher priority can be held in the inputs. Next a wrapper method have to be 

performed. The recursive feature elimination (RFE) is such a method, where at 

first a machine learning algorithm creates models with all input features, and then 

the method starts to remove them. In this paper, such an RFE method is 

implemented to select the necessary input features from the preselected ones.  

The RFE also creates ANNs to select input features, thus the results include 

randomness. Therefore, the RFE process is also repeated 8 times, and the inputs 

that were among the results at least 50% of the repetitions are selected. 

This workflow was implemented for the IMEP, PM and ID models. Since a new 

input feature set generates a modified behavior, a new architecture was selected 

using a grid search algorithm with the settings described in [15]. The investigated 

output features are combustion and emission relevant parameters. Therefore, the 

two main set of manually selected input features for the RFE are: 

• the measured inlet properties: pressure, temperature, mass flow rate 
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•  the measured mixture composition and formation relevant parameters: 

EGR valve position, engine speed, air-fuel equivalence ratio, inlet and 

outlet oxygen concentration, fuel dose, start of injection, number of 

injections, ratio of main injection compared to pre-injection 

The RFE algorithm selected 4, 6, and 8 input features for the new IMEP, PM and 

ID models respectively. This behavior is logical because the harder the modelled 

problem, the more information is needed to properly map the system. Table 2 

compares the test R2 and the test root mean square error (RMSE) of the new 

models with the original ones. The IMEP shows a decrease in accuracy, but it still 

has an excellent performance. The PM model has slightly better performance with 

the new input set. The ID model shows a drastic improvement. The original model 

was unacceptably inaccurate, but the new input features developed it into a well 

performing one. Overall, the used input feature selection method performed well, 

and can be included in our workflow. 

Table 2 

Comparing the performance of the IMEP, PM and ID models with the original and new input features 

 IMEP  PM ID 

 
Original 

inputs 

New 

inputs 

Original 

inputs 

New 

inputs 

Original 

inputs 

New 

inputs 

R2test 0.9995 0.9929 0.9874 0.9882 0.8303 0.9782 

RMSEtest 
0.078 

bar 

0.303 

bar 

0.130 

g/kWh 

0.120 

g/kWh 

1.103 

°CA 

0.413 

°CA 

3.6 Architecture Selection 

The architecture of an ANN highly affects its performance. The capacity of a 

network describes the ability of learning complex problems. Generally, the more 

neurons and layers the network has, the higher its capacity. Too low capacities 

result underfit while too high capacities lead to overfit, hence a good architecture 

have to be identified. The grid-search algorithm is a common architecture 

selection method, where a lower and a higher boundary for the number of layers, 

and for the number of neurons in a layer is selected. Then all possible 

combinations are investigated between these boundaries with a certain step size 

and the architecture with the best accuracy is selected. This method is popular 

because of its simplicity and accuracy; however, the calculation time can be too 

high. We used this method in our previous research, but now faster have to be 

found due to its slow speed. The constructive architecture selection is a common 

technique to identify a good network topology [25]. This method uses an initial 

architecture that definitely provides too small capacity for the problem. Then, it 

adds new neurons and layers to the network to achieve a good fit. Such a simple 

constructive method was created in this work to replace the previous technique. 

First, it generates a model with a single layer that has an initial neuron number. 
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Then, it starts to increase this number with a defined step until it reaches an upper 

boundary. Next, it creates a new layer with an number of neurons corresponding 

to the step size, and it continues to increase this layer. The iteration stops when the 

defined maximal number of layers reached. However, the iteration usually does 

not last this long since it has an accuracy criterium that stops the process when 

fulfilled. This criterium investigates the validation R2, and when it reaches 0.98, 

the model is considered accurate enough [26]. If this accuracy cannot be reached 

with the defined topological boundaries, then the most accurate model is selected. 

Table 3 

Comparing the performance of the constructive architecture selection and the grid-search algorithm 

 IMEP  PM ID 

 
Original 

method 

New 

method 

Original 

method 

New 

method 

Original 

method 

New 

method 

R2test [-] 0.998 0.998 0.977 0.980 0.759 0.740 

tarchOpt [h] 6.66 0.12 8.50 2.49 7.71 2.26 

Table 3 demonstrates the architecture selection’s calculation times (tarchOpt) and the 

achieved test R2 of the new constructive algorithm compared to the previous grid-

search algorithm. The new test R2s did not change notably compared to the old 

method, but the improvement in calculation times is immerse. The excellent 

models can fit really fast, so the necessary time for architecture selection becomes 

small. The average and bad models also show about 70% improvement in the 

calculation time, thus the new method contributes to lower computing costs. 

3.7 Measurement Grid Resolution Selection 

The experimental investigation of new advanced fuels is a major cost of 

development due to the high price of special compounds. This can also raise the 

expenses of ANN development since the dataset is created by measurements. To 

reduce these costs, a measurement grid resolution selection method is also created 

in this paper. The measurement grid needs high enough resolution to provide 

sufficient data for the ANN training, but unnecessarily dense measurements have 

to be avoided to reduce fuel costs. More complex problems require a denser 

measurement to properly map the system’s behavior. The correlation coefficient 

can describe the complexity of an input-output relationship. When R is close to 0 

the two parameters are not related, when it’s close to 1 the relationship is linear, 

while the intermediate values represent a nonlinear behavior. To identify the 

proper resolution, the R between the varied grid parameters and the target values 

of the investigation have to be determined and compared with the achievable 

accuracies of multiple models created with different resolution datasets. 
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To establish a best practice for resolution selection, the original high resolution 

dataset [15] is used that has 3 varied parameters in the measurement grid. This 

investigation examines the 10 target variable of [15] to identify optimal 

resolutions for different complexities. First, the complexity of the 30 input-output 

relationship is needed to be determined, and the correlation coefficient between 

these pairs will describe it (Rpair). This can be done with a parameter sensitivity 

measurement that requires a small amount of fuel to measure at least 10 sample 

per varied grid parameter. This 10 sample is recorded for each varied parameter in 

the predefined measurement range. The other varied parameters need to have a 

fixed value during the measurement to guarantee that the only influencer of the 

investigated outputs will be the investigated input feature. These fixed values are 

selected as the middle values in the range of the given input parameters. Then, the 

Rpairs can be calculated from the samples. This study calculated 30 Rpairs for the 

investigated 30 input-output relationships. Note, that the absolute values have to 

be used to describe the complexity of the relationships. Now, an optimal 

resolution has to be found for these |Rpair| values. 

In the next step, 72 datasets with different resolutions were created from the 

original high-resolution dataset. An ANN model was created with the workflow 

described in this paper for the 10 output feature with each dataset. Then a 

prediction was made with the created 720 ANN models for the 6618 samples of 

the original high-resolution dataset, thereby the performance of the models was 

explored with the most detailed information available on the system. The reported 

accuracy measure is the determination coefficient for the full dataset (R2full). After 

the calculations, there are 72 R2full values for the 10 output features and the best 

model have to be selected for each output. A model is considered acceptable if its 

R2full is at least 0.98. If there are multiple models for an output feature that 

satisfies this criterium, the one that was created with the smallest dataset is 

selected as the best, since this requires the least fuel. Now, the optimal resolution 

of the 3 varied parameter of the measurement grid is known for each output 

feature. However, only 6 models provided results with R2full above 0.98, so only 

18 data points can be used to describe the relationship between complexity and 

necessary resolution. 

Figure 7 shows the 18 optimal resolution – |Rpair| data points. Here, the resolution 

means the number of grid points in the measurement range of a varied parameter. 

Three main parts can be separated. If |Rpair| is lower than 0.4, then the 

investigated input feature does not have a significant effect on the investigated 

target variable, therefore, a lower resolution is enough. The average resolution in 

this area is 6.5, thus 7 equidistant value is enough for the varied parameter. 
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Figure 7 

The optimal resolution of input-output pairs of different complexity 

If |Rpair| is above 0.9, the correlation is strong between the varied parameter and 

the target variable, thus a higher resolution is needed to map the behaviour.  

The average is 10.625, so 11 variation is needed in this case. The in-between area 

needs an even higher resolution because here the relationship is highly nonlinear. 

The average resolution here is 12.87, so 13 equidistant value is necessary in the 

grid. This simple practice can create datasets with good resolutions to minimize 

fuel consumption while accurate models are provided. However, more 

investigation is needed to establish a more precise method for resolution selection. 

3.8 Summary of the Created Methodology 

The final workflow can be generated based on the previously presented 

investigations. Figure 8 summarizes the methods to efficiently create 

representative datasets from engine measurements, and to build accurate and fast 

ANN models from them. The upper part describes the methods related to the first 

goal. A proper measurement resolution can be designed that provides enough 

information to train the networks, while the fuel costs are minimized. This is 

based on a parameter sensitivity measurement, where the complexity of the 
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relationship between the varied grid parameters and the target variables are 

determined in order to select the proper measurement grid resolutions (Section 

3.7). After the measurement, the created dataset is used to create a MLP type 

ANN. The lower part of Figure 8 demonstrates the workflow for this task with the 

steps and methods described previously (Section 3.2 – 3.6). The investigations 

proved that this workflow is able to reduce calculation time, fuel costs and provide 

accurate results. 

 

Figure 8 

Final workflow to cost-efficiently create ANN models from engine measurements 

Conclusions 

This paper presented the investigations that led to the creation of a workflow for 

cost efficient ANN creation from engine measurements. A high resolution dataset 

was used to test multiple methods for the different steps of model generation.  

The results showed that the RFE method can be applied to select the necessary 

input features from a dataset and the constructive architecture selection is an 

efficient method to determine proper network structure. Regarding the training 

algorithms, the Adam and the RMSprop had the best performance from the 

investigated 6 method. The RMSprop is the recommended algorithm if the 

calculation time is the bottleneck. However, the Adam algorithm generates more 

accurate models. Therefore, this has to be applied if the speed of the training 
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process is not important. The random nature of the results has to be treated with 

repeated evaluation. The methodology also aids the determination of the proper 

measurement grid resolution. After a simple parameter sensitivity measurement, 

the complexity of the input-output relationships can be determined. Then, the 

resolution of the varied parameters can be selected. 

The methodology ensures the cost-efficient creation of representative datasets and 

accurate ANN models; therefore, it contributes to help the development of our AI 

based e-fuel designer tool. The achieved accurate results prove that the AI is an 

important tool to enhance sustainable mobility. Besides our purposes, it can be 

applied to similar mathematical problems of different research fields as well. 

However, note that there is no general best practice for ANN creation, thus other 

researchers should consider the specialties of their mathematical problems. 
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Mean Absolute Error; MLP, Multilayer Perceptron; MSE, Mean Squared Error; 
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Moment Estimation; PM, Particulate Matter; ReLU, Rectified Linear Unit; RFE, 

Recursive Feature Elimination; RMSE, Root Mean Square Error; RMSprop, Root 

Mean Squared Propagation; SGD, Stochastic Gradient Descent; STD, Standard 
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Abstract: Currently, digital transition and innovation are significant dimensions of transition 

processes and development policies. These are becoming increasingly important as more 

diverse and complex social, economic and environmental problems and challenges emerge. 

The achievement of digital transition and the promotion of sustainable development are 

crucial elements of the European development policy. Digital transformation can bring new 

challenges and many new opportunities and solutions for individual stakeholders, 

companies, sectors, and regions. However, little is known about the interrelations between 

mobility, sustainability, digitalization and climate change, especially from a regional 

perspective. This research aims to explore ways to make the interrelations between 

sustainability, climate change and digitalization more tangible, measurable and traceable. 

To investigate this question, (i) the spatial interpretation of the interrelations between 

mobility, sustainability, digitalization and climate change was formulated, (ii) an indicator-

based database was developed, and (iii) a methodology for assessing the digitalization and 

adaptation by the regional level was formulated. The analysis exploring the correlations 

between digitalization and adaptation was carried out in 2021 and focused on the level of 

districts (LAU 1 level in Hungary). Based on the digitalization and adaptation parameters, 

the Spatial Digitalization Index and the Spatial Adaptation Index were conceptualized.  

The dynamic regression analysis proved that digitalization is increasing at the LAU 1 in 

Hungary, and digitalization can support and strengthen adaptation to an increasing degree 

in different sectors such as transportation enhancing sustainability. The findings highlight 

the important role of different stakeholders and the challenge-based regional or local 

planning perspectives. 

Keywords: digitalization; sustainability; adaptation; climate change; mobility 

1 Introduction 

Research on the interrelations between sustainable regional development where 
mobility plays important role and climate change promotes holistic approaches and 
integrated solutions owing to their inter-, multi- and transdisciplinary 
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characteristics. Consequently, technical-technological and socio-economic aspects 
and natural-environmental factors have come to the forefront of studies. The results 
of analyses on connections and interrelations between sustainability and adaptation 
bridge a gap both at the regional and the sectoral level (transportation for instance), 
and they improve the plannability of relevant development processes, their 
implementation and general livability. 

One of the most significant and complex global challenges of our time, is climate 
change, and our knowledge about its possible effects and consequences is widening 
daily [1]. In addition to international agreements and treaties, a growing number of 
professionals from the scientific, political and social circles draw our attention to 
the various preparatory and preventive measures that could mitigate the effects of 
this phenomenon. Climate change is also gaining focus in spatial and regional 
development. The arising challenges may be regarded as potentials for the European 
regions concerning employment and innovative capacities. 

The future phenomena and effects of climate change are difficult to predict with 
high certainty [2] [3]. Thus, challenges concerning ecological, social, economic and 
transportation systems and their resilience and willingness to adapt are expected to 
be even more significant [4]. Preparation for and adaptation to the expected effects 
of climate change are not isolated tasks, but they constitute a plannable process that 
requires cooperation at the social, political, regional and sectorial levels.  
The primary aim of preparation is to increase the resilience to various expected 
effects and to enhance the sustainability of regions and characteristic sectors. This 
is achieved by shifting the focus from preventive measures and control to the ability 
to live together with the constantly changing and occasionally dangerous 
environment. Adaptation to climate change can be very versatile, and the different 
methods require different preparatory measures, tools and methods especially 
considering regional characteristics [5] [6]. Socio-economic processes take place in 
a given area and in a given time, which – when speaking about the practical 
implementation of sustainability – are complemented by the fact that these 
processes are embedded in the natural environment, i.e., the biosphere.  
The adaptation to and preparation for unavoidable effects are closely related to the 
concept of sustainability. Consequently, the compilation and realization of spatial 
and sectoral, local, regional and national economic strategies, irrespective of being 
sustainability, climate or adaptation strategies, can all help avoid expected effects 
and mitigate potential damage [7-10]. Concerning regional livability, research today 
tends to focus on measurability in addition to theoretical explanations. Therefore, it 
is shown how, primarily socio-economic processes and interventions lead to the 
deterioration of environmental quality; thus, the effects of these processes and 
climate change are revealed, together with the potential effects on the practical 
realization of sustainability and their effect on mobility and daily life [11-13].  
In relation to cognitive mobility altogether five key areas can be identified [14] 
including cognitive sustainability, that can contribute to and foster the 
understanding of mobility and economic process-related interactions [15] [16]. 
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From this perspective, it is worth examining whether digitalization and adaptation 
from a regional perspective can turn into an effective tool to promote sustainability. 
Societies have always had to respond to climate variability and extreme weather 
events. Climate has always existed, it exists, and it will exist. However, the expected 
effects of climate change and possible solutions for these challenges differ, and they 
influence the motivation for turning to sustainability to a variable degree. As the 
connections between sustainability and climate change prove, climate change itself 
is one of the most significant hindering factors on the way to sustainability.  
The present study discusses the possible local interpretations of the connections 
between present-day global processes, with a special focus on the triplet of 
sustainability–climate change–digitalization. Concerning the steps towards 
sustainable regional development, the investigations presented here aim to explore 
how the connections between adaptation and digital transformation can be realized 
at the local level. 

1.1 Sustainable Regional Development and Adaptation 

The effects of climate change can be directly experienced already today, and this 
trend will not change. Consequently, expected impacts will affect everyone from 
the most vulnerable social groups, sectors and regions to the most resilient ones [2], 
[3]. The European Union is preparing for the expected effects, especially for the 
growing frequency and intensity of extreme weather events, primarily interpreted 
at the local level. At this level, decision-makers should prepare to handle such 
problems, in which the subsidiarity principle also plays a role. When setting up 
mitigatory, preparatory, and adaptive measures, programs and strategies designed 
in harmony with the precautionary principle, it is also a challenge to determine the 
extent of intervention by those concerned, for which the experiences gained in the 
past years or decades should be used as guidelines. Today, it focuses on how the 
following questions may be answered [17] [18]: What changes are expected in a 
given region or sector? Will the planned level of intervention prove to be 
satisfactory in fighting off the expected challenges? 

Sustainability and climate change are in a circular relationship, which is reflected 
in several research results [19-21]. The expected direction and characteristics of 
development can fundamentally influence the climate change process; however, 
climate change also affects the chances of moving towards sustainability, both from 
a mitigatory and adaptive perspective. Focusing on sustainable regional 
development, adaptation to climate change and sustainability have gained more 
focus, together with analyzing synergic effects among climate-friendly solutions, 
tools, methodologies and policies. The research area is a European inland territory 
located in the Carpathian basin. The examined Central European country is 
Hungary, where the ratio of rural areas is still beyond the EU average [22], which 
results in higher exposure and vulnerability. A related UN document implied 
Hungary, as one of the most vulnerable countries in Europe, considering the 
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possible effect of climate change on biodiversity [23]. The possible impacts of 
climate change on the environment are crucial especially when fostering digital 
transformation and sustainable transition on regional or local level and its cross-
fertilization effect on mobility and transport. In Hungary, several research reports 
and studies have published prognoses on the expected effects of climate change [23] 
[24]. Such prognoses are becoming more accurate over time regarding the extent of 
the effect and the probability and risks of its occurrence. Preparation for and 
prevention of expected effects and the mitigation of the connected risks are the 
fundamental interest of all those concerned due to the facilitation of resilience and 
the fact that this resilience is profitable [25] [26]. According to the available 
knowledge and research results, climate change affects Hungary to an extreme 
degree, both on the global and the European scale; but the different parts of the 
country are to be affected differently. These impacts may strengthen existing socio-
economic differences, and regional differentiation might also be enhanced, leading 
to significant novel social inequalities [23] [27]. Climate change might influence 
every dimension of sustainability, and it fundamentally affects regional living 
conditions, incomes, health status etc., which are considered the cornerstones of 
sustainable regional development [8]. In order to preserve or enhance the standard 
of living and livability, it is advisable to offer incentives. The best measures are 
cost-effective and environment-friendly; as further positive externalities, they might 
also help to enhance living standards, the health status of local people (e.g., due to 
better air quality), might provide jobs for local professionals, and act as a driver for 
the local economy. In order to create a solid basis for the preparation and adaptation 
of local communities, it is indispensable to explore the needs and expectations for 
forming a general concept. In Hungary, one of the main hindering factors, for local 
ambitions, remains the lack of financial sources. The cost-effective adaptation to 
climate changes should focus on realizing local initiatives, i.e., local preparatory 
adaptive measures should be economically profitable and serve livability, 
conservation or sustainability. 

The regional or local perspective is of utmost importance in analyzing connections 
between climate change and sustainability, with special emphasis on the following 
facts: 

• Climate change is generally ignored in the practical implementation of 
sustainability measures. 

• The exploration of how local sustainability-related initiatives and models are 
connected to regional strategies is typically missing from earlier studies. 

• Reaching sustainability while considering climate change is impossible 
without exploring local economic activities and sectors and considering local 
living conditions and interests. 

• The primary income-generating sector must be analyzed, focusing on 
climate change and local adaptive possibilities. Such analyses are lacking 
both at the domestic and the international levels. 
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• The role of digitalization in sustainable regional development considering 
the possible impacts of climate change. 

While exploring the interconnections between the concepts of sustainability and 
adaptation, it was proven that endogenous factors play a key role in forming the 
main motivating forces in the transition towards sustainability. It was also stated 
that the subsidiarity principle plays a role in the practical realization of this 
transition. It can be stated that climate change strategies, mitigation and adaptation 
policies and political decisions have complex (economic, social and ecological) 
effects with respect to sustainable mobility. In the “normal” business operation of 
the market economy of today and the near future, decisions are passed respecting 
sustainability values only to a limited degree, although natural and environmental 
interests can only be taken into consideration successfully if they are in line with 
strategic political goals [17], [28-31]. The ability to adapt should not only be 
interpreted as resistance to outer effects (resilience), but the ability of the system to 
adapt flexibly to the changing conditions, especially local conditions, should also 
be included in this concept. Moreover, based on the above claims, the transition 
towards sustainability and the adaptation to global, regional and local challenges 
can be most effectively facilitated by the best practices of sustainable regional 
development [32] Available and future adaptive tools may be extremely versatile 
both within regions and sectors, depending on the stakeholders, the target group of 
adaptive measures, and the expected results. Several uncertainty factors should be 
considered when planning preparatory measures and adaptation strategies to climate 
change and its expected effects. Uncertainty may stem from various causes [33]: 

• Available information – the lack of information or information asymmetry 
might be severe hindrances during the planning of adaptive measures and 
the management of challenges 

• Limitations of predictions 
• The impossibility of estimating the future effects of planned measures during 

the preparatory and adaptive processes 
• The responses of the given society, and the uncertainty of predicting these 

responses 

Adaptation means the reactions and processes of a system together with their 
outcomes, which aim to make the system ready to tackle changing circumstances 
more easily and effectively [35]. These include the mitigation of damage and 
reconstruction after present events, the preparation for and prevention of future 
events, and also the enhancement of resilience to various stress scenarios. In the 
adaptation process, the identification of two factors is of primary importance: (i) 
who wishes to adopt (e.g., the society, individuals, communities, institutions, 
sectors, regions, settlements); and (ii) what they wish to adapt to (e.g., warming, the 
increasing frequency and intensity of weather events, biodiversity loss), only after 
the identification of these two factors that is it worth examining the available skills, 
abilities, possibilities and the potential devices. Adaptation has many forms 
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depending on its duration, character or effects on those concerned or the pilot area. 
The adaptive capacity of a given region also depends on whether a given resource 
might be replaced by something else, and if yes, at what costs. 

Environmental and socio-economic challenges of climate change can be regarded 
as primary threats to the realization of sustainability. The transition toward 
sustainability might also serve the mitigation of climate change. The circular 
relationship between sustainability and climate change is also related to the different 
development directions. Regional adaptive processes, actions and measures may not 
only serve the preparation for the expected effects of climate change or the 
mitigation of present damage, but by improving local living conditions, they might 
also facilitate the transition toward sustainability. 

1.2 Spatial Aspects of Digitalization and Climate Innovation 

Initiatives 

The achievement of digital transition and the promotion of sustainable development 
are crucial elements of the European development policy. Innovation processes play 
a key role in enhancing the economy's efficiency, greenness and competitiveness. 
The European Commission incentivizes the realization of sustainable sectoral and 
regional development, which the European Green Deal also supports. There is a 
need for further research how can digitalization foster sustainable transition and 
what extent. Most of the studies published on this topic focus on the environmental 
[35-37] or social dimension of sustainability [38-40], there are limited examples for 
multidimensional and interdisciplinary research [41-44] which have shown an 
increasing trend only in recent years in the scientific literature. At the end of 
February 2021, the new European Adaptation Strategy [45] was published. This 
document focuses on the achievement of resilience to the effects of climate change 
in the European Union, which is in line with the EU’s green economy and 
sustainability ambitions. The most important goal in the strategy is to make the EU 
a society resilient to the effects of climate change by 2050, in which achieving 
climate innovations in non-urban areas might play a significant role. In order to find 
local solutions to global challenges, applying a systematic and holistic approach is 
indispensable, with special focus on subsidiarity and the precautionary principle. 

Today, in both sectoral and regional analyses, it is advisable to focus not only on 
the mitigation of climate change and the adaptation to the expected effects, but also 
on the challenges and effects of the digital transition. New challenges require novel 
solutions: novel problems call for non-traditional, often creative, inter- or multi-
disciplinary perspectives and solutions. The key to solving the problems related to 
climate change lies, among other things, in the promotion of creative and innovative 
solutions and in implementing related proposals effectively. While technical and 
technological innovations may significantly contribute to the solution of social 
challenges, they may also bring about social externalities, which should be 
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considered both in the design phase and during implementation. Beyond problem-
based planning the challenge-based planning can play a pivotal role from regional 
development perspective due to digitalization. The interrelations between 
sustainability, digitalization and innovation can be grouped into four categories, 
from a regional perspective: 

1)  SD:  Digitalization processes and developments serving sustainability 
2)  SC:  Sustainable and climate-oriented processes and developments 
3)  CD:  Climate-oriented digitalization processes and developments 
4) SCD: Climate-oriented digitalization processes and developments were 
  serving sustainability 

This research aims to explore ways to make the interrelations between 
sustainability, climate change and digitalization more tangible, measurable and 
traceable. Today it is widely accepted that intelligent and innovative solutions, 
digitalization are required to mitigate climate change, enabling us to offer adequate 
socio-economic, spatial and sectoral solutions for the complex challenges arising in 
the future [46-50]. The present national governments tend to regard climate change 
mitigation and adaptation more and more as a possibility rather than an obstacle to 
economic welfare [51]. The concept of innovation was introduced by Joseph 
Schumpeter, one of the founding fathers of modern economic theory, in his 1911 
book entitled “The theory of economic development”. Compared to the five basic 
categories of innovation established by Schumpeter (i.e., new product, the 
introduction of new production technology or method, the discovery of a new 
market, a new resource on the input market, establishment of a new organization), 
today's innovation is a much broader concept [52]. Despite being widely researched, 
literature on the connection between innovation and answers to climate change is 
scarce. Currently, only two major organizations deal with climate innovation and 
the interpretation of the background concepts: the WWF and the EIT Climate-KIC 
(Knowledge and Innovation Community). Today Climate-KIC is one of the most 
significant innovation collaborations with both public and private goals in Europe, 
which focuses on climate innovation to mitigate climate change and adapt to it. 
There are other similar fields, such as sustainable innovation; however, climate 
innovation is a much narrower concept. Novel ideas related to climate innovation 
are typically connected to mitigatory activities, although they can also be adaptive 
actions [53]. The systematic approach followed by the EIT Climate-KIC [54] 
categorizes climate innovations according to whether they are incremental or 
disruptive. Moreover, it also differentiates different levels of change, from the level 
of products and processes to the level of changes in value systems. However, this 
approach lacks the recognition of spatial aspects, local circumstances and 
characteristics. As far as it can be seen, climate-oriented digitalization processes 
and developments serving sustainability (cf. SCD in Figure 2) are very often spatial 
climate innovation initiatives as well, at the same time. Climate innovation can also 
be interpreted as a unique kind of innovation – be it a technological solution, a 
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product, a process, a service etc. – which can mitigate the expected negative effects 
of climate change to some extent or can aid preparation for these changes [55].  
The concept of climate innovation can be interpreted from several perspectives, 
including spatial and sectoral ones and emission reduction and adaptation 
viewpoints [56] [57]. 

In order to include the missing regional perspectives an indicator-based analysis 
was conducted to examine the spatial interdependencies between digital transition 
and climate change. Based on the introduction the research question is whether there 
is a correlation between digitalization and adaptation on regional level. 

2 Methodology 

For the statistical tests on digitalization, 22 parameters were identified from the 
available databases (Different databases of the Hungarian Central Statistical Office 
were used: TMER, TIMEA, TeIR) (Table 1). Various temporal and spatial 
distributions characterized parameters. In Hungary the LAU 1 (Local 
Administration Unit 1, previously NUTS 4 level) level is the so-called, district level 
(“járás” in Hungarian). The NUTS classification (nomenclature of territorial units 
for statistics) is a spatial hierarchical system of the European Union. The current 
Eurostat NUTS list, which is valid from 2021, contains 92 regions at NUTS 1 level, 
242 regions for NUTS 2 level and 1166 regions in the NUTS 3 level. 

One of the bottlenecks of the analysis was that district level data were not always 
available. Regarding the data on adaptation, 72 parameters were identified, with 
various spatial and temporal distributions (TMER, TIMEA, TeIR). Finally, the 
2013-2018 period was considered for both district level digitalization and 
adaptation parameters. Concerning the district level digitalization data, the DESI 
index (Digital Economy and Society Index) served as a starting point, while for the 
collection of adaptation data, adaptation capacity models [58] [59] were considered 
as the methodological basis. 

In the context of this research, it is necessary to assess Hungary’s digitalization and 
climate change adaptive capacity on LAU 1 level. No such coherent database exists 
until now on this spatial level for Hungary. Author has established database. Let us 
formulate a methodology for assessing the digitalization and adaptive capacity on 
LAU 1 spatial level. The purpose of this technique is to merge two complex 
estimates. 
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Table 1 
List of indicators 

 

Name of indicator on LAU-1 level Dimension 
Start and end 

year 

Internet access per capita [pcs/1000 capita] 2013-2019 
Number of official places with 
internet access per 1000 capita in 
public educational institutions 

[pcs/1000 capita] 2001-2009 

Number of internet access [pcs] 2003-2010 
Number of operating enterprises in 
the information and communication 
branch of the national economy 

[pcs] 2008-2011 

Number of operating enterprises per 
thousand inhabitants [pcs] 2012-2018 

Proportion of professional, scientific 
enterprises within the operating 
enterprises 

[%] 2006-2018 

Net income per capita, [HUF/capita] 2006-2018 
Unemployment rate [%] 2006-2018 
Population density, on 31 December [capita/km2] 2012-2019 
Population [capita] 2006-2018 
Passenger cars [pcs] 2006-2018 
Average size of real estates [m2/real estate] 2006-2018 
Forest covered area [km2] 2012-2018 
Urban green spaces [km2] 2012-2018 
Electricity consumption [1000 kWh/capita] 2006-2018 
Volume of gas supplied to households 
per capita,  [1000 m3/capita] 2006-2018 

Proportion of real estates connected 
to a public sewer network [%] 2006-2018 

Proportion of real estates connected 
to the public drinking water network [%] 2006-2018 

Amount of total municipal solid 
waste transported [t] 2006-2018 

Number of granted patents [pcs] 2009-2016 
Ratio of the extent of total protected 
natural areas to the area of settlements [%] 2006-2018 

Hospital beds per ten thousand capita [pcs/10 000 capita] 2006-2018 

 

Based on the above digitalization and adaptation parameters, the Spatial 
Digitalization Index and the Spatial Adaptation Index were conceptualized (Fig. 1): 
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Figure 1 

Conceptual framework of assessment 

Firstly, the index components needed to be defined therefore correlation analysis 
was made to filter out the multicollinear parameters (1), (2): 𝑟𝑟𝑘𝑘,𝑡𝑡;𝑘𝑘+1,𝑡𝑡 =

∑ (𝐷𝐷𝑘𝑘,𝑡𝑡−𝐷𝐷𝑡𝑡����)(𝐷𝐷𝑘𝑘+1,𝑡𝑡−𝐷𝐷𝑡𝑡����)
𝑖𝑖𝑘𝑘=1�∑ (𝐷𝐷𝑘𝑘,𝑡𝑡−𝐷𝐷𝑡𝑡����)2(𝐷𝐷𝑘𝑘+1,𝑡𝑡−𝐷𝐷𝑡𝑡����)2𝑖𝑖𝑘𝑘=1  (1) 

𝑟𝑟𝑙𝑙,𝑡𝑡;𝑙𝑙+1,𝑡𝑡 =
∑ (𝐴𝐴𝑙𝑙,𝑡𝑡−𝐴𝐴𝑡𝑡����)(𝐴𝐴𝑙𝑙+1,𝑡𝑡−𝐴𝐴𝑡𝑡����)
𝑗𝑗𝑙𝑙=1�∑ (𝐴𝐴𝑙𝑙,𝑡𝑡−𝐴𝐴𝑡𝑡����)2(𝐴𝐴𝑙𝑙+1,𝑡𝑡−𝐴𝐴𝑡𝑡����)2𝑗𝑗𝑙𝑙=1  (2) 

Where, 

 
Multicollinearity is a phenomenon in which one predictor variable in a multiple 
regression model can be linearly predicted from the others. In this situation, the 
coefficient estimates of the multiple regression may change erratically in response 
to small changes. Ordinary least squares method requires the absence of 
multicollinearity. The remaining parameters were normalized to the 0–1 scale (3) 
and (4): 𝐷𝐷𝚤𝚤,𝑡𝑡� =

𝐷𝐷𝑖𝑖,𝑡𝑡max {(𝐷𝐷𝑖𝑖,𝑡𝑡)}
 (3) 
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𝐴𝐴𝚤𝚤,𝑡𝑡� =
𝐴𝐴𝑖𝑖,𝑡𝑡max {(𝐴𝐴𝑖𝑖,𝑡𝑡)

 (4) 

Where, 
max {(𝐷𝐷𝑖𝑖,𝑡𝑡)} – maximum of Di at year t 
max {(𝐴𝐴𝑖𝑖,𝑡𝑡)}- maximum of Ai at year t 

The filtered parameters had different weights. Using this normalized scale, each 
district was assigned a rank from 1 to 5 for each year. For that author fuzzified the 
problem and established a membership function to be able to automatize the 
assignment. The membership function was based on the maximum and minimum 
value of parameters and automatically calculated five steps =Figure 2): 

 

Visualization of membership functions 

For faster calculation core of membership function were maximized and boundary 
of membership function were minimized (Figure 3). The weights for each parameter 
for each of the two indices were determined by the SPSS program, applying 
principal component analysis to the normalized, time-independent data. 

3 Results – Local Adaptation in the Digital Era 

The Sixth Assessment Report on impacts, adaptation and vulnerability of the IPCC 
(Intergovernmental Panel on Climate Change) was published at the end of February 
2022 [3]. In addition to a wide range of adaptation possibilities, various risks, 
adaptation types and major hindering factors are also presented. Digital solutions as 
means for enhancing the efficiency of adaptation appear in this report several times, 
irrespective of the area of adaptation or the topic of discussion. One of the major 
objectives of the new Adaptation Strategy of the EU (2021) is that by 2050, the 
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Union should become a society resilient to the expected effects of climate change, 
i.e., a society which is capable of providing intelligent, dynamic and systematic 
answers and can carry out the required steps [45]. The question is how to interpret 
this objective in the era of the digital transition. The effects of climate change arise 
in different forms in various areas. Thus, it may be crucial to identify and utilize the 
potentials at various spatial levels in regions with different conditions. This section 
explores how the correlations between digitalization and adaptation can be 
considered at the local level to harmonize regional development initiatives with the 
digital transition. 

The premise of the analysis is that digitalization and adaptation are correlated: more 
digitally developed regions adapt to the expected effects of climate change more 
quickly. If a given region has no sufficient adaptive ability, it becomes vulnerable, 
resulting in reduced livability and a diminished sustainable regional development 
potential. It is a fundamental question whether initiatives related to digital transition 
might influence this process, and if yes, to what extent. The adaptive ability of a 
given region is related to the level of living standards and development. Both 
adaptation and digitalization are characterized by versatility concerning their types 
and measurability. From an ecological economics perspective, digitalization can be 
interpreted as a tool for closing socio-economic chains and, thus, as a factor 
contributing to the transition towards sustainability. Finally, the district level results 
were visualized on maps (QGIS): Figure 3. shows the average values of the Spatial 
Digitalization Index for each district in Hungary, while Figure 4. depicts the 
average district level values of the Spatial Adaptation Index. 

 
Figure 3 

Visualization of digitalization parameters based on the average of 2013-2018 
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Figure 4 
Visualization of adaptation parameters based on the average of 2013-2018 

4 Analysis 

The analysis exploring the correlations of digitalization and adaptation presented 
here was carried out in 2021 and focused on the level of districts (NUTS 3 level in 
Hungary). The dynamic regression analysis proves that digitalization is increasing 
at the district level in Hungary and digitalization can support and strengthen 
adaptation to an increasing degree: 

min{ εt }→ At =∝∙ Dt + εt       (5) 

where, 

At is adoption rank at year t 

Dt is digitalization rank at year t 

α is slope of linear regression 

εt is the error term in year t 

In the examined period, the level of digitalization increased and helped adaptation; 
thus, the excess of support also grew owing to the higher level of digitalization over 
time (Figure 5): 
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Figure 5 
The change of the correlation between digitalization and adaptation of Hungarian districts 

between 2013 and 2018 

The tests prove that the weight of certain digitalization and adaptation parameters 
is different. This analysis proves a correlation between the district-level values of 
the Digitalization Index and the Adaptation Index. Digitalization might play a role 
in the integrated approach to adaptation. The data prove that the level of the digital 
infrastructure of Hungarian districts is growing, which in turn aids the adaptation of 
districts to a higher extent, which can also contribute to the relevant region’s 
transition to sustainability. 

Sustainability is the development and a possibility at the same time, and 
development can be interpreted as an improvement in adaptation. From the 
perspective of regional development, it is crucial to determine the extent to which 
climate change affects endogenous and exogenous factors and how this can be 
interpreted in the era of digitalization. 

The present study wishes to explore how the interpretation framework and spatial 
characteristics can be interpreted from a sustainability perspective, focusing on the 
challenges posed by climate change. Another research question is whether 
correlations can be found between digitalization and adaptation from a spatial 
perspective. Owing to the strong locality of the expected effects of climate change, 
local solutions will be required. The question is how innovative adaptation can be 
interpreted concerning sustainable regional development. Spatial aspects may 
influence the flexibility of adaptation to various degrees. The above analyses prove 
that the exploration of correlations between digital transition and adaptive capacity 
and the strengthening of potential synergic effects may contribute to enhancing 
livability at the local level and strengthening local sustainability. 
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Conclusions 

Sustainability and climate change are connected in several ways and exist in a 
circular relationship. The direction of climate change may fundamentally be 
affected by the direction and characteristics of regional development. Additionally, 
the occurrence of the expected effects of climate change may modify the chances 
of moving towards sustainability even at the local level, both from a mitigatory or 
an adaptive perspective. Moreover, the achievement of digital transition and the 
promotion of sustainable development are central elements in European 
development policies. 

This study interpreted the interrelations of sustainability and digitalization with a 
special focus on the phenomenon and concept of climate innovation. Regional 
climate innovation ambitions might facilitate the movement of the region towards 
sustainability. One reason for this is that various innovative digital solutions, which 
might serve as effective tools to handle the challenges related to climate change, 
may also contribute to the change of adaptive capacity. This is especially true for 
the potential of digital transition, which is also supported by the correlation explored 
in this study between the district-level Digitalization Index and Adaptation Index 
and by the mutual strengthening effect of processes related to digitalization and 
adaptation. 

The major focus of this study was on adaptation, which can be interpreted as a new 
dimension of sustainable regional or local development. In sum, the study's results 
on connections between digitalization and adaptation at the regional level direct 
attention to the interrelations of the transition towards digitalization and 
sustainability in the era of climate change. 

Taking into account the challenge-based planning options can be pivotal in regional 
sustainable development perspectives. This also highlights those aspects of 
sustainable regional development which might provide useful information for 
experts, designers, policymakers and local decision-makers. 
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Abstract: The present work is related to a subsidy program, with government-set eligibility 
threshold values, for Battery Electric Vehicles (BEVs), based on the tender of the Hungarian 
Ministry of Economics and Technology related to the Climate Action plan. After describing 
the program, the Hungarian BEV market in this period is presented using aggregate 
registration data available from 2016 to 2021. The paper has a methodological contribution 
by showing the relevant breakpoints of illustrated profit functions with imposed threshold 
values for subsidy eligibility in a monopolistic frame. On this basis, the program’s effects on 
the prices’ behavior for three selected BEV models is analyzed and the extent to which the 
threshold values impact the firms’ cooperation in an oligopoly market is evaluated. Results 
show that the program was inefficient upon its launching since the threshold value was too 
high, and thus firms could partially capture benefits of the subsidy. On the other hand, it is 
shown in the third cycle of the program that a threshold value chosen from the optimal price 
interval gathers prices higher than the threshold to the focal point given by the threshold, 
and thus it has a price-decreasing effect. In the last cycle of the program, a lower threshold 
value could have been more effective; however, data on these models show that non-optimum 
thresholds create competition, and thus prices decrease until a certain level regardless. 

Keywords: BEV; battery electric vehicles; government subsidy; focal point; price control; 
equilibrium price 

1 Introduction 

The objective of the present work is to analyses a specific subsidy type on the 
Hungarian battery electric automotive market, where firms have to set their prices 
below a government-set threshold value in order to be eligible for the subsidy.  
The aim of the program was to spread the strictly electric vehicles in the country in 
the time period of 2016 and 2021. The most constraining criteria of product 
eligibility was a government-imposed threshold value (or values), which acts as a 
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price limitation, very similar to a price ceiling, except that, it is not compulsory for 
firms to price their products below the imposed value, only if they want them to 
gain eligibility. Thus, an expected effect of the threshold is the restructuring of the 
pricing system on the market, so sellers of models with prices exceeding the 
threshold by a small amount will tend to reduce their sales prices, while those under 
it will tend to increase them. 

The first assumption has already been confirmed, as prices for several models were 
reduced upon the announcement of the subsidy program. For instance, according to 
the Portfolio.hu online Hungarian magazine, the price of Peugeot e-2008 was 
reduced slightly below the threshold from HUF 12.1 M to HUF 11.99 M. 
Furthermore, price reductions have been implemented for the Kia e-Niro and the 
Nissan Leaf models as well. Moreover, based on the data, it is obvious that the 
prices of several models, such as Hyundai Ioniq and Kia EV6, were set just below 
the threshold of eligibility. There are two interesting questions to be addressed. 
First, to what extent does the value of the threshold affect the prices of the analyzed 
models in order to meet the eligibility criteria? Second, will threshold values act as 
focal points, or will competition force firms to decrease their prices even more 
below the eligibility threshold? 

The present paper uses aggregate data on new BEV registration in Hungary from 
2016 to 2022 and adopts the equations included in the methodology suggested by 
Berry, Levinsohn, and Pakes (1995) [3] to provide a graphical illustration of the 
results. Expressions derived from the demand and supply theory are used to 
illustrate profit functions with government-set threshold and subsidy values, 
assuming the coordination of firms in order to analyses the behavior of these 
functions. The assumption on the coordination of firms is rather harsh, but it comes 
with a great advantage since this way a monopolistic frame can be illustrated, and 
thus the tools for approaching the firms’ profit functions are given.  
The methodology will be presented in more detail in subsections 5.3 and 6.3. 
Graphical representations are used to show through that the profit functions are not 
continuous, as their breakpoint locations depend on the threshold values and the 
subsidy amounts. In the empirical analysis, three BEV models are selected, namely 
the Kia e-Niro, Hyundai Kona, and Honda-e. In order to represent their profit 
functions, a total cost value is assumed based on other papers’ estimations [1] [8] 
[13], and further assumptions are made on the value of product characteristics and 
error terms. 

Results show that the program was the most efficient in the third cycle, when 
analyzed firms priced their products at the focal point that was slightly below the 
threshold value. In the fourth cycle, due to the higher threshold, competition had 
more pulling power than cooperation, and thus the analyzed firms priced with 
roughly 5% below the threshold. This reveals two aspects regarding the fourth 
cycle: with a lower threshold, prices could have been pushed downwards, but also, 
in an oligopoly, when the threshold is slightly higher than the optimum, competition 
will decrease prices until a certain level regardless. This result contributes to the 
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literature on focal points by showing that the higher the threshold value, the lower 
the probability of tacit collusion [20] and the less likely is the focal point phenomena 
to happen. The second cycle was quite inefficient due to the very high threshold 
value, which probably had an undesired effect on firms’ pricing strategy. 

The present enriches the literature on fuel-efficient vehicles that has become very 
rich in the recent decades, mostly due to the increased popularity of green 
transportation and climate action programs. Gallagher and Muehlegger’s (2008) 
[14] paper is one of the earliest works that studies the hybrid-electric automobile 
market in the US, and it concludes that the type of the tax incentive (sales tax, 
income tax, or non-tax incentive) has the same importance as its value. One year 
later, Diamond (2009) [6] analyses the impact of government incentives on the 
adoption of three selected HEV models. Chandra et al. (2010) [5] analyzed a sales 
tax rebate on HEVs in five provinces in Canada and found that a $1,000 increased 
in the provincial sales tax rebate increases the market share of hybrid vehicles by 
31-38%. Analyzing the incidence of existing subsidies for Toyota Prius, Sallee 
(2011) [23] determined the benefits from tax incentives for hybrids and concluded 
that consumers had captured the benefits of the subsidy even though they had had 
to face long queues because of the high demand. Later, Beresteanu and Li (2011) 
[2] made another contribution to the literature by adopting a structural method to 
estimate an equilibrium model for the entire US automobile market, with a focus on 
gasoline prices and HEV adoption. Jenn et al. (2013) [19] implement a model that 
is able to neglect the increase in sales as a result of technology adoption and not due 
to government incentives, and thus it obtains a more realistic result on the 
effectiveness of the programs. The present work aims to contribute to the presented 
literature, as it analyses the pricing strategies of three selected BEV models and 
finds that the value of the eligibility threshold is extremely important for the 
achievement of price decreases on the targeted BEV market. 

Further, the literature on the implementation of focal point hypothesis and on firms’ 
cooperation vs. competition pricing strategies when a price control of some nature 
is introduced by the government is elaborated. It is known from the theory of focal 
points that there exists some kind of gathering of prices around certain natural focal 
points (e.g., $199.99), which may lead to tacit collusion [20]. Let us now introduce 
a government-set price ceiling. It is expected that prices will be set at the ceiling, 
and so it is realistic for ceiling values to act as focal points without necessarily 
involving tacit collusion [20]. Confirming this result, results of the paper at hand 
show that in certain cycles of the analyzed subsidy, firms decrease the price of their 
products to the focal point given by the threshold value, which acts like a price 
ceiling in this case. Another important aspect of the focal point is that, all else being 
equal, it becomes more difficult to sustain tacit collusion as the focal point rises 
[20]. The underlying logic is straightforward: the higher the gap between the focal 
point and the equilibrium point, the higher the place for competition and the more 
will profits rise with lower prices than with cooperation. Moreover, in this paper it 
is contended that the higher the threshold value, the lower the probability of the 
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focal point phenomena to occur. This affirms the expectations of Zhang et al. (2020) 
[25], who argue that a lower price ceiling would result in higher coordination, whilst 
a higher price ceiling would reduce the probability of reaching a common price at 
the focal point on the Chinese gasoline station market. Their paper presents an 
example of tacit collusion, analyzing a price ceiling on the Chinese gasoline station 
market and outlining some situations in which stations increase prices and 
coordinate to the focal point at the price ceiling, thus challenging the assumption 
that price ceilings serve the purpose of preventing firms from monopolizing 
consumer surplus [24]. 

The paper signed by Fan and Zhang (2020) [12] is crucial since, to my knowledge, 
it is the only work that analyses a subsidy program with some type of price control 
set by the government. The analyzed subsidy form has similar aspects to the one 
examined in this paper, except that once a firm had gained eligibility for a product, 
it was constrained to price it below the winning ceiling. Therefore, competition was 
required for eligibility, and the focal point theory could not hold either since the 
ceiling values differed both on the firm and product level. The paper at hand paper 
seeks to find answers to the same fundamental questions but in a slightly different 
scenario, using a different approach: will threshold values act as focal points and 
result in decreased prices? Is there an optimal threshold value that generates the 
lowest prices for the analyzed BEVs, thus increasing the consumer surplus and the 
spread of BEVs in the country? 

2 Background and Data 

The Hungarian Ministry of Economics and Technology announced a subsidy within 
the Climate Action program that aims to stimulate the purchase of fully electric 
vehicles. The program started in the year 2016 and the last application period was 
in 2021. Within this time frame, there were four different cycles of the program, all 
having their specific subsidy benefits and eligibility requirements shown in Table 
1. The data comes from the private company DATAHOUSE, which collects and 
processes data on new car registration in Hungary. The provided database contains 
information on imported and sold automotive vehicles from 2014 to 2022 that 
covers a wide range of product characteristics and on new BEV registrations from 
October 2016 to October 2022. In this period a total of 14,112 BEVs were 
registered. 

Unfortunately, we do not have price data on some high-end models such as Tesla, 
therefore these observations were removed from the database, and thus we end up 
with 13,676 sold NEVs in this period. 
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Table 1 
Benefits and requirements of the government subsidy program between 2016 and 2021 (prices and 

values in HUF) 

 I II III IV 

Application 

Period 
09.2016 — 

08.2018 
10.2018 — 

02.2020 
15.06.2020 06.2021 

Value 21% 
(max. 1.5 M) 

21% 
(max. 1.5 M) 

2.5 M / 0.5 M 2.5 M / 1.5 M 

Threshold 15 M 20 M 11 M / 15 M 12 M / 15 M 
Budget 2.3 B 3 B 2 B 3 B 

Table 2 presents the central tendency and variability measures of the gross prices of 
registered BEVs with dealer discounts other than the subsidy in each cycle of the 
program. Note that due to slow administrative procedures some of the BEVs 
subsidized in the first cycle were actually registered in 2019 and 2020. Similarly, 
registrations from the second cycle were dragged on at least until 2021. Having 
information on actual purchases in almost each year from official statements [9] 
[10] [11] [16-18], the data company delimited the cycle periods when BEVs were 
actually registered, accumulating linearly in time the subsidized registrations in 
each cycle. In this sense, the first cycle includes all BEV registrations from 2016 to 
2018 and the remaining subsidized registrations from January 2019 and 2020 
respectively. The second, the third, and the fourth cycle include all registrations 
from February 2019 to May 2020, from June 2020 to July 2021, and from August 
2021 to October 2022 respectively. 

Firstly, it is to be observed that contrary to the maximum values, the minimum 
values of BEVs did not increase remarkably; the most expensive electric vehicle in 
the last cycle being almost 5 times higher than in the first one. This increase in 
prices on the high-end comes along with the worldwide spread of BEVs and thus 
the appearance of luxury electric vehicles that are usually SUV models and are more 
expensive to produce. For instance, in Table 2, the maximum values for 2020 and 
2021 correspond to the Audi E-tron GT and Mercedes EQS sports cars respectively, 
both having a kW power value greater than 400. It is interesting to note that in the 
first cycle even the price of the most expensive car was non-binding and more than 
that, it appears from import data that 100% of the list prices were non-binding in 
the second cycle until the end of the application period. This brings up an interesting 
question about the meaning of the threshold value in these years. In the third cycle, 
the mode value is HUF 10.99 M, which is slightly below the eligibility threshold. 
This suggests that there might be a gathering of prices around a focal point defined 
by the threshold value in the third cycle. 

The median price is rising, however its value in the fourth cycle is only 1.43 times 
as high as in the first one, while the maximum price increased to a 4,83 times higher 
value in the same period. 
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Table 2 
Descriptive statistics measures of gross prices with dealer discounts of BEVs registered in Hungary 

during the four cycles of the analyzed subsidy program (prices in million HUF) 

 I. Cycle II. Cycle III. Cycle IV. Cycle 

Total Obs. 2119 2421 3129 5460 
Minimum 6.91 6.55 6.50 6.57 
Maximum 13.88 33.01 53.25 67.09 
Mean 9.71 12.03 12.42 15.92 
Mode 7.15 11.25 10.99 8.49 
Median 9.89 11.29 11.97 14.19 
Std. dev. 2.10 4.10 4.30 8.20 

Further, the mean price increased by 64% during the four cycles, which is again 
higher than the increase of the median value (43%), showing that even though the 
BEVs’ scale of diversity and price value has risen, the majority of the vehicles are 
priced lower than the average and probably target the low- and middle-class of 
consumers. Finally, the standard deviation measures of prices increased 
significantly, which was expected taking into account the above-mentioned 
widening of the price range. 

3 Illustration of Profit Functions with Thresholds 

Required for Subsidy Eligibility Following a 

Cooperative Strategy 

This paper makes use of the equations from the mentioned BLP approach that builds 
on a random-coefficients logit model. After shortly presenting the demand and 
supply sides of this model, several scenarios will be presented to show the potential 
equilibrium prices of cooperating firms considering a subsidy with government-
imposed threshold values set for eligibility. As it is assumed that firms cooperate, 
we can implement a monopoly market that simplifies the model that implements 
several advantages to be presented later on. The assumption of a monopolistic 
market structure may seem harsh at first sight, but considering the subsidy eligibility 
as carrying a higher market power than competition, thus encouraging firms to set 
prices at the focal point, the monopolistic approach might be a realistic one. 

3.1 Demand 

The utility that consumer i obtains from consuming product j is given by equation 
(1): 𝑢𝑢𝑖𝑖𝑖𝑖𝑖𝑖 = α𝑖𝑖𝑝𝑝𝑖𝑖𝑖𝑖 + 𝑥𝑥𝑖𝑖𝑖𝑖β𝑖𝑖 + ξ𝑖𝑖𝑖𝑖 + ε𝑖𝑖𝑖𝑖𝑖𝑖 (1) 
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where α𝑖𝑖  is the individual-specific coefficient of price, 𝑝𝑝𝑖𝑖𝑖𝑖is the price of product j 
in market m, 𝑥𝑥𝑖𝑖𝑖𝑖 is a vector of non-price attributes of product j in market m, β𝑖𝑖 is 
an individual-specific vector of the coefficients, ξ𝑖𝑖𝑖𝑖 is the product-specific utility 
in market m that is unobserved by the researcher and correlated with 𝑝𝑝𝑖𝑖𝑖𝑖.  
The product- and individual-specific idiosyncratic error term, ε𝑖𝑖𝑖𝑖𝑖𝑖, is assumed to 
be an iid type I extreme value random variable. 

We can decompose the term α𝑖𝑖 from equation (1) as αi = α + σ𝑣𝑣𝑖𝑖α𝑖𝑖 random 
variable, with the expected value of α and variance σ, 𝑣𝑣𝑖𝑖 ∼ N(0,1). In this model 
specification, the probability that a randomly chosen consumer chooses product j in 
market m is given by equation (2): 𝑠𝑠𝑖𝑖𝑖𝑖 = ∫ 𝑒𝑒𝑒𝑒𝑒𝑒��𝛼𝛼+𝜎𝜎𝑣𝑣𝑖𝑖𝛼𝛼𝑖𝑖�𝑒𝑒𝑗𝑗𝑗𝑗+𝑒𝑒𝑗𝑗𝑗𝑗(𝛽𝛽+𝛬𝛬𝑣𝑣𝑖𝑖)+𝜉𝜉𝑗𝑗𝑗𝑗�1+∑ 𝑒𝑒𝑒𝑒𝑒𝑒��𝛼𝛼+𝜎𝜎𝑣𝑣𝑖𝑖𝛼𝛼𝑖𝑖�𝑒𝑒𝑟𝑟𝑗𝑗+𝑒𝑒𝑟𝑟𝑗𝑗(𝛽𝛽+𝛬𝛬𝑣𝑣𝑖𝑖)+𝜉𝜉𝑟𝑟𝑗𝑗�𝐽𝐽𝑟𝑟=1 𝜙𝜙�𝑣𝑣𝑖𝑖𝛼𝛼𝑖𝑖𝑣𝑣𝑖𝑖�𝑑𝑑𝑣𝑣𝑖𝑖𝛼𝛼𝑖𝑖𝑅𝑅𝐾𝐾 𝑑𝑑𝑣𝑣𝑖𝑖  (2) 

The probability that a randomly chosen consumer chooses none of the products in 
market m is given by equation (3): 𝑠𝑠0 = ∫ 11+∑ 𝑒𝑒𝑒𝑒𝑒𝑒��𝛼𝛼+𝜎𝜎𝑣𝑣𝑖𝑖𝛼𝛼𝑖𝑖�𝑒𝑒𝑟𝑟𝑗𝑗+𝑒𝑒𝑟𝑟𝑗𝑗(𝛽𝛽+𝛬𝛬𝑣𝑣𝑖𝑖)+𝜉𝜉𝑟𝑟𝑗𝑗�𝐽𝐽𝑟𝑟=1 𝜙𝜙�𝑣𝑣𝑖𝑖𝛼𝛼𝑖𝑖𝑣𝑣𝑖𝑖�𝑑𝑑𝑣𝑣𝑖𝑖𝛼𝛼𝑖𝑖𝑅𝑅 𝑑𝑑𝑣𝑣𝑖𝑖  (3) 

Since the integral in equation (2) cannot be calculated exactly, it is usually 
approximated by the Monte Carlo simulation given by equation (4): 𝑠𝑠𝚥𝚥𝑖𝑖� =

1𝑁𝑁∑ 𝑒𝑒𝑒𝑒𝑒𝑒��α+σ𝑣𝑣𝑖𝑖α𝑖𝑖�𝑒𝑒𝑗𝑗𝑗𝑗+𝑒𝑒𝑗𝑗𝑗𝑗(β+Λ𝑣𝑣𝑖𝑖)+ξ𝑗𝑗𝑗𝑗�1+∑ 𝑒𝑒𝑒𝑒𝑒𝑒��α+σ𝑣𝑣𝑖𝑖α𝑖𝑖�𝑒𝑒𝑟𝑟𝑗𝑗+𝑒𝑒𝑟𝑟𝑗𝑗(β+Λ𝑣𝑣𝑖𝑖)+ξ𝑟𝑟𝑗𝑗�𝐽𝐽𝑟𝑟=1𝑁𝑁𝑖𝑖=1   (4) 

3.2 Supply 

We assume that firms engage in a pricing game. There are F firms, f ∈ {1, … , F}, 
and we suppose they solve a standard Bertrand price competition – thus, one firm 
sets its prices given other firms’ retail prices, so we denote the prices of competitor 
firms’ products by p−fm and the marginal cost of product j in market m by mcjm. 
We denote the product set of firm f in market m by 𝒥𝒥𝒻𝒻𝒻𝒻. The profit of firm f is 
defined as: Πf(p) = M∑ �pjm − mcjm�sjm(pfm, p−fm)j∈𝒥𝒥𝒻𝒻𝒻𝒻  

where 𝑝𝑝𝑖𝑖𝑖𝑖  is the vector of all prices in market 𝑚𝑚 and 𝑀𝑀 is the number of consumers 
in market 𝑚𝑚. For notation purposes, we denote the market share function in equation 
(2) as sjm(pfm, p−fm). The Nash equilibrium is given by the solution of the non-
linear system of equations: ∂Πfm∂pjm (p) = 0, f = 1, . . . , F 
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which is equivalent to: 

sjm(p) + ∑(prm − mcrm)
∂srm∂pjm (p) = 0  

This equation stands for the standard case where firms are not constrained by a 
threshold value for eligibility. However, not being free to set any price and also 
benefiting from the subsidy changes this equation. The case of threshold constraints 
will be elaborated in the next section by discussing several scenarios that lead to 
different equilibrium prices on the market. 

3.3 Illustration of Equilibrium Prices with Government-Set 

Threshold Values for Subsidy Eligibility in Cooperation 

Assuming that firms cooperate, we consider a market of monopoly for analyzing 
the behavior of the profit functions with imposed threshold values above which 
products are not eligible for the subsidy. The analysis is performed with the help of 
a graphical representation of the profit functions in four scenarios that have distinct 
profit-maximizing price outcomes due to the differently defined set-ups of threshold 
and subsidy amount values. For illustration purposes, we will use a simpler version 
of equation (4), where we define the market share as being dependent on price p 
and gather all other variables in a parameter d: 

s(p) =
exp(−p+d)1+exp(−p+d)

 

In the standard case when there is no government-set subsidy available, the profit 
function takes the following form: π(p) = (p − c)s(p) 

and the firm wants to maximize its profit: 

maxp �(p − c)
exp(−p+d)1+exp(−p+d)

� 

In order to illustrate the profit function, we have to assume the values of marginal 
cost, product characteristics, and error term, so let 𝑐𝑐 = 1 and 𝑑𝑑 = 2. Further, we 
introduce a government subsidy, 𝑞𝑞 = 0.5; however, for now, we assume there is no 
threshold for eligibility. Thus, the profit function takes the following form: π(p) = (p − c)s(p − q) 

and the firm wants to maximize its profit: 

maxp  � (p − c)  exp(−(p−q)+d)1+exp(−(p−q)+d)
 � , such that c = 1, d = 2, q = 0.5 

Figure 1 contains the graphical representation of the profit functions with and 
without subsidy, which, as expected, are concave and continuous respectively. 
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Profit functions for monopoly with and without subsidy (q = 0.5) and without eligibility threshold 

We can easily observe in Figure 1 the pricing strategy mechanism when a subsidy 
without any price limitation is “freely” given by the government. For any price that 
generates a positive profit, the profit function with subsidy is above the one without 
subsidy, and thus we can see that the value of profit is higher for any price greater 
than one. Moreover, the profit function with subsidy reaches its maximum at a 
higher price, and thus the monopolist will raise the price of the product in order to 
increase the producer surplus and partially capture benefits of the subsidy. 
Obviously, the aim of such incentives is the spread of subsidized products, and thus 
producers increasing prices and benefiting from the subsidy is highly 
counterproductive. 

A solution to this issue is the application of a threshold price above which products 
do not benefit from the subsidy. We denote the threshold by p� and let p� = 2, and 
thus the profit function takes the following form: �(p − c)s(p − q)   if   p < p�
 (p − c)s(p)          if  p ≥  p�    

Depending on the threshold value and the subsidy amount, there are four important 
scenarios that must be distinguished. Figure 2 illustrates these four cases using 
different threshold values and subsidy amounts in order to analyses their effect on 
the profit-maximizing prices. Firstly, it is to be noted that the profit functions are 
not continuous, their breakpoints being at the threshold. Secondly, observe that 
there are cases in which the profit-maximizing price is higher than the threshold. 
Furthermore, in the last case, the profit-maximizing price is below the threshold, 
but note that this scenario generates the highest price. 

The first case is the only one in which the profit-maximizing price is at the 
threshold. In the second case, the threshold value is lower, 𝑝̅𝑝 = 1.8, and thus the 
value of profit at the profit-maximizing price without subsidy is higher than any 
other value of profit with subsidy. The outcome of the third case is similar, but here 
the difference is in the subsidy amount, which is reduced to 𝑞𝑞� = 0.2. 
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Graphical illustration of monopolist profit functions facing different eligibility threshold values and 
subsidy amounts 

Again, due to the low subsidy amount, the profit-maximizing price is higher than 
the threshold value. Lastly, in the fourth case, the threshold value is increased to 𝑝̅𝑝 = 3. In this case, there is no point using the threshold value as a limitation since 
the profit-maximizing point is below it. To conclude, the second and the third case 
is the same as if there had not been any subsidy available, while the fourth case is 
as if there had not been any price limitation for eligibility. In this sense, the most 
efficient scenario is the first one, where the price was reduced compared to the one 
without subsidy. This structure shows that if the price chosen by a monopolist is not 
equal to the threshold, then a better setting of the threshold value or subsidy amount 
probably exists. In addition, if the profit-maximizing price is below the threshold, 
the firm is partially benefiting from the subsidy, and a lower threshold would 
generate a lower price. 

4 Illustration of Profit Functions with Thresholds 

Required for Subsidy Eligibility following a 

Cooperative Strategy 

Considering the illustrations presented in Section 4.3, I analyses three selected BEV 
models and observe if the data correspond to any of the cases in a monopolistic 
frame. Thus, we can confirm whether the assumption on pricing at the focal point 
is stronger than that of competition among firms. Three BEV models are selected, 
specifically Kia e-Niro, Hyundai Kona, and Honda-e. These models were selected 
for several reasons. First of all, these are among the few that directly indicated the 
price decreases made in the interest of subsidy eligibility for each vehicle sold. This 
is a crucial advantage since this way it is known that these models were indeed 
priced and sold in the framework of the program. Secondly, the selection was made 
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so that analyzed models belong to manufacturers from different countries. Lastly, 
by opting for this selection, examples of every program cycle and most threshold 
variations can be examined. In the following section, I will analyses the gross list 
prices of the mentioned BEVs with discounts other than the subsidy and then 
illustrate their profit functions based on the presented theory. 

4.1 Evolution of BEV Sales and Prices of the Analyzed Models 

The first analyzed model is the Kia e-Niro with 100 kW power. It can be seen in 
Table 3 that the highest price of this model was in the second cycle, when the 
threshold value was very high compared to the equilibrium price; thus, firms 
engaged in an unconstrained price competition and probably even monopolized part 
of the consumer surplus due to the subsidy. 

Table 3 
Price and number of Kia e-Niro (100 kW) BEVs registered in Hungary (prices in thousand HUF) 

 II. Cycle III. Cycle IV. Cycle 

Sales Price 11,799 12,499 10,999 10,899 11,499 
Sold no. 2 29 150 3 151 

In the third cycle, the highest number of sales was made with almost all of the Kia 
e-Niro models priced at the threshold. Then in the fourth cycle we can observe the 
second highest number of sales combined with the second lowest price, which is 
below the threshold value of HUF 12 M. 

The second analyzed model is the Hyundai Kona with 100 kW power, which is very 
similar to the previous one considering its pricing strategy. We can calculate from 
Table 4 that 92.18% of the total sales for this model were registered in the third 
cycle and priced slightly below the threshold of HUF 11 M. 

Table 4 
Price and number of Hyundai Kona (100 kW) BEVs registered in Hungary (prices in thousand HUF) 

 II. Cycle III. Cycle IV. Cycle 

Sales Price 12,049 10,999 13,299 14,469 10,699 
Sold no. 15 271 4 3 1 

Also, we can see that within this cycle period 100% of the BEVs were priced at the 
threshold value. Note that in the second cycle the price of this model is 
approximately HUF 1 M (9.55%) higher than in the third cycle. Also, note that in 
the fourth cycle the sales of these models were relatively low and the prices were 
above the threshold value that increased to HUF 12 M. However, it is to be 
mentioned that these models were all registered in 2022, and thus probably this 
dramatic price increase is not only due to the fact that there was no subsidy in 2022 
but also to increased production costs caused by the high inflation in the energy and 
raw material sectors. More than that, we know from the import data that the original 
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list price value for six of these models was HUF 11,650 K, but they were eventually 
sold for a higher price. 

The third analyzed BEV model, the Honda-e, was not a very popular choice among 
consumers, as it can be seen in Table 5 that the total number of registered models 
was 26. 

Table 5 
Price and number of Honda-e (100 kW) BEVs registered in Hungary (prices in thousand HUF) 

 II. Cycle III. Cycle 

Sales Price 10,999 11,555 
Sold no. 16 10 

However, regarding the pricing strategy, it follows the path of the Kia e-Niro, and 
Hyundai Kona models since 16 vehicles were priced exactly below the threshold 
value of HUF 11 M in the third cycle. Moreover, just like in the case of the previous 
models, the price is set with roughly HUF 500 K below the threshold of HUF 12 M 
in the fourth cycle. 

4.2 Assumption of BEV Production Total Cost and Consumer 

Valuation of Product Characteristics 

In order to implement the theory presented, the values for cost and product 
characteristics had to be assumed. The cost of producing a BEV is higher than for 
an internal combustion (IC) vehicle, mainly due to the high battery costs [7]. In 
order to become competitive with IC vehicles, the battery pack cost of a BEV must 
be less than roughly $150 per kWh [13] [22]. In the same paper, the authors 
calculate with a cost of $250 per kWh for the Li-ion batteries in the optimum 
scenario [13]; based on this paper, the estimated cost of a Li-ion battery weighting 
451 kg is $16,125 [8]. However, technology has advanced, and thus the cost of Li-
ion battery production has decreased since the year 2000. Based on other 
publications of future cost estimations, the cost in 2020 is expected to reach $200 
per kWh. This is in line with the battery pack cost assumption of $190–$210 per 
kWh made in 2019 [1], but it is still higher than the competitive price estimated by 
[15]. Calculating with a price of $200 per kWh, Table 6 shows the estimated costs 
based on the battery types of the analyzed models in the year 2019. The costs are 
converted to HUF on the average exchange rate in 2019, which was HUF 290.6518/ 
$1. 

Table 6 
Estimated battery costs of the analyzed BEVs in 2019 

Model Type Capacity (kWh) Cost (US$) Cost (HUF) 

Kia e-Niro, Hyundai Kona Li-Poly 42 8,400 2,441,475 
Honda-e Li-ion 35.5 7,100 2,063,628 
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Knowing that the total cost of a base IC automotive vehicle is about $22.5 K, 
subtracting the IC-related content and adding the BEV-related content but the 
battery-pack, the total cost of a base BEV is $24.5 K [1]. Adding the battery pack 
costs, we get a total cost of $32.9 K for Kia e-Niro and Hyundai Kona, while for 
Honda-e the total cost is $31.6 K. Converting USD to HUF, we get that in 2019 the 
estimated total cost of Kia e-Niro and Hyundai Kona is HUF 9,562,444 and for 
Honda-e is HUF 9,184,597. Thus, we assume the cost parameter c from equation 
(9) to be HUF 9.6 M and HUF 9.2 M respectively. The consumer valuation of BEVs 
is captured through the product characteristics and unobserved terms measured by 
parameter d from equation (8). For all analyzed models, except for Honda-e, this 
parameter is assumed to be HUF 12 M, so roughly the average between the amounts 
payable with and without subsidy. As Honda-e has a smaller battery capacity and a 
smaller size, the assumed consumer valuation of the product will also be lower. 

4.3 Simulation of the Profit Functions for the Analyzed 

Models 

In the second cycle of the subsidy, the profit functions of the Kia e-Niro and 
Hyundai Kona models are illustrated in Figure 3 based on the monopolistic frame 
described in Section 4.3 and the assumption on cost and product valuation 
parameters. The two curves represent the profit functions with and without subsidy 
deduction, and the vertical line stands for the threshold value. 

 

Figure 3 
Illustration of the profit functions with and without subsidy of the Kia e-Niro and Hyundai Kona 

models in the second cycle 

We can observe in Figure 3 that in the second cycle the threshold value for 
eligibility was very high compared to the profit-maximizing point. Therefore, it 
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basically did not have any direct effect on the pricing strategy1. This scenario can 
be associated with the fourth case of the presented monopoly structure. As the 
threshold is very high, the firm increases the price and chooses the profit-
maximizing point benefiting from the subsidy, thus transforming potential 
consumer surplus into producer surplus. This supports the first focal point 
hypothesis, as the gap between the focal point and the market equilibrium is too 
high and firms refuse to cooperate [20]. We can graphically observe that if the 
vertical line representing the threshold value would shift to the left to any point in 
the price interval of the profit-maximum values with and without subsidy, the price 
would be equal to the threshold. Also, note that the profit-maximizing point with 
subsidy is roughly at the true price value of the models presented in Tables 3 and 4. 

As the production costs of BEVs have become cheaper over time, mainly due to 
reduction of battery production costs [4], we also gradually reduce the value of the 
total cost estimation. Whereas by mid-2020, the total base cost of a BEV had 
reached $27.4 K – $28.8 K, this is expected to decrease to $21.2 K – $22.6 K by 
2025 due to improvements in battery efficiency, reduction in battery pack cost, 
increase in volume and material substitution [4] [21] [25]. This means a cost 
reduction of 18.55% on average, and thus parameter c is reduced from $32.9 K to 
$26.8 K for the Kia e-Niro, and Hyundai Kona models and from $31.6 K to $25.7 
K for the Honda-e model. On the other hand, the exchange rate of Hungarian forint 
continued to decline compared to the US dollar, and thus the costs increased 
indirectly. Converted to HUF at the average 2020 exchange rate before the subsidy 
program was available (HUF 312.986/ $1), the cost parameter c is HUF 8.4 M and 
HUF 8 M respectively. Moreover, there were minor improvements performed on 
the same models over the years (e.g., design), and consumers’ valuation of BEVs 
grew as well due to high popularity and marketing effects. Thus, the parameter d is 
increased from HUF 12 M to HUF 12.5 M for the Kia e-Niro and Hyundai Kona 
models. However, Honda-e having lower battery capacity and a smaller size, it was 
necessary to assign a lower parameter value of product valuation, thus d being HUF 
12 M for this model. The subsidy amount q takes the real value of HUF 2.5 M in 
the third cycle. In Figure 4, we can see the illustrations of the profit functions of the 
Kia e-Niro, Hyundai Kona, and Honda-e BEVs with and without the government 
subsidy. 

 
1  It may have had some psychological marketing effects on consumers, as they must have 

perceived the real price as a good deal being almost twice as low as the threshold. 
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Figure 4 
Illustration of profit functions of the analyzed BEVs with imposed eligibility thresholds in the third 

cycle  

In the third cycle, the government lowered the eligibility threshold to HUF 11 M, 
and we can see in Figure 4 that the profit-maximizing price for all models is at the 
threshold. Since Honda-e has a lower total cost and a lower assumed product 
characteristics value, when comparing the profit-maximizing points with and 
without subsidy, the absolute difference in the profit values is higher for Honda-e 
than for the other analyzed models. Perhaps, had it lowered the price, Honda could 
have sold more models but with a lower profit margin. However, in this period, 
100% of the analyzed models were priced slightly below the threshold. This reflects 
the first case of the monopolistic frame and shows a gathering of these products’ 
prices at the focal point that is at the threshold. This indicates that the threshold 
value was set to optimum for these models, as a higher value might have resulted in 
tacit collusion at a higher price [20], whereas a lower value would have been 
probably ignored by Kia and Hyundai, as the profit without subsidy almost equals 
that with subsidy for p� = HUF 11 M. 

The fourth cycle is the one in which the monopolistic frame partially contradicts the 
reality. In the illustration presented in Figure 5, we can see that the equilibrium 
price should be at the threshold, but in reality, it is by approx. HUF 500 K below it 
for all analyzed models2. 

 
2  Note that the cost parameter c was further reduced to $23 K for the Kia e-Niro and 

Hyundai Kona models, while parameter d was increased to HUF 13.5 M. In 2021,the 
average USD/ HUF exchange rate was HUF 296.85/ $1, so parameter c is HUF 6.8 M. 
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Figure 5 
Illustration of the profit functions with and without subsidy of the Kia e-Niro and Hyundai Kona 

models 

This result is consistent with the finding of Zhang et al. (2020) [25], showing that 
the higher the price ceiling, the lower the probability of coordination. A speculative 
reason in this typical case, supported by the large number of sales in the case of Kia 
e-Niro, would be a higher gap between the cooperation at the focal point and the 
initial market equilibrium with no subsidy, and thus the reduction of prices in hope 
of higher sales in an oligopoly market. We should also observe that Honda-e did 
not decrease its prices in the third cycle despite the large gap between the focal point 
and the initial equilibrium and thus ended up with a low number of sales. In addition, 
note that, as a rule, profit values show an upward tendency year by year for all 
BEVs, an observation that might justify the competitive strategy. 

In Figure 6, we can observe a counterfactual simulation of the fourth cycle, where 
all values remain unchanged except for the threshold value, which is reduced to 
HUF 11 M. We can see that in this situation the new equilibrium price might be the 
original one due to the lower threshold value, representing the second case in the 
monopolistic frame. According to this counterfactual illustration, it is probable that 
in reality the threshold would be the equilibrium since the profit values are almost 
the same for the two functions, and the lower price would attract more consumers 
in an oligopoly. However, it was rational from the government to increase the 
threshold value and avoid a scenario in which firms refuse to take the subsidy 
eligibility into account. More than that, we find that even though the threshold value 
was slightly higher than the optimum, tacit collusion did not occur at the higher 
threshold since prices were reduced in the hope of higher profits in an oligopoly 
market. 
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Figure 6 
Counterfactual illustration of the profit functions with and without subsidy, when 𝑝̅𝑝 = 11 

Conclusions 

We can conclude that the analyzed subsidy program for BEVs, launched by the 
Hungarian Ministry of Economics and Technology, was overall effective, 
considering both the increase in sales and decrease in prices of BEVs, during the 
program period. The sales of the Kia e-Niro model were 5.76 times higher in 2020 
compared to 2019, and the price of the model decreased by 12%, reaching the 
threshold, in the same period. Furthermore, the sales of the same model increased 
from January 2021, when no subsidy was available, to May 2021, when the fourth 
cycle was announced, by 61.97%, while the price decreased by 9.45%. Moreover, 
91.03% of all Hyundai Kona models were sold in the third subsidy cycle (in the 
period of 2019–2022) and at the lowest price. On top of that, all models sold in the 
third cycle, were priced at the threshold for eligibility, and an increase in prices 
could be observed subsequently. Also, the highest prices and the lowest sales of the 
analyzed models were in periods when no subsidy cycle was available. 

In the second cycle, the program was inefficient, as the threshold value was too high 
considering the profit-maximizing prices of the BEVs on the market. This resulted 
in increased MSRPs and producer surplus. However, it could have had a positive 
marketing effect on the perception of sales prices by consumers. On the other hand, 
the choice of the threshold value was highly appropriate in the third cycle, 
confirmed by both the raw data and the similarity to the theoretical monopolistic 
frame. Concerning this cycle, it can be concluded that cooperation at the focal point 
was stronger than competition, and thus the monopolistic pricing strategy could be 
applied. In the fourth cycle, the increase of the threshold value was rational, as – 
according to the graphical counter-simulation – without this decision there would 
have been a risk of firms opting for the profit-maximizing price without the subsidy.  

Although here the monopolistic frame could not be applied, we have come to 
understand that whenever the threshold value is slightly higher than the optimum, 
firms will engage in a competition and still lower their prices until reaching a new 
equilibrium point. 
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Abstract: Cognitive mobility framework has developed in the year 2022. The first 
international scientific congress (1st IEEE Cognitive Mobility at Bosch Budapest 
Innovation Center – CogMob Conference) was organised to create a space for sharing 
thoughts and starting conversations about the topic. This paper aims to summarise and 
evaluate the main tendencies of cognitive mobility. After reviewing the presented papers, 
there were evaluated according to essential elements of cognitive mobility, and statistical 
analysis was carried out to evaluate the papers. In our work, the five core topics of 
cognitive mobility in 2022 were defined and evaluated according to the essential elements. 
The similarity measure and proximity index-based evaluation of the abstracts and the 
keywords show that sustainability-related topics, energy sources, and their utilisation area 
are the most frequented. The tendency is expected to continue, but the international military 
situation could influence the weight of the topics. 

Keywords: cognitive mobility; elements of cogmob; statistical evaluation 

1 Introduction 

This paper aims to provide an overview of the actual focal points of cognitive 
mobility based on the CogMob Conference 2022 key topics and evaluate the 
interdependence scientifically. The conference's papers covered broad research 
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areas of mobility, from intelligent and sustainable mobility systems to the safety 
and security of ITS-related (ITS-Intelligent Transportation Systems) cognitive 
systems and advanced fuels and drivetrains. 

Mobility is a crucial dimension of our society. The efficiency and sustainability of 
our life are heavily dependent on mobility and similar factors. "Cognitive Mobility 
(CogMob) investigates the entangled combination of the research areas such as 
mobility, transportation, vehicle engineering, social sciences, artificial 
intelligence, and cognitive infocommunications. The key aim of CogMob is to 
provide a holistic view of how mobility, in a broader aspect, can be understood, 
described, and optimised as the blended combination of artificial and 
natural/human cognitive systems. It considers the whole combination as one 
inseparable CogMob system and investigates what kind of new cognitive 
capabilities of this CogMob system are emerging" [1]. Mobility as one of the most 
important pillars of our society has several dimensions. Developing transportation 
sectors are merging with the increasing cognitivity level [2, 3] and cognitive 
mobility can be an enabler to make our cities more sustainable [4, 5, 6]. Deeper 
understanding of mobility with the help of cognitive approach [7] is the way to 
reduce the overall impact of mobility on the environment [8, 9, 10]. 

Based on its nature, one of the CogMob focus areas is engineering applications in 
the mobility domain. 

This paper firstly summarises the relevant areas of cognitive mobility by analysing 
the papers presented at the conference. In the second part, these areas are related 
to the essential domains. The third chapter evaluates the fields of CogMob2022 in 
the elements of cognitive mobility and in the fourth part presents a statistical 
analysis to examine the interdependencies. 

2 Trends in CogMob Area Analysis 

The trends of cognitive mobility cover the connected cognitive vehicles, safety 
and security of ITS-relevant cognitive systems, cognitive aspects of orientation 
and navigation, advanced electric vehicles, and augmented conventional drives. 

2.1 Cognitive Connected Vehicles 

Raising the cognitive level of vehicles is one of the critical drivers of cognitive 
mobility. One direction is the development of methods to provide objective 
indicators for the complex tasks of road transport. One of the keys is to define an 
evaluation framework that can be applied in developing and evaluating new AI-
based models. The aim is to define the metrics used in the development process 
and to facilitate the qualitative evaluation and comparison of algorithms. One of 
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the proposed methods aims at broad applicability by choosing only metrics 
obtained from sensors already installed in vehicles [11]. 

With the proliferation of self-driving vehicles, motorcyclists, representing a 
vulnerable group of road users, require specific solutions. Their risk of severe 
injuries and fatalities is higher than the average and therefore requires the 
development of assistive systems to improve driving safety. Two promising 
methods are also being introduced, called sub-area and dynamic frame rate 
evaluation, to reduce the computational effort from raw video data to driver 
posture information [12]. 

One of the keys to the Traffic Sign Recognition and Detection System (TSDR) is 
its high-speed operation, which can be derived from the high-speed of vehicles. 
Through computer vision and human-machine communication, these systems help 
vehicles navigate. Improving and speeding up traffic sign recognition is one of the 
areas of development that will continue to drive future developments [13]. 

Demand Responsive Transport (DRT) services are gaining ground with the ability 
to configure mobility to individual needs. Alternatives to public transport systems 
and the increasingly popular shared mobility systems. Their development aims to 
improve their service quality further. One innovative form is the implementation 
of autonomous fleet systems. Research is investigating the challenges of 
deploying low-speed self-driving minibuses (tracking) in DRT and the primary 
tasks that must be carried out to prepare for the future introduction of such a 
service. A systematic process-oriented approach will be used to investigate the 
specific parameters, conditions and options for the vehicle and the operational 
options (for DRT). As a result, system interfaces will be identified, and the 
conditions for establishing such a service will be analysed [14]. 

Cognitive measures are increasingly necessary for all mobility modes, from 
motorbikes to urban buses. Different vehicle categories have different challenges, 
but using AI for prediction, environment perception data acquisition, improved 
human-machine interfaces, and system-level vehicle control offers cognitive 
mobility solutions [15]. 

2.2 Safety and Security of ITS-related Cognitive Systems 

The mobility system's growing autonomy increasingly requires system security 
and cybersecurity improvements. Software development for modern vehicles is 
increasingly based on a service-oriented approach. Building software systems 
from software components add specific capabilities to the system and allow fine-
tuning details. Methods are being developed to implement flexible software 
vehicle architectures based on adopting out-of-the-box software. One development 
direction follows the dynamic changes of the set parameters and provides easily 
extensible interfaces to new parameters or requirements. The concept further 
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introduces a priority metric that describes the impact of services in the system and 
models how this metric is inherited through dependencies [16]. 

One area of understanding vehicle behaviour is accident investigation, where 
vehicle data is downloaded using target hardware and expert forensic software. 
Research is investigating the process of analysing the extracted data and the 
conclusions drawn based on a growing database of modern cognitive vehicles 
[17]. 

The relationship between vehicles and infrastructure is also at the forefront of 
cognitive mobility security research. Its impact on vehicle safety has implications 
for the further development of V2X-based (vehicle-to-everything) design 
processes. The research presents a novel methodological background for 
characterising the safety impact of network performance metrics on V2X-based 
automotive applications. The results are used to identify the safe operating range 
of a given V2X-based application [18]. 

Cognitive mobility system components are also increasingly becoming victims of 
cyberattacks. The application and implementation of Attack Graph, a commonly 
used IT security tool, is under way in vehicles. Cognitive mobility systems are 
based on autonomous decision making by the participants. To trust vehicles to 
make the right decisions, we need to make them immune to failures and malicious 
manipulation. A general model is proposed to automate the generation and 
analysis of attack paths in TARA. Several use cases of the model are discussed, 
including the enumeration of possible attack paths, the automatic assessment of 
the feasibility and risk of each path, and the construction of a protection diagram 
to ensure system security [19]. 

The fusional handling of safety and security aspects is a typical example of 
emerging cognitive mobility. An increasing number of sensors and activators is 
followed by intensive communication that, on the one side, is an opportunity to 
increase safety but, on the other hand, is a threat to security risks. 

2.3 Cognitive Aspects of Orientation and Navigation 

In the area of human-machine communication, CogMob co-manages human and 
machine capabilities in mobility, and in this regard, it should aim to help humans 
to preserve their spatial ability even when providing navigational aid [20]. 

GPS is a key element of current mobility systems. It is a human-machine interface 
that is mainly used to provide turn-by-turn navigational aid to human drivers. 
From one perspective, the user could save cognitive capacity by relying on this 
turn-by-turn navigational assist. Thus, they can pay more attention to the driving 
itself. On the other hand, frequent use of GPS (Global Positioning System) can 
erode human navigational abilities [21]. That is an often overlooked but crucial 
human skill in everyday life and special areas. Researchers provide design 
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principles to support and not replace human cognitive skills. Such a method can 
raise awareness of the phenomenon [22], [23]. Another is to initiate active 
encoding as if the user has to deal with spatial information actively, it can achieve 
better knowledge [24]. A third possible way is to modify GPS software to 
encourage users to pay more attention to the environment by referring to 
landmarks in the instructions [25]. For more details, please be referred to [20]. 

2.4 Advanced Electric Vehicles 

Electric vehicles are characterised by excellent energy efficiency and local zero 
CO2 (carbon-dioxide) emissions, but overall it is necessary to assess production 
and reuse together with use. The growing amount of data that can be collected on 
vehicles will allow a more accurate understanding of the whole life cycle.  
A detailed analysis of these issues has been conducted to propose solutions to 
accelerate the path toward climate neutrality. Based on this extensive analysis, a 
forecast of future trends in electric vehicle technologies and beyond for other 
CO2-neutral solutions will be made [26]. 

One of the electric vehicle powertrain's fundamental dynamics and sustainability 
aspects is the analysis of inverters and their power transistors. There is an exciting 
transition in the type of circuit breakers used in inverters. In addition to technical 
and safety aspects, including lifetime, reliability and possible failure modes, other 
aspects, such as cost, market needs and availability, are also considered. [27] 

Accurate battery temperature prediction in electric vehicles is critical for efficient 
thermal management of the battery system. The research uses a nonlinear 
autoregressive exogenous network to model the complex thermal behaviour of the 
battery cell. Using conventional driving data, the model is trained, and its 
accuracy is proven over a wide temperature range, demonstrating the approach's 
simple, general and robust applicability. [28] 

Synchronous reluctance motors are becoming an increasingly important player in 
electric mobility due to the growing need to reduce the amount of rare-earth 
metals in electric vehicle components. Novel post-processing methods are being 
developed based on differential inductances of finite element analysis inductance 
tensor maps. A force method based on the number of rotor displacement rises 
coupled with the coefficient of coercivity determines the required inductance map 
resolution. Reduction of nonlinear effects by modifying the current profiles 
through motor control can only be achieved with a well-defined tensor mapping 
method. An adequately defined motor model, together with an appropriate control 
compensation method, can further improve the efficiency of synchronous 
reluctance motors and provide the required performance in the low speed and part 
load range where the real operating points of an average used vehicle are found 
[29]. 
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A critical dimension of e-mobility is the battery and its degradation during use. 
Considering the typical use of electric vehicles, a test track has been designed 
from which detailed data can be collected from highly sensorised vehicles. Results 
showed that batteries lose 4% of their capacity over 10 000 km and almost 14% 
over 45 000 km [30]. 

Hybrid propulsion technology is one of the most critical research areas today, as 
these technologies can improve fuel consumption through energy recovery. 
Laboratory measurements of the drives are carried out on test benches in the first 
development phase to keep the parameters constant. In addition to the 
conventional combustion engine-electric drive hybrid systems, other combined 
systems are also being developed, such as an electric motor and a hydraulic 
pump/motor unit (HPM). The experimental hybrid power source is designed to 
achieve the highest efficiency during vehicle starting, acceleration and 
regenerative braking [31]. 

Electric vehicles have different noise, vibration and harshness (NVH) 
characteristics than conventional powertrain vehicles. Increasingly accurate data 
collection and evaluation requiring high computational power allow complex 
tests. In a comparative study of electric drive cars, vibration and noise have been 
measured at different speeds at several locations on the driveline and in the 
passenger compartment. The results show that vibration intensity and noise 
primarily depend on vehicle speed [32]. During the acceleration phase, the gear 
shift commands dominating the vehicle exterior were almost inaudible [33]. 

The market launch of electric vehicles is one of the answers to the improved 
demand for sustainable mobility. Electric drives standalone, multiplied or used 
with a combination of internal combustion engines are more accessible to control 
and could enable a more complex optimisation field during the control. Its 
elements, such as the battery, inverters, and electric motors, are the developments' 
focus. Connected to this, the noise and vibration questions are also heavily 
investigated. 

2.5 Augmented Conventional Vehicle Drives 

The electrification of mobility is one of the significant trends, but the 
technological and supply constraints mean that conventional powertrains have a 
long future ahead of them. Extended conventional powertrains are and will be part 
of mobility in the coming decades. On the one hand, diesel powertrains are 
branded as the enemy of the environment, and on the other hand, there is still no 
alternative in some application areas. 

One of the main objectives of diesel engine development is to keep overall 
emissions and fuel consumption low. The complexity of turbocharged diesel 
engines with low and high-pressure exhaust gas recirculation poses a technical 
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control challenge, requiring multiple determinations of the recirculated exhaust 
gas mass flow. This is only possible through complex system monitoring, data 
collection and a complex control system. Experimental methods are being 
developed to estimate the recirculated exhaust mass flow in high and low-pressure 
systems [34]. 

Other research included a numerical study on integrating a gas-air mixer into the 
heating mantle housing to reduce fuel consumption. In this method, a heating 
mantle was fixed to the outer wall of the gas-air mixer. The gas-air mixture and 
the heating medium used a reverse flow method. Water at constant temperature 
and with different flow rates depending on the engine speed was used as the 
heating fluid. The results of the CFD analysis confirm a significant increase in the 
temperature of the gas-air mixture at the outlet of the mixer. Therefore, the new 
integrated preheater-mixer design can be used in internal combustion engines for 
gas-air mixture and temperature control [35]. 

The development of new advanced fuels requires more efficient cost-reduction 
methods. Artificial neural networks can be used in fuel design, but creating data 
sets can be costly. A new line of research aims to create high-precision, multi-
layer, perceptron-like artificial neural network models for predicting the 
combustion and emission characteristics of a medium-performance commercial 
diesel engine. It was found that the high-resolution dataset resulted in truly 
accurate models that can be used to pursue cost optimisation research [36]. 

Lubricants play a crucial role in the energy loss of an engine. Several technical 
solutions exist to reduce friction and wear losses caused by lubricants. With the 
proliferation of low-friction engine oils such as 0W-20 and below, the importance 
of tribological lubricant additives is increasing. This research investigates the 
tribological potential of selected nano-scale ceramic particles (zirconia, copper 
oxide and yttria) as lubricant additives and compares them in terms of their 
financial impact. The results show that additives with the best tribological 
properties are not always the best for mass-produced lubricants [37]. 

The physical and chemical condition of the lubricant also plays a crucial role in 
the long-term performance of engineering systems. Knowledge of the lubricant 
condition allows optimisation of condition-based oil changes, which can help 
reduce wastage by extending the life of engine oils. A study presents a 
methodology for processing FT-IR data that simplifies decision making on the 
extended shelf life of used engine oil. The presented methodology can be 
implemented as a planned maintenance step during scheduled service in the 
workshop and during regular inspections by fleet operators [38]. 

The cognitive mobility approach enables traditional drive developments, finer 
control, and more efficient utilisation. Developments like EGR control solutions 
or alternative fuels could support further diesel technology in areas where the 
current battery electric technology cannot offer real advantages. Research in the 
lubricant domain helps to decrease fuel consumption, i.e., overall energy demand. 
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3 Evaluation according to Cogmob's Basic Elements 

Basic elements of cognitive mobility were first described with the following five 
dimensions [15]: triggering necessity, decision, tool/vehicle/quality, 
infrastructure/resources and human-machine interface. This chapter evaluates the 
five CogMob areas according to these five dimensions. 

The "Cognitive connected vehicles" area involves nearly all the areas. Triggering 
the necessity of mobility is not a heavy aspect here, but the other four play a role 
with a centre of gravity in decision assistance and human-machine interfaces. 

Safety and security of ITS-related cognitive systems affect the tool/vehicle/quality 
dimension as the safety and security demand higher complexity of the systems. It 
is closely connected with triggering necessity, as safety aspects could increase 
entry limits, thus postponing or even canceling mobility. 

Cognitive aspects of orientation and navigation are heavily connected with 
decision and HMI, as they improve the environment perception capabilities. 

Advanced electric vehicles and augmented conventional vehicle drives focus on 
the vehicle itself, but secondarily, they affect the resources through fuel economy 
and alternative energy sources. 

Table 1 

Evaluation of 2022 key areas according to Cogmob basic elements 

 triggering 
necessity 

decision tool/vehicle/ 
quality 

infrastruct
ure/ 

resources 

human-
machine 
interface 

cognitive connected 
vehicles 

 focal area linked linked focal area 

Safety and security of 
ITS-related cognitive 
systems 

focal area  focal area   

cognitive aspects of 
orientation and 
navigation 

 focal area   focal area 

advanced electric 
vehicles 

  focal area linked  

augmented 
conventional vehicle 
drives 

  focal area linked  



Acta Polytechnica Hungarica Vol. 21, No. 7, 2024 

 – 197 – 

4 Statistical Evaluation 

The aim of the statistical evaluation of the presented papers of Cogmob2022 was 
to understand deeper the interdependencies between the domains. The analysis 
was carried out with the WosViewer software. VOSviewer uses a similarity 
measure known as association strength [39, 40]. This similarity measure is 
sometimes referred to as the proximity index [41] or the probabilistic affinity 
index [42]. Using the association strength, the similarity sij is calculated between 
two words i and j as (1): 

-1  (1) 

where cij denotes the number of co-occurrences of items i and j and where wi and 
wj denote either the total number of occurrences of items i and j or the total 
number of co-occurrences of these items. It can be shown that the similarity 
between items i and j calculated using (1) is proportional to the ratio between, on 
the one hand, the observed number of co-occurrences of words i and j and, on the 
other hand, the expected number of co-occurrences of words i and j under the 
assumption that occurrences of items i and j are statistically independent. 

The abstract analysis results are presented in Fig 1. It shows that energy sources, 
environmental effects, artificial intelligence, and ADAS elements are the primary 
nodes, and further peripheral areas are also linked. 

Figure 1 

Analysis of the abstracts of CogMob2022 
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Keywords analysis is presented in Fig. 2. According to this ecological footprint, 
electric vehicles, electric mobility, NVH, and e-drives are the most important 
intersection points. 

 
Figure 2 

Analysis of the keywords of CogMob2022 

If the two analysis results are compared, the outcomes are the following: 
sustainability aspects of mobility appear in both evaluations (environmental 
effects and ecological footprint). As this is one of the strongest driving force of 
mobility development nowadays, its shortage would have been unexpected.  
The elements of Fig 2. mainly could be incorporated into the energy sources node. 
The other nodes related to autonomous mobility do not appear within the keyword 
analysis's focal points. 

Conclusions 

Cognitive mobility is one of the emerging domains of the 21st Century. Analysing 
the themes, the following can be summarised: The topics of the papers cover five 
domains: connected cognitive vehicles, safety and security of ITS-related 
cognitive systems, cognitive aspects of orientation and navigation, advanced 
electric vehicles, and augmented conventional vehicle drives. Four elements of 
cognitive mobility are in the focal area, and the fifth is linked, as presented in 
Table 1. The similarity measure and proximity index-based evaluation of the 
abstracts and the keywords show that sustainability-related topics, energy sources, 
and their utilisation area are the most frequented. It is expected that it will be 
continued, and as a function of the military situation, the defence-related domain's 
role increase is expected. 
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Abstract: Traffic-sign detection has an essential role in the field of computer vision, having 

many real-world applications more and more object recognition and classification task is 

being solved by using Convolutional Neural Networks (CNNs or ConvNets), especially in the 

field of intelligent transportation. In the present article, we offer an implementation chosen 

from several CNN-based traffic-sign recognition and classification algorithm architectures, 

using a ConvNet classifying 43 different types of road traffic signs in the TensorFlow 

framework, as part of the German Traffic Sign Recognition Benchmark (GTSRB) 

competition. A Deep ConvNet was trained end-to-end, aiming to improve the prediction 

performance of a DCNN-based autonomous driving system equipped with a front-facing 

digital camera, with as input a sequence of images, as output directly the prediction results. 

The results obtained on held-out data demonstrated the high accuracy of the model, matching 

the state-of-the-art multi-class recognition and classification accuracies, as well as related 

human-level recognition performances. 

Keywords: convolutional neural networks; end-to-end classification model; German traffic-

sign recognition benchmark (GTSRB); traffic-sign recognition; cognitive mobility 

1 Introduction 

As a result of, their fast execution and high recognition rate, Deep Convolutional 
Neural Networks (DCNN-s) have been pointed out in recent years to offer state-of-
the-art traffic sign classification performance, beyond what could be accomplished 
by former state-of-the-art methods. 

The emergence of modern discoveries and developments in deep learning gave rise 
to positive state-of-the-art results for traffic sign classification and recognition, with 
most of the research focusing on designing and developing cognitive techniques, 
such as DCNN-s for enhanced recognition accuracy. In the realm of mobility, 
cognitive methods can aid in making immediate decision. At the moment, nearly all 
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of the state-of-art network architectures for traffic-sign classification are based on 
Convolutional Neural Networks (or ConvNets) [14], [18], [19]. 

In the present article, the authors introduce a revised end-to-end traffic sign 
detection and recognition system, while thoroughly describing the design and 
development processes of the ConvNet through which the real-time processing of 
images, as well as classification of localized objects are implemented [20]. 

The presented end-to-end cognitive approach revealed a substantial efficiency 
decrease during testing and development for the recognition and classification of 
road signs in real conditions, a simple template matching classification algorithm 
was not able to achieve high-quality recognition results due to limited set of 
predefined templates, angle of rotation, contrast in images of localized traffic signs 
or too intense variations in the illumination. To improve the system's recognition 
performance, a possible solution might be that these widely applied convolutional 
neural networks could be combined with the localization algorithm that has shown 
good results [14], [18], [19]. 

The experiments conducted demonstrate that the perception module shows 
promising performance results, and the classifier is capable of detecting and sorting 
the various signs properly enough regardless of quality, orientation or size.  
The work shows promising results that push the complexity boundaries regarding 
navigating self-driving cars with a cognitive toolbox through towns [18], [19]. 

The final model was more than capable of a smooth detection and classification of 
a significant number of traffic signs on the German Traffic Sign Recognition 
Benchmark (GTSRB) dataset, with an accuracy as high as 97.98%, even 
approaching the related human-level recognition performance of 98.81%. It is 
interesting to note that the best 13 networks submitted for the GTSRB competition 
all use CNNs with a classification performance of at least 98.10%. Human-level 
accuracy is outperformed by 5 of these, indicating once again why it is the most 
commonly used state-of-the-art traffic-sign classification method [25]. 

In the following parts of the study beginning with Section 2, a detailed description 
will be given regarding the classification task and dataset pre-processing, in   
Section 3 the layer architecture definition, building and training of the model 
provided in Section 4, and last but not least Section 5 concluding with result 
validation and discussion. 

2 Traffic Sign Classification Task, Dataset Pre-

Processing and Loading 

CNN-s are frequently used for different purposes in image processing, such as 
segmentation, classification, or detection [25]. The traffic-sign classification 
problem has been addressed with various well-known methods, including neural 
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networks (NNs), Support-vector machine model architecture (SVM), or Naive 
Bayes classification. Many approaches used for traffic-sign recognition are based 
on sliding window methods, which resolve the classification and recognition 
problems simultaneously, but require unfeasible computational resources. 
However, several recent literature state-of-the-art systems separate recognition 
from classification. Firstly, we would deal with the recognition with custom-built 
computationally inexpensive methods, e.g. color thresholding. After that, the 
classification will be conducted on the detected samples with algorithms having 
higher accuracy. 

Traffic-sign recognition is a rather constrained problem, it has many direct real-
world applications, road signs being unique with little variability in appearance, 
fixed, and intended to be displayed for the drivers. Even though the current task is 
exclusively classification, when designing a classifier the ultimate objective of 
detection is to optimize both efficiency and accuracy. With color thresholding and 
various heuristics, for instance, we first detect sign shapes, followed by multi-layer 
NN classification for each type of traffic sign outer shape. The method has the 
advantage of fast training, reduced chance of overfitting, needs fewer samples, and 
it is great for local information capturing and reducing the complexity of a given 
model [6]. 

The German traffic sign detection dataset consists of 39 209 image samples 
corresponding to 43 different classes (ranging from 0 to 42), each one of the signs 
having its folder of different image sizes and resolutions. The training dataset is 
made up of 34 799 images, the validation dataset of 4 410 images, and respectively 
the test set of 12 630 images. Because samples are divided unevenly between the 
related classes, our model could predict some of the classes with higher accuracy 
than others. The samples are composed of video sequence frames of 1 [s], and as 
the camera approaches a given sign each real-world sample produces 30 samples 
increasing in resolution [23], [24], [25]. The total number of samples present in our 
dataset exceeds 50 000 images. 

Thus, we will categorize 40 × 40 RGB pixel space input images into 43 possible 
traffic sign categories: ℎ: ℝ4800 ↦ {0, 1, …, 42}. Note that due to the three-color 
channels, we have a 40 × 40 × 3 = 4800 - dimensional input. In this task, 
convolutional neural networks (CNN-s) usually perform at around 90-95% 
accuracy [8], [24], [25]. We will try to train a network that performs better than 
humans — 98.9% on the original German Traffic Sign Recognition Benchmark 
(GTSRB). 

Many images from the sample set given by the GTSRB competition present several 
difficult challenges, some of these are very hard to distinguish and classify even for 
a human (low-contrast, viewpoint variations, motion-blur, physical damage, 
occlusions, colors fading or input resolution as low as 15 × 15). However, we can 
assume that the ground truth that we have is exact. 
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Because the image samples present in the dataset dynamically varies between a 
wide range of dimensions from 15 × 15 × 3 to 250 × 250 × 3, it is not possible to 
pass them directly to the CNN model, hence this cannot be trained on different 
image dimensions, but we also need to avoid stretching the images too much when 
compressing them to a single dimension. All things considered, we will use an 
already pre-processed version of the images re-sized to 40 × 40 × 3. 

Furthermore, because the present project's objective is to build a robust recognizer 
excluding temporal evidence accumulation, road signs in the training dataset will 
be available as video sequences, and temporal information will not be in the test 
dataset [6], [23], [24], [25]. Moreover, we will populate and diversify the original 
set of data as well with various image modifying techniques such as rotations, color 
distortions and blurring techniques. Therefore, at this stage we are performing data 
augmentation (see Figure 1). 

    
Figure 1 

Data augmentation creating modified input sample versions [5] 

        
Figure 2 

Labeled input dataset before and after augmentation, pre-processing and normalization [5] 

With this solution basically we are adding more sample to our dataset, but without 
collecting any new one. The samples following data augmentation, pre-processing 
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and normalization will look like as presented in Figure 2. All of the dataset image 
samples were normalized, in order to help the model converge faster, the data 
having a mean of zero and equal variance. 

After finding out the model's actual accuracy by training on the original dataset, in 
the next step by adding even more data and evening out the classes we will check 
the accuracy again [6]. The purpose of the test set would be to detect, during 
training, that the model has overfitted and to implement, e.g. early stopping, dropout 
or some other method to compensate. Once the model is completely trained, the 
validation set needs to be simply run through the model and the results reported. In 
order to have diverse datasets and higher prediction performance on unseen data, 
we will extract randomly one sample per class for validation, instead of mixing all 
images randomly and separating into similar training and validation datasets [16]. 

3 Network Layer Architecture 

Generally speaking, similarly to regular NN, convolutional neural networks also 
consists of neurons having learnable biases and weights, organized in layers. 
Contrary to regular neural networks, however, CNNs make the most of the fact that 
they constrain the input architecture composed of images in a more sensible way, 
in particular having layers with neurons arranged in three dimensions [11], [16]. 

However, a ConvNet will take a two-dimensional image and progressively will 
process it with the convolutional layer. In the case of this classification task, the 
input volume samples of activations having the size of 40 × 40 × 3 (40 - width, 40 
- height, 3 color channels), in the first hidden layer a single fully connected neuron 
would have 40 × 40 × 3 = 4 800 weights. This volume still looks computable, 
however, this structure certainly will not scale to larger images, e.g. size of 250 × 
250 × 3, in the case of regular neural networks, because that would lead to neurons 
that have 187 500 weights, and because we generally want to have more than one 
of these neurons the parameters would add up quickly [11]. It is clear that full 
connectivity would not be particularly efficient, and these considerable amounts of 
parameters would swiftly give rise to overfitting. 

As Figure 3 illustrates, each of the ConvNet's layers will transform the three-
dimensional input volume to a three-dimensional output volume with neuron 
activations. In the case of the left example, the red input layer's height and width 
will be the image dimensions, while the depth will correspond to the red, green, and 
blue channels. The right figure illustrates an example input volume of a 32x32x3 
image and the volume of neurons in the first convolutional layer. In this case, there 
are 5 neurons along the depth, connected to or looking at the same region of the 
input volume. These 5 neurons do not represent the same weights, they are only 
associated with 5 different filters, sharing the same receptive field [25]. 
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Figure 3 

3-layer network vs CNN organizing neurons in three dimensions [25] 

When dealing with deep CNN, normal CNNs generally have two or three layers, 
but deep CNNs will have multiple hidden layers usually more than 5, which are 
used to extract more features and increase the accuracy of the recognition. 
Therefore, the depth of the network shall correlate with the amount of data, a deep 
network with insufficient data will produce an overfitted model, while a shallow 
network with a lot of data will not have a high accuracy [11]. Moving from layer to 
layer, the low-level input feature vector is put into the first layer and transformed 
into a high-level feature vector. The neuron number in the output layer is equal to 
the classifying class number, while the vector of probability output is showing the 
possibility of the input vector belonging to a corresponding class. The output of a 
weighted adder is described by (1): 𝑎𝑎𝑗𝑗𝑖𝑖 = 𝜎𝜎�∑ 𝑎𝑎𝑘𝑘𝑖𝑖−1𝑤𝑤𝑖𝑖𝑘𝑘 𝑗𝑗𝑘𝑘� (1) 

where 𝑎𝑎𝑗𝑗𝑖𝑖  - 𝑗𝑗𝑡𝑡ℎ neuron, 𝑖𝑖𝑡𝑡ℎ layer and 𝑤𝑤𝑘𝑘𝑖𝑖𝑗𝑗  - weight of synapse, connecting 𝑗𝑗𝑡𝑡ℎ neuron 
in the layer 𝑖𝑖𝑡𝑡ℎ, with the 𝑘𝑘𝑡𝑡ℎ neuron in the 𝑖𝑖 − 1 layer. As activation function the 
logistic function will be applied, frequently used in regression problems [2], [25]. 

In classification problems during training process the goal is to minimize the cost 
function by gradient decent with minimization methods. In this case, cross entropy 
is the most widely used cost function, 𝐻𝐻(𝑝𝑝, 𝑞𝑞) being the cross-entropy of the 
distribution 𝑞𝑞 relative to a distribution 𝑝𝑝 over a given set, presented in (2): 𝐻𝐻(𝑝𝑝, 𝑞𝑞) = −∑ 𝑌𝑌(𝑖𝑖)𝑖𝑖 log 𝑦𝑦(𝑖𝑖) (2) 

Because in computer vision CNN classification is the state-of-the-art method for 
pattern recognition, our implemented network layer structure, illustrated in Figure 

4, is also mostly based on convolutional layers, following the architecture Input — 
Convolutional Layer — ReLU — Pooling Layer — Fully Connected (FC) Layer. 
Image convolution is the simple sum of element-by-element matrix multiplication 
between weights and the input volume region they are connected to, followed by a 
summing of the elements together [25]. These layers operate in the form of sliding 
windows, and do not require a fixed image size, while the output of these will be 
the spatial arrangement of activations, or so-called feature maps of any size, which 
allow us to detect the same features in different locations [1], [2], [24]. 
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Figure 4 
Applied classification layer structure (Own work, 2021) 

In substance, the convolutional layer requires four hyperparameters (𝑆𝑆 - stride, 𝐾𝐾 - 
number of filters, 𝐹𝐹 - spatial extent, 𝑃𝑃 - the amount of zero padding) and accepts a 𝑊𝑊1 × 𝐻𝐻1 × 𝐷𝐷1 volume size. A common setting of the hyperparameters is 𝐹𝐹 = 3, 𝑆𝑆 
= 1, and 𝑃𝑃 = 1. It produces a volume of size 𝑊𝑊2 × 𝐻𝐻2 × 𝐷𝐷2, where heights and 
widths are equally computed by symmetry, described by (3), (4), and (5): 𝑊𝑊2 =  

(𝑊𝑊1−𝐹𝐹+2∙𝑃𝑃)𝑆𝑆 + 1 (3) 𝐻𝐻2 =  
(𝐻𝐻1−𝐹𝐹+2∙𝑃𝑃)𝑆𝑆 + 1 (4) 𝐷𝐷2 =  𝐾𝐾 (5) 

Using sharing of parameters, for (𝐹𝐹 × 𝐹𝐹 × 𝐷𝐷1) × 𝐾𝐾 weights and 𝐾𝐾 biases, 𝐹𝐹 × 𝐹𝐹 × 𝐷𝐷1 weights per filter will be introduced. Regarding the output volume, a 𝑊𝑊2 × 𝐻𝐻2 
sized 𝑑𝑑𝑡𝑡ℎ depth slice will result after performing a convolution of the 𝑑𝑑𝑡𝑡ℎ filter with 
a stride of 𝑆𝑆 over the input volume, offset then by the 𝑑𝑑𝑡𝑡ℎ bias. 

As a next layer, we implement batch normalization to stabilize training and facilitate 
a smoother hyperparameter tuning process, while substantially increasing the 
classification performance [1], [25]. This normalization operation normalizes the 
elements of 𝑥𝑥𝑖𝑖 inputs by calculating the mean 𝜇𝜇𝐵𝐵 and variance 𝜎𝜎𝐵𝐵2 over the time, 
spatial and observation dimensions independently in the case of every channel, 
respectively also calculating the so-called normalized activations as in (6) [2]: 𝑥𝑥𝚤𝚤� =

𝑥𝑥𝑖𝑖−𝜇𝜇𝐵𝐵�𝜎𝜎𝐵𝐵2+𝜖𝜖 , (6) 

where ϵ — constant, improving numerical stability when variance is small. 

This operation additionally scales and shifts the activations, allowing those inputs 
with unit variance as well as zero mean to not be optimal for operations following 
batch normalization, using the transformation presented in (7) [1]: 𝑦𝑦𝑖𝑖 = 𝛾𝛾𝑥𝑥𝚤𝚤� + 𝛽𝛽, (7) 

where 𝑥𝑥𝚤𝚤�  - the resulting normalized activation having zero mean and unit variance, 𝛽𝛽 — offset and 𝛾𝛾 — scale factor. These parameters are learnable and updated during 
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the training of the network. In order to make predictions after training, batch 
normalization assumes a fixed mean and variance, calculated from training data 
after or during training, to normalize data [2]. 

Between consecutive convolutional layers we can insert periodically an 
intermediate pooling layer, with the intention of operating independently on the 
input's each depth slice and successively reducing the spatial size, number of 
parameters, and network computation, leading also to controlling the overfitting. 
The most frequently used form of this is a 2 × 2 filter size pooling layer 
downsampling every input depth slice with a stride of 2 across both height and 
width, discarding two-thirds of the activations, but leaving unchanged the depth 
dimension, described by (8), (9) and (10). This pooling layer requires two 
hyperparameters, the 𝑆𝑆 - stride and 𝐹𝐹 - spatial extent, while accepting a 𝑊𝑊1 × 𝐻𝐻1 × 𝐷𝐷1 sized volume, and producing a 𝑊𝑊2 × 𝐻𝐻2 × 𝐷𝐷2 sized volume, where: 𝑊𝑊2 =  

(𝑊𝑊1−𝐹𝐹)𝑆𝑆 + 1 (8) 𝐻𝐻2 =  
(𝐻𝐻1−𝐹𝐹)𝑆𝑆 + 1 (9) 𝐷𝐷2 =  𝐷𝐷1 (10) 

It should be also emphasized that only two predominantly used max pooling layer 
variation is found in practice, the more common one with 𝑆𝑆 = 2 and 𝐹𝐹 = 2, but also 
a configuration of 𝑆𝑆 = 2 and 𝐹𝐹 = 3, or the so-called overlapping pooling. Pooling 
sizes with bigger receptive fields could be too detrimental [1], [2]. Figure 5 

illustrates the most widely used max-pooling downsampling operation with a stride 
of 2. The 224 × 224 × 64 sized input volume is pooled with stride 2 and filter size 
2 into a 112 × 112 × 64 sized output volume, while the volume depth is preserved 
[9], [10]. 

 
Figure 5 

Illustration of pooling layer downsampling the input volume [25] 

In the final four layers, we will perform a flatten operation on the last convolutional 
layer's output, a final batch normalization, as well as a dropout operation while 
entering into the last output dense layer — this will be the same as the number of 
classes that we have. The purpose of using dropout is to avoid overfitting and to 
generalize while also improving reliability. Neurons with probability 𝑝𝑝 of the 
current layer will disconnect randomly from the next layer's neurons, going through 
the depth of the network, learning more filters as the network deepens. 
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Training deep networks using several layers with a sigmoid activation function will 
be complicated because of the vanishing gradient issue [9], [10], [13]. To resolve 
this difficulty, we will specifically use the activation Rectified Linear Unit (ReLU), 
which applies 𝑚𝑚𝑎𝑎𝑥𝑥(0, 𝑥𝑥) elementwise non-linearity activation function 
thresholding at zero, 𝑥𝑥 being the input to a neuron, presented in (11): 𝑓𝑓(𝑥𝑥) = 𝑥𝑥+ = 𝑚𝑚𝑎𝑎𝑥𝑥(0, 𝑥𝑥) (11) 

Using ReLU, compared with other similar activation functions such as the sigmoid 
function, enables a more efficient, but also faster training process of complex and 
large datasets attributed to deep neural architectures, leaving the volume size 
unchanged [12]. A SoftMax classifier is also added to the network to normalize the 
output of the previous layer, so the output of this will contain the probability values 
of belonging to a recognizable class (the layer's output basically will be the 
prediction values). The standard (unit) SoftMax function σ:  ℝ𝐾𝐾  →  [0,1]𝐾𝐾  for 𝑖𝑖 =

 1, . . . ,𝐾𝐾 respectively  𝑧𝑧 = (𝑧𝑧1, . . . , 𝑧𝑧𝑘𝑘) ∈ ℝ𝐾𝐾 is defined by (12): 𝜎𝜎(𝑧𝑧)𝑖𝑖  =  
𝑒𝑒𝑧𝑧𝑖𝑖∑ 𝑒𝑒𝑧𝑧𝑗𝑗𝐾𝐾𝑗𝑗=1  (12) 

where 𝜎𝜎 - softmax, 𝑧𝑧 input vector, 𝑒𝑒𝑧𝑧𝑖𝑖  - standard exponential function for input 
vector, 𝐾𝐾 - number of classes in the multi-class classifier, 𝑒𝑒𝑧𝑧𝑗𝑗 - standard exponential 
function for output vector. Essentially what this does is that it takes a vector 𝑧𝑧 as 
input with 𝐾𝐾 real numbers and normalizes it. The probability distribution containing 𝐾𝐾 probabilities will be proportional to the input numbers' exponentials. 

At the end of the network, we add a fully connected layer as well, thus realizing 
class score computing, leading to volumes of a 1 × 1 × 43 size, where numbers will 
be matched to one of the 43 class category scores of the GTSRB dataset.  
The network will learn filters that activate when some type of visual feature can be 
seen on the first layer (e.g. edge of some orientation) and ultimately entire patterns 
on the network's higher layers [29]. 

4 Building and Training the Model 

An illustration of the classifying process is presented in Figure 6. At this point, the 
built network processed from the training dataset a 50-image batch over one 
iteration. The so-called intermediate accuracy was calculated every 100 iterations, 
with a batch of 50 images from the test set to report progress. After successful 
training, the accuracy is calculated again, using all samples from the test set. 

The input image of 40 × 40 × 3 is a multi-dimensional matrix, holding raw pixel 
values, having, just like a traditional matrix, a width of 40 (number of columns), a 
height of 40 (number of rows), as well as a depth of 3 for a standard RGB image, 
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representing the image channel number. Plotting the histogram for the sample 
images in our dataset for different road traffic signs will result in Figure 7. 

 

Figure 6 
Simplified functional diagram of the classifying process (Own work, 2021) 

 

Figure 7 
Histogram distribution of the augmented training image categories (Own work, 2021) 

The sample numbers for each road sign are unevenly distributed between classes, 
not having the same number of samples for every class (also shown in the histogram 
distribution), leading to a biased model that recognizes and classifies some of the 
traffic signs more accurately than others. Thus, sample images had to be augmented 
for some of the classes to reach a minimum of 250 images in each class, while 
avoiding replicates in the input dataset [3], [26]. 

All coding of data arguments along with the training model is created in the Jupyter 

Notebook environment. The detailed CNN layer architecture and specification used, 
built with [21] and [22], is summed up in Table 1, respectively shown in Figure 8 

and Figure 9 [8]. Among the types of layers used are two-dimensional convolution 
layers (Conv2D), batch normalization, two-dimensional max pooling, flatten, 
dropout, and dense - with detailed descriptions in the previous section [4]. 

 
Figure 8 

Implemented deep convolutional neural network layer architecture (Own work, 2021) 
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Figure 9 

Deep convolutional neural network architecture specifications layer-by-layer (Own work, 2021) 

The entire procedure for model training requires about two hours over a single GPU, 
the total number of parameters is 2 688 619 (from which 2 687 083 are trainable 
and 1 536 non-trainable), the training process is carried out with an Intel Core i7-
4790K - 32 GB RAM, 4.00 GHz processor and Ubuntu-64 bit operating system [1], 
[2]. We will be using Python 3.x with TensorFlow, the scripts only reference 
standard libraries available over the ‘pip’ package manager, such as os, time, numpy, 
zipfile, or matplotlib backend. 

To maximize likelihood (MLE) we have to minimize the sum/mean/root-mean-
squared error (SSE/MSE/RMSE) [3], [4], [6]. Consequently, for result evaluation 
we adopt this MSE, the default loss for regression problems used to predict 
continuous target values, calculated as the average of the squared differences 
between the predicted (𝑦𝑦𝚤𝚤�) and actual (𝑦𝑦𝑖𝑖) values, shown in (13): 𝑀𝑀𝑆𝑆𝑀𝑀 =  

1𝑚𝑚∑ (𝑦𝑦𝚤𝚤� − 𝑦𝑦𝑖𝑖)2𝑚𝑚𝑖𝑖=1  (13) 

A supervised training gradient-based method is updating each one of the filters in 
each layer, in each filter bank in such a way that it minimizes the loss function, 
while the last stage's output is fed to a classifier. In the case of classification 
problems, we approximate 𝑝𝑝(𝑌𝑌|𝑋𝑋) k-class discrete conditional distribution with 𝑞𝑞�𝑌𝑌�|𝑋𝑋� modeling distribution ℝ𝑛𝑛  →  [0,1]𝑘𝑘  [8], [15]. 

Table 1 
Network layer architecture, parameters and sizes 

Layer type 
Filter 

nr. 

Kernel 

size 

Activ. 

fc. 
Output shape 

Param. 

nr. 

Conv1 64 3x3 RELU (None, 38, 38, 64) 1 792 
BatchNorm - - - (None, 38, 38, 64) 256 
Conv2 64 3x3 RELU (None, 36, 36, 64) 36 928 
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Layer type 
Filter 

nr. 

Kernel 

size 

Activ. 

fc. 
Output shape 

Param. 

nr. 

BatchNorm1 - - - (None, 36, 36, 64) 256 
MaxPool - 2x2 - (None, 18, 18, 64) 0 
Conv3 128 3x3 RELU (None, 16, 16, 128) 73 856 
BatchNorm2 - - - (None, 16, 16, 128) 512 
Conv4 128 3x3 RELU (None, 14, 14, 128) 147 584 
BatchNorm3 - - - (None, 14, 14, 128) 512 
MaxPool1 - 2x2 - (None, 7, 7, 128) 0 
Flatten - - - (None, 62 72) 0 
Dense 384 - RELU (None, 384) 2 408 832 
BatchNorm4 - - - (None, 384) 1 536 
Dropout - - - (None, 384) 0 
Dense - - Softmax (None, 43) 16 555 

To maximize likelihood, we have to minimize cross-entropy 𝐻𝐻(𝑝𝑝, 𝑞𝑞) or Kullback-
Leibler (KL) divergence 𝐷𝐷𝐾𝐾𝐾𝐾(𝑝𝑝||𝑞𝑞). The entropy formula is given in (14), while the 
cross-entropy formula is given in (15), 𝐻𝐻(𝑝𝑝, 𝑞𝑞)  ≥  𝐻𝐻(𝑝𝑝), asymmetric [15], [25], 
[28]. KL Divergence is also known as relative entropy or information gain, given 
in (16), 𝐷𝐷𝐾𝐾𝐾𝐾(𝑝𝑝||𝑞𝑞)  ≥  0, asymmetric. 𝐻𝐻(𝑝𝑝)  =  −∑ 𝑝𝑝𝑘𝑘 𝑙𝑙𝑙𝑙 𝑝𝑝𝑘𝑘𝑘𝑘  (14) 𝐻𝐻(𝑝𝑝, 𝑞𝑞)  =  −∑ 𝑝𝑝𝑘𝑘 𝑙𝑙𝑙𝑙 𝑞𝑞𝑘𝑘𝑘𝑘  (15) 𝐷𝐷𝐾𝐾𝐾𝐾(𝑝𝑝||𝑞𝑞)  =  𝐻𝐻(𝑝𝑝, 𝑞𝑞) − 𝐻𝐻(𝑝𝑝) (16) 

Cross-entropy loss function is given in (17) and (18), where we minimize the 
amount of surprise suffered between our expectation (𝑞𝑞) and reality (𝑝𝑝) [15]: 𝐿𝐿𝑥𝑥𝐻𝐻  =  − 1𝑚𝑚∑ ∑ 𝑝𝑝𝑖𝑖𝑘𝑘𝑘𝑘 𝑙𝑙𝑙𝑙 𝑞𝑞𝑖𝑖𝑘𝑘𝑖𝑖 , (17) 𝑝𝑝𝑖𝑖𝑘𝑘  =  𝑝𝑝(𝑌𝑌𝑖𝑖 = 𝑘𝑘|𝑋𝑋𝑖𝑖) (18) 

Our first hyperparameter (see Table 2), the number of epochs, indicates how many 
times should the network go through a full training process. In this case, the network 
will go over all the 50 000 images, as well as validate itself with 12 000 test images 
exactly 20 times. The number of batches in epoch is the training set size over the 
batch size. In case of setting this batch size to a larger value, the quality of our model 
could deteriorate, eventually leading to a point where the model is unable to 
generalize well on previously unseen data [4]. 

The hyperparameters controlling the output volume's size are the stride, zero-
padding and depth. Stride is wherewith we slide the filter, if it is equal to 1, we are 
moving one pixel at a time for every filter. The zero-padding has a role in 
controlling spatial sizes of output volumes, and the output volume depth will 
correspond to the number of filters we are planning to use [25]. Another aspect 
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worth noting is the impracticality of connecting neurons to all previous volume 
neurons, rather connecting each neuron to only a local region, leading to the spatial 
extent called the receptive field — or otherwise called the filter size, summarized 
for each specific layer in Table 1. 

The learning rate, defined between 0 and 1, in this case 0.001, describes our weights' 
update rate. Because cycling through all of the 50 000 samples at the same time 
would not be computationally feasible, the batch size will express the number of 
image samples our neural network will cycle through at once. Our optimizer will be 
created as the Adam optimizer for the stochastic gradient solver, while the weight 
decaying parameter is also set to 0.001 — this reduces overfitting [25], [26]. 

Table 2 
Training the network - hyperparameters 

Parameter Value [-] 

Learning rate 0.001 
Decay 0.001 
Batch size (Training) 256 
Batch size (Validation) 256 
Epochs 2 
Verbose 1 

Regarding batch sizes, each batch size is composed of 256 frame inputs for the 
training, as well as in the case of the validation phase. Each batch trains the network 
in successive order, taking into account the updated weights coming from the 
appliance of the previous batch, each sample passed through to the network at one 
time. In the case of the hyperparameter batch size, we have to test and adjust it as 
per how our specific model performs during training. This hyperparameter also 
must be tested concerning how our machine is operating in respect of resource 
utilization [5]. Setting the verbose to 1 will mean that the progress of the model 
being trained will be shown during development time. 

5 Validation Results and Optimization 

The result validation phase during development gives us the improvement 
directions on how the precision accuracy could be increased. Figure 10 presents 
some results during optimization with erroneous sample predictions, as well as the 
accuracy/loss variation of the model. 

In the case of running the network without image augmentation, there are 
indications that the model's validation accuracy was rather high compared to the 
training accuracy, as Figure 11 illustrates. At this point, we additionally defined 
two levels of dropout, one for convolutional layers with a rate of 0.75 and one for 
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fully connected layers with 0.5. The initial convolutional depth of 32 was also 
modified due to obtain better results with 64 [25]. Additionally, the right image in 
Figure 11 presents the convolutional working process over some sample traffic 
signs, visually revealing the network's recognition principle. 

 

 

 

 
Figure 10 

Samples with erroneous predictions and development accuracy/loss of the model (Own work, 2021) 

The values of both loss function and precision accuracy variation for our model for 
10 epochs are illustrated graphically in Figure 12. We can observe that the adopted 
CNN reduces smoothly the values of these performance metrics over the epochs, 
there is an apparent efficiency in the learning process, and these values tend to be 
flat and convergent, ultimately approaching the human-level recognition 
performance goal of 98.81% set in the first place, with a final recognition 
performance of 97.98%. 
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Figure 11 

Accuracy and loss before optimization, and convolution visualization (Own work, 2021) 

 

Figure 12 
Final training and validation accuracy of the model (Own work, 2021) 

Conclusions 

In this paper the authors presented a ConvNet system and its architecture with state-
of-the-art results on the GTSRB dataset, investigated a real-world traffic-sign 
recognition and classification problem, built a highly configurable network, as well 
as developed a flexible method to assess multiple architectures. The research 
provides evidence of practicality of the presented applications, highlighting the 
enhanced efficiency brought by the cognitive methods [18], [19], [27]. 

The validation of the network showed promising and smooth results that hold up 
against existing literature findings and outcomes in the field of ML-based 
classification problems. The network is working effectively with the preprocessed 
images and produces good results. The remaining errors are due to either too low-
resolution inputs or physically degraded road signs for which classification is not 
possible with just a single image instance. 
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Concerning possible future development directions, one could be the problem of 
perception input, the traditional ConvNet architecture could be modified by feeding 
features to the classifier of 1st stage besides features of 2nd stage, as well as by 
using greyscale driving images having strong correlation features among 
continuous frames instead of color and by increasing the network capacity [17]. 
Regarding the color image samples, by visualizing the erroneous predictions we can 
assume that normalized color channels could be more informative than raw color. 

Future studies should examine the effect of input resolution to enhance processing 
speed and classification accuracy, in addition to processing with multiple networks, 
which might further improve accuracy [16]. Finally, the influence and effect of 
unsupervised pre-training of feature-extracting stages should be investigated as 
well, which could be more easily learned than with a strictly supervised method, 
explicitly with an increased number of features at each stage. 
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Abstract: Our study analyses the safety effects of Public Key Infrastructure (PKI), based 

authentication mated, related to certain wireless communication based automotive functions. 

The first part of the article focuses on quantifying the safety effect of quality of service (QoS) 

parameters in the case of wireless communication based automotive functions. Based on this 

concept, the paper discusses two scenarios: in the first case, there is no authentication 

process applied during the communication, and in the second case, the communication is 

secured by PKI authentication. This concept allows us to evaluate the safety effect of the 

security overhead caused by the additional computation demand related to the authentication 

process. Considering the results of our research, it becomes possible to define the 

requirements and expected conditions, regarding the operational circumstances. 

Keywords: automotive safety; public key infrastructure; safety risk; V2X; network 

performance 

1 Introduction 

Our paper aims to evaluate how Public Key Infrastructure-based security solutions 
(PKI) affect communication service quality and, thus, traffic safety. The reason why 
we need to analyze the PKI authentication process in detail is the fact that the 
available computational resources of the automotive systems are limited. Therefore, 
we need to find an acceptable trade-off between allocating our resources to improve 
the functionality and safety of the coordinated automotive applications or increasing 
the security of our system [1] [2]. Wireless communication between the components 
of the transportation system (e.g., vehicles, pedestrians, central management 
system, etc.) can significantly contribute to improving safety [3] [4] since the actors 



Zs. Pethő et al. Considering PKI Safety Impact on Network Performance  
 during V2X-based AD/ADAS Function Development Processes 

‒ 222 ‒ 

of the cooperative intelligent transportation systems (C-ITS) will be able to 
exchange real-time information on their positions, velocities, accelerations, and 
planned trajectories. In certain cases, this information can be available sooner than 
the data collected by an environment perception module, especially in the case of 
some non-line-of-sight scenarios, where other sensor systems cannot detect the 
other actors in time. 

Different types of messages exist in cooperative, connected and automated mobility 
(CCAM) systems that contain data used by safety-related applications. Cooperative 
Awareness Message (CAM) is a widely used massage type that contains 
information on the vehicle's position and dynamics parameters by default. 
Therefore, it is well applicable for safety-related purposes [5]. 

To prevent malicious actors from joining the communication related to CCAM 
processes, the system must be capable of checking the authorization of the 
participants. CCAM systems use the PKI security solution to ensure authenticated, 
reliable communication, especially considering non-repudiation, integrity, and the 
freshness of the messages. X.509 PKI frameworks apply digital signatures, 
timestamps, hash functions and pseudonym certificates to sign messages. This 
provides both authenticity for CAMs and privacy for the users since the end-user 
identities do not contain any identifying data. Furthermore, the different 
authorization levels of CCAM system actors (such as police or normal driver) must 
also be handled. This results in further computational tasks that need to be 
performed beyond the processes of the classical automotive functions. 

If it is not possible to assign additional computational capacity, the PKI 
authentication process can increase the delay / latency of the message transfer 
process. In everyday traffic scenarios, the extra computational demand needed for 
the authentication does not cause any difficulties since efficient algorithms (such as 
ECC – Elliptic Curve Cryptography) and application-specific hardware components 
support the procedure. 

However, for example in case of sub-optimal network performance even the slight 
overhead introduced by PKI authentication can affect the system’s ability to 
appropriately assess a safety-critical situation and react to it in time. 

Therefore, the trade-off must be considered during the automotive development 
processes to find an optimal balance between safety and security [6] [7], especially 
considering automotive functions influencing high-risk processes such as braking, 
steering, etc. 

Network performance can be affected by several external and internal factors (such 
as buildings, the weather, speed conditions, the number of actors participating in 
the communication process, or the applied security solutions). On the other hand, it 
must be emphasized that a malicious attack [8] or an unintentional error can 
considerably decrease network service quality. 
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Note that Public Key Infrastructure frameworks are also widely applied in other 
domains to provide an acceptable security level of the systems (e.g., the energy or 
the financial sector) [9] [10]. Many other research papers focused on the impact of 
authentication on communication delay [11], the effectiveness of Credential 
Management Systems related to CCAM solutions [12-15], and the security 
overhead of different coding algorithms [16]. Following the studied related works, 
we found that PKI authentication’s safety effect in automotive systems has not yet 
been investigated in detail and needs further research. 

To define the limits and boundaries where specific CCAM systems can be applied 
in a safe way, developers should pay attention to identify the expected risk level of 
the system related to particular combinations of the influencing factors. In that case, 
the system can be operated in the safe interval of the influencing factors, staying on 
the safe side. Accordingly, if the quality of service (QoS) decreases significantly, 
either because of an attack or an error, the controllable influencing factors can be 
modified to drive the system in a safe state [17-19]. 

2 Methods 

This article investigates the expected effects of specific malicious interventions or 
random errors related to wireless communication based automotive functions taking 
into account the severity and probability of the considered unexpected event. Based 
on this, the applied risk estimation concept is introduced in the first part of the 
section, and in the next step, the probability estimation model is described [19]. 

2.1 Investigation Concept 

During the evaluation, we investigated six cases focusing on intersecting vehicle 
movements [20]. All investigated cases included two cars (Target Vehicle – TV, 
Subject Vehicle – SV) where the neighboring legs of the junction meet at a 90-
degree angle. Table 1 includes the velocities of the vehicles. 

Table 1 
Investigated cases and the applied velocities 

Test 
case 

TC1 TC2 TC3 TC4 TC5 TC6 

vT V 

[km/h] 20 50 20 50 20 50 

vSV 

[km/h] 40 70 70 100 100 130 
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In order to guarantee that the two vehicles are on a collision course, the starting 
position of both vehicles are chosen accordingly. The test scenarios were built using 
the Cohda VSIM simulation framework. In the test setup two Cohda MK5 On-
Board Units (OBUs) are used to facilitate wireless communication between the two 
vehicles using CAM messages. The VSIM software simulates the vehicles 
following their respective paths and generates a GNSS (Global Navigation Satellite 
System) data stream for both. This data stream is then fed to their respective OBUs 
via TCP/IP (Transmission Control Protocol/Internet Protocol) connection.  
The architecture of the test system is shown on Figure 1. 

 
Figure 1 

Test system architecture 

The test cases were implemented in the virtual model of the ZalaZONE test field to 
provide the possibility for the real test-based verification of the experimental results 
[21]. The below presented laboratory setup was used to carry out the measurements. 

 
Figure 2 

Measurement laboratory setup 
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2.2 Representing Safety Risk 

The below-presented part of the article describes the indicator applied to 
characterize safety risk. Beyond the vehicle generally applied dynamics parameters, 
the developed Safety Risk Index (SRI) considers the relevant QoS parameters, such 
as packet delivery ratio (PDR) or end-to-end latency (E2E). During the analysis, the 
stopping distance (denoted by 𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) was evaluated to characterize the safety level 
of a specific scenario. 

When CAMs do not arrive before the following vehicle approaches the front vehicle 
to the stopping distance (𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐), the following car will not have enough distance to 
decelerate to a safe speed and avoid the accident. 

In light of the above, if a CAM arrives to the following vehicle before the critical 
point, the car can prevent the collision. However, we also need to emphasize that it 
is not advantageous if the CAM arrives too early since the situation will not be 
classified as a hazardous event. Following this, we can identify a warning period 
(𝑡𝑡𝑤𝑤𝑤𝑤𝑐𝑐𝑤𝑤) in which the CAM should arrive. If the speeds of the cars are higher, the 
warning period has to be longer. 

Accordingly, in the development procedure of ADAS/ADS (Advanced Driver-
Assistance System/Automated Driving System) applications, we must consider the 
proportion of the warning and the critical period. If the proportion is smaller, the 
application will become more effective, but the risk related to the application will 
also be larger. 

The indicator describing safety risk is defined by multiplying the estimated 
occurrence and severity values in the case of specific scenarios due to the delayed 
arrival of cooperative awareness massages. 

The occurrence value related to the delayed arrival of cooperative awareness 
messages in a specific scenario is calculated by subtracting the arrival timestamp 
(𝑡𝑡𝑇𝑇𝑇𝑇 ) from the center point of the warning period (𝑡𝑡𝑇𝑇𝑇𝑇_𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇). 

According to our concept, we estimate severity based on the collision energy. In 
light of this, it can be derived from the kinetic energy of the colliding vehicles. 
Following these assumptions, in the case of a longitudinal scenario, severity is 
proportional to the difference between the squares of velocities. In that case, risk 
can be represented by the following formula: 𝑆𝑆𝑆𝑆𝑆𝑆 = �𝑡𝑡𝑇𝑇𝑇𝑇 −  𝑡𝑡𝑇𝑇𝑇𝑇_𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇�  ∙  𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  (1) 

Based on Eq. 1. we calculated the risk values related to the implemented test 
scenarios. Following this, it became possible to identify the polynomial regression 
function (Eq. 2.) capable of estimating the risks in the case of specific combinations 
of the considered input variables, such as the values of the investigated vehicle 
dynamics and QoS parameters: 
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𝑦𝑦� =  𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 +  𝛽𝛽2𝑥𝑥2 + ⋯+ 𝛽𝛽12𝑥𝑥1𝑥𝑥2 +  𝛽𝛽13𝑥𝑥1𝑥𝑥3 + ⋯ (2) 

3 Results 

This section focuses on the outcomes of the executed measurements. The safety risk 
of the V2V test cases is analyzed by applying the presented safety risk index.  
The below-presented figure pairs compare the risk functions. The left side of the 
figures show a low-latency scenario with minimal (~0 ms) E2E latency, the right 
side shows a high-latency (1000 ms) scenario. Each figure contains the results of 
two measurements, one with PKI authentication turned on (blue continuous line) 
and one with PKI turned off (black dashed line). Due to applying polynomial 
regression to the calculated SRI values the resultant safety risk values are 
normalized. 

3.1 Test Case TC1 

In the first test case, the subject vehicle moves at 40 km/h while the target vehicle 
moves at 20 km/h. Due to the relatively low velocities, the expected risk level is 
relatively low. In both low- and high-latency cases the risk function is steeper when 
the PKI authentication is switched on. 

 

 

Safety Risk function for TC1 test case 
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Table 2 
Safety Risk values for TC1 test case 

PDR E2E Without PKI With PKI 

10% 
0 ms 0.193 0.281 

500 ms 0.254 0.342 
1000 ms 0.315 0.403 

50% 
0 ms 0.095 0.121 

500 ms 0.156 0.182 
1000 ms 0.218 0.243 

100% 
0 ms 0.022 0 

500 ms 0.083 0.061 
1000 ms 0.145 0.122 

3.2 Test Case TC2 

In the following test case, the subject vehicle moves at 70 km/h, while the target 
vehicle moves at 50 km/h. We can recognize that the safety impact of the PKI 
authentication process is not emphatic, only a small difference can be observed at 
extremely low PDR levels (under 20%). 

 

 
Figure 4 

Safety Risk function for TC2 test case 

 



Zs. Pethő et al. Considering PKI Safety Impact on Network Performance  
 during V2X-based AD/ADAS Function Development Processes 

‒ 228 ‒ 

Table 3 
Safety Risk values for TC2 test case 

PDR E2E Without PKI With PKI 

10% 
0 ms 0.066 0.095 

500 ms 0.127 0.156 
1000 ms 0.188 0.217 

50% 
0 ms 0.051 0.042 

500 ms 0.113 0.103 
1000 ms 0.174 0.164 

100% 
0 ms 0.131 0.134 

500 ms 0.192 0.195 
1000 ms 0.253 0.256 

3.3 Test Case TC3 

In the third test case, the target vehicle moves at 20 km/h while the subject vehicle 
moves at 70 km/h. Due to the more considerable difference in velocities, the safety 
risk takes larger values when the quality of service becomes lower. On the other 
hand, we have to emphasize that the packet delivery ratio has a more significant 
influence on the safety risk. Comparing the safety risk of the systems with and 
without PKI authentication, the maximum value of the system with PKI is ~0.1 
larger than that of the system without PKI. 

 

 
Figure 5 

Safety Risk function for TC3 test case 
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Table 4 
Safety Risk values for TC3 test case 

PDR E2E Without PKI With PKI 

10% 
0 ms 0.389 0.501 

500 ms 0.45 0.562 
1000 ms 0.511 0.623 

50% 
0 ms 0.178 0.198 

500 ms 0.239 0.26 
1000 ms 0.3 0.321 

100% 
0 ms 0.086 0.069 

500 ms 0.147 0.13 
1000 ms 0.208 0.191 

3.4 Test Case TC4 

Regarding the fourth test case, the target vehicle moves at 50 km/h while the subject 
moves at 100 km/h. Similar to the previous test case, the more significant difference 
in the velocities results in larger safety risk values in the case of lower quality of 
service levels. Besides this, we can also observe that the packet delivery ratio 
considerably impacts the safety risk. Comparing the safety risk of the systems with 
and without PKI authentication, the maximum value of the system with PKI is about 
the same as the system without PKI. 

 

 
Figure 6 

Safety Risk function for TC4 test case 
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Table 5 
Safety Risk values for TC4 test case 

PDR E2E Without PKI With PKI 

10% 
0 ms 0.372 0.396 

500 ms 0.433 0.457 
1000 ms 0.495 0.518 

50% 
0 ms 0.116 0.11 

500 ms 0.177 0.172 
1000 ms 0.238 0.233 

100% 
0 ms 0.105 0.104 

500 ms 0.166 0.165 
1000 ms 0.228 0.227 

3.5 Test Case TC5 

Analyzing the TC5 test case, the target vehicle moves at 20 km/h while the subject 
vehicle moves at 100 km/h. In this test case, the large difference between the 
vehicles’ velocity increases the safety risk significantly, especially when PDR is 
under ~30%. Besides, we can also observe that the packet delivery ratio 
considerably impacts the safety risk. The maximum safety risk in the case of the 
system with PKI approaches the value of 0.8 when the latency is relatively high. 

 

 
Figure 7 

Safety Risk function for TC5 test case 
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Table 6 
Safety Risk values for TC5 test case 

PDR E2E Without PKI With PKI 

10% 
0 ms 0.513 0.593 

500 ms 0.574 0.654 
1000 ms 0.635 0.716 

50% 
0 ms 0.194 0.179 

500 ms 0.255 0.24 
1000 ms 0.317 0.301 

100% 
0 ms 0.163 0.173 

500 ms 0.225 0.234 
1000 ms 0.286 0.295 

3.6 Test Case TC6 

Regarding the most dangerous test case, the vehicles travel with 50 km/h and 130 
km/h. In accordance with the above, we can observe the highest safety risk values 
among the examined scenarios in this test case. We can also conclude that the safety 
risk function changes steepest in this test case as a function of the packet delivery 
ratio. 

 

 
Figure 8 

Safety Risk function for TC6 test case 
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Table 7 
Safety Risk values for TC6 test case 

PDR E2E Without PKI With PKI 

10% 
0 ms 0.824 0.822 

500 ms 0.885 0.883 
1000 ms 0.946 0.945 

50% 
0 ms 0.295 0.296 

500 ms 0.356 0.357 
1000 ms 0.418 0.418 

100% 
0 ms 0.261 0.255 

500 ms 0.322 0.316 
1000 ms 0.383 0.377 

Conclusions 

Our article investigates the impact of Public Key Infrastructure (PKI) based 
authentication processes, on the safety risk caused by the increased processing time 
in the case of different QoS parameter levels. 

To evaluate the quantified risk values of the investigated test cases and to analyze 
the behavior of the system depending on different vehicle dynamics, we investigate 
the relationship between the change in the analyzed QoS parameters and the risk 
level related to the test cases. 

When the packet delivery ratio is low, the value of the safety risk becomes 
outstandingly high, above 0.9. If we focus on the test cases with PKI switched on, 
we can observe that when the PDR is low, the risk values are generally larger than 
without the PKI. Tough the differences vary the maximum difference is ~0.11. 

When the packet delivery ratio gets higher, the risk levels related to the test cases 
with and without PKI get closer. Accordingly, if the packet delivery ratio is close 
to 100%, the overhead of the PKI process becomes negligible. 

Based on our outcomes, the safety impact of Public Key Infrastructure based 
authentication is insignificant. The increased processing time can only result in 
unsafe cases if the quality-of-service decreases below an unacceptable level. 

To solve this difficulty, we need to consider case-dependent resource allocation and 
make further computational resources available to our automotive systems in the 
case of critical situations when the QoS parameters make it necessary to reduce the 
processing time of the authentication process. 

To reduce the mentioned risks, adaptive security-related solutions or detailed 
system limitations can be applied. System limitations must be validated to approve 
if the investigated applications can be operated safely by controlling system 
parameters between the pre-defined limits. 
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Based on the concluded outcomes of the research, we can formulate the following 
key messages: 

• Packet loss has stronger effect on safety risk than latency. 

• In the case of normal QoS levels, PKI has negligible effect on safety risk. 

• If QoS reduces, PKI’s negative effect on safety risk becomes more 
pronounced. In this case, adaptive, risk-reducing measures should be 
implemented and applied. 
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Abstract: Electric vehicles can offer a real alternative for mobility in the 21st Century, but 
the extent of their long-term wear and degradation is unknown. Obviously, both traffic and 
users have to adapt to the new types of drivetrains, as these cars can be driven optimally in 
a completely different style. A new measurement and evaluation methodology has been 
developed, and various tests have been defined to investigate the key questions of electric 
cars. We showed that energy consumption can be reduced by more than 1/3 at optimum 
ambient temperatures, compared to 0 °C. We examined the correlation between speed and 
energy consumption on highway, and found that reducing the average speed from 105 km/h 
to 85 km/h can increase the range by up to 40%. Finally, we calculated that at 50,000 km of 
mileage, the battery only degrades by 11%. 

Keywords: sustainable mobility; electric vehicles; range; consumption; battery degradation 

1 Introduction 

Modern mobility is not sustainable in its current form [1], therefore, alternative 
solutions need to be explored. Increasing recognition of a long-term perspective [2], 
can be an essential tool for mobility. The international community made several 
commitments related to transport, but most focus only on road safety or carbon 
emissions specifically. 

Research for alternative solutions has been a popular topic over the past decades, 
but the global goal has not been achieved. First attempts were made to develop more 
environment-friendly fuels by reducing the sulfur and lead content [3] [3.1]. Further 
studies have been done on the possibility of fossil fuel blending with different 
alcohols [4-8], vegetable oil-based products [9-12], or with rare special blending 
materials [13-15]. On the technical side, the downsizing of petrol engines has started 
[16] [17], and for diesel engines, combustion and exhaust gas technologies have 
been improved [18-20]. At the same time, hybridization was also developed, which 
had promising results, for further fuel consumption reductions [21] [22]. 
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Regardless of the powertrain type, the role of electricity has increased in vehicles, 
a modern car including up to 300 electric motors and sensors [24]. This is necessary 
because of the complexity of drivetrains and the requirement to comply with 
standards. With the development of safety systems, the vehicle acquires more and 
more data about its environment [25], which requires high-level data processing 
[26], artificial intelligence, and fuzzy structures [27] based decision-making in 
cognitive mobility. 

Electric vehicles (EVs) have been a real alternative since the start of motorization. 
However, the early versions were powered by non-rechargeable primary cells. Over 
the last 100 years, the evolution of eDrives has been overshadowed by the 
development of internal combustion engines [23]. The diesel gate and the 
innovations in battery technology helped start a new era of e-mobility. The electric 
drivetrain has three main components: the battery, the electric motor, and the 
inverter. 

The high-voltage battery (and its associated auxiliaries) is one of the components 
of EVs that is much more complex than in internal combustion engine (ICE) cars. 
The critical dimensions of batteries are: cathode materials (layered compounds, 
spinel and olivine), anode materials (graphite and lithium titanate), electrolytes, 
lithium salts, and separators [28]. During the lifetime of a battery, chemical 
reactions occur that cause it to age; this is the battery degradation. Degradation is a 
major area of research in lithium-polymer batteries [29]. 

Several types of electric motors are used in EVs. The proper e-motor selection has 
a significant influence on the vehicle’s efficiency and stability [30]. One of the most 
preferred options is the Interior Permanent Magnet Synchronous Motor (IPMSM). 
The researchers focus on the effects of the size and placement of magnets [31]. 

For the development of inverters, the Hardware-In-the-Loop (HIL) concept is 
mainly used. This helps speed up the testing process to select the right performance 
and durability. New research uses the Power-HIL simulation, which can emulate 
PMSM machines [32]. 

Summarized the literature review, electric vehicles can be real alternatives for future 
mobility, which are already part of the transformation nowadays. As e-mobility is a 
relatively new research area, there are many open points and research orientations. 
With batteries and charging equipment more reliable and accessible than ever, 
adoption still depends on tax incentives and infrastructure deployment. Modern, 
first-generation electric cars are now reaching the average age of vehicles in 
Hungary, which is approximately 15 years. Utilization point of view, it is essential 
to be able to predict battery degradation. Our research focuses on the predictability 
of the degradation of electric vehicle batteries based on field data. 

The Test and methods section contains a report on the tests performed, a description 
of the test vehicle, and the data logging process. The Results and discussion section 
shows the background calculations for energy consumption, range, and battery 
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degradation. Also, this chapter includes the final outcome of the calculations and 
possibilities for further improvements. The results are summarized in the conclusion 
section. 

2 Tests and Methods 

This article summarizes the results of 3 measurements (Table 1), which are 
consistently referred to as follows: Normafa winter, Normafa summer, and Balaton 
challenge. The 2 Normafa measurements compare winter and summer energy 
consumption on the same route, while the focus is on the range for the Balaton 
challenge. Furthermore, the battery degradation was determined from the average 
of the three measurements. 

Table 1 
The tests performed and the specifications 

Test Date Road type Temperature Repetition Focus 

Normafa 
winter 2022.03.10 City/Rural -5 ― 0 °C 3 Consumption 

Balaton 
challenge 2022.07.25 Highway- 30 ― 35 °C 1 Range 

Normafa 
summer 2022.07.26 City/Rural 25 ― 30 °C 3 Consumption 

2.1 Test Vehicles 

Six electric vehicles were used for the battery degradation test over lifetime. 
Therefore, vehicles were chosen with lower (~10,000 km) and higher (45,000 km) 
mileage, which were 4 and 2 years old (these values refer to the first test). There 
was a 4-month gap between the winter and summer tests, so the mileage in the 
summer test was already around 5,000 km higher for all cars. These vehicles were 
rented from a car-sharing company, driven by people with different experiences and 
driving habits, and often charged on a fast charger. The condition of the batteries 
was not measured previously; therefore, it was important to test with more vehicles. 

First generation Volkswagen e-up! were used in the tests. These cars are not 
specifically designed with electric platforms, as there are also versions with internal 
combustion engines. The main details of the vehicles are given in Table 2. 

For the e-up!, there are two drive modes: “D” and “B”, where the difference 
between the two modes is the regenerative braking power. In mode “D”, the 
recuperation is manually adjustable from level 0 to level 3, in level 0 there is no 
energy recuperation. In “B”, the strength of recuperation is fixed at level 4, 
corresponding to ~70 Nm of deceleration torque based on measurements. 
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Table 2 
Test vehicle specifications [33], [34] 

Parameter Value 

Curb weight 1,139 kg 
Power / Torque 60 kW / 210 Nm 
Nominal energy 18.7 kWh 
Nominal voltage 374 V 
Battery capacity 50 Ah 
Battery cell chemistry Lithium nickel manganese cobalt oxides 
Combined Energy Consumption 12 kWh/100 km 
Range (WLTP) 133 km 

The vehicle has three manually switchable driving profiles: Normal, ECO, and 
ECO+. In these modes, functions are limited in addition to performance to ensure 
optimal energy use (Table 3). 

Table 3 
The impact of e-up! operating modes on performance and functions [34] 

System/Driving profile Normal ECO ECO+ 

Speed limit 130 km/h 120 km/h 95 km/h 
Max torque 210 Nm 167 Nm 133 Nm 
Peak power 60 kW 50 kW 40 kW 
Acceleration (0-100km/h) 12.4 s 14.3 s - 
Accelerator pedal characteristic Normal Reduced Flat 
Air conditioning Normal Reduced Deactivated 

2.2 Data Logging 

There are two options for data logging: use the built-in sensors in the vehicles or 
install sensors. Modern vehicles are equipped with complex on-board electronics 
for comfort, safety, and optimal operation. For this reason, we chose the first option, 
as it avoids disassembling the vehicle and calibrating the sensors. 

Electric vehicles are completely different from internal combustion engine vehicles 
in their powertrains, but their low-voltage systems are nearly the same. There are 
several CAN buses in EVs for different functions, which are usually connected in a 
Gateway. Diagnostic CAN, may be used to access the Gateway via the OBD II 
connector. 

The Unified Diagnostic Services (UDS) [35] communication protocol has been 
implemented for data extraction. The protocol standardizes the communication and 
the message formats, but the content of the messages is different for each vehicle. 
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We tested several types of hardware, but finally, Inventure's self-made data loggers 
were chosen because of their stable operation. 

The parameters we have analyzed are shown in Table 4. To investigate the vehicle's 
energetics, it would be sufficient to monitor only the energy consumption 
(eConsumption) parameters, but the energy consumption depends on the driving 
style. The consumption also depends on the route (e.g., road surface, slope), but 
these are indirectly included in the driving style parameters. The purpose of 
collecting longitudinal dynamic data is to validate that the drives were done in the 
same styles. Other data were also examined for future evaluations and to identify 
potential problems, but the analysis of these data is outside of the scope of this 
article. 

Table 4 
List of parameters collected from the CAN bus 

Group Parameter Unit 

eConsumption 
Battery voltage [V] 
Battery current [A] 
State-of-charge [%] 

Driving style 

Speed [km/h] 
Motor rotation [RPM] 
Torque [Nm] 
Brake system pressure [Bar] 
Accelerator Pedal Position [%] 

Others 
Ambient temperature [°C] 
Adaptive Cruise Control (ACC) [Off / On] 
Air conditioning (A/C) [Off / On] 

2.3 Test Routes, Measurement Setup 

In vehicle life cycle analysis, driving cycles are usually divided into three main 
groups: city, rural, and highway. Each type has different typical speed and torque 
values, and in addition, different specific use cases can be defined, e.g., parking in 
city, overtaking in rural, and emergency stopping on highways. 

The energetics of electric cars are most influenced by two important factors related 
to the route: the slope and the maximum speed allowed. Therefore, an urban section 
with varied topography and a high-speed highway section were selected. 

2.3.1 Normafa Winter and Summer 

The city route was selected in Budapest from Móricz Zsigmond square to Normafa 
hill and back to Móricz Zsigmond square. The total length of the route is 15.4 km, 
with an elevation gain of 350 meters between the lowest and highest points (Fig. 1). 
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As the entire route was inside the city, the maximum speed limit was 50 km/h (in 
some places, it was limited to 30 km/h). 

 
Figure 1 

Elevation profile of the Normafa rest route 

The tests were done on the same route in winter and summer to investigate the effect 
of temperature on energy consumption. In the Normafa winter test, the outside 
temperature was 0 °C, while in summer, it was 30 °C, which is the optimal 
temperature for the battery (Table 1). The vehicles were stored in an outdoor car 
park before the tests, so the initial temperatures of each component were nearly the 
same as the ambient temperature. 

We drove in a convoy during the tests to ensure similar driving profiles. The tests 
were performed in real traffic, so there were differences in driving. To minimize 
this effect, the tests were done at night, and both tests were repeated three times in 
a row. 

Drive mode “B” was used for the measurements to maximize energy recovery. We 
chose the Normal operating mode because we needed full power due to the high 
gradient. The Air Conditioning (AC) was not used, and the Positive Temperature 
Coefficient (PTC) battery heater is not manually adjustable. 

2.3.2 Balaton Challenge 

The M7 highway was chosen to test the range, as we thought that an important 
aspect of testing electric cars would be whether they could get from Budapest to 
Lake Balaton without charging. The test route is not completely flat due to the 
environmental conditions, but the slope is negligible (the maximum difference in 
altitude was 120 meters on the 110 km section). The first 15 km of the route was in 
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the city, with speed limits of 50 km/h, 80 km/h, and 100 km/h. The focus was on 
comparing different operating modes. 

In the measurement, we varied several parameters between vehicles that have an 
effect on consumption, such as speed and AC (Table 5). The target speeds were 
chosen to be the highest speeds achievable in the given operating modes. This was 
complemented by activating Adaptive Cruise Control (ACC) in every second 
vehicle. 

Table 5 
The settings used in the test vehicles 

 Mode Speed limit AC ACC 

Vehicle 1 ECO 120 km/h Off Off 
Vehicle 2 Normal 130 km/h Off On 
Vehicle 3 ECO+ 95 km/h Off On 
Vehicle 4 Normal 130 km/h On Off 
Vehicle 5 ECO+ 95 km/h On Off 
Vehicle 6 ECO 120 km/h On On 

The measurement was performed only once in this test at an outside temperature of 
35 °C. AC was manually set to automatic control and 22 °C in every second car, 
but the vehicle can override the AC compressor power based on Table 3.  
The windows were rolled up in all vehicles, as this has a significant effect on air 
resistance. During the measurement, drive mode “D” with level 0 recuperation was 
used in all cars to maintain the target speeds more uniformly. 

Vehicle batteries could not be discharged to 0% for the following two reasons.  
In the first place, a vehicle pulling over on the highway can create a dangerous 
traffic situation. Second, the vehicle automatically switches to another mode to 
increase the range. At 20% State of Charge (SoC), the vehicle switches to ECO 
mode, which can be manually switched back to Nominal mode. At 12% SoC, it 
switches to ECO mode in a non-overrideable way, and at 8% to ECO+ mode. 

3 Results and Discussion 

In the measurements, vehicles with low mileage were consistently marked with 
Vehicles 1-3, while vehicles with high mileage were marked with Vehicles 4-6. 
These numbers also indicate the position in traffic. This is relevant for the Normafa 
measurements, as we were driving in a convoy there. Therefore, the further back a 
vehicle was in the convoy, the longer its driving time was. This may slightly 
increase the consumption. 
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3.1 Driving Profiles 

The comparison of drivers is only relevant for the Normafa measurements, where 
the same driving style had to be used. Due to the similar route, only the longitudinal 
dynamics were investigated, which is well characterized by speed, motor torque, 
and throttle position. The driver can also control his speed with the brake pedal, but 
this is not included in the evaluation due to drive mode “B”. Because of the high 
recuperation level, the brake pedal had to be used only for stops, which were only 
5-7 per measurement. When calculating averages, only values where the speed was 
greater than 0 were considered. 

Figure 2 shows the comparison of drivers for Normafa winter and Normafa summer. 
It can be seen that the average speeds were approximately the same for both 
measurements, with a maximum difference of 0.5 km/h. 

In the case of Normafa winter, the average torque of Vehicle 4 is slightly higher, 
but it is only 3 Nm higher than the torque of Vehicle 1. For the Normafa summer, a 
marginally larger variance is seen for the average accelerator pedal positions, but 
this may be due to different deceleration strategies. As no outliers were observed 
for any of the parameters, the drives were considered similar. 

 
Figure 2 

Comparison of driving styles in Normafa summer and winter tests 

3.2 Energy Consumption 

The vehicle's energy consumption is the amount of energy extracted from the 
battery. Some energy is used for the drive, and some for the power of other 
consumers. The amount of energy consumed with the measured values can be given 
by the following equation (Eq. 1): 
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𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =  ∫𝑊𝑊(𝑒𝑒) 𝑑𝑑𝑒𝑒 = ∫ 𝐼𝐼(𝑒𝑒) ∗ 𝑈𝑈(𝑒𝑒) 𝑑𝑑𝑒𝑒 (1) 

Where, W is the instantaneous delivered power, I is the current, U is the battery 
voltage, and t is the time. 

The amount of energy used per test calculated from equation (1) is shown in Fig. 3. 
The graph clearly shows that while eConsumption was approximately similar in the 
same tests, consumption decreased significantly in the summer. 

 

The amount of energy used in the tests per vehicle. 

It can be seen that there is no significant difference in energy consumption between 
cars with low and high mileage. There is a minimal difference in the measurement 
of Normafa winter 1, but this may be due to calculation inaccuracies. 

For the analysis of the results, it is important to note that the voltage and current 
values were recorded with different time stamps due to the CAN bus serial message 
transmission. Linear interpolation was applied to avoid this, which may result in 
some inaccuracy. 

The averages of the three measurements for winter and summer are shown in Table 
6. During the winter test, the average energy consumption was 2294 Wh, compared 
to 1435 Wh for the same route in summer. This results in a difference of 858 Wh, a 
37.5% decrease in consumption in summer when temperatures are optimal. 

In Normafa winter, cars with low mileage consumed on average 35 Wh less energy. 
In the case of the Normafa summer, cars with more mileage consumed 37 Wh less 
energy. These results imply that mileage does not affect the consumption of 
vehicles. 
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Table 6 
Average eConsumption and differences between the Normafa winter and summer tests 

 Normafa winter Normafa summer Difference 

Vehicle 1 2,282 Wh 1,493 Wh 789 Wh 
Vehicle 2 2,276 Wh 1,423 Wh 853 Wh 
Vehicle 3 2,272 Wh 1,447 Wh 825 Wh 
Vehicle 4 2,333 Wh 1,446 Wh 887 Wh 
Vehicle 5 2,298 Wh 1,393 Wh 905 Wh 
Vehicle 6 2,303 Wh 1,412 Wh 891 Wh 
Average 2,294 Wh 1,435 Wh 858 Wh 

The total length of the route was 15.3 km, from which the average city/rural 
consumption of the vehicles can be calculated, 15 kWh/100 km in winter and 9.4 
kWh/100 km in summer. The manufacturer's specified combined energy 
consumption is 12 kWh/100 km, which includes highway driving. The air resistance 
is proportional to the square of the speed, the required power equals the speed 
multiplied by the drag force, so the energy consumption is proportional to the third 
power of the vehicle speed; therefore, highway sections increase consumption 
significantly. The conditions of the manufacturer's measurement are unknown, but 
it is within our measurement values and is therefore considered acceptable. 

3.3 Range 

During the Balaton challenge test, we ran into traffic jams on both the 10-15 km 
and the 21-31 km sections, which made it impossible to keep the target speeds 
(Figure 4). The real highway speed was only possible on the 32-92 km section. 
There is also a drop in speed around the 60 km point, but this is an absolutely 
realistic traffic situation, so we did not want to remove it from the results. 
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Figure 4 

Speed profiles at the Balaton challenge measurement. 

Columns 2 and 3 of Table 6 show the average speeds for the total route and the 
high-speed section, respectively. For both Normal and ECO+ modes, it is visible 
that the average speed is higher with AC on the total route, while the average speed 
is higher without AC on the high-speed section. From the perspective of energy 
consumption and range, the second was relevant for this measurement, so in the 
further evaluation we limit the route to this 60 km section. 

Table 6 
The result of speed and consumption in different modes 

 Avg. 

speed 

Avg. speed 

(high-speed) 

Standard deviation 

of speed (high-speed) 

eConsumption 

(high-speed) 

Normal 66.4 km/h 106.3 km/h 13.8 km/h 8,151 Wh 
Normal (AC) 66.9 km/h 105 km/h 11 km/h 7,980 Wh 
ECO 59.8 km/h 101.4 km/h 17.2 km/h 7,967 Wh 
ECO (AC) 59.5 km/h 100.6 km/h 17.4 km/h 8,010 Wh 
ECO+ 59 km/h 86.6 km/h 11.2 km/h 6,251 Wh 
ECO+ (AC) 59.1 km/h 85.2 km/h 9.6 km/h 5,838 Wh 

Figure 5 shows the consumption trend on the high-speed section. The results 
indicate that the consumption of 2 vehicles in ECO+ mode is significantly lower 
than the other four vehicles. Consumption is lower with air conditioning due to 
lower average speed and lower deviation (Table 6). 
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Figure 5 

Consumption trends as a function of distance travelled 

The consumption of Normal and ECO mode vehicles was approximately the same, 
although the average speed difference was ~5 km/h. Vehicles in ECO mode had 
significantly greater deviation in speed, so they slowed down and accelerated more 
frequently, which increased energy consumption. 

The results show that the average speed and deviation of speed have a large effect 
on eConsumption, while the use of air conditioning is almost negligible. During the 
test, it was not possible to produce the same values due to traffic. The range on the 
high-speed section can be calculated from the decrease in charge, assuming that the 
remaining charge would decrease at the same rate (Table 7). 

Table 7 
The relationship between calculated ranges and the odometer 

 Odometer △SoC Calculated range 

Normal 18,072 km 52.6 % 114 km 
Normal (AC) 50,139 km 58.3 % 103 km 
ECO 17,620 km 50.41 % 119 km 
ECO (AC) 51,253 km 57.86 % 104 km 
ECO+ 13,106 km 39.02 % 154 km 
ECO+ (AC) 51,057 km 41.64 % 144 km 

In all three modes, we obtained significantly longer ranges for vehicles with low 
mileage than for those with high mileage, by an average of 12 km. This may indicate 
the degradation of the batteries. Furthermore, if the average speed of 105 km/h is 
reduced to 85 km/h, the range can be increased by 35-40%. 
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3.4 Battery Degradation 

To investigate the degradation of the battery, the current capacity of the battery can 
be calculated from the measured consumption and the change in State-of-Charge 
using the following formula (Eq. 2): 𝑒𝑒𝐶𝐶𝑒𝑒𝐶𝐶𝐶𝐶𝑒𝑒𝑒𝑒𝐶𝐶 =

100∆𝑆𝑆𝑆𝑆𝑆𝑆 ∗  𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  (2) 

The average consumption and average △SoC were used for the Normafa 
measurements. The vehicles were not stopped between the measurements, but the 
current values were close to 0 A, which would distort the consumption. For the 
Balaton Challenge test, the results were limited to the high-speed section. 

Figure 6 shows the values of the calculated capacities for the three tests and the 
average of these values, with a black dashed line. The results of the Balaton 
Challenge measurement are the closest to the average capacities, as expected, as we 
could discharge the batteries almost completely. It can be observed that while the 
average for the first three cars with low mileage is about the same as the Balaton 
Challenge results, the average for the cars with high mileage is slightly lower for all 
three cars. One of the reasons for this could be the air-conditioning, as it was 
switched on for these three vehicles. The e-up!s have a high-voltage AC 
compressor, and its electrical management is not known. Another interesting result 
is that we got higher battery capacities in summer for five cars. In this measurement, 
the energy consumption was much lower, and the SoC value decreased less, but not 
at the same rate. 

 
Figure 6 

Calculated battery capacities from measurements 
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Column 2 of Table 8 shows the average battery capacity values, column 3 shows 
the Odometer values after the third measurement. For e-up!, the usable capacity of 
the battery is not known, which is usually ~90% of the nominal capacity.  
An approximate value can be calculated from Table 2, the Combined Energy 
Consumption is 12 kWh/100 km, while the WLTP range is 133 km, giving a usable 
capacity of 15.96 kWh. The degradation is the ratio of the average battery capacity 
to the previous value expressed as percentages. 

Table 8 
The calculated degradation values for the test vehicles 

 Average Odometer Degradation 

Vehicle 1 15.84 kWh 17,838 km 0.75 % 
Vehicle 2 15.53 kWh 18,304 km 2.69 % 
Vehicle 3 15.94 kWh 13,346 km 0.13 % 
Vehicle 4 14.06 kWh 50,367 km 11.90 % 
Vehicle 5 14.24 kWh 51,301 km 10.78% 
Vehicle 6 14.17 kWh 51,471 km 11.22 % 

A significant difference in the degradation can be observed as a function of mileage. 
The average degradation for vehicles with ~16,000 km is 1.19%, while for vehicles 
with 51,000 km it is 11.3%. For the first, the battery degradation calculated for the 
second vehicle highly increases the average. Due to the small number of cars, it is 
not possible to either interpolate or extrapolate the degradation, as the shape of the 
function is unknown, which would require measuring several vehicles with different 
mileages. 

It is important to underline that although the results show higher degradation, the 
results are only approximations. The main reasons for this are: measurement 
accuracy, it is not possible to get more data with the same timestamp in serial 
communication, the current value can change rapidly with high amplitude, the SoC 
value is a calculated value, the battery discharge is not linear, driving style/traffic 
affects the results. 

Conclusions 

We achieved the following results in this work. We developed a measurement and 
evaluation methodology for testing the energetics of electric cars, which was tested 
with six vehicles. In future research, this can be extended with additional vehicles 
to improve the results. Two measurements were done on the same route, one in 
winter at 0°C and the other in summer at 35°C. The results showed a 37.5% 
consumption decrease in summer, under optimal temperature conditions. The third 
measurement was performed on a highway, where the effect of speed on the range 
was investigated. If the speed is reduced to 85 km/h, instead of 105 km/h, the range 
can be increased by 35-40%. Summarizing the results of the three measurements, a 
battery degradation of 1.2% was calculated for cars with 16,000 km and 11.3% for 
cars with 51,000 km. 
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