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Abstract: Traffic simulation experiments were carried out for an urban road network to 

explore the effect of road vehicles’ individual traffic congestion avoidance efforts, in which 

on-board visual line-of-sight (LoS) exteroceptive sensors (ECSs) and related on-board 

traffic congestion detection (OTCD) capabilities are put to use on the network level traffic 

situation. OTCD requires a visual LoS constellation between the subject vehicle and some 

vehicles in the vehicle queue ahead. The experiments concern themselves with the 

comparison of undisturbed, disturbed and mitigated traffic. PTV Vissim traffic simulator 

was used in the experiments. The process of congestion detection, avoidance and mitigation 

was tentatively modelled via proxy parameters. Two series of experiments are reported 

herein. A new approach to route planning has been identified and earmarked for future 

research. 
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1 Introduction 

Intelligent road vehicles (IRVs) with their advanced driver assistance systems 
(ADAS), on-board smart sensors, navigational and info-communication devices 
have already become part of everyday life in many countries worldwide. 
Autonomous road vehicles (AVs) have yet to achieve such prevalence [1]. 

Many of the automotive sensors that appear in, or on-board IRVs and AVs are 
visual line-of-sight (LoS) sensors. Sensors of this kind can detect obstacles, 
vehicles, road objects, humans, animals, etc. that they can actually ‘see’, or in 
other words, that are in the sensors’ visual LoS regions. Mono and stereo cameras, 
infrared cameras, LIDARs, and radars are exemplars of such sensors. Some of the 
automotive LoS sensors look within the subject vehicle, in this sense these sensors 
are proprioceptive sensors, while others, i.e., the ones looking out of the subject 
vehicle, are exteroceptive sensors (ECSs). In-depth reviews of LoS sensors and 
their typical applications in vehicular measurements are given in [2-4]. 

1.1 Mottos and Conjectures 

Three relevant quotes are included here as mottos, from [5-7]: 

The first motto: 

‘Road accidents and traffic congestion are two critical problems for global 

transport systems. Connected vehicles and automated vehicles are among the 

most heavily researched and promising automotive technologies to reduce 

road accidents and improve road efficiency. However, both automated vehicle 

and connected vehicle technologies have inherent shortcomings, for example, 

line-of-sight sensing limitation of automated vehicles’ sensors and the 

dependency of high penetration rate for connected vehicles.’ 

The second motto: 

‘Autonomous systems should be designed with the ability to produce several 

alternative ways to complete their tasks …  

… the system should not only be able to find alternative routes when it 

encounters traffic jams and blocked roads. If the system realizes that it cannot 

complete its mission, it should be programmed to transfer the passenger to 

another mode of transportation – such as taking them to a train station …’ 

The third motto: 

‘For geometric design [of roads], the most useful form of classification is 

functional classification, as it defines the spectrum of road usage from pure 

mobility to pure accessibility. This, in turn, supports the selection of the de-

sign speed and the design vehicle. These two parameters, in combination with 

current and anticipated traffic volumes, define geometric standards of 

horizontal and vertical alignment, and intersections or interchanges and 

definition of the cross-section.’ 
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As pointed out in the first motto, road accidents and traffic congestion are critical 
problems for transport systems. Statistical data on serious and fatal road accidents, 
see [8], keep frustrating transport stakeholders and common road users world-
wide alike. Beside accidents, urban traffic congestion has many other detrimental 
effects, and these manifests themselves at different scales of the society and 
economy [9]. Three conjunctures/hypotheses for the present study are included be-
low; the first one logically links road accidents and urban road traffic congestion. 

Conjecture 1: A high proportion of serious and fatal accidents occurs in urban 
areas at times of traffic congestion. Any decrease in accident numbers 
associated with traffic congestion is likely to lessen also the total figures of 
serious and fatal accidents. 

Motivated also by the above conjecture, ways are sought worldwide to better 
understand and reduce urban road traffic congestion. To this end, road traffic 
simulation experiments were carried out – in the frame of the study presented 
herein – for an urban subnetwork to explore the joint effect of road vehicles’ 
individual rational traffic congestion avoidance efforts. The simulation 
experiments were de-signed to model traffic congestion that forms due to some 
unexpected, non-recur-ring traffic incident. As in such cases, the incident itself 
and the forming congestion remain unreported for some time, typically for some 
minutes, the deteriorating traffic situation necessitates the application of local 
congestion detection, avoidance and alleviation approaches. One such approach, 
proposed in [10], relies on dedicated sensors and enhanced vehicle detection 
capabilities that are available on-board the road vehicles moving in the traffic, and 
perceive the build-up of vehicle queues in the vicinity. This approach is revisited 
herein and the effect of certain parameters are looked at in some detail. 

Conjecture 2: Visual LoS exteroceptive sensors – on-board vehicles – and 
their supporting on-board traffic congestion detection (OTCD) systems could 
and should play an important role in urban road traffic congestion alleviation, 
at least locally, and especially before: 

a) Network-level traffic congestion alleviation interventions are initiated 

b) The effect of these interventions is felt in the road network, and also 
 locally. 

Such sensors and such OTCD capabilities – either artificial, or human – on-board 
vehicles participating in the urban road traffic were assumed and considered in the 
simulation experiments mentioned above. The experiments concern themselves 
with the comparison of undisturbed, disturbed and mitigated road traffic. 

The local traffic conjunction mitigation approach used herein led to considerable 
traffic improvements in a number of cases, however, such an improvement cannot 
always be guaranteed. This is phrased as a conjecture below. 
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Conjecture 3: Not all urban traffic situations/incidents can be handled, not all 
transport assignments/missions can be supported by the application of local 
traffic congestion detection, avoidance and alleviation approaches. 

To prove the truth of Conjecture 3, a fairly common, but sensitive transport 
assignment/task – along an important urban route – is considered. The traffic 
along the route is strongly hindered by a possibly minor traffic incident. It turns 
out that the adverse traffic situation formed cannot be promptly resolved, and so 
the commenced transport task cannot be accomplished via the application of local 
traffic congestion avoidance and alleviation approaches. 

In order to properly tackle similar sensitive transport assignments/tasks, a new 
objective for route planning and optimization is proposed herein. The route 
planning and optimization that considers also this new objective should be studied 
and further researched as it could attract interest from the military, police, and 
security fields, and find applications in such missions and routing tasks, as well as 
in fairly common, ordinary routing tasks. 

1.2 Modelling Traffic That Involves Vehicles with Vehicle-

Queue Detection Capabilities 

The disturbance brought about to the urban road subnetwork under study is a 
sudden, unexpected and non-recurring, possibly minor traffic incident that causes 
vehicle queues and traffic congestion in the area. The drivers/AVs – relying on 
their own LoS ECSs and OTCD capabilities – see/detect the traffic queues in the 
congested area, and try to avoid them. This detection requires an LoS constellation 
between the subject vehicle/driver and at least some of the vehicles stuck in the 
queues ahead. The intention to avoid the congested road sections and the resulting 
re-routing of the vehicles affect the traffic flow in the area and to some extent 
mitigate the traffic congestion. 

Traffic simulation experiments were carried out to model the above outlined com-
plex spatio-temporal process. It, however, was modelled – for reasons given in 
Section 2.2 – in a simplified way. Two series of traffic simulation experiments, 
referred to as case studies, concerning the subnetwork were carried out and their 
simulation results are reported herein. These experiments continue and extend 
those described in book chapter [10]. Indeed, the urban road subnetwork analyzed 
herein is the same as one of the three road subnetworks analyzed in the cited book 
chapter, however, the traffic conditions, namely the obstacle locations, and/or 
some parameters used in the simulations do differ. 

Furthermore, in the cited book chapter, strong emphasis was put on the 
alternatives of OTCD based traffic mitigation approach, in particular, on the 
various communication means, channels, services and options that help 
drivers/AVs to keep away from congested urban areas. These alternatives were 
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found superior – on a network-level – to OTCD based traffic congestion 
mitigation, particularly for highly developed urban areas, and after an initial delay. 
However, application niches and target user groups for OTCD systems were 
identified in book chapter. 

Accepting the conclusions drawn in [10], the focus of the present study is to 
answer the following questions. 

• What happens to the traffic if car drivers/AVs still use the aforementioned 
individualistic traffic congestion avoidance approach? 

• Do the OTCD based individual congestion avoidance efforts add up and 
alleviate traffic congestion in the area? 

• What happens to the traffic elsewhere in the road subnetwork? 

Clearly, sharing information on detected vehicle queues via available 
communication channels/infrastructure is an excellent way forward in network-
level traffic congestion mitigation, but again this is applicable only in highly 
developed urban areas, see [11]. Herein, however, these communication 
possibilities are set aside, but the general approach of decentralized traffic 
congestion control – advocated in the above cited article – is followed. 

1.3 Further Related Literature 

One way of dealing with urban road traffic congestion is building new roads and 
improve the transport infrastructure and related communication facilities, and 
transport services in general. For various reasons, e.g., for economic, architectural, 
geographic, topographical reasons, this way of improving the traffic situation 
might not be possible. In such cases, alternative traffic congestion mitigation 
measures are required. 

The spread of AVs is usually deemed beneficial also for easing traffic congestion, 
see e.g., [12]; nevertheless, according to [13], the urban transportation 
infrastructure needs to be ready for the sustainable deployment of AVs.  
The author opines that a key aspect of this readiness is to introduce certain 
modifications in road design and adjust traffic control accordingly. The author 
investigated the adjustments needed for interrupted traffic flow, and modelled the 
altered circumstances and conditions using the PTV Vissim traffic simulator [14] 
[15]. Results published in [13] indicate that even if the recommended 
modifications are fully adhered to and properly implemented, AVs alone, i.e., 
without connectivity features, do not improve the capacity of the road network 
considerably. Simulation results presented in [12], on the other hand, show that 
the capacity of an urban road network increases quasi-linearly with AV-
penetration; maximum traffic flow, for instance, increased by 25% as the 
mentioned parameter was changed from 0% to 100%. 
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The authors of [16] opine that the study of OTCD capabilities have been neglected 
in the literature. One of the reasons for this disinterest could be that visual 
detection of vehicle-queues in the vicinity is easy for experienced and/or local 
drivers, but it is quite challenging to devise, formulate, implement and validate 
reliable real-time OTCD algorithms that can be deployed in ADAS/AD 
subsystems. In contrast to this disinterest, a considerable number of traffic 
congestion detection methods and systems that rely on data from static traffic 
sensors were reported during the last decade, e.g., [17] [18]. Several of the 
methods and systems proposed in this period make use of artificial intelligence.  
It is quite likely that some of these methods and systems are adaptable for the 
tasks of OTCD based avoidance and mitigation. Another reason for the mentioned 
disinterest is that in the era of advanced vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) communications [19] [20], communication-based solutions 
are serious rivals to OTCD systems. 

In case of AVs, the OTCD capability should technically build upon some more 
common LoS detection capabilities provided by certain ADAS/AD subsystems 
and functions onboard. The research on such – in the present context subordinate 
– detection capabilities is reviewed in [21]. 

Two frameworks presented therein are relevant for the present study. The first one 
concerns traffic conflict-based vehicle intelligence, while the second one is a 
cooperative control framework. Both frameworks refer to tasks, subsystems and 
capabilities, e.g., detection of traffic participants and nearby obstacles, managing 
travel information, making use of the vision, radar and multi-sensor fusion 
subsystems, predicting traffic conflicts and escaping/avoiding the more serious 
ones, which are related to the present topic. Escaping unexpected incidents, or 
even disasters, by autonomous systems, such as AVs, was the topic of [6] from 
which our second motto has been borrowed. The authors of the cited paper argue 
that despite the unpredictability of such events, handling of the arising situations is 
often possible. 

According to [22], numerous traffic simulators were developed in the last decades. 
In conjunction with study described in [13], the Vissim traffic simulator has been 
already mentioned. For the traffic simulation experiments presented herein, also 
this traffic simulator was chosen1 and used. Vissim microscopic traffic simulator 
[14] [15] runs different simulation factors and parameters at a complex 
microscopic level, and runs the simulation with high number of iterations until 
achieving near real-life conditions. It can handle both real and user defined maps 
to study a number of different conditions. It is often the simulator of choice for 
real road networks [26] as it can run complex equilibrium assignments. 

 
1  When taking this decision, also the planned application of Vissim-MATLAB 

cooperation via the COM interface, see [23-25], was considered. See details in 
Subsection 2.2. 
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The network-level benefits of navigation and route guidance systems (NRGSs) 
used by drivers/vehicles were assessed in [27]. In the traffic simulations presented 
therein, such systems were used and relied on by growing proportions of drivers/ 
vehicles. The authors compared total travel times, as well as total delays within 
the road network for eleven different parametrized sub-scenarios (PSSs.) 

In the simulations presented in [28], the authors used Vissim’s Dynamic Traffic 
Assignment (DTA) simulation option [15]. The PSSs drawn on in their assessment 
were parametrized by the percentage of the traffic demand equipped with NRGSs. 
According to [28], there are several benefits of employing DTA in simulations. 
However, they opine that it makes the simulation task more complex, furthermore, 
it necessitates additional parametrization, calibration and validation of the model. 

Due to the lack of built in LoS filtering support in the commonly used versions of 
the Vissim, the complex process of vision-based traffic congestion detection and 
avoidance presented herein was tentatively modelled via proxy parameters.  
A similar proxy-based modelling approach was taken in [23] [24] regarding the 
utility assessment of a driver assistance system and the effectivity of a traffic 
control, respectively. 

1.4 Scope and Structure of The Manuscript 

The joint effect of the individual OTCD capabilities is assessed in the simulation-
based experiments presented herein. The question of how such artificial 
capabilities can be reached and implemented has not been addressed herein, but 
clearly such capabilities are within the reach of the present-day, leading-edge 
automotive technology [3]. The simulation experiments concern themselves with 
the undisturbed, disturbed and mitigated traffic within an urban road subnetwork. 
Even though the traffic is modelled in a simplified way, experimentation with the 
proxy parameters helps to understand their roles, and relates some of them to the 
urban texture, see [29]. 

The rest of the manuscript is organized as follows. Section 2 presents the 
simulation experiments concerning the OTCD based urban traffic congestion 
mitigation. In Subsection 2.1, the simulation environment is briefly described. 
Then, in Subsection 2.2, the simulation approach is presented and justified.  
In Subsection 2.3, the target road subnetwork is introduced. In Section 3, two case 
studies concerning unexpected traffic congestions are included. The first case 
study is presented in Subsection 3.1, while the second in Subsection 3.2.  
The results of the simulation experiments are discussed in Subsection 3.3.  
In Section 4, the sensitive transport assignment referred to in Subsection 1.1 is 
presented and discussed. In Section 5, conclusions are drawn and further research 
is suggested. 
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2 Traffic Simulation Based Experiments 

2.1 The Simulation Environment 

As it was mentioned earlier, Vissim simulator was chosen and used for the 
simulation experiments reported in the present study. The traffic models created in 
Vissim normally rely on its own generic traffic flow models. These characterize 
and describe vehicle movements both in longitudinal and lateral directions, 
moreover the model may include roads with different lane structures.  
The simulator has a number of traffic conflict resolution models, which can 
simulate and manage cross-roads, junctions and pedestrian crossings, as well as 
road locations with road layout changes. All these are road locations where traffic 
conflicts are likely to arise. Relying on Vissim’s built in capabilities, one can build 
realistic road network models, and can obtain realistic simulation results. Still, it 
has its inherent limitations; and these need to be addressed when complex traffic 
schemes, unusual traffic aspects, out of the ordinary/vehicle functions, or new 
communication techniques/services are to be modelled and implemented. 

2.2 The Simulation Approach 

Currently, the generic versions of the Vissim simulator framework do not provide 
built in LoS filtering support for their users; or in other words, the visibility 
between vehicles/road users cannot be checked within a customary simulation, 
and so the visibility relation between vehicles/road users can not be used as a 
condition for an action, or decision. Such relations, however, could be 
approximated through and utilized in a Vissim-MATLAB cooperation. Albeit 
such an implementation would result in a more faithful modelling and simulation 
of the traffic that involves also vehicles with OTCD capabilities, it is left as a 
target for future work. This decision was taken with a view on the more involved 
and longer effort needed for Vissim-COM-based developments reported by both 
[23] [24]: 

• A possible introductory move forward could involve semi-automatic 
generation and evaluation of LoS regions of the queues within a road 
subnetwork. The move could start with sampling the subnetwork either 
manually, or algorithmically, so that only a few hundred discrete road 
locations remain that still characterize the subnetwork properly. 

The difference between the physical and the sampled road location-based 
visibility is illustrated via a simple example shown in Figure 1. Two vehicles wait 
in a queue that has formed because of a car crash near an urban road crossing.  
The figure shows that the last car in the queue is not in the visual LoS region of 
the purple car that approaches to the road crossing as a building blocks its view. 
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Figure 1 

An example for which the sampled road location-based visibility and the vehicle based physical 

visibility do not coincide. The lack of the LoS connection is indicated by a dotted line, while the solid 

line indicates that the two sampled road locations are in LoS connection. 

Though the physical visibility – in real road traffic – and the sampled road 
location-based visibility – in a restricted microscopic traffic simulation – provides 
information on whether a vehicle is present, or not, at the other, i.e., viewed, road 
location, it is not possible to deduce from this fact if there is a queue there, or not. 

It was mentioned in Subsection 1.4 that the queue detection method implemented 
by the OTCD system is not addressed in the present manuscript, but its traffic 
simulation aspects should be touched upon: 

• In a dedicated lane-based microscopic traffic modelling/simulation, some 
characteristic traffic descriptor (e.g., recent average vehicle speed in the 
lane) should be collected and calculated for the close vicinity of each 
discrete road location that has been sampled and chosen for assessing the 
visibility. 

• In Vissim-based simulations, queue counters – associated with each of the 
aforementioned discrete road locations – should be introduced and used for 
the purpose of detecting queues from a distance. 

In the tentative approach used herein, however, the intricate spatio-temporal 
process of traffic congestion detection and avoidance relying on individual OTCD 
capabilities is modelled and simulated in a much-simplified manner by using three 
proxy parameters. The first of these serve as a defining parameter of sub-
scenarios, while the second and third represent specific time-delays. 

The first proxy parameter – denoted by γ – falls in range of 0.0 to 1.0; and for 
convenience, is given in percentages. It is used for the purpose of quantifying the 
mitigation of the traffic hindrance that has been caused by some disturbance; more 
precisely, it specifies the percentage of the road vehicles equipped with and 
relying on their own OTCD systems among the vehicles. In the simulation 
experiments, these percentages represent the proportions of vehicles diverted from 
the blocked paths to other compatible paths. Proxy parameter γ also serves as a 
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defining parameter of the sub-scenarios; γ was assigned different discrete values 
for these, namely 0%, 5%, …, 25%, and 30% (i.e., step of 5%)2. 

The second proxy parameter represents the time required for driving around the 
obstacle in the traffic, it is denoted by Tstop as it was implemented through 
vehicles’ stopping at the obstacle; while the third proxy parameter represents the 
time required for taking a rerouting decision, and it is denoted by Tdecision. Proxy 
parameter Tstop can be linked to the obstacle size relative to the road-width/lane-
width, and also to the seriousness of the traffic incident, as well as to the traffic 
intensity; while Tdecision represents the time required for a driver/AV who/that has 
reached the vicinity of the obstacle to find that: 

a)  A vehicle queue has built up there, due to some unusual reason 

b)  This queue will not dissolve quickly 

c)  To establish – through his/her local knowledge, or by use of a navigation 
device – that one or more alternative route is available 

d)  The time required for the planning of the modified route, should also be 
included. 

Choosing these time delays properly is a precondition of achieving a realistic 
estimation of the LoS based traffic congestion avoidance and mitigation process. 
If fixed time-delays are used in the simulation, then these delays can be estimated, 
e.g., by falling back onto some very simple traffic model. Another possibility 
would be to make use of real-life time measurements taken in different traffic 
conditions in the area close to the intended obstacle location. Alternatively, the 
intersections near the intended obstacle location could be looked at via focused 
microscopic traffic simulations to come up with realistic estimates for the delays. 
Plausible ad hoc choice is a further possibility. Tstop and Tdecision are used in the first 
case study as fixed time-delays; they, on the other hand, are varied in the second. 

2.3 The Road Subnetwork Used in the Simulation 

Experiments 

The subnetwork chosen for the simulation experiments is a subnetwork of roads in 
Budapest, Hungary. It is situated on the west bank of the River Danube.  
The Móricz Zsigmond Circus (MZSC) is in the center of the target subnetwork, as 
it is shown in Figure 2. The travel demands used in the simulations are artificial, 
but realistic. Each demand is associated with an ordered pair of numbered 
locations, i.e., with the origin (O) and destination (D) locations, within the 

 
2  Increasing γ beyond a limit, in this case beyond 30%, did not improve the traffic situ-

ation any further, and for this reason, the corresponding sub-scenarios are not include-
ed herein. 
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subnetwork. These O-D pairs are referred to as routes in the text, and are denoted 
as in Route 2→1. 

 

Figure 2 

The modelled subnetwork of roads 

In the map, four numbered locations are indicated; each of these generates and 
resorbs traffic to/from the other numbered locations, respectively. The lengths of 
shortest paths for Routes 2→1, 2→4, 3→4 are 2.4 km, 2.5 km and 1.5 km, 
respectively. 

3 Traffic Simulation Case Studies 

3.1 The First Case Study 

The First Scenario (FS) of the First Case Study is looked at in Sub-subsection 
3.1.1, the Second (Base) Scenario (SBS) in Sub-subsection 3.1.2, the PSSs of 
Second Scenario in Sub-subsection 3.1.3, and the Enroute Dynamic Rerouting 
(EDR) for Second Scenario in Subsubsection 3.1.4. 

3.1.1 First Scenario: The Undisturbed Traffic 

The FS specifies an undisturbed traffic – within the subnetwork shown in Figure 2 
– without any hindrance: 

• The subnetwork moves a total of 3600 vehicles between its four numbered 
road locations in an hour. 

• A simulation run models a one-hour interval. Within this interval, vehicles 
are ‘generated’ only in the first 45 minutes, in the remaining 15 minutes the 
subnetwork is left on its own to discharge. 

• Each of the four numbered location ‘generates’ equal number of vehicles, 
i.e., 300 vehicles, heading for each of the other three numbered road 
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locations within the simulated period, i.e., total travel demand Dtotal is 3600 
vehicles/hour. 

• Major junctions within the subnetwork are modelled as signalized 
junctions. 

 

Figure 3 

A snapshot of the undisturbed traffic according to the FS within a rectangular area  

at and near MZSC. The road vehicles appear as miniscule elongated color blobs. 

The traffic that forms under the above conditions is not very intense, and is 
undisturbed, as can be perceived from the sub-image of a simulation snapshot 
shown in Figure 3. In Table 1, the average travel times (ATTs) on certain routes 
and corresponding numbers of arrived vehicles (NAVs) are shown. No recent 
traffic information is communicated to and used by the drivers/AVs modelled in 
this simulation run. The routes included in Table 1 – and also in Table 2 – are the 
ones that are to be hit hardest by the obstacle popping up according to SBS. 

Table 1 

The average travel times (ATTs) and the numbers of arrived  

vehicles (NAVs) per hour for the FS on two specific routes 

Route ATT [s] NAV 

2 → 4 427 300 

3 → 4 160 300 

Table 2 

The ATTs and the NAVs per hour for the FS on two specific routes; however, in this case the  

drivers/AVs could make use of recent traffic information communicated to them 

Route ATT [s] NAV 

2 → 4 545 267 

3 → 4 150 300 

In Table 2, the ATTs and NAVs per hour are shown for the aforementioned 
routes. These traffic descriptors are also for the FS, however, in this case the 
drivers/AVs – modelled in the traffic simulation – had access to recent traffic 
information, which had been received by their NRGSs. Comparing the 
corresponding traffic descriptors presented in Tables 1 and 2, one can see that the 
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utility of the recent traffic information – in case of undisturbed and calm traffic – 
is not distinct. 

3.1.2 Second Base Scenario: An Obstacle Greatly Hinders the Traffic 

In the SBS, an obstacle pops up (e.g., bus breaks down) close to MZSC on the 
road that leads from MZSC to Location 4: 

• The obstacle is modelled to stop each vehicle – passing it in the mentioned 
direction – for 60 s. In other words, Tstop is fixed, and is set to 60 s for the 
simulations implementing the SBS and the PSSs. 

The full-blown effect of the obstacle’s appearance in the road subnetwork on the 
traffic situation can be perceived by viewing Figure 4a. A continuous vehicle 
queue has formed on the road that leads from Location 3 to Location 4 – in this 
direction – in the road section shown in the figure. 

3.1.3 Parametrized Sub-scenarios of the Second Scenario: Easing the 

Traffic Congestion via Vehicle Diversions to Compatible Alternative 

Paths 

The second scenario has been split up into a number of PSSs based on proxy 
parameter γ. 

       
(a)                                                                              (b) 

       
                                       (c)                                                                       (d) 

Figure 4 

The full-blown effect of the obstacle’s appearance on the traffic (a). The traffic jam is then eased via 

diversions of 10% (b), 20% (c) and 30% (d) of the vehicles concerned. 



Z. Fazekas et al. Urban Traffic Congestion Alleviation Relying on the Vehicles’  
 On-board Traffic Congestion Detection Capabilities  

 – 20 – 

• The congestion is mitigated through diversions of growing proportions to 
alternative paths of the respective routes; seven discrete values of γ were 
used in separate simulation runs. In these, 0%, 5%, 10%, … , 25% and 
30% (i.e., step of 5%) of vehicles were diverted with a sixty-second delay 
from the blocked path to alternative compatible paths, i.e., Tdecision is fixed, 
and set to 60s. 

Simulation snapshots corresponding to four out of the seven aforementioned 
simulation runs have been included herein. The snapshots for PSSs corresponding 
to 0%, 10%, 20% and 30% (i.e., step of 10%) vehicle diversions3 are shown in the 
subfigures of Figure 4. 

Diagrams presented in Figure 5 show the ATTs and NAVs per hour, respectively, 
for vehicles travelling along Routes 2→4 and 3→4 according to the PSSs.  
The diagrams indicate that certain diversions, namely the 10% and the 15% ones, 
have perceptively eased the traffic situation on these “hard hit” routes, 
respectively. 

3.1.4 Easing the Traffic Congestion of the Second Base Scenario via EDR 

In the simulation experiments reported in this subsubsection, the effect of traffic 
congestion mitigation via EDR is looked at. Unlike the more detailed study 
presented in [27], herein the percentage of the vehicles equipped with NRGSs has 
not been varied in fine grades, rather either all the drivers/AVs made use of 
NRGSs, or none of them did. 

      
                                        (a)                                                                          (b) 

Figure 5 

The effect of EDR – making use of recent road traffic information – and of the PPSs on ATTs (a) and 

on NAVs per hour (b) for Routes 2→4 and 3→4 for the second scenario. Dashed lines indicate ATTs 

and NAVs, respectively, for the second scenario with EDR, while the dotted lines indicate these traffic 

descriptors for the undisturbed traffic, i.e., for FS. 

 
3  Note that the case of γ = 0%, is actually the SBS. 
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The benefit of receiving recent traffic information about the road network – via 
NRGSs – is assessed herein based on two specific traffic descriptors, namely a) 
ATTs, and b) NAVs per hour, calculated for two selected routes, namely for 
Route 2→4 (blue4) and Route 3→4 (red), of the subnetwork: 

• The aforementioned traffic descriptors computed for the undisturbed traffic 
– without and with EDR, see Tables 1 and 2, respectively – have already 
been looked at, and compared. Based on this comparison, one can see that 
EDR – relying on recent traffic information received via NRGS – is not 
particularly useful in case of undisturbed traffic, as the traffic flows 
smoothly anyway. 

• On the other hand, in the congested traffic that builds up according to the 
SBS, EDR– making use of recent traffic information – may considerably 
improve the traffic situation5. This improvement reveals itself also in the 
traffic descriptors mentioned above; these are shown diagrammatically in 
the respective subfigures of Figure 5. 

3.2 The Second Case Study 

In the present subsection, the simulation experiments presented in [10] – in respect 
of using individual OTCD capabilities for traffic congestion detection and 
alleviation – are reiterated. More concretely, all the parameters defined earlier, 
i.e., γ, Tstop, and Tdecision, will be varied. Moreover, in some of the experiments, also 
parameter Dtotal, which specifies the total travel demand in the target subnetwork, 
will be varied. Tstop, Tdecision and Dtotal are varied around their respective fixed 
values considered in the first case study. By varying these, the aim was to better 
understand their roles in the model, to delimit the spatio-temporal process of 
congestion detection and avoidance based on OTCD capabilities. 

The present subsection is structured as follows. Subsubsection 3.2.1 presents the 
FS, in which the undisturbed road traffic within the target subnetwork is 
examined; then, in Subsubsection 3.2.2, the SBS and PSSs are examined. 

3.2.1 First Scenario with Different Total Travel Demands 

In this subsubsection, the undisturbed road traffic in the subnetwork shown in 
Figure 2 is looked at under three different total travel demands. More concretely: 

 
4  The traffic descriptor values for Route 2→4 are shown as blue bars in the subfigures 

of Figure 5, whereas the descriptor values for Route 3→4 are shown as red bars there. 
5  The improvement achieved through EDR is less though than that achieved by the best 

of the parametrized sub-scenarios (see Figure 5). Please recall that these sub-scenarios 
serve as proxies for the modelled OTCD based traffic congestion alleviation 
approach. 
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• The traffic that takes shape under 90%, 100% and 110% of Dtotal used in 
the first case study are looked at. There, Dtotal was chosen to be 3600 
vehicles/hour. Each of these total travel demands is divided equally 
between the twelve considered routes, and the distribution of the travel 
demands in time – within each simulation run – is the same as it was in the 
first case study. 

Figures 6 and 7 present diagrams of four specific traffic descriptors. In Figure 6a, 
the average delays (blue) and average delays due to stops (red) experienced by 
drivers/AVs travelling in the subnetwork are shown. The tendency of these delays 
matches the intuition: with higher traffic demands these delays grow. 

 
                                       (a)                                                                       (b) 

Figure 6 
The average delays and the average delays from stops (a) and the average number  

of stops (b) – within the undisturbed traffic – for various traffic demands 

Figure 6b presents the average number of stops drivers/AVs had to make during 
their travel through the subnetwork because of the other vehicles and of the traffic 
signals. The tendency of this traffic descriptor again matches the intuition: with 
higher traffic demands the descriptor grows. 

 
Figure 7 

Average vehicle speeds for three different traffic demands served by undisturbed traffic 

In Figure 7, the average vehicle speed within the target road subnetwork is shown. 
The diagram does not seem to follow a clear pattern, and does not match the 
intuition; with higher traffic demands, the average vehicle speed first decreases, 
then slightly increases. 
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3.2.2 The Second Base Scenario and its Parametrized Sub-Scenarios 

The smooth road traffic is hindered by the unexpected appearance of an obstacle 
at the road location labelled with B#2 in Figure 2: 

• The dotted lines in the subfigures of Figure 8 indicate ATTs and NAVs per 
hour, respectively, for the FS, i.e., for the undisturbed, smooth traffic. 

• The traffic congestion formed because of the obstacle is then mitigated – in 
consecutive simulation experiments – by increasing γ from 0% to 30% by 
steps of 5%. The traffic situations that take shape in the SBS and the PSSs 
are characterized also by the aforementioned diagrams. These show how 
the ATTs and the NAVs per hour change – as proxy parameter γ increases 
– for routes hit hard by the obstacle, namely for Routes 2 → 1 and 2 → 4. 

• The dashed lines indicate ATTs and NAVs per hour, respectively, for the 
second scenario with EDR based on recent traffic information. 

The diagrams in the subfigures of Figure 8 are to be compared to the diagrams 
prepared for the first case study, i.e., to Figures 5a and 5b. The diagrams in 
Figures 5 and 8 have been prepared for the nominal Dtotal only, and shows the 
ATTs and NAVs per hours of particularly hard-hit routes. 

 
                                               (a)                                                                  (b) 

Figure 8 

The traffic situations that take shape in the SBS and the PSSs of the second case study. Also, the effect 

of EDR ‒ based on recent traffic information ‒ is shown. The ATTs (a) and the NAVs per hour (b) for 

Routes 2→1 and 2→4 for the nominal total traffic demand. 

To illustrate how – according to the PSSs of the second scenario within the second 
case study – ATTs along a particularly hard-hit route, namely along Route 2 → 1, 
change as γ, Tstop, Tdecision, and Dtotal are varied in consecutive simulation 
experiments, three separate diagrams are included here as subfigures of Figure 9. 

In the mentioned diagrams, proxy parameter Tstop was set to 30s, 60s, and 90s, 
respectively. The interpolated ATT-surfaces corresponding to the following γ 
values have been included therein: 0%, 10%, 20% and 30% (i.e., step of 10%). 
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                                       (a)                                                                       (b) 

 

 
                                                                                 (c) 

Figure 9 

The ATTs on Route 2→1  ‒ for various decision times, traffic demands, diversion ratios ‒ in the traffic 

disturbed by the obstacle. The stop-times at the obstacle are 30s (a), 60s (b) and 90s (c), respectively. 

3.3 Discussion of the Traffic Simulation Results 

According to the microscopic traffic simulations carried out in conjunction with 
the first case study, the following traffic conditions and changes can be observed 
for the FS, the SBS, and the PSSs based on Figures 3, 4 and 5: 

• Figure 3 shows calm, fairly light, undisturbed traffic that has formed 
according to the FS. 

• In Figure 4a, on the other hand, the full-blown effect of the obstacle, which 
appeared in the target road network at a busy road location B#1, on the 
traffic can be perceived: a continuous vehicle queue has built up on a hard-
hit road, and the traffic situation has worsened considerably. This situation 
can be gauged by considering that the ATT on the hardest hit route, i.e., 
Route 3→4 has grown about 9 times of its FS value, while the NAV per 
hour has reduced to about 25% of its FS value. 
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• In case of the PSSs corresponding to γ values of 5% and 10%, the ATTs 
and NAVs per hour, see Figure 5, have improved compared to the 
respective values computed for the SBS in respect to the Routes 2→4 and 
3→4. A screenshot of the traffic according to the latter PSS is shown in 
Figure 4b. These improvements are due to the fact that some the drivers/ 
AVs started using low-capacity local roads to reach their destinations. 
These diversions have resulted in somewhat reduced road traffic near the 
obstacle location B#1, and have decreased the length of the queue that has 
originally formed there. 

• For the PSSs corresponding to γ values of 15% and 20%, the ATTs on both 
considered routes started to increase, i.e., worsen, while the NAVs per hour 
continued to increase, i.e., improve, according to Figure 5. This is due to 
the higher number of vehicles using now the local roads; however, using 
local roads results in longer travel times, thereby increasing also the 
considered ATTs. On the other hand, the queue has become considerably 
shorter near the obstacle location B#1, as it can be verified in Figure 4c for 
the latter PSS. 

• For the PSSs of 25% and 30% diversions, the ATTs, as well as the NAVs 
per hour considered have worsened according to Figure 5. The explanation 
for this is that even though the queue near the obstacle location has become 
considerably shorter than for the preceding PSSs, the local roads are now 
getting congested causing more delays and causing vehicles to be stuck 
there. A screenshot of traffic according to the latter PSS is shown in Figure 
4d. 

• In Figure 5, the ATTs and NAVs per hour computed for the different PSSs 
can be compared to those computed for the FS, and to those computed for 
the hindered case when recent traffic information was used by the 
drivers/AVs for EDR. 

According to the microscopic traffic simulations carried out in conjunction with 
the second case study, the following traffic conditions and changes can be 
observed for the FS, the SBS, and the PSSs based on Figures 6-9: 

• In Subsubsection 3.2.1, the FSs6 of the second case study with different 
total travel demands were looked at. In this context, Figures 6 and 7 present 
diagrams of four specific traffic indicators – computed for the undisturbed 
traffic – versus Dtotal. The descriptors presented in this manner were the 
average delay, average delay due to stops, average number of stops and 
average vehicle speed. The first three of these four behaved as expected, 
the fourth, however, did not show a clear pattern. 

 
6  Note that the FSs are shared by the two case studies, as only the hindered cases are 

different for the two case studies. 
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• In Subsubsection 3.2.2, the traffic situations that take shape in the SBS and 
the PSSs of the second case study were looked at. In this context, Figures 8 
present diagrams of ATTs and NAVs for two hard-hit routes at the nominal 
total traffic demand. 

• Also, in Subsubsection 3.2.2, the SBS and PSSs of the second case study 
were looked while several parameters were varied as: 

- In the subfigures of Figure 9, the ATTs on a particularly hard-hit 
route have been presented for various values of Tstop. The ATTs 
behave in regards to this proxy parameter as expected, for longer 
stop-times the ATTs tend to grow. 

- In each subfigure of Figure 9, the interpolated ATT-surfaces –drawn 
in red, yellow, blue and green – tend to lower as γ increases from 
0% to 30% by steps of 10%. The ATTs behave in regards to this 
proxy parameter more or less as expected. 

-  In regards to Dtotal, the ATTs tend to grow, though this behavior of 
theirs is not that clear cut. 

- In regards to proxy parameter Tdecision, the ATTs do not follow a 
clear pattern. Tdecision could be related to urban texture7 near and 
around the obstacle and the queues. 

The hindrances caused by the obstacles associated with the two case studies 
presented herein can be gauged by comparing Figures 5 and 8. Based on this 
comparison, one finds that the SBS according to the first case study caused 
considerably greater hindrance to the traffic than the SBS of the second case 
study. This comparison, as well as the analysis of further traffic descriptors that 
not have not been included herein, signifies a higher utility of the OTCD 
capability in the first case study than in the second. 

4 Traffic Situations Not Relieved by Local Traffic 

Congestion Mitigation Approaches 

In the previous section, two nonrecurrent traffic congestion cases were looked at 
in two separate case studies. The cases considered therein can be mitigated by 
local traffic congestion mitigation approaches, including also the OTCD based 
approach described in Subsection 1.2. On the other hand, according to Conjecture 

 
7  In a lightly built-in area, the LoS detection of the traffic congestion could be quicker 

and more reliable than in a densely built area. Therefore, when modelling the visibi-
lity from the nearby crossroads, the lightly built-in area could be associated with a 
shorter Tdecision, while the densely built area with a longer Tdecision,.. 
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3 put forward in Subsection 1.1, there are traffic situations and transport 
tasks/assignments that do not lend themselves to local traffic mitigation 
approaches. An example8 from Budapest, Hungary for such a situation is given 
below: 

• The transport task is to get/drive to the Budapest Airport (BUD) from the 
city center in a short time by car in order to reach either an outgoing flight 
departing from BUD, or to meet a passenger arriving to the airport onboard 
an incoming flight. 

Of course, one can choose the fast, but accident-prone, narrow expressway, along 
which one can – in undisturbed traffic – drive relatively fast, but in the peak hours, 
and in case of some even minor traffic incident on the road, the traffic comes to a 
stand-still for a while; or one can choose some slower route that has more 
alternatives, moreover, the route itself and all its alternative routes taken into 
consideration bypass the expressway toward the airport. 

Based on the simulation experiments presented in Section 3, and on the above 
example from Budapest, one can realize the importance of available alternative 
routes both, in traffic congestion mitigation and in routing. Then, when analyzing 
and tackling these and similar adverse traffic situations, one could think in terms 
of groups of routes rather than in terms of individual routes9. For instance, 
sticking to Budapest, if someone wants to drive from a location on the Pest side, 
i.e., from the eastern half of the city, to a location on the Buda side, i.e., to the 
western half, they can choose between different Danube bridges to reach the 
intended destination. In this example, the bridges could well be used to identify 
the route groups. 

In certain road networks, depending on the urban texture of and the traffic control 
and management arrangements implemented, a route can be slightly modified via 
taking a short local detour within its own route group when the driver/AV 
encounters a minor disturbance along their planned route. In this sense, there are 
route groups that are robust against minor traffic disturbances, and there are 
groups, which are not. 

Based on the route group concept, a new, or at least uncommon, route 
optimization criterion can be specified. Furthermore, this approach can and should 
be combined with the LoS problem/task/approach used herein. Referring back to 
the second motto, with the above outlined routing approach, which considers the 
existence, and number of local route alternatives, the queues arising because of 

 
8  Note that this example underlines also the relevance of the third motto. A further 

point to the mentioned motto: the handbook cited therein was published before the 
proliferation of intelligent, and/or connected vehicles, and AVs; since then, and due to 
the spread of such vehicles on roads, the number of essential road design parameters 
should be increased from the stated two to three. See further details in [30]. 

9  The notion of route is used now in its original sense, not as O-D pairs. 
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some unexpected minor incident at some neuralgic road location could be totally 
bypassed, and the transport assignment – or mission as referred to in the motto – 
need not be aborted at all. The outlined route optimization approach could find 
applications in military, police and security related route planning tasks, but could 
also in fairly common, everyday tasks. 

It is not to say that the above outlined routing approach is always applicable in 
real-world situations. The mission mentioned in the second motto needs to be 
aborted during its execution (because of some traffic jams and blocked roads 
encountered). Relying on the above outlined routing approach, the aforementioned 
mission might not even start: it may become a mission impossible right at the 
beginning (due to some real-world time constraint, e.g., driving along the safer 
route featuring many local alternatives routes might take too long to reach the 
intended flight). The above outlined approach is simply too caution. 

When – after further research, modelling, implementation and validation efforts – 
the approach outlined above reaches the maturity to deal with real-world 
applications, it will need to consider: 

a) Actual traffic intensity 

b) Multilane sections of the roads 

c) Different vehicle priorities 

d) Dealing with short critical sections of the route 

e) Looking at the most critical traffic situations could also facilitate its 
application in real-world traffic situations and routing tasks. 

f) The seriousness of the traffic incident 

g) The traffic intensity dependent accident rates 

h) Visibility degradation due to adverse weather conditions 

Conclusions 

In the frame of the study presented herein, traffic simulation experiments were 
carried out for a concrete urban road subnetwork, to explore the joint effect of 
road vehicles’ individual traffic congestion avoidance efforts, in which, onboard 
visual LoS, ECSs and related OTCD capabilities were put to use. Two realistic 
case studies were carried out to investigate the effect of non-recurrent, unexpected 
traffic incidents. The presented Vissim-based simulation experiments concerned 
themselves with the comparison of undisturbed, disturbed and mitigated traffic. 

In addition, the traffic effects of the hindrances described in the case studies were 
compared. The process of congestion detection, avoidance and mitigation was 
tentatively modelled via proxy parameters in the manuscript. In certain simulation 
experiments, several proxy parameters were varied and the corresponding results 
assessed. 
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In Section 4, a new objective was proposed for route planning and optimization in 
sensitive traffic situations and in case of sensitive transport assignments. Further 
research aspects were mentioned in the text. 
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Abstract: Data science and artificial intelligence are emergently, very fast-evolving fields, 

being applied to a large diversity of real-life problem-solving. In this context, some 

methods are applied without verifying assumptions that must be met, for the correct 

applicability and the necessary model fit. Such mistakes could lead to misinterpretations of 

the results. One of the application domains, that is very affected in this sense, is healthcare, 

where misinterpretations could have dangerous effects on human health. Based on an in-

depth study of the scientific literature, it was identified that bivariate linear regression 

(BLR) even is considered simple, is one of the methods that sometimes leads to confusion in 

application. With this in mind, this paper proposes in an algorithmic form of a 

methodology that consists of assumptions, that must be passed by the BLR, so that the 

applicability is correct and should pass the required threshold model fit. Also, presented in 

algorithmic form is the decision for the correct calculus of the bivariate linear correlation 

coefficient (BCC). There are other considerations, like the necessary sample sizes for the 

two variables in the case of BCC and BLR. The proposed methodology, herein, will be 

useful for researchers, since BLR is frequently applied in research in diverse domains, like 

industry and healthcare, individually or combined with methods of data science and 

artificial intelligence. 

Keywords: data science; linear regression; model fit; prediction; artificial intelligence; 

mathematical modeling; goodness-of-fit; mistakes encountered in clinical research; 

correlation coefficient; data misinterpretation 

1 Introduction 

Methods of Data Science and Artificial Intelligence including Intelligent Systems 

are successfully applied for a wide diversity of real-life problem-solving.  

An optimization method of robotic mobile agent navigation uses a neural network 

[1]. In [2] a comprehensive review of recent trends in measuring machine 

intelligence is presented. Even though measuring machine intelligence is of high 
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interest, there are very few methods focused on measuring machine intelligence 

[3] [4]. Methods based on statistics combined with methods of artificial 

intelligence and data science are frequently applied together to combine the 

advantages of the constituting methods. A novel statistical methodology is applied 

for the detection of cooperative multiagent systems with extreme intelligence 

(those that are statistically significantly more intelligent than a set of considered 

intelligent systems) [5]. 

Research in all domains, industry, and healthcare, comprises problems or 

subproblems that involve bivariate correlation (BC) and/or regression analysis 

(RA) which includes the bivariate linear regression (BLR) analysis [6]. For 

instance, soil water content prediction using regression models could offer support 

in the decision-making processes [7]. The research [8] focused on the study of the 

bivariate correlation between health literacy and cell phone addiction among 

Iranian healthcare students. A frequent mistake in research that involves BC and 

BLR is that these methods are applied without verifying the necessary 

assumptions, which should be passed for model fit and correctness of their 

applicability even in papers published in the best journals. This could lead to 

erroneous interpretation of the research results. One of the most affected domains 

in this sense is healthcare, where misinterpretations of BC and BLR could lead 

even to loss of lives [9]. Based on this motivation, this paper proposes a 

mathematically grounded modeling of the assumptions that must be passed by 

BLR to be applicable and to pass the requested threshold model fit. At the same 

time, it presents the algorithmic decision for the correct calculus of BCC. 

The upcoming structure of the paper is organized as follows: Section 2 presents a 

brief survey of the state-of-the-art research that is based on BC and BLR; Section 

3 presents the proposed methodology; and Section 4 presents the experimental 

evaluation of the proposal. Finally, in Section 5, the conclusions of the paper are 

presented. 

2 State-of-the-art Applications of BC and BLR 

BC and BLR have applications in many real-life problems solving. Prediction 

could be helpful in human decision-making. Frequently prediction methods are 

based on bivariate linear regression. Prediction based on BLR is approached in 

various research, such as rice sheath blight field resistance prediction [10], 

reduced energy consumption prediction [11], and many others. 

Anti-social behavior identification in online discussions frequently is important to 

be identified. For this problem solving a classification method that involves 

diverse regression methods is proposed [12]. 
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Concerns of decision-makers toward the profit obtained by using cloud computing 

technology are studied in [13]. The proposed method includes linear regression. 

A study on the suitability of predictive control on an advanced mechatronic 

system consisting of a laboratory helicopter is presented in [14]. The developed 

model includes a linear regression method. 

Sometimes linear regression is combined with diverse methods of artificial 

intelligence or data science for solving prediction problems like traffic with 

climate condition prediction [15], city-wide demand-side prediction [16], and 

many others. 

Various regression methods are applied for diverse real-life problem-solving. 

Another widely applied regression method is logistic regression, applied for 

problem-solving like identifying candidate disease genes [17], sampling on-

demand [18], semantic web service matchmaking [19], etc. 

Obtaining real data in industry and healthcare for research frequently is difficult. 

A novel method for data quality assessment of synthetic data obtained by 

simulation is based on a statistical approach [20]. It is treated the bivariate logistic 

regression that is frequently applied mostly in healthcare-related research. There 

are proposed mathematically grounded assumptions that must be met for the 

application of bivariate logistic regression to be correct and pass the requested 

threshold model fit. 

The presented bibliographic study shows that even though BC and BLR are 

traditional methods, they still have even recent times many applications. 

3 Assumptions Testing in BC and BLR 

3.1 Mistakes in Bivariate Correlation and Regression Analyses 

Even simple descriptive statistics and data normality analyses presented in 

research have some common mistakes [21]. A decision rule for data central 

tendency indicator establishment in [22] is presented. In [23] is treated the subject 

of avoiding mistakes in quantitative statistical analyses in political science.  

A valuable step-by-step guide for the correct application of different statistical 

tests is presented in [24]. 

There are some common statistical errors that appear in papers published in 

radiology journals [25]. The study involved 157 selected papers from 20 radiology 

journals that were published between 2016 and 2017. The selected articles were 

assessed regarding different kinds of statistical errors like mistakes in statistical 
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tests applied, wrong interpretation of p values, and some others. The mistakes 

were treated considering the journals based on their impact factors. 

According to [26], the most common mistakes in some medical research consist of 

wrong sample size determination; mistakes in bias related to sampling; mistakes in 

making adjustments in multiple comparisons; wrong interpretation of the p-value 

by considering clinical relevance, choosing wrong statistical tests, etc. 

A guide for avoiding some mistakes in scientific investigations related to 

epidemiology, and public health in [27] is presented. There are suggested 

questions that must be responded to before the effective beginning of a research. 

In many papers, there are reported mistakes that could appear in the statistical 

regression analyses [28-31]. Statistical analyses performed on animal science 

present some common mistakes that are presented in [32]. Studies on confounding 

bias for heritability include different mistakes that are treated in [33]. A study on 

the biases in summary statistics of slopes and intercepts in linear regression that 

includes errors in both independent and dependent variables is presented in [34]. 

As a general conclusion based on the performed bibliographic study can be 

formulated that the usual mistake in the case of statistical methods based on linear 

regression is that they are applied without being based on necessary assumptions 

that should be met for their applicability to be correct, and the model fit to be 

passed the required threshold. This laziness frequently leads to misinterpretations. 

Linear correlation and regression analysis are among these methods. 

3.2 The Proposed Validation and Analysis Methodology 

In the following, are presented the assumptions that must be passed by BLR and 

the model fit analyses. Also, the correct calculus of BCC is treated. The presented 

mathematically grounded assumptions are applicable in any type of research that 

involves BC and BLR. 

The BLR problem includes two variables measured at continuous levels (interval 

or ratio variables) denoted in the following VrX and VrY. |VrX| and |VrY| denote 

the sample sizes of VrX and VrY. |VrX|=|VrY|=n, Df=n-2, where Df represents the 

degrees of freedom. The BivRegMet algorithm presents the methodology for 

verification of the assumptions that should be met for BLR could be applicable 

and passing the necessary model fit thresholds. Previously to BivRegMet could be 

applied the BivCorr algorithm that describes the correct calculus of the correlation 

coefficient of VrX and VrY. PCc denotes the Pearson correlation coefficient. SCc 

denotes the Spearman correlation coefficient. In case BivCorr is applied, then the 

BivRegMet algorithm application can be decided on the response to the fact that it 

is a valuable parametric or nonparametric statistics, being applicable only in 

parametric case (both VrX and VrY passed the normality assumption). However, 
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BivCorr if applied is a prefiltering assumption and model fit verification for the 

BLR application. 

It must be noticed that in many types of research, the human evaluator (HE) 

should have a central role in the interpretation of the experimental evaluation 

results and the establishment of the values of different parameters. According to 

the two algorithms, HE is responsible for the establishment of the parameter’s 

values (CL, αanova, etc.), thresholds for model fit (necessary for the interpretation; 

the threshold for the strength of the correlation for instance), and supervises the 

evaluation process, by deciding in different decision points when necessary. Must 

be motivated that HE must make some visual examinations of graphical results. 

HE in his/her contribution will consider the specificity of the research, application 

area, and his/her background knowledge. 

BivCorr: Bivariate Correlation Coefficient Calculus algorithm 

IN: VrX; VrY; OUT: r; //correlation coefficient. 

SignIndic; CorrStr;// significant correlation is detected?; correlation strength 

Direc; // correlation direction: positive or negative?; 

Step A1. Calculus of the correlation coefficient. 

CL:=95%; //the implicit confidence level 

Step A1.1. Verification of the normality assumptions. 

@Verification of VrX and VrY normality using numeric goodness-of-fit tests; 

@VrX, VrY normality results validation by visual examination of the Q-Q plots;  

Step A1.2. Calculus of the correlation coefficient.  

If (VrX and VrY are normally distributed) Then @Calculates PCc r. //parametric 

Else @Calculates SCc r. //nonparametric. ρ is more usual notation. 

EndIf 

If (r = 0) Then @ no correlation, the analysis is stopped. EndIf 

Step A2. Assessment of correlation significance and correlation direction 

@Establish the Research Hypotheses:  

Hcr: “r is statistically equal with 0” //null hypothesis, no correlation 

Hcra: “r is statistically significantly different from 0” //alternative hypothesis 

@Calculates the CI, [Lr, Ur] of r at the CL confidence level. 

If  ((r > 0) and (Lr > 0))  Then //significant positive correlation. 

Hcr rejected, Hcra accepted; SignIndic := “Yes”; Direc := ”+”;  

ElseIf  ((r < 0) and (Ur < 0)) Then //significant negative correlation. 

Hcr rejected, Hcra accepted; SignIndic := “Yes”; Direc :=”-”;  

Else Hcr accepted. @there is no correlation, the analysis is stopped. 

EndIf 

Step A3. Establishment of the correlation strength. 
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If  (SignIndic=“Yes”)  Then @The strength of the correlation CorrStr is 

established based on the |r| value considering the classification from Table 1. 

EndIf 

EndBivCorr 

In the case of both algorithms, each of the parameters is set to an implicit value 

that usually is considered the most appropriate. HE could change these values if 

considered, based on his/her consideration and taking into account other evidence 

if available (for instance in similar research, is obtained, a certain value of the 

correlation coefficient and in the actual study, is considered to have a comparable 

value). 

α denotes the Type I error rate. It is recommended to approach the two-tailed α. β 

denotes the Type II error rate. The power is calculated as 1-β. restim represents an 

estimation of the correlation coefficient (the expected correlation coefficient). restim 

value can be based on some background knowledge (previous study for instance). 

Zα denotes the standard normal deviate for α. Zβ denotes the standard normal 

deviate for β. It is given, β and an estimate of expectable restim size then can be 

calculated the necessary sample size n (and degree of freedom Df) (1, 2) [35]. For 

example, α=0.05 and power=0.8 (β=0.2), when correlation coefficients are 

increasing 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9, the sample sizes are decreasing 

as follows 193, 84, 46, 29, 19, 13, 9 and 6, respectively. 

C = 0.5 × ln[(1+ restim)/(1- restim)]                                                                       (1) 

n = [(Zα+Zβ)/C]2 + 3                                                                                       (2) 

Step A1.1, in the case of numerical evaluation of the normality assumption, for 

small sample sizes (n≤30), as a decision rule, recommended the application of the 

Shapiro-Wilk (SW) goodness-of-fit test [36], which is proven [37] as having the 

highest statistical power compared with the frequently used: Kolmogorov-

Smirnov, Lilliefors (Lill), and Anderson-Darling tests. A limitation of the SW test 

consists of the sensitivity in the case of large samples. In case of larger sample 

sizes, we recommend the application of the Lill test [38-40] which represents an 

adaptation of the Kolmogorov-Smirnov test [41]. 

The Quantile-Quantile (Q-Q) plot [42] [43] is a scatter plot appropriate for the 

normality visual validation. A Q-Q plot is a drawn reference line. The visual study 

of the data normally involves the verification if the data points fall almost along 

this reference line. The larger the difference from the reference line, the larger the 

evidence is for the interpretation that the data fails to pass the normality 

assumption. Additionally, to the mentioned numerical verification of normality, it 

is recommended to make a visual validation based on the drawn Q-Q plot. 

r denotes the correlation coefficient of VrX and VrY. According to Step A1.2 of 

the algorithm, if both VrX and VrY are normally distributed, the PCc r [44] [45] is 

computed, elsewhere the SCc r (more precisely notation is ρ) [44] [45] is 
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computed. This decision, regarding the calculus of the correlation coefficient, is 

based on the fact that SCc is more robust than PCc (less sensitive to influential 

points), and considering this circumstance, it is more appropriate in the 

nonparametric case. As additional validation, HE can make a visual evaluation of 

the Scatter Plot created based on VrX and VrY. This simple approach is useful to 

visually present the relationship between the two studied continuous variables; 

indicate if there are influential points; and estimate if the relationship is linear. 

When r=0, this indicates no correlation. Step A2 verifies if the correlation is 

statistically significant (if r is statistically significantly different from 0) based on 

the r value and the CI of r at the CL% level. If the difference is statistically 

significant, and if r>0 then the correlation is positive, if r<0 the correlation is 

negative. 

Step A3 establishes CorrStr as the strength of the correlation according to Table 1 

in case a statistically significant correlation is detected in the previous step. 

CorrStr value can be considered a model fit measure. HE could require a certain 

level of correlation strength. For instance, could establish that just a very strong 

correlation is acceptable. 

Table 1 

Range of correlations strength 

Correlation coefficient value Interpretation (Level of correlation strength) 

|r|∈ [0.8, 1] Very strong 

|r|∈ [0.6, 0.8) Strong 

|r|∈ [0.4, 0.6) Moderate 

|r|∈ [0.2, 0.4) Week 

|r|∈ [0, 2) Neutral 

Additionally, in the case of parametric correlation is recommended the calculus of 

the r2, r2∈[0,1] is called the coefficient of determination [46]. r2 is an indicator of 

the effect size. r2 is the proportion of the variation in the VrY variable that is 

explainable/predictable by the VrX variable. For instance, r2=0.82 indicates that 

82% of the variance of the VrY variable is explained by the variance of the VrX 

variable. r2 is a measure of the goodness-of-fit of the model, higher value means 

better model fit. The minimal required threshold value of CD that should pass r2 

must be established by HE based on the specificity of the research and considering 

how good the model fit should be. Frequently CD=0.7 can be considered as an 

implicit parameter value. In case if r2 ≥ CD then the threshold passed, else the 

threshold does not pass. Table 2 presents the usual interpretation of r2 values. HE 

will consider also the strength of the correlation jointly with the value of r2 (in the 

case of parametric correlation is interpreted r2). 
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Table 2 

r2 interpretation in parametric case 

r2 Interpretation 

≥0.85 Very good 

[0.75, 0.85) Good 

[0.6, 0.75) Satisfactory 

<0.6 Weak 

Spearman's r (more precisely ρ) is an indicator of monotonicity. It reflects the 

extent to which an increase/decrease in VrX is associated with an 

increase/decrease in VrY, but the expanse of increase/decrease does not have to be 

constant over the whole range of values, as in the case of linear correlation. 

BivRegMet: Assumptions for application of BLR  

IN: VrX; VrY; Principal OUT: y(x);//regression equation  

The visual plotted regression line and its confidence interval (CI); 

Secondary OUT: DW// the Durbin-Watson statistics result. 

SignSlope;//slope of the regression line is significantly different from 0; 

RD;//root mean square deviation (RMSD), called standard deviation of residuals;  

Step B1. Preliminary assumptions checking    

@Obtain the DW applying the Durbin-Watson test. 

@VIS1:The residual plot is created, plotted standardized predicted scores (X axes) 

against standardized residuals (Y axes). HE visually verifies the homoscedasticity.  

@VIS2:Elaborated probability–probability (P-P) plot. HE makes a visual 

examination of the normality of residuals. 

@HE establishes RMSD value. Calculate RD and the value of RMSD.//model fit 

Step B2. Model Fit Overall Model test 

@Establish the Research Hypotheses: 

Hr: The slope (denoted a) of the regression equation is statistically equal to 0. 

Hra: The slope of the regression equation is significantly different from 0. 

@Apply the ANOVA test. Let Pvalan be the obtained p-value of the ANOVA test.  

If (Pvalan>αan) Then Hr is proved. SignSlope:=“No”; //NO significant difference. 

Else Hr proving failed. Hra proved. SignSlope:=“Yes”;//significant difference. 

EndIf 

Step B3. BLR modeling if assumptions passed and model fit 

If ((DW~2) and (VIS1 passed) and (VIS2 passed) and (RD<RMSD) and 

(SignSlope=“Yes”)) Then 

@Constuct the linear regression equation y(x) = a × x + b. 

@Plot the regression line including the CI at the CL level. 

@HE makes a visual validation of the regression line considering also its CI. 
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@HE treats influential points if exist.//stepwise methodology described in 

Section 4 in applicative form. 

Else @”weak model-fit”.//BLR is not approachable 

EndIF 

EndBivRegMet 

Step B1 consists of some preliminary analyses. For the verification of the 

independence of values in the two variables (autocorrelation in the residuals) is 

applied the Durbin-Watson statistic obtaining a DW value. DW∈[0,4], where 

DW=2 indicates there is no autocorrelation, DW<2 indicates positive 

autocorrelation, and DW>2 indicates negative autocorrelation. The residuals must 

have a constant variance with no dependence on the level of the dependent 

variable, a property called homoscedasticity (VIS1 verification). After the Durbin-

Watson test, HE performs the visual examination of homoscedasticity on the 

residual plot created verifying that the error terms variance is constant crossways 

the dependent variable values. HE makes a visual examination of residuals 

normality on the P-P plot (VIS2). RMSD is a measure of the goodness-of-fit of the 

regression line. RD represents the calculated RMSD value. RD must be interpreted 

according to Table 3, comparatively with an established threshold value RMSD. 

Step B2 responds to the Null Hypothesis Hr and Alternative Hypothesis Hra, for 

whose verification is applied the ANOVA test. Pvalan denotes the obtained p-

value of the ANOVA test applied at the αan significance level. αan could have 

different values like 0.01, 0.001, etc. In most cases is recommended the αan value 

0.05. In Step B2 performed the regression analysis, where HE will decide on the 

application of BLR, based on the requirements DW~2; VIS1 visual examination 

passing; VIS2 visual examination passing; RD<RMSD; and SignSlope=“Yes”. 

Table 3 

Root Mean Square Deviation Interpretation 

RMSD value Interpretation 

≤ 0.75 Very good 

(0.75, 1] Good 

(1, 2] Satisfactory 

>2 Not satisfactory 

Finally, the regression equation is constructed and the regression line is plotted 

with the CI at the CL level being appropriate for visual validation of model fit.   

The CI helps in the visual and numerical appreciation of points that fall outside 

the CI. HE will use this information in making the final decision on the effective 

application of bivariate linear regression for the considered problem-solving. 

Influential points are important to be detected in regression analysis since they 

could have a large impact on the linear regression equation [47] [48]. Section 4 

additionally presents applications of the step-by-step treating of influential points 

that could largely affect the regression equation. 
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4 Experimental Evaluation 

In this section, for testing and evaluation of the proposed methodology it was 

performed an experimental evaluation case study focused on a prediction problem 

based on BLR. In this case, VrX is called independent (predictor) variable and VrY 

is called dependent (predicted) variable. Also, we present some additional 

elements that could be used by HE in the interpretation of the results and 

formulation of conclusions based on data analysis results. Table 4 presents the 

generated synthetic data used in the evaluation. The subscripts labeled “inf1”, 

“inf2” and “inf3” indicate influential points that will be identified and treated 

later. 

Table 4 

The data used for experimental evaluation 

VrX VrY VrX VrY VrX VrY 

93 3.78 64 2.88 71 2.89 

61inf1 3.8inf1 62inf2 1.6inf2 73inf3 2.42inf3 

74 3.1 85 3.19 87 3.44 

69 2.88 94 3.68 91 3.91 

70 3.21 78 3.28 56 2 

53 2.1 66 3.1   

Initially is applied BivCorr algorithm. Step A1.1, considering the low sample size 

of both variables |VrX|=|VrY|=17 (17<30), Df=15, the best option is the application 

of the SW test and making a visual validation of normality based on the Q-Q plot. 

For illustrative purposes of the interpretation of diverse results that could be 

obtained by different normality goodness-of-fit tests, the Lill test, along with the 

SW test was applied. For both tests, it was considered the αnorm=0.05 significance 

level. Table 5 presents the results of the Lill and SW tests applied to both 

variables VrX and VrY. Both variables met the normality assumption for both tests 

of normality. p denotes the p-value obtained after application of a test, with 

p>αnorm, which leads to the acceptance of the null hypothesis of the normality test, 

(H0) that states the assumption of normality. 

Table 5 

The results of the applied normality tests 

 Lilliefors Shapiro-Wilk 

Variable Statistic P p > αnorm Statistic P p> αnorm 

VrX 0.127 0.2 Yes 0.949 0.438 Yes 

VrY 0.185 0.126 Yes 0.936 0.271 Yes 

Figures 1 and 2 present the Q-Q plots for VrX and VrY. The visual interpretation 

of both figures leads to the same conclusions as the numerical SW and Lill tests 

for meeting the normality assumption. 
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In the following, a descriptive static (Table 6) was performed, even if it is not 

integrated into the algorithms. This could admit the formulation of some 

additional remarks. SD denotes the standard deviation. Variance represents the 

variance that is calculated as SD2. For each variable, the mean was chosen as the 

central tendency indicator since both variables met the normality assumption. CV 

denotes the Coefficient of Variation, CV=SD/mean×100. The lower the CV, the 

lower the dispersion. CV admits the evaluation of data homogeneity-

heterogeneity, by making a classification: CV∈[0, CVa) indicates homogeneity; 

CV∈[CVa, CVb) indicates relative homogeneity; CV∈[CVb, CVc) indicates 

relative heterogeneity; CV≥CVc indicates heterogeneity. The most usual 

recommended values, which should be established by HE, are CVa=10, CVb=20, 

and CVc=30. 

  

Figure 1 

The Q-Q plot of VrX 

Figure 2 

The Q-Q plot of VrY 

Table 6 

Descriptive statistics 

Variable Mean SD Variance CV 

VrX 73.353 12.85 165.123 17.52 

VrY 3.014 0.665 0.442 22.06 

Table 7 presents the results of descriptive statistics obtained by performing 

bootstrapping based on 1000 samples. Lrd denotes the lower bound of the 95% CI. 

Lur denotes the upper bound of the 95% CI. SE denotes the Standard Error. 

Table 7 

Descriptive statistics results by bootstrapping 

Variable  Bias SE Lrd Lur 

VrX Mean -0.025 3.102 67.237 79.529 

SD -0.628 1.622 8.832 15.095  

VrY Mean 0.005 0.155 2.695 3.311 

SD -0.035 -0.035 0.408 0.825 

According to Step A1.2, since both variables meet the normality assumption it 

was chosen the calculus of r as the PCc, with r=0.712 (Table 8). r>0 indicates the 

possibility of the existence of a positive linear correlation. In the column labeled 
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“*” the CI of r is presented at the CL=95%. r>0 and 0.351>0 indicate that there is 

a statistically significant positive correlation. In the column labeled “**” the 95% 

CI of r is calculated based on bootstrapping, with Bias=0.002 and SE=0.154, r 

proving to be statistically significant even at the 0.01 level. Bootstrapping was 

applied using 1000 samples. r>0 and 0.358>0 led to the formulation of the same 

conclusion, claiming the existence of a positive correlation. 

Table 8 

Results of correlation analysis 

Pearson r p-value r2 95% CI of r * 95% CI of r ** 

0.712 0.001 0.51 [0.351, 0.888] [0.358, 0.935] 

Step A3, According to the classification presented in Table 1, r=0.712 (|r|∈[0.6, 

0.8)), indicate a strong linear correlation. The obtained p-value 0.001 indicates 

that the correlation is significant even at the 0.001 level. Since it is applied 

parametric statistics it is calculated the coefficient of determination r2. HE set the 

CD value to 0.7. r2, r2=0.51, 0.51< CD indicates that the passing of the threshold 

CD failed, and even if the linear correlation is strong the model is not appropriate. 

Anyway, HE decided on the continuation of the analysis also considering the 

existence of potential influential points. As a second step, based on the parametric 

statistics the BivRegMet algorithm was applied. It was obtained DW=1.73 very 

close to value 2, indicating slight negative autocorrelation. Figure 3 shows 

heteroscedasticity which is a violation of an assumption that should be passed 

(VIS1). Visual examination of Figure 4 shows the violation of the residuals 

normality assumption, the residuals of the regression do not follow a normal 

distribution (VIS2). The RD value 0.4824, according to Table 3 admits the 

formulation of very good goodness-of-fit of the regression line. These analysis 

results indicate the violation of some assumptions that should be passed, based on 

this fact HE could conclude that the model in the actual form is not appropriate, 

eventually if there are influential points their removal could have a remediating 

effect. In the following, there were formulated the hypotheses Hr and Hra. It was 

applied the ANOVA test, at the significance level αan=0.05, with results in Table 

9, with the predicted variable VrY and the predictor variable VrX. Pvalan<αan 

admits rejection of Hr and acceptance of Hra according to that the slope of the 

regression equation is statistically different from 0. 

Table 9 

Results of the ANOVA test, indicator of the Overall Model Test 

Model Sum of Squares Df Mean Square F Pvalan p>αan 

Regression 3.588 1 3.588 15.422 0.00134 No  

Residual 3.49 15 0.233    

Total 7.079 16     
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Figure 3 

Scatterplot for visual evaluation of 

Homoscadacity: VaY  

Figure 4 

Normal P-P Plot of Regression Standardized residual: 

Dependent variable VaY 

Table 10 presents the coefficients of the regression equation and for additional 

appreciation the SE, the lower bound (Lb), and the upper bound (Ub) of the 95% 

CI. 

The obtained regression equation (3) is: 

y(x) = 0.311 + 0.037 × x                                                                                         (3) 

Table 10 

The coefficients of the regression equation 

Model Best-fit value SE Lb Ub 

Slope 0.037 0.009 0.017 0.057 

Y Intercept 0.311 0.698 -1.178 1.799 

X Intercept -8.431    

Figure 5 presents the plotted linear regression line, with the 95% CI. The visual 

interpretation of Figure 5 shows that 29.4% of points fall outside the 95% CI. This 

leads to the formulation of the remark of indication of weak prediction power. 

Based on the previous analysis HE should formulate the conclusion that in this 

case, the model fit is above expectations of HE in performing prediction based on 

bivariate linear regression and another method should be chosen if all the actual 

data is available. 

α is the probability of a Type I Error. β is the probability of a Type II Error. power 

denotes the power. Additionally, it was performed a post-hoc analysis by 

computing the achieved power, based on considered two-tails, r=0.712, the 

sample size=17, and established significance level α=0.05 obtaining the 

power=0.931, where β=0.069 (power=1-β). 

HE based on the visual interpretation of the graphical representation of the 

regression line and its CI, identifies (X,Y)=(61,3.8) (marked in Table 4 with 
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“inf1”) as a potential influential point that has a large influence on the regression 

line. HE decided on (61,3.8) removal and the analysis has been repeated. As result 

obtained: r=0.853 (increased with 0.141) indicates a very strong correlation; 

r2=0.728 (increased with 0.218), with the threshold CD (CD=0.7), where r2>CD, 

now this assumption is passed (initially with the “inf1” included does not passed); 

RD=0.3532 (decreased with 0.1292), which indicates a slight improvement; the 

new DW value decreased to 1.274 (that is worse than 1.723), indicating 

degradation (that is conflictual to the other indicators). Based on these facts HE 

decided on the removal of (X,Y)=(61,3.8) and continuation of the exploratory 

analysis of assumption passing, increase the model fit and the model prediction 

power. 

HE based on the visual evaluation of the graphical regression line and its CI 

(Figure 5) identifies (X,Y)=(62,1.6) (marked in Table 4 with “inf2”) as a potential 

influential point. Removing this influential point and repeating the analysis 

resulted in, an increased r=0.887 (additional increase with 0.034) indicating a very 

strong correlation; r2=0.787 (additional increase with 0.059), where r2>CD 

(CD=0.7); RD value decreased to 0.27 (additional decrease with 0.0832), which 

indicated a better model fit; the new DW value becomes 1.588 which is slightly 

better than 1.274 but is still worse than the initial 1.723 (with all the influential 

points included). HE decided on (62,1.6) removal and continuation of the 

exploratory analysis. The obtained regression equation with the two influential 

points, marked with “inf1” and “inf2” removed is presented in (4), plotted in 

Figure 6 with the 95% CI. 

y(x)= 0.152 + 0.0388 × x.                                                                                      (4) 

  

Figure 5 

The regression line with the 95% CI  

Figure 6 

The regression line with the 95% CI with “inf1” 

and “inf2” influential points removed 

HE based on the visual interpretation of the graphical representation regression 

line and its CI (Figure 6), identifies (X,Y)=(73,2.42) (marked in Table 4 with 

“inf3”) as a potential influential point removing it for performing an exploratory 

analysis. The obtained regression equation with the three influential points, “inf1”, 

“inf2” and “inf3”, removed is (5) plotted in Figure 7 with the 95% CI. 
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y(x)= 0.2324 + 0.03824 × x                                                                                    (5) 

Applying BivCorr resulted in, increased r=0.924, p>0.001(additional increase 

with 0.037), indicating a very strong correlation (95%CI=[0.771,0.976]); 

increased r2=0.853 (additional increase with 0.066), where r2>CD, with the 

threshold CD passed. Applying BivRegMet, the DW value of 1.997~2 indicates no 

autocorrelation. Figure 8 indicates homoscadacity. Figure 9 shows that the 

assumption of residuals normality has been met. RD value decreased to 0.221 

(additional decrease with 0.049). 

 
 

Figure 7 

The regression line with the 95% CI with “inf1”, 

“inf2” and “inf3” influential points removed 

Figure 8 

Scatterplot for evaluation of Homoscadacity: 

VaY with all the influential points removed 

 

Figure 9 

Normal P-P Plot of Regression Standardized residual: VaY with influential points removed 

Studying Figure 7 visually, even though a few points fall outside the CI they do 

not fall too far. To do not make mistakes regarding overfitting can be considered 

that is not appropriate their removal. The application of the methodology proved 

that the BLR is applicable and the removal of all the influential points resulted in a 

better model fit, all the necessary assumptions were met, the final model having a 

better prediction power. It was proven also the important role of HE in evaluation 

even if some assumptions passed the required threshold the visual interpretation 

revealed influential points whose removal have improving effect. 
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Must be noticed that even a very strong correlation between two variables VarX 

and VarY does not prove causality. It could happen that VarX cases VarY or vice 

versa or there is a third factor VarZ that gives growth to the variation in both 

variables. This is also a situation that shows the important role of HE. 

Conclusions 

In the case of many real-life problems, methods based on statistics, which are 

sometimes combined with methods of artificial intelligence or data science, are 

frequently applied. In research that includes bivariate linear regression (BLR), 

assumptions that must be met for the applicability and the necessary model fit 

frequently are missed or wrongly applied. Because of this, there is no clear 

response to the question of whether the BLR is appropriate for a certain problem 

or subproblem solving. Among others, this is a usual situation in healthcare- 

research, where misinterpreted data analysis results could have dangerous effects. 

With this in mind, this work presented, in the form of algorithmic methodology, 

the proposed assumptions that must be met for the correct application of BLR and 

the measurement of the strength of model fit, passing the model fit threshold.  

It presents an experimental testing and evaluation of the proposed methodology. 

The proposals from this paper, will be a useful source for researchers who would 

like to measure the strength of linear correlations, between two variables and/or 

apply BLR individually or combined with methods of artificial intelligence, data 

science, or other statistical methods for problem-solving to avoid making 

mistakes. The methodology can be applied to any type of research that involves 

BCC and BLR. 

It must be said that in many types of research, the HE should have a central role in 

the interpretation of the experimental evaluation results, based on its human-

specific background knowledge and contextual knowledge concerning the solved 

problem. For instance, this can be considered the case of prognosis based on time 

series, when the data collected in case of a phenomenon meets all the assumptions 

but is not characteristic of the phenomenon the linearity. For example, we 

consider the time series of a currency (dollar, euro) that could have a linear 

tendency over some time but the common sense of HE could indicate that linear 

regression-based prognosis is not a good approach. A proof regarding the 

importance of the HE role in our methodology consisted of the visual discovery of 

the influential point whose further elimination has as a result fulfilled all the 

necessary (numeric and visual) assumptions for applicability and model fit 

threshold. HE applied a trial-and-error methodology when testing the influence of 

the supposed influential points. For the autocorrelation tests the removal of the 

first two influential points had a negative effect but after the removal of the third 

influential point the situation was remediated DW indicated no autocorrelation. 

HE in the decisions that make should consider the specificity of the research, 

application area, personal experiences/knowledge and different background 

knowledge (other studies results). 
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Abstract: A biometric system with a single biometric trait is less effective, owing to 

constraints, such as inter-class similarities, susceptibility to noisy pictures and spoofing. 

Integrating information from different biometric evidences aids in the resolution of 

difficulties in unimodal biometric systems. It is incredibly challenging in a biometric system 

to intrude into more than one trait at the same time. Researchers are becoming more 

interested in multimodal biometric systems due to benefits such as dependability, security, 

and robustness. A multimodal biometric system based on finger vein images is proposed in 

this paper, by combining information from the index, middle and ring fingers of the hand. 

The essential characteristics from the finger vein images are extracted using a 

Convolutional Neural Network with a ReLU activation function. The input test image 

features are then compared with the features stored in the database using the correlation-

based matching technique, and the match scores are fused using the arithmetic mean-based 

score level fusion. The performance of the proposed work is analyzed using the finger vein 

images from STUMULA -HMT database. The results reveal that the suggested multimodal 

biometric system outperformed the existing techniques, with a maximum accuracy of 

99.83%. 

Keywords: Biometrics; finger vein authentication; score level fusion; Convolutional Neural 

Network 

1 Introduction 

Biometric authentication technology has majorly included the inherent 

characteristics of people like fingerprint, face, finger vein, iris, voice, gait and 

many more. In the beginning, fingerprints were paid more attention, and 
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researchers have deployed fingerprint technologies in security applications and 

handheld devices. The possibility of changing the fingerprint through surgery [1], 

extracting latent print and spoofing attacks lead to distracting the researchers to 

another biometric trait. Similarly, face biometric also getting slows down by the 

possibility of sophisticated face masks [2] and the impact of accuracy because of 

the non-permanent facial makeup [3]. Nowadays, vein biometrics [4] gain more 

concentration among researchers because of its own security, reliability, liveness 

and hygiene. Even though finger vein biometrics provides security, still accuracy 

is deduced due to intra-class variation, noisy data, inter-class similarities and poor-

quality images (Blurry, askew, dim and bright images [5]). Integrating several 

biometric modalities improves biometric data security and accuracy.  

The multimodal biometric system may be implemented in a variety of ways by 

combining biometric data at various levels. The two major possibilities for 

implementing fusion techniques in multimodal biometric system are at pre-

matching and post-matching stages. 

Usually, the biometric system learns user-specific identities in the enrollment 

phase and the identity is verified in the verification phase. Sensor level fusion is 

the process of amalgamating information obtained from multiple perspectives or 

different sensors. Feature level fusion integrates features from many sensors 

(several samples of the same trait, multiple characteristics) to create a 

concatenated resultant feature vector. Some feature reduction methods may be 

used to exemplify a larger facet of a fused feature vector. However, the fusion at 

this level also serves to improve system performance and is used for template 

creation [6]. The matching module in each biometric modality will deliver the 

matching score, after matching the input biometric template with the templates 

stored in the database. Score level fusion is frequently used in multimodal 

biometric systems [7] [8] because matching scores include enough information to 

discriminate between genuine and imposter situations while being fairly simple to 

acquire. The fusion of decisions derived from several modalities is referred to as 

decision level fusion. However, because the feature sets of the various modalities 

may be incompatible, fusion at this level is a tricky process to do in practice. Due 

to the limited availability of relevant data, fusion at the decision level might be 

seen as stringent. 

As a result, the recommended technique utilizes score level fusion to improve the 

accuracy of the biometric system by merging the matching scores obtained from 

the index, middle, and ring finger vein images. The remainder of the paper is 

structured as follows. In Section II the related works identified with fusion of 

biometric traits for multimodal biometric recognition at various levels are 

examined. The proposed technique for Fusion of Finger Vein Images at Score 

Level is introduced in Section III. In Section IV the experimental results obtained 

by this proposed technique have been explained. The conclusion and future work 

are discussed in Section V. 
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2 Background of the Research Work 

Many researchers presented their findings on the merging of biometric 

characteristics at several stages to enrich the biometric system’s performance. Yan 

et al [9] used a feature level fusion approach to generate user-specific biometric 

templates by fusing data from numerous palm vein samples acquired from each 

and every individual. The palm vein is captured at a wavelength of 700 nm and 

they have obtained the EER is around 0.98%. Jinfeng yang et al. [10] presented 

feature level fusion-based personal identification by combining fingerprint and 

finger vein data with a unique supervised local-preserving canonical correlation 

analysis technique (SLPCCAM) and other feature fusion approaches. Among all 

their fusion approaches, the SLPCCA-based method has a low FAR of around 

1.35%. Yong-Fang Yao et al [11] demonstrated a distance-based separable 

weighting method for fusing of face and palm print data at feature level with an 

average recognition rate of around 90.73%. 

Jialiang Peng et al [12] developed a virtual multimodal biometric system by 

extracting GLBP, minutiae, Fourier descriptor, and phase congruency features 

from four biometric modalities: finger vein, fingerprint, finger shape, and finger 

knuckle print. Sugeno–Weber (SW) triangular norm is used to fuse the match 

scores. Maleika Heenaye et al. [13] demonstrated a hand vein based multimodal 

biometric system by utilizing dorsal and palmer vein biometrics of the hand. To 

normalize the matching scores into the range 0 to 1, min-max normalization 

techniques were employed. The sum rule, which creates the sum of the product of 

weights, is then used to fuse the matching scores together and normalized scores 

in each matching module. The fused biometric system has FRR of around 0.35%. 

Walia et al [14] presented fingerprint, finger vein, and iris-based multi-biometric 

systems, and matching was accomplished using Eigen distance, Euclidian 

distance, and hamming distance for each biometric system. Backtracking Search 

Optimization Algorithm (BSA) is used to optimize the classifier scores, and the 

match scores were transformed into belief masses using the Denoeux model. In 

the decision module, the belief mass is then compared to a threshold value, and 

they have obtained an EER of 1.57%. Sim et al. [15] suggested an iris and face 

biometrics-based multimodal system. Euclidian distance and hamming distance 

were utilized for matching the features of iris and face biometrics. Following that, 

the collected scores were fused together using weighted score level fusion. 

Dwivedi et al. [16] used the Rectangle Area Weighting (RAW) approach to show 

score level fusion of cancellable multi-biometric templates. Individual biometric 

system scores were computed using the mean-closure weighting (MCW) 

approach. The two-level cancelable fusion score approach outperforms unimodal 

cancelable systems. Khellat-Kihel et al. [17] presented finger vein, finger knuckle, 

and finger print biometrics based multimodal biometric system. Concatenating 

feature vectors from all three finger-based biometrics was used to achieve feature-

level fusion. Then, at the decision level, unimodal judgments from a fingerprint, 
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finger knuckle, and finger vein biometric system are merged to provide the final 

decision, with an accuracy of about 95.28%. 

Kun Su et al [18] employed a multi-sample fusion approach to connect a finger 

vein and an ECG biometric system. The biometric system was built using feature-

level and score-level fusion methods. The maximum EER of all methods was 

obtained by weighted sum rule-based score level fusion, which was about 1.27%. 

However, the serial and parallel feature fusion methods yielded an EER of around 

7.5%. Ammour et al. [19] presented a multimodal biometric system by utilizing 

the face and iris. The fusion took place at the score and decision levels, with a 

recognition rate of around 86.66% for the min-max based normalization 

technique. Sengar et al [20] developed a palm print and fingerprint-based multi-

biometric system based on Deep Neural Network that achieves an accuracy of 

around 91% with 1.10% FAR and 3% FRR. 

3 Proposed Method 

Figure 1 depicts the schematic of the proposed finger vein-based biometric 

system. Convolutional Neural Network [21-23] is utilized during the enrollment 

phase to extract deep feature sets from index, middle, and ring finger vein images 

from both the right and left hands. The acquired characteristics are saved in the 

database as the user's distinct identity. In the verification phase, matching takes 

place between the input image features and features in the database (stored 

enrolled templates) utilizing the correlation-based matching technique. Using 

arithmetic mean-based score fusion, the matching scores obtained from the 

matching modules are merged into a single number. If the final matching score is 

greater than the threshold value, the corresponding individual will be given 

access; otherwise, the person will be considered an imposter. 

 

Figure 1 

Block diagram of the proposed work 
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3.1 Database 

The proposed research is carried out by utilizing the SDUMLA-HMT database 

[24], which comprises index, middle, and ring finger vein images taken from the 

hands of 106 people. Each finger was captured six times, and each image in the 

database is of size 320× 240. 

3.2 Feature Extraction 

The convolutional neural network is a deep learning algorithm that extracts the 

feature sets from an image in the forward propagation and updates the weights and 

bias during backward propagation. After several iterations, CNN learns to extract 

the relevant features. The configuration of the proposed convolutional neural 

network is shown in Table 1. The input image is preprocessed and resized to 

227× 227. We have used six convolutional layers with different number of filters 

and filter sizes to extract relevant features. Filters convolve with the input image 

to produce feature maps. The decision of each neuron in the CNN is carried out by 

the activation functions used in the convolutional layers. In the proposed system, 

the CNN is trained and tested with ReLU activation function due to its own 

merits. In every convolutional layer, average pooling is done to reduce the size of 

the feature map. The architecture of the CNN is shown in Figure 2. Convolutional 

neural network was trained and tested with finger vein images from the database 

with various learning rates such as 0.03, 0.025, 0.01, 0.001, 0.0005, 0.0002 and 

0.0001. 

Table 1 

Configuration of the proposed convolutional neural network 

Layers No. of 

Filters 

Filter 

size 

Stride Activation 

function 

Size of feature 

map 

Input - - - - 227× 227 

Conv 1 32 3× 3 1 ReLu 227× 227× 32 

Avg. pooling 1  2× 2 2  114× 114× 32 

Conv 2 64 3× 3 1 ReLu 114× 114× 64 

Avg. pooling 2  2× 2 2  57× 57× 64 

Conv 3 64 3× 3 1 ReLu 57× 57× 64 

Avg. pooling 3  2× 2 2  29× 29× 64 

Conv 4 128 3× 3 1 ReLu 29× 29× 128 

Avg. pooling 4  2× 2 2  15× 15× 128 

Conv 5 256 3× 3 1 ReLu 15× 15× 256 

Avg. pooling 5  2× 2 2  8× 8× 256 

Conv 6 256 3× 3 1 ReLu 8× 8× 256 
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Avg. pooling 6  2× 2 2  4× 4× 256 

Flattening - - - - 4096× 1 

Fully connected layer - - - Softmax 50× 1 

 

Figure 2 

Architecture of CNN used for feature extraction 

3.3 Enrollment Phase 

CNN produces the hierarchical representation of an image as a feature vector after 

the completion of multiple iterations. The deep layers produce the higher-level 

features which are constructed using the lower-level features produced in the 

earlier layers. Then the user-specific feature vectors are stored as their identity. 

3.4 Verification Phase 

The convolutional neural network is given with images of the user's index, middle, 

and ring finger veins as input. CNN delivers the relevant feature vector for each 

finger vein image based on the weights and bias applied during the training phase. 

3.5 Matching 

The correlation-based matching is performed here in order to compare the input 

biometric feature template with the enrolled feature templates. The sample values 

of the enrolled attributes and the test features of the person's index, middle, and 

ring finger images are given in Table 2. The matching score of enrolled and test 

features is obtained by finding the correlation between the enrolled and test 
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features with the calculations shown in Tables 3,4 and 5 respectively for the index, 

middle, and ring finger. 

Table 2 

Sample values of Train and Test features 

Enrolled features Test features 

Index  

finger 

Middle  

finger 

Ring  

finger 

Index  

finger 

Middle  

finger 

Ring  

finger 

50.668 49.193 50.096 48.283 48.283 49.879 

48.283 48.283 48.389 47.265 48.283 48.389 

45.938 46.089 46.610 45.000 46.035 46.610 

50.668 49.193 50.096 48.283 48.283 49.784 

48.283 48.283 48.389 47.265 48.283 48.358 

45.938 46.089 46.610 45.000 46.035 46.650 

50.668 49.193 50.096 48.283 48.283 50.376 

48.283 48.283 48.389 47.265 48.283 48.389 

45.938 46.089 46.610 45.000 46.035 46.610 

50.668 49.193 50.096 48.283 48.283 50.389 

48.283 48.283 48.389 47.265 48.283 48.389 

45.938 46.089 46.610 45.000 46.035 46.610 

50.668 49.193 50.096 48.283 48.283 49.389 

Table 3 

Correlation calculation for index finger 
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Table 4 

Correlation calculation for middle finger 

 

Table 5  

Correlation calculation for ring finger 
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Then the correlation between input features (Tin) and enrolled features (Tenrolled) is 

calculated using equation (1) as follows: 

( ) ( )
( ) ( )

mn mnm n

2 2

mn mnm n m n

Tin Tin Tenrolled Tenrolled
Score

Tin Tin Tenrolled Tenrolled

− −
=

 − − 
 

∑ ∑

∑ ∑ ∑ ∑
 (1) 

The correlation between input features and enrolled features are to be considered 

as matching scores. 

3.6 Match Score Level Fusion 

From each biometric matcher the generated scores are amalgamated into a single 

score by utilizing equation to get the arithmetic mean of matching scores in (2): 

( )
n

i 1 i

1
Mean score Score

n =
= ∑       (2) 

Where, n- number of biometric matchers and (Score)i - matching scores obtained 

from corresponding matching modules. 

3.7 Authentication Decision 

The final decision is determined on basis of Mean score. The threshold is set such 

that the genuine user will not be rejected and imposter user will not be accepted. If 

the mean score is greater than the threshold, the corresponding individual is 

verified; otherwise, the person is classified as an imposter, and access to the 

system is prohibited. 

3.8 Evaluation Metrics 

The suggested approach is assessed using the following evaluation metrics, as 

depicted  in equations (3) to (9), and the outcomes are presented in section IV. 

Accuracy is the percentage ratio of correct predictions to total forecasts. 

TP TN
Accuracy

TP TN FP FN

+
=

+ + +
      (3) 

False Acceptance Rate (FAR) is the ratio of erroneous positive forecasts divided 

by the total number of negatives. 

FP
FAR

FP TN
=

+
        (4) 
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False Rejection Rate (FRR) is the ratio of erroneous negative estimates divided 

by the sum of positives. 

FN
FRR

FN TP
=

+
        (5) 

Equal Error Rate (EER) refers to the state where the false acceptance and 

rejection rates are equal 

( )EER 0.5 FAR FRR= +        (6) 

Precision: The number of positive class forecasts that really belong to the positive 

class is referred to as precision. 

TP
Pr ecision

TP FP
=

+
       (7) 

Recall: The recall is the number of correct positive class predictions produced 

from all correct positive samples in a dataset. 

TP
Re call

TP FN
=

+
       (8) 

Specificity: The proportion of actual negatives, which got correctly predicted as 

the negative is defined in terms of Specificity. 

TN
Specificity

TN FP
=

+
       (9) 

4 Results and Discussion 

The empirical values of the finger vein-based biometric recognition system's 

proposed technique are provided here. The performance of the unimodal biometric 

system is given in Table 6. 

Table 6 

Performance of unimodal system with various learning rates 

 

Learning 

 Rate 

INDEX FINGER MIDDLE FINGER RING FINGER 

FAR FRR Accuracy 

 (%) 

FAR FRR Accuracy 

 (%) 

FAR FRR Accuracy 

 (%) 

0.03 0.28 0.24 97.43 0.22 0.25 97.79 0.26 0.28 97.7 

0.025 0.25 0.27 97.71 0.24 0.27 97.72 0.22 0.21 97.5 

0.01 0.22 0.26 97.74 0.24 0.22 97.82 0.22 0.24 97.8 

0.001 0.23 0.25 97.63 0.23 0.25 97.8 0.28 0.29 97.6 
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0.0005 0.28 0.24 96.4 0.32 0.24 97.83 0.26 0.28 97.6 

0.0002 0.45 0.46 97.12 0.42 0.25 97.8 0.42 0.41 97.5 

0.0001 0.45 0.43 96.08 0.44 0.22 96.5 0.38 0.48 96.2 

The CNN is tested with various learning rates such as 0.03, 0.025, 0.01, 0.001, 

0.0005, 0.0002 and 0.0001 for index, middle and ring finger vein traits distinctly. 

The results show that the learning rate 0.01 achieves a maximum accuracy, low 

FAR and FRR compared to other learning rates employed. In the case of unimodal 

system, for learning rate of 0.01, accuracy of 97.74%, 97.82% and 97.8% are 

obtained for index, middle, and ring finger vein images respectively. As a 

consequence, the biometric system with ReLU activation function is examined 

with a learning rate of 0.01 for finger vein images and the obtained results are 

presented in Table 7. 

Fundamental performance measures such as FAR and FRR guarantee that the 

matching algorithm does not make any erroneous positive and negative matches 

for single template comparison attempts. Metrics like as accuracy, specificity, 

precision, recall, and EER are used to validate the biometric system. The above-

mentioned performance metrics are assessed so as to measure the performance of 

our proposed finger vein-based system and are presented in Table 7.  

The proportion of genuine positives and negatives in the entire data set is 

measured by accuracy. For the proposed system, we have obtained a higher 

accuracy for multimodal systems as 99.83% & 99.76% compared with unimodal 

systems. The proportion of false acceptance equals the proportion of false 

rejection, according to EER. The suggested multimodal system has an EER of 

around 0.125 for both left- and right-hand fingers. 

Table 7 

Performance analysis of proposed system in unimodal and multimodal modes 

 

 

 

 

Metrics 

(%) 

Left-hand fingers Right-hand fingers 

Index Middle Ring Multi-

modal 

Index Middle Ring Multi-

modal 

Accuracy 97.74 97.82 97.8 99.83 97.74 97.8 97.6 99.76 

Precision  96.6 96.4 96.8 98.97 96.4 96.6 97.2 98.96 

Recall  97.4 96.8 97.2 98.97 97.2 96.4 96.8 98.96 

Specificity 97.2 97.8 97.4 98.8 97.4 97.6 97.2 98.8 

EER  0.24 0.23 0.23 0.125 0.25 0.25 0.26 0.125 

FAR  0.22 0.24 0.22 0.11 0.24 0.22 0.28 0.11 

FRR  0.26 0.22 0.24 0.14 0.26 0.28 0.24 0.14 
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Table 8 

Comparative analysis of related work 

Authors Biometric 

trait 

Level of 

fusion 

Methodology Performance 

metrics 

Yang Jinfeng 

and Zhang Xu 

[10] 

Finger print 

& finger 

vein 

Feature 

level  

Supervised local-

preserving 

canonical 

correlation analysis 

& nearest 

neighborhood 

classifier 

FAR = 7.32 

FRR = 5.00 

Sengar et al 

[20] 

Palm print 

& 

fingerprint 

Feature 

level  

Deep Neural 

Network 

FAR = 1.10 

FRR = 3.00 

Lin et.al [25] Palm and 

dorsal hand 

vein 

Feature 

level  

Hierarchical 

integrating 

function & Multi 

resolution analysis 

FAR =1 

FRR = 3.5  

EER = 3.75 

Kumar and 

Prathyusha[26] 

Knuckle 

shape & 

dorsal hand 

vein   

Score 

level 

Matching vein 

triangulation and 

shape features 

FAR = 1.14 

FRR = 1.14 

Raghavendra et 

al [27] 

Palm print 

& palm vein  

Score 

level 

Log Gabor 

transform, 

weighted sum rule 

FAR =7.4 

FRR=4.8 

EER=2.2 

Non-standard 

mask, weighted 

sum rule 

FAR =2.8 

FRR=1.4 

EER=2.2 

Proposed 

method  

Index, 

middle and 

ring finger 

vein 

Score 

level 

CNN & 

correlation-based 

matching 

FAR = 0.11 

FRR = 0.14 

EER =0.125 

The precision of 98.97% and 98.96% is obtained for left and right-hand fingers 

respectively, specifies that the proposed system perfectly predict the genuine user. 

At the same time, recall ensures a measure of the proportion of actual genuine 

users got predicted as genuine. The proposed method achieves a recall of about 

98.97% and 98.96% for left- and right-hand fingers. Hence the model is 

authoritative to the genuine users. The specificity of about 98.8% ensures that the 

system is faithful in the sense of identifying the imposter user. 

The comparative analysis of the proposed work with existing methodologies has 

been done and is illustrated in Table 8. 

The Receiver Operating Characteristic (ROC) curve of the suggested method is 

depicted in Figure 3. The ROC curve is a depiction of the True Positive Rate 

versus the False Positive Rate at different thresholds. The area under the curve 
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(AUC) shows a trade-off between genuine positive and false positive rates.  

The higher the AUC, the better the model distinguishes between real and impostor 

users. The suggested technique yields an AUC of around 0.8718 for the left-hand 

finger vein and 0.8702 for the right-hand finger vein, demonstrating that the 

proposed method accurately discriminates genuine and impersonating users. 

  

(a)                                                                                 (b) 

Figure 3 

ROC-AUC curve (a) for Left hand (b) for Right hand 

Conclusions 

A multimodal, finger vein-based biometric system, that emphasizes on the fusion 

of index, middle and ring finger vein images of hand at the score level is proposed 

in this paper. The SDUMLA-HMT finger vein database was used to analyze the 

performance of the system. The essential traits from the finger vein images were 

extracted using CNN with the ReLU activation function. The correlation-based 

matching approach is then utilized to match the input template and the enrolled 

templates, and the match scores are fused using the arithmetic mean-based 

approach. The proposed multimodal system has maximum accuracy of 99.83% 

compared to average accuracy of 97.8% in unimodal case. As a result, the 

suggested multimodal biometric system provides a better solution to the 

difficulties in the unimodal biometric system. Moreover, in terms of FAR, FRR, 

EER, the proposed system outperforms the existing methodologies. 

Security of biometric traits is essential, because the risk goes all the way up to the 

database, this work will be further developed, to strengthen the security of the 

biometric system by keeping encrypted templates, as a reliable, user-specific 

identification. 
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Abstract: The paper deals with the identification of the system parameters in the nonlinear 

dynamic model of fixed wing UAVs. Fixed wings airplanes are popular in long distance 

applications and have to be modelled accurately to guarantee efficient control properties. 

Different methods are suggested to solve the parameter estimation beginning with the 

standard linear regression (LR) and continued with its extension (ELR), the optimization 

using interior point methods and finally using the FireFly technique, which is a metaheuristic 

algorithm. The methods illustrate the convergence and the speed of these approaches.  

The known default parrameter values of a Sekwa UAV were used to demonstrate that the 

elaborated identification methods can also reconstruct the numerical values of the 

dimensionless system parameters embedded into the nonlinear model using the physical 

weighting functions. After the extension of linear regression, MinMax optimization algorithm 

was used to get the best and optimal solution and reconstruct the parameters of the Sekwa 

aircraft. FireFly optimization gives also comparable results with minmax method. Flight 

data was needed for simulation and testing the different approaches. Matlab and toolboxes 

were used as simulation software. The results showed the estimated parameters are more 

accurate than linear regression estimation. Even though it is a small improvment this will 

reflect in all calculations. 

Keywords: Aircraft model identification; linear regression;Min Max optimization; FireFly 

optimization 

1 Introduction 

Analysis and parameter prediction are vital in achieving the control and stability 
properties of a somewhat complicated system like an aircraft. The parameter 
estimation method has been used with great success in the past to predict numerous 
parameters depending of real data of flight. Considering that the rigid body model 
is reliable, parameter estimate using flight data is currently employed often when 
applied to airplanes in the linear flight domain. As a result, the derivation of aircraft 
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model is used to estimate procedure lacks elastic degrees of freedom. High levels 
of flexibility in an aircraft may make it more susceptible to the dynamics of a system 
with too many factors that must be evaluated [1] [2]. 

The identification of an accurate and verified mathematical model of aircraft 
apparatus is known as aircraft system identification. This is a crucial stage in the 
development of flight vehicles due to the generated model is vital for: 

I. Comprehending the cause-and-effect relationship. 
II. Examining the capabilities and characteristics of aircraft. 

III. Verifying aerodynamic databases and upgrading flight control law designs 
are steps in step three. 

IV. Supporting the expansion of the flying envelope. 
V. Attempting to recreate the flight path, which incorporates incidence 

analysis and wind calculation. 
VI. Running adaptive control and fault diagnosis. 

This article is a natural extension of our previous research efforts. Building upon 
our prior work, titled "Comparison of Adaptive Fuzzy EKF and Adaptive Fuzzy 
UKF for State Estimation of UAVs Using Sensor Fusion," in [3] where we focused 
on state estimation techniques, and "Prediction of the Navigation Angles Using 
Random Forest Algorithm And Real Flight Data of UAVs," in [4] which explored 
machine learning-based prediction of navigation angles, this current article delves 
into a new dimension of UAV research. Specifically, it addresses the critical task of 
model parameter identification for Fixed Wing UAVs, utilizing extended linear 
regression and interior point optimization techniques. 

 
Figure 1 

Block diagram of aircraft [5] 
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By citing our previous work, we establish the continuity and progression of our 
research, highlighting how our latest contribution complements and broadens the 
scope of our ongoing efforts in advancing UAV technology. 

The method for identifying an aircraft system is described in Figure 1. 

1.1 State of Art 

The authors in [6] discussed how to use measurable input and output data to estimate 
parameters in aircraft flight dynamic models, like control and stability derivatives. 
In this method, the aircraft control effectors are moved using orthogonal phase-
optimized multisines, frequency responses of MIMO systems are computed using 
Fourier analysis, and noise values of the parameters of model are determined using 
frequency response error (FRE), a maximum likelihood estimator. The T-2 generic 
transport system and the X-56A aeroelastic model are examples of airplanes whose 
flight test results are used to illustrate the technique. By using the maximum 
likelihood estimator, one may easily incorporate prior knowledge and combine data 
from many motions without additional correction while also giving precise 
statistical uncertainties for the expected values. However, the tactic still has several 
shortcomings. Although frequency responses provide physical insight into the 
dynamics, their usage restricts modeling to linear, time-invariant systems, 
necessitating flight test data with low disturbances compared to a reference state. 
While other approaches can benefit from fewer data records, a meaningful 
frequency response estimate requires steady-state data, which take longer to gather. 
If there is environmental disturbance, more loops of steady-state data may be 
needed. The strategy requires the capacity to extend the command path with 
computerized inputs. Uncertainties or uncertain environment can cause many 
problems that need to be solved [7]. 

In [8], Online system identification was covered by the authors; as technology 
advanced, it became a crucial step in the construction of methods for estimating 
aerodynamic parameters. In order to estimate the aerodynamic parameters of fixed-
wing aircraft in unsteady conditions like stalls, this research proposes two online 
system identification (SID) algorithms that are based on Kalman filters.  
The suggested approaches, in contrast to previous SID ones, incorporate 
aerodynamic features associated with the upset state directly into the aircraft 
dynamics, such as modification of aerodynamic derivatives or flow separation 
point. To get the best estimations of the relevant aerodynamic characteristics, the 
standard or unscented Kalman filter is then applied in real-time. To illustrate the 
usefulness of the proposed approaches and their superiority to a previously 
proposed method, real flight data sets from a variety of aircraft are used in testing. 

In [9], authors deal on the issue of fixed-wing UAV modeling and control. For 
control purposes dynamic models for aircraft were given in body, stabilization-axes, 
and wind-axes coordinate systems. It was possible to define and resolve a typical 
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integral backstepping control issue that ensures stability in closed loops. Integral 
parts of the control can aid in reducing parameter changing and disruption impacts. 
The approach ensures that the combined 3D attitude system will remain stable in a 
closed loop even with changing reference signals. For motion portions that can be 
joined and smoothed, primitives for path design were developed. The amount of 
time required for each section can be specified. They worked on Sekwa aircraft. 

The techniques for identification are used specifically for accurate representation of 
system of aircraft. Many studies might use nominal values but this will reflect in 
their works. Some studied attitude estimation using Kalman filter and artificial 
intelligence as in [9] [10] [11] and the results are great but still some errors because 
of not estimation the aircraft parameters. Optimization  also has roles in medicine 
and  communications [12] [13] [14]. 

In this approach, an extension of Linear regression is used to identify Sekwa aircraft 
parameters accurately with new mathematical representations. The goals of this 
search is to implement Linear regression with an extension for aircraft parameters 
estimation for a specific aircraft, the linear regression is implemented with interior 
point optimization algorithms  , but our aim is to extend this to get more accurate 
results. The structure of this paper is as follows. Section 2 deals with the developed 
algorithms including the nonlinear UAV models, the basic regression model the 
interior point optimization, the extended linear regression, and FireFly 
optimization. Section 3 presents and analyses the identification results based on 
standard linear (LR) and extended linear regression (ELR), and FireFlytechnique. 
Since the default parameter values of the Sekwa UAV are available hence the 
identified parameter values are also compared in the parameter domain. The paper 
is finished with the Conclusions, and References. 

2 Developed Algorithm 

2.1 Nonlinear UAV Model 

Fixed wing propeller driven aircrafts are nowadays popular for both long distance 
military and civilian applications. The paper assumes that the reader is familiar with 
the fundamentals of the nonlinear dynamic model and control of fixed wing aircraft. 
There are excellent classical books on this field, specialities regarding UAVs can 
be found in [9] [10]. The paper concentrates on the parameter identification of the 
models, see here only some details based on [16]. It is assumed that registered flight 
data are available obtained by data logging either within teleoperation or online 
control. The identification can be performed using batch-processing or online. 
Bach-processing makes it easy to use special sotwares, state estimation and filtering 
and differentiation of the estimated signals before starting the identification process. 
The notations used are the well spread ones in vehicles and robotics literature.  
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The use of coordinate systems (frames) are preferred, namely Kn, Kb, Ks and Kw 
are the Flat-Earth, body, stability axis and wind axis frames, respectively.  
The parametrisation of the  model can often be performed in the stability axies frame 
or in the wind axis frame. Denote 

bv and 
bω the body linear velocity and angular 

velocity, the relative air speed is b n

r b n windv v R v= −  where the wind velocity is 
constant and b

nR  transforms vectors from Kn to Kb, m  is the mass and 
cJ I=  is 

the inertia matrix, and 
BF  and 

bT  are the resulting external force and torque 
satisfying the Newton-Euler equations: 

/ and ( )b b b B b b b Bv v F m J J Tω ω ω ω= − × + = − × +   (1) 

where the force and moment effects are 

( , , ) and ( , , )T T

B x y z BA BT BG B BA BTF F F F F F F T L M N T T= = + + = = +   (2) 

Here the second letters A,T and G in the indexes denote the aeodynamic, trust and 
gravity effects, respectively. The (nongravity) forces and torques depend on the 
wing reference area 

waS , the free-stream dynamic preassure 21/ 2 Tq vρ= , 
different dimensionless coefficients , , , , ,D L Y l m nC C C C C C  and, in the case of the 

torques, on the wing span b  and the wing mean geometric chord c . The 
dimensionless coefficients depend in first line on the angle of attack α  and  the 
sideslip angle β ,  the control surfaces and the Mach-number: 

 

drag
lift

sideforce
rolling moment

pitching moment
yawing moment

stab wa D

stab wa L

wa Y

wa l

wa m

wa n

D qS C

L qS C

Y qS C

L qS bC

M qS cC

N qS bC

=
=
=
=
=
=

      (3) 

Notice that the lift force 
LC , the drug force 

DC , etc. are usually defined in the 
stability frame, not in the wind-axes frame. The relative air-speed can be 
transformed using elementary transformations in the wind-axis frame by 

( , ) ( , )b

r w w wv R v Rot y a Rot z vβ= = −  where (1,0,0)T

w Tv v= . For the stability 
frame 0β = .  The resulting external force in the body frame is 

( , , ) (1,0,0)T T

B wa X Y Z T BF qS C C C F mg= + +   (4) 

where 
TF  is the thrust force and 

Bg  is the gravity acceleration in the body frame. 
The drug and lift forces in the stability frame satisfy 
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( , , ) ( , ) ( , , )
( , , ) ( , ) ( , , )

T T T

D Y L X Y Z

T T T

DW Y LW D Y L

C C C Rot y C C C

C C C Rot z C C C

α

β

− − = −

− − = − −
 (5) 

In order to obtain forces and moments in standard SI dimensions (N and Nm) the 
dimensionless components should be multiplied by appropriate weighting 
functions. For example, the angular velocity in the stability frame can appear in the 
model as weighting function where ( , )T

S bRot yω α ω= − . Hence, identifying the 
parameters appearing in the model, the linear parameter estimation is embedded in 
the nonlinear models through the weighting functions. First, the user chooses the 
structure of the model, i.e. the number of parameters, the form of the high-level 
functions and the weighting signals in them: 

1 2 1 2( , , , , , ), { , , , , , }i i i i i i X nC C p p s s i D L Y C C= ∈    (6) 

Where p  denotes parameters and s  denotes weighting signals of  the function. For 

constant weight 1s =  is  allowed. 

On the other hand, the structure of the nonlinear model can contain nonlinear 
relations too, for example the drug may depend on the square of the lift, making the 
parameter estimation nonlinear or constrained linear. Such a situation is typical for 
many aircraft in steady state: 

0

2
2

0 0 1 2

L L L

L
D D D D D

sr Osw

C C C

C
C C C C C

A e

αα

α α
π

= +

= + = + +
 (7) 

Where 
srA  and 

Oswe  denote the wings aspect ratio and the Oswald efficiency factor, 
respectively.  Taking the square, the introduced new parameters 0 1 2, ,D D DC C C  
make the problem formally similar to linear parameter estimation in these 
parameters but it is evident that they are in relation with 

0DC , 
0LC  and 

LC α  
generating constraints amongst them. Such a situation appears for the Sekwa fixed 
wing UAV causing problem in the identification. Neglecting the constraints for the 
parmeters 0 1 2 0 0, , , , ,D D D D L LC C C C C C α  the usual least square parameter 
esttimation is not necessarily convergent in 

0 0, ,D L LC C C α to the correct values. 
Notice that this property is in force also for other methods if in them dominate the 
linear character together with some noise extension. Fortunately, the constraints are 
simple and sparse, hence using nonlinear optimization with constraints (see for 
example fmincon with options, starting from LS generated initial values) give an 
extra chance for parameter improvement. Returning back to the linear parameter 
estimation problem, one can assume that from the flight data and state estimation 
the states in the differential equations are available and the differentiation of the 
signals has already been performed. The LS problem can be considered in the form
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( ) ( ) ( )Ty t t e tϕ ϑ= +  where ( )y t  is a vector coming from the differential 
equations and ϑ  is the (full) parameter vector. In case of Sekwa UAV the set of 
weighting functions may be 

2(1, , , , , , , , , , )e a thp q r d rα α β δ δ δ     (8) 

and in case of  0 1 2( , , )D D D DC C C C=  this component can be represented by 

2(1, , , , , , , , , , ) (1,1,1,0, ,0)T

e a thp q r d rα α β δ δ δ ×  
  (9) 

Similar relations can be found for the other components in the differential equations. 
In this way the derivatives of the state equations subtracted by signals not containing 
identifiable parameters in the state equation playes the role of ( )y t  and the right 
side is as above for 

DC . Then, the components can be collected for every sampling 
time multiple t  and the LS problem can be built up and solved. A similar technique 
can be used for the examined more complex problems in the paper. 

2.2 Problem Statement 

After defining parameters and basic coefficients, the main problem of this research 
is how to estimate and predict these coefficients depending on real data. In regard, 
three main method are illustrated which will be explained in the next sections: 
Linear Regression (LR), Extended Linear Regression (ELR) and Optimized ELR 
by Firefly optimization algorithms. We deal with the solution of the parameter 
identification problem at two levels. 

1) Normally, the results can be tested only to demonstrate that the output signals 
in the flight data can be well matched if the simulated model, inside with the 
identified parameters, is driven with the input (actuator) signals of the flight 
data. This can be checked in open loop or in closed loop under control. Notice 
that integral components in closed loop can reduce the effect of errors while 
matching during open loop testing is more difficult. Here, dominates signal 
comparison. 

2) In rare situations the internal parametrs of the aircraft may also be known and 
we can test whether the default parameters can also be reconstructed using 
identification. Here, dominate parameter comparision, which is more general.  

The studied aircraft was the Sekwa UAV with available known default model 
parameters. The details can be found in [15] [16] [17]. Hence. it was also possible 
that beside the convergence of the parameter identification also the parameter errors 
could have been tested. The comparison can be found later in table. Next section 
will explain the general regression model and Firefly optimization algorithm. 
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2.3 Basic Regression Model 

The main idea of our work is re-modelling the mathematical equation of aircraft 
model from a new view, suppose the next model: 

[ ]
1

( ) , 1,
M

j j i j j j

i

f H x b c d j n
=

= + + + ∈∑                                 (10) 

Where: 𝑛𝑛: is the number of all samples. 𝑀𝑀 number of variables to be estimated. 𝑎𝑎, 𝑏𝑏, 𝑐𝑐 are known values, 𝐻𝐻𝑗𝑗 is nonlinear function in general (it might be linear).       𝑓𝑓 is the dependent variable that can be measured or observed. 𝑥𝑥𝑖𝑖 are cofficients to 
be estimated (it is vector). As an example, 𝑓𝑓 might be the position and 𝑥𝑥𝑖𝑖 might be 
the velocity and 𝑎𝑎, 𝑏𝑏, 𝑐𝑐 are parameters that are initial values or noise parameters. In 
linear case, they reduce to next (* is the normal multiplication): 

[ ]
1

, 1,
M

j ji i j j j

i

f H x b c d j n
=

= ∗ + + + ∈∑
                                   (11) 

Whereas 𝐻𝐻𝑗𝑗𝑖𝑖  are independent known variables. (H could be represented by vector) 

1

2

1 2
1

* , ,..., * .
.

M

ji i j j jM

i

M

x

x

H x H H H

x

=

 
 
 
  =    
 
  

∑
 

To solve this issue 

( ) [ ]
1

, 1,
M

j j j j ji i

i

f b c d H x j n
=

− + + = ∗ ∈∑                                        (12) 

And it became as a normal regression model; note that 
iH   might contain old values 

of 
if ,  as an example 5 1 1 2 3H h x f x= + + . To solve this type of regression 

model, we need to build equation as follows 

( )

( )

1

1

,
M

j j j j ji i

i

Y f b c d A X H x

Y A X

X A Y

=

−

= − + + ⋅ = ∗

= ⋅

= ⋅

∑

                                 (13) 

Where, 𝑨𝑨 is a matrix with n  rows (number of samples) and 𝑀𝑀 columns (number of 
parameters to be estimated. The matrix 𝑨𝑨 is not square. The next equation show 
dimensions 

1 *1n n M M
Y A X
∗ ∗
= ⋅                                                                                            (14) 
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Pseudo inverse matrix is needed here to calculate the vector 𝑋𝑋. The Sekwa model 
equations will be used to find the aircraft coefficients (Force equations, Torque 
equations and Navigation equations). 

 

Figure 2 
Flowchart of Sekwa model parameters estimation 

Linear regression depends on Interior point optimizsation, which will be explained 
next. 

2.3.1 Interior Point Optimization Function 

Interior point algorithms are a certain class of algorithms that solve linear and 
nonlinear convex optimization problems. It enabled solutions of linear 
programming problems that were beyond the capabilities of the simplex method. 
Contrary to the simplex method, it reaches a best solution by traversing the interior 
of the feasible region. The method can be generalized to convex programming based 
on a self-concordant barrier function used to encode the convex set. 

After we get the equation: 

Flight data of UAV Sekwa 
model 

Equations 13,14 

Y=A.X 

Determining pseudo inverse  

of A 

Find (X0) as a start vector 
for optimization techniques 

to converge successfully 

Finding the best X through 
applying an optimization 

algorithm 
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1 *1n n M M
Y A X
∗ ∗
= ⋅                                                                                                      (15) 

We run an optimization function to find best value of X , we need this step since 
we got number of equations larger than number of coefficients. The optimization 
algorithm in [15] is to find minimum of constrained nonlinear multivariable 
function, it is available in Matlab [18]. 

2.4 Extended Linear Regression 

The above representation of equation is accurate for ideal situations and ideal flight 
environment, so new term is added to each equation to get close to accurate 
calculations, but this added term is not for noise. Hence, if we want to simulate 
noise state too, we have to add 𝑛𝑛 term for 𝑛𝑛 sample. For aircraft, each coefficient 
might be dependent from all other ones; so if the number of coefficients is M, 
another M terms will be added to extend the regression as follows: 

( ) [ ]
1 1

( ) , 1,
M M

j j i j j j j i

i i

f H x b c d G eps j n
= =

= + + + + ∈∑ ∑   (16) 

The aim is to estimate 𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑀𝑀 so we add 𝑒𝑒𝑒𝑒𝑠𝑠1, 𝑒𝑒𝑒𝑒𝑠𝑠2, … , 𝑒𝑒𝑒𝑒𝑠𝑠𝑀𝑀 term. Whereas 𝐺𝐺𝑗𝑗 are independent known variables . To solve this issue in linear case: 𝐺𝐺𝑗𝑗(𝑒𝑒𝑒𝑒𝑠𝑠𝑖𝑖) = 𝐺𝐺𝑗𝑗𝑖𝑖 . 𝑓𝑓𝑗𝑗 . 𝑒𝑒𝑠𝑠𝑒𝑒𝑖𝑖  𝑓𝑓𝑗𝑗 − �𝑏𝑏𝑗𝑗 + 𝑐𝑐𝑗𝑗 + 𝑑𝑑𝑗𝑗� = ∑ 𝐻𝐻𝑗𝑗𝑀𝑀𝑖𝑖=1 ⋅ 𝑥𝑥𝑖𝑖 + ∑ 𝐺𝐺𝑗𝑗𝑖𝑖 . 𝑓𝑓𝑗𝑗. 𝑒𝑒𝑒𝑒𝑠𝑠𝑖𝑖𝑀𝑀𝑖𝑖=1 , 𝑗𝑗 ∈ [1,𝑛𝑛]  (17) 

Suppose the term 𝑋𝑋� = [𝑥𝑥1, 𝑥𝑥2, . . . 𝑥𝑥𝑀𝑀, 𝑒𝑒𝑒𝑒𝑠𝑠1, 𝑒𝑒𝑒𝑒𝑠𝑠2, . . . 𝑒𝑒𝑒𝑒𝑠𝑠𝑀𝑀] whereas 

1 2 2 *1n n M M
Y A X
∗ ∗
= ⋅    (18) 

This will extend the matrix and will end up with more accurate and reality 
representation of the aircraft model. The 𝐺𝐺𝑗𝑗𝑖𝑖 are zeroes or ones; this according to 
the existence if 𝑥𝑥𝑖𝑖. This means if coefficient with index depends on coefficients with 
index 𝑖𝑖 then 𝐺𝐺𝑗𝑗𝑖𝑖 = 1 and then 𝑒𝑒𝑒𝑒𝑠𝑠𝑖𝑖 should be estimated 𝐺𝐺𝑗𝑗𝑖𝑖 = �1 𝑖𝑖𝑓𝑓 𝑥𝑥𝑖𝑖   𝑖𝑖𝑠𝑠  𝑒𝑒𝑥𝑥𝑖𝑖𝑠𝑠𝑒𝑒   𝑖𝑖𝑛𝑛    𝑒𝑒𝑒𝑒𝑒𝑒𝑎𝑎𝑒𝑒𝑖𝑖𝑒𝑒𝑛𝑛

0 𝑖𝑖𝑓𝑓 𝑥𝑥𝑖𝑖  𝑖𝑖𝑠𝑠   𝑛𝑛𝑒𝑒𝑒𝑒   𝑖𝑖𝑛𝑛   𝑒𝑒𝑒𝑒𝑒𝑒𝑎𝑎𝑒𝑒𝑖𝑖𝑒𝑒𝑛𝑛   (19) 

The final desired X  might be [ ]1 2, ,... MX x x x= ; this means that the calculated 𝑒𝑒𝑒𝑒𝑠𝑠𝑖𝑖 compensates noise. Figure below shows these stages: 
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Flowchart of Sekwa model parameters estimation with extended regression 

For ELR, MinMax optimization function is used, this will be explained next. It is a 
ready function in matlab toolbox. 

2.4.1 MinMax Optimization Function 

The optimization function here is “Solve minimax constraint problem”. fminimax 
function searches for the best solution that minimizes the maximum of a set of 
objective functions. The problem includes any type of constraint. The optimization 
function needs an objective function to be minimized or in some cases to maximized 
(minimize loss or error, maximize accuracy) [19] [20] [21]. All optimization 
algorithms need a loss or an objective function to be minimzed during optimization 
phase (searching for optimal solution, this will be explained next). 

Flight data of UAV Sekwa 
model 

Equations 13,14,15 

Y=A.X with extended A 

Determining pseudo inverse  

of A 

Find (X0) as a start vector 
for optimization techniques 

to converge successfully 

Finding the best X through 
applying an optimization 

algorithm 

Update X 
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2.4.2 Objective Function 

For linear problems the tak is to find the solution of linear regression [22] [23] for 
equation (18): 

  
To solve this problem, new objective function can be defined for minimizing: 

( ) ( )2min

2

T

X

T T T T T

fun Y A X Y A X Y A X

X A AX X A Y Y Y

= − ⋅ = − ⋅ − ⋅

= − +
                                 (20)  

X  can be simply determined minimizing fun . In our case, it is an optimization 
problem and need to search for a solution to minimize the objective function. Best 
solution would be when fun=0. Matmatically, (𝑌𝑌 − 𝐴𝐴 ⋅ 𝑋𝑋)𝑇𝑇(𝑌𝑌 − 𝐴𝐴 ⋅ 𝑋𝑋) =𝑋𝑋𝑇𝑇𝐴𝐴𝑇𝑇𝐴𝐴𝑋𝑋 − 2𝑋𝑋𝑇𝑇𝐴𝐴𝑇𝑇𝑌𝑌 + 𝑌𝑌𝑇𝑇𝑌𝑌 can also be solved, especially in case of constraints, by 
using the preferable wayof numerical optimum seeking. 

Constraints may be the lower and upper bound for 𝑋𝑋 to defined. Then the defined 
values have to be satisfied during the algorithm. 

Next, FireFly mehtod will be discussed to help ELR in searching for the best 
solution. 

2.4.3 FireFly Optimization Algorithm 

One of the newest metaheuristic algorithms for optimization issues is the firefly 
method. The program takes its cues from firefly flashing behavior. The flashlight is 
utilized as a warning system to keep the fireflies from potential predators [24].  
The program will treat randomly produced solutions as firefly, and brightness will 
be allocated based on how well they perform on the objective function. They can 
divide into smaller groups due to their attractiveness, and each group converges 
around the local models [25]. The following three rules are the fundemantals of 
firefly  described as follows [26]: 

1. Fireflies come in both genders. 
2. Attractiveness is proportional directly to their brightness.  
3. The landscape of the objective function controls a firefly's brightness. 

When compared to other algorithms, firefly offers two key advantages: automated 
subdivision and the capacity to handle multimodality. 

The key parameters of the Firefly Algorithm are as follows: 

Population Size (n): The number of fireflies. We used n=150. 

Light Intensity (I): This represents the objective function value or fitness of a 
solution. Fireflies are attracted to brighter fireflies, meaning that solutions with 
higher light intensity values are considered better. 

Y A X= ⋅
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Absorption Coefficient (γ): This parameter represents the light absorption during 
the propagation of light. It's used to reduce the attractiveness of a firefly based on 
the distance between them. If the distance is high, this means that this solution is 
not close, so will decrease attractive parameter. Where Absorption Coefficient 

(γ)=0.99. 

Maximum Generations (MaxGen): The number of iterations or generations the 
algorithm will run before terminating. It controls the stopping criterion for the 
optimization process.  Where Maximum Generations=500. 

Objective Function: The mathematical function that represents the problem to be 
optimized. This represents the function in equation (20). 

Search Space and Bounds: This represents the constraints. It should be mentioned 
the initial values were determined after many experiments. 

The problem is searching for best X that minimizes the function in equation (20). 
Firefly will be adopted to search for this X by its fireflies. Simple flowchart is shown 
below: 

Begin 
   1) Objective function 𝑓𝑓(𝑥𝑥) to be minimized.  As in equation (20) 
   2) Generate an initial population of fireflies (fireflies number must be defined); 
Each firefly will search for the best value of X values in Equation (20), they will 
attract other fireflies when they found minimum values to repopulate the fireflies 
near the minimum zone and search again till they reach minimum value of 
function in Equation (20) 
   3) Formulate light intensity I so that it is associated with 𝑓𝑓(𝑥𝑥)  
    4) Define absorption coefficient 𝛾𝛾 
    while (t < MaxGeneration) 
        for i = 1 : n (all n fireflies) 
            for j = 1 : i (n fireflies) 
                if (𝐼𝐼𝑗𝑗 > 𝐼𝐼𝑖𝑖), 
                    Vary attractiveness with distance 𝑟𝑟 via 𝑒𝑒−𝛾𝛾𝛾𝛾  ; 
                    move firefly i towards j;                 
                    Evaluate new solutions and update light intensity; (the new solution 
here is the vector X) 
                end if  
            end for j 
        end for i 
        Rank fireflies and find the current best loss function that in equation (20); 
    end while 

end 

This algorithm is applied after extended regression is done. After implementing 
FireFly, the initial input for this algorithm is  
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0 (1 )elr erlmx x xα α= ∗ + − ∗   (21) 

Where 𝑥𝑥𝑒𝑒𝑒𝑒𝛾𝛾𝑒𝑒 is the modified extended linear regression output by using the 
extended parameters, 𝑥𝑥𝑒𝑒𝑒𝑒𝛾𝛾  is a vector with 52 parameters (first 26 parameters are the 
basic parameters and the other 26 parameters are the extended parameters).  

[ ],elr erlmx x x=  

If we consider that the type of the 𝑥𝑥𝑒𝑒𝛾𝛾𝑒𝑒𝑒𝑒  is not additive; the equation will be the 
following: 

0 (1 )elr elr erlmx x x xα α= ∗ + − ∗ ∗    (22) 

This is known as multiplicative error. Then, Y is recalculated according to the initial 
values: 

1 2 2 *1n n M M
Y A X
∗ ∗
= ⋅    (23) 

The algorithm stops when it reaches max generation. The algorithm saves   the  best 
solution each iteration, the solution contains the values of X and the value of 
function in Equation (20). The next section will illustrate the results of the 
developed algorithm. The X in Equation (20) is known for the aircraft, the 
developed algorithm will result also new X values, then there is a comparison to 
evaluate the developed algorithm to be used with another aircraft. 

3 Identification Results 

3.1 Flight Data 

The used flight data is sampled by 0.01 seconds, it contains a real data of trip with 
all controls, and it contains all sensors data: accelerometers, gyroscopes and angular 
velocities, position data, velocity data and quaternion data. 

3.2 Parameters Reconstruction 

The code will result in a vector of length M ; it contains all target parameters that 
are explained in Table 1. These parameters used exist in [9, 10]. The flowchart in 
Figures 2 and 3 illustrated estimation of Sekwa model parameters. 

3.3 Extended Linear Regression Results 

To check the quality of the algorithm for later unknown airplanes, the X in Equation 
(20) was assumed here to be known (it has 26 parameters). The developed algorithm 
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will result also new 𝑋𝑋� values that are solutions of the optimization algorithm. 
Comparing them, the quality of the method can be judged for later use if the correct 
parameters are unknown. The real values of Sekwa UAV parameters are from [15]. 
LR and ELR were implemented with interior point optimizations. The figures below 
show the results of  LR and ELR regression. The y axis in next plots refers to true 
values of coffiecients that was explained in the introduction. 

 

Figure 4 
LR with interior point results 

 

Figure 5 
Extended LR with Min Max results 

               

Figure 6 
Compare results of LR and Extended LR                                                   

The formula for calculating the improvement ratio is used to minimize the relative 
error of two methods. It refers to the absolute value of the difference of the errors 
of (LR&Extended LR) divided by the error of LR. 
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𝑖𝑖𝑖𝑖𝑒𝑒𝑟𝑟𝑒𝑒𝑖𝑖𝑒𝑒 𝑟𝑟𝑎𝑎𝑒𝑒𝑖𝑖𝑒𝑒 =
𝑎𝑎𝑏𝑏𝑠𝑠(0.10647 − 0.094863)

0.10647
= 10.9% 

3.4 FireFly Results 

The estimation is shown below, where the figure contains our developed method 
Firefly ELR, linear regression and Firefly without the regression. 

         

Figure 7 
FireFly results 

 
Figure 8 

All methods results 
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Figure 9 

FireFly Cost function  

3.5 Comparison of Parameter Estimation Results 

The table below shows the comparison between our approach, Basic LR, only 
FireFly and FireFly ELR comparing to the true values. 

Table 1 
Results comparison 

True value FireFly LR (Interior 
point) 

Firefly ELR 
(Min Max) name 

0.0633 0.0633 0.0629 0.0625 𝐶𝐶𝐿𝐿0 
4.0543 4.0324 2.9675 3.2533 𝐶𝐶𝐿𝐿𝐿𝐿 
1.6524 1.6529 1.5611 1.5732 𝐶𝐶𝐿𝐿𝐿𝐿𝑒𝑒 

4.3 4.3006 4.2918 4.2882 𝐶𝐶𝐿𝐿𝐿𝐿 
-0.2114 -0.2021 -0.0236 -0.0244 𝐶𝐶𝑌𝑌𝑌𝑌 
0.2409 0.2345 0.0977 0.1096 𝐶𝐶𝑌𝑌𝛾𝛾 
-0.094 -0.0879 0.0284 0.0272 𝐶𝐶𝑌𝑌𝐿𝐿𝑌𝑌 
-0.0478 -0.0516 -0.1231 -0.1251 𝐶𝐶𝑌𝑌𝐿𝐿𝛾𝛾 
-0.5401 -0.5342 -0.4216 -0.419 𝐶𝐶𝑌𝑌𝑌𝑌 
-0.4848 -0.4934 -0.6578 -0.6578 𝐶𝐶𝑒𝑒𝑌𝑌 
0.1704 0.1715 0.1933 0.193 𝐶𝐶𝑒𝑒𝛾𝛾 
-0.352 -0.3584 -0.4787 -0.4787 𝐶𝐶𝑒𝑒𝐿𝐿𝑌𝑌 
0.1056 0.1075 0.1443 0.1443 𝐶𝐶𝑒𝑒𝐿𝐿𝛾𝛾 
-0.2381 -0.2426 -0.3282 -0.3282 𝐶𝐶𝑒𝑒𝑌𝑌 
0 0 0 0 𝐶𝐶𝑒𝑒0 

-1.6945 -0.7247 -2.0426 -2.0426 𝐶𝐶𝑒𝑒𝐿𝐿 
-0.4583 -0.3731 -0.5528 -0.5528 𝐶𝐶𝑒𝑒𝐿𝐿𝑒𝑒 
-0.1288 -0.1238 -0.1552 -0.1552 𝐶𝐶𝑒𝑒𝐿𝐿 
-0.0021 -0.0021 -0.0029 -0.0029 𝐶𝐶𝑛𝑛𝑌𝑌 
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-0.0354 -0.0351 -0.0296 -0.0299 𝐶𝐶𝑛𝑛𝛾𝛾 
0.0018 0.0018 0.0016 0.0016 𝐶𝐶𝑛𝑛𝐿𝐿𝑌𝑌 
-0.0478 -0.0478 -0.0489 -0.0489 𝐶𝐶𝑛𝑛𝐿𝐿𝛾𝛾 
0.0658 0.0659 0.0679 0.0679 𝐶𝐶𝑛𝑛𝑌𝑌 

0.0001* 
[185,275,934.4] 

0.0001* 
[185,275, 934.2] 

0.0001* 
[185,273,930.9] 

0.0001* 
[185,271,929.3] 𝐶𝐶𝐷𝐷 

The results clearly show that our approach is accurate and the plots above present 
also the improvement ratio. The final results demonostrate that the order of the 
improvement in the parameter estimation results is 10.9% of the parameters and the 
error between real and estimated parameter values decreased around 6.3%. 

Conclusions 

This work showed the importance of the mathematical representation of extended 
linear regression algorithm for aircraft system model. The idea is to represent the 
equation from another view to get the model to more accurately represent reality. 
The estimation of parameters is improved, this can be used later in aircarft with 
unkown parameters to use them in other topics of aircraft applications.  
The improvement ratio declared that the Extended Linear Regression with FireFly 
method is better than normal Linear Regression and this can be used in many 
problems of model analysis in different fields of applications. 
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Abstract: There are significant differences between the culture, ideology, and values of 

different nations, so it is not surprising that there are differences in business ethics and 

etiquette. Therefore, it is essential when establishing and maintaining business relations 

that the parties get to know each other's ethnic customs or general international etiquette 

to approach each other with greater understanding and develop more successful business 

negotiations and business relationships. This paper aims to illustrate the similarities and 

differences in etiquette behavior, through the examples of two neighboring countries 

(Slovakia and Hungary). Based on the results of our primary, questionnaire-based, cross-

national research, we conclude that companies in both Hungary and Slovakia consider that 

the manifestations of business ethics in the countries have improved over the last ten years 

due to globalization. 
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1 Introduction 

At the beginning of the 21st Century, it must seem cliché to say that "we live in a 
global environment". As the global economy deepens and the importance of 
internationalization becomes apparent to businesses, their relationships with 
foreign companies and their agents will increase. Cross-cultural negotiations are 
often integral to the process, whether buying or selling. The trend towards 
globalization has led different cultures to enter the world stage. In business, 
culture is seen as an essential contributor to success. 

Organizations, employees and teams are increasingly operating in multicultural, 
multinational environments. More and more companies are exporting work, not 
just goods, worldwide. Physical distance or time differences are no longer barriers 
to foreign investment. Local companies need foreign investment to compete with 
global companies. The acceleration of global business development is 
accompanied by a growing interest in cross-cultural management research, as 
evidenced by the increasing presence of international studies in leading journals. 

1.1 The Impact of Globalization on National Cultures 

t is generally accepted that the American Theodore Levitt first used the concept of 
globalization in an article in the Harvard Business Review. He used the term to 
describe the merging of markets for individual products produced by transnational 
corporations [9]. 

Globalization has a powerful impact on our society [15], dividing but also 
unifying [50]. Sparke [47] defined the concept as a combination of countries' 
political, social and economic concepts. He drew particular attention to 
globalization's positive and negative effects on companies. Ten Brink [49] also 
pointed out that significant firms in some countries have shown an apparent 
openness to developing and deepening international cooperation. However, 
companies' motivation to support collaboration is not only economic in origin but 
also reveals political and cultural aspects behind these processes. The business's 
costs remain significant in the company's profitability and competitiveness. 
Rowley and Warner [45] pointed out that the business environment has changed 
significantly due to globalization. They argue that firms have had to rethink their 
production and supply chain strategies. Dunning's [14] research also confirmed 
Rowley and Warner's claims and pointed out that reducing operating costs is a 
form of international pressure on firms. 

At the turn of the 21st Century, globalization has been ascribed a more prominent, 
comprehensive role than ever before [44]. According to Kobrin [29] and Witt 
[53], globalization in international business has reached unprecedented 
proportions. Globalization has triggered the integration of markets and trade [20]. 
In addition to the political changes it has brought, the process has also brought 
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technological innovations and novel management practices, which have increased 
knowledge transfer, reformed production times, and increased the use of goods 
and services, which have also increased international economic cooperation [40]. 
In a positive sense, as outlined above, one of the main benefits of globalization is 
the improvement of countries' development indicators [20]. 

However, the negative and positive sides of globalization in business have been 
explored by many authors. For example, the share of inequalities between 
countries has increased. Several authors have also addressed the issue of how 
physical workers leave their home country for countries offering higher wages 
[21] [30] [32] [33]. 

Nowadays, after COVID-19, business leaders have to prepare for the world's 
leading countries to repatriate part of their activities to their home countries [22]. 
Trade wars between the world's major powers in the East and West may slow 
down the pace of globalization [5] [27]. Currently, business actors are trying to 
find their way in this fast-changing environment. Some globalization researchers 
have already predicted the end of the process [38]. Charron [7] argued that the 
bureaucracy and corruption in these countries determine economic divergence in 
European countries due to globalization. At the same time, as globalization slows 
down, we can observe technological innovations such as 3D printing that could 
fundamentally affect global value chains by changing the role of sourcing, 
production, and further activities in the supply chain [26]. The new international 
environment is gradually making it more challenging for individuals, economics 
and societies to operate in the information age. In such an environment, there will 
be new frameworks and rules of the game according to which the new civilization 
will operate [28]. Global production plants must have the ability to react quickly, 
which can be crucial to their survival [16]. 

The new tasks of business ethics thus become a critical reflection of the realities 
of the new global environment and aim to regulate entrepreneurial activity through 
moral norms. Therefore, to support all social issues directly or indirectly related to 
and support sustainable life on Earth. Business ethics can help mitigate negative 
phenomena and consequences in a new global environment. 

1.2 Business Ethics and Etiquette 

Business ethics influences the managers and employees of a company, helping 
them to make the right and wrong decisions in business situations [10]. In 
business situations, the question often arises: What should I do? What is the right 
thing to do? In answering this question, the individual's business principles, 
values, and emotional intelligence influence daily life and social relationships 
[34]. Researchers who have studied international business negotiations have 
primarily examined the impact of culture on negotiations from an ethical 
perspective [23] [46]. The number of studies focusing on the background of 



Zs. Tóth et al. The Changing Business Ethics and Etiquette in Slovakia and Hungary due to Globalization 

 – 92 – 

ethical business decisions is increasing yearly [3] [39] [51]. Entrepreneurs in the 
business sector may often find themselves in a situation where they must answer 
ethical and moral questions about a decision [55]. Normative ethical rules can help 
to answer ethical questions related to business [19] [31]. Ethics is nothing more 
than a set of specific norms of behavior and action [4]. The application of business 
ethics not only to customers but also to supplier relationships is essential. Ethical 
business policies, procedures, and equal standards are hallmarks of fair business 
relationships [42]. Many business actors prefer the stability of long-term business 
relationships [1] [18]. 

However, one area that has received less attention so far is business ethics. This 
area needs to be examined to help businesses cope in a global environment. In 
their study, Cook and Cook [11] point out that the globalization of the world has 
made it increasingly important for managers to be aware of different cultures, 
business etiquette rules and management styles. Their study examines managerial 
manners and professional behavior in international business. This includes, for 
example, respectful behavior, how to introduce oneself, business card rules, tone 
of communication, knowledge of different cultural customs, recognition of 
position, business gift-giving habits and non-verbal communication. In their study 
on corporate communication, Reynolds and Valentine [43] found that a positive 
correlation can be established between the internal communication of companies 
and the success of their international communication. 

Business etiquette in business relationships is based on culturally established 
protocols, manners, rules of conduct, and a shared code of conduct within a given 
locality [13]. Business etiquette includes expected manners, acceptable behavior, 
and the principles that guide such behavior (e.g., courtesy, prudence). Knowledge 
of business etiquette is part of an individual's "soft skills" that are key to working 
with employees, customers, business partners, and other stakeholders [52]. 

Researchers in the field of communication emphasize the vital role of etiquette in 
the management context of international business and communication situations 
between people of different cultures, as leadership skills and the multinational 
business environment require appropriate behavior from managers [36]. In today's 
rapidly changing and competitive societies, etiquette may be seen as an outdated 
concept, but it undeniably impacts people's perceptions and decisions in global 
management. It can always be emphasized that how managers behave towards 
themselves and their colleagues determines the company's credibility. Alongside 
effective cross-cultural communication and negotiation skills, knowledge of 
business etiquette is responsible for managers' success at home and globally. In 
their recent research, Chaney and Martin [6] agree that leadership behavior, 
neatness, appearance, and attitude are critical for evaluating corporate 
performance and overall success in a global workplace. It is widely accepted that 
etiquette includes specific aspects of behaviors, habits, and non-verbal 
communication that can influence the effectiveness of a leader's performance [37]. 
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Yu [54], in a comprehensive assessment of current trends in the global business 
world, point out that the vast expansion of multinational businesses over the past 
decade has made it vital to learn more about different cultures and human 
behaviors to reduce the chances of leadership failure. 

1.3 Business Ethics and Etiquette in Slovakia and Hungary 

Business ethics is not a long tradition in the Slovak Republic. With the change in 
the political climate and economic conditions after 1989, the space for developing 
business ethics opened up. The acquisition of foreign experience was an essential 
factor. Large international companies opened their businesses in Slovakia and 
introduced elaborate ethical rules (e.g. the Code of Ethics). In addition, banks, 
insurance companies, and other service-oriented firms also had direct contact with 
their clients and contributed to this process. The exchange of information between 
Slovakia and the international arena, the common European market, globalization, 
and the merging of business conditions in national and international markets, 
resulting from interdependence, accelerate and increase the role of business ethics. 

Slovaks are more temperamental and emotional than Czechs in business meetings 
and are more impulsive when solving problems. Slovaks are easy to start 
negotiations with and remain open and adaptable throughout the process. Most 
Slovak negotiators are friendly, open, and spontaneous. They value personal 
contact and often rely on recommendations and references from people they 
know. In general, Slovak negotiators could be more attentive to etiquette and 
formalities. However, if a woman is present, she is always treated with courtesy 
and gallantry. Some researchers say Slovaks are somewhat insecure and very 
optimistic during negotiations. Those who come prepared with realistic and clear 
objectives have an advantage in business negotiations. The Slovak partner will 
appreciate this attitude, making closing the deal more manageable.  
The introductory phase can be skipped during the first meeting and go straight to 
business. However, closing the deal immediately at the first or second meeting is 
not advisable, as Slovaks need more time to consider all the commitments. If 
pressed, they may even walk away from the deal [24]. 

A Hungarian survey of 1,300 managers from 325 companies in 1996 [8] shows a 
mixed picture of ethical behavior. According to the authors, the institutional 
management of business ethics was in its infancy in the mid-1990s, as only 
slightly more than 10% of companies had a code of conduct, for example.  
The companies with the most ethical behavior sought to compete in developed 
country markets. However, it was found that the ethical behavior of 'Western' 
companies operating in domestic markets was not outstanding in those years. 
Later, Szegedi [48] argues that the responsibility of Hungarian firms is essential 
toward their customers and owners. He adds that ethical sensitivity is expected to 
improve [41]. 
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András et al. also found that CSR is an existing concept among Hungarian 
companies today and is often not a matter of money [2]. To put it a bit 
simplistically, CSR involves ethical behavior, which should manifest not only in 
externalities and spectacular actions but also in conscious strategies. Győri [25], 
based on a review of various case studies, argues that market, governance, and 
ethical responsibility systems should complement each other in business. In our 
review of the Hungarian literature, we found a cultural specificity in that in 
Hungary, authors often focus on unethical business conduct and, within that, 
corruption [17] when discussing business ethics and fair conduct [12]. 

2 The Aim of the Study and the Applied Research 

Method 

We aimed to synthesize and summarize the academic findings on the 
characteristics of business behavior, with particular emphasis on the different 
cultures, and to examine the behavior of companies operating in Slovakia and 
Hungary from the perspective of business ethics and etiquette based on theoretical 
foundations. 

To achieve our goal, we have defined our main research question: 

In today's globalized world, are there any differences, identities, or peculiarities 

in Slovak and Hungarian business ethics and etiquette? 

Our hypothesis related to our research question is the following: 

H1: Globalization has improved business and business ethics in both 

countries over the last ten years. 

The empirical research was based on an online questionnaire survey attended by 
representatives of companies in Hungary and Slovakia. The questionnaire 
investigates the participants' behavior; thus, it also has the disadvantages of the 
survey method, i.e. it is not sure that the respondents are willing and able to 
provide the exact information to the question asked. In addition, there may also be 
disadvantages in answering personal and sensitive questions [35].  
The questionnaire survey was followed by data cleaning and evaluation. To test 
our hypotheses, we chose a single descriptive analysis as the primary research 
method, all the more so as our data were obtained in a single session on a single 
sample [35]. 

Our empirical research was part of a more extensive international study. Within 
the framework of an international project, Marketing in Asia Group, New 
Zealand, Slovakia, and Hungary were studied in terms of business 
communication, ethics, and etiquette. The questionnaire was developed and tested 



Acta Polytechnica Hungarica Vol. 21, No. 6, 2024 

 – 95 – 

with the participants by Professor Kim-Shyan Fam and Dr James E Richard, the 
research leaders from Victoria University, Wellington. The questionnaire provided 
was translated from English into Hungarian and Slovak and then back into English 
by another party to ensure that the cross-cultural comparison was an accurate 
translation. 

In order to collect the data, we needed to create a database of companies operating 
in Slovakia and Hungary. The size of the companies and the industry was not 
decisive. The address list compiled using the collection pages contained contact 
details of 938 companies. Our online questionnaire was sent out in the spring of 
2018. Due to invalid, non-functional email addresses, we received 22 replies. We 
used a random sampling method, the snowball method, and simultaneously, as 
compiling the database, we collected known company managers to whom we 
forwarded our online questionnaire and asked them to forward it to company 
managers with whom they were in contact. After data cleansing, we had 257 
completed questionnaires, with a response rate of 28.05% over three months. This 
result leads us to conclude that respondents are unlikely to be willing to participate 
in surveys of this kind. 103 respondents from Hungary and 154 from Slovakia 
participated in our survey. Completed questionnaires were coded, and the values 
obtained were recorded in the SPSS statistical program table. The evaluation was 
also carried out using this program: univariate, bivariate, and multivariate analyses 
were performed. 

To test our research hypotheses, we first used univariate analyses using variance 
indicators (standard deviation) on the one hand and positional indicators (mean, 
mode) on the other. To search for deeper correlations, we chose the methods of 
bivariate and multivariate analyses. Analysis of variance examines the effect of 
one or more factors on one or more factors. Analysis of variance involves 
comparing the means of more than two sets of variables on a sample basis. This is 
why it is called a generalization of the two-sample t-test. To decide the null 
hypothesis, we use the squares of the variances, hence the name analysis of 
variance. It can be used for problems where the value of a probability variable 
depends on one or more systematic effects and chance. In correlation analysis, we 
examine the relationship between two variables measured on a metric scale.  
The analysis examines the Pearson correlation coefficient (r) value, ranging from -
1 to +1. The coefficient sign indicates the relationship's direction, while its 
absolute value indicates the strength of the relationship. It is important to stress, 
however, that a value of r=0 does not automatically mean that there is no 
relationship between the two variables, but only that there is no linear relationship. 
It is also important to note that correlation analysis is unsuitable for finding causal 
relationships, as it does not distinguish between dependent and independent 
variables. In our analysis, we followed the steps of correlation analysis, first 
filtering outliers from the data table and then running the analyses to interpret the 
results. 
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3 Our Research Results 

As a first step in presenting our research results, we compare the perspectives of 
Slovak and Hungarian respondents on business ethics using univariate analyses.  

Therefore, business etiquette is a set of behaviors often maintained by custom and 
enforced by members of society to provide an environment where members feel 
comfortable and secure in their social and business relationships. Respondents 
with an insight into the business world considered different elements of business 
ethics to be of varying importance. 

We can now use statistical measures if we consider the responses as quantitative 
scales. The importance of the given items was rated on a seven-point scale. 
Personal appearance and professional behavior were considered the essential 
elements by our Slovakian respondents (both with a mean of 5.92), but punctuality 
(5.84) and respect (5.75) were also highlighted in the business etiquette question. 
Respondents rated cultural sensitivity and giving gifts less highly by respondents 
(mean of 4.74 and 4.94, respectively). 

The importance of the elements of business etiquette was estimated with relatively 
low variance by the respondents. The variance was highest for reciprocity (1.49). 

Table 1 

Importance of elements of business etiquette with statistical measures (N=151-154) 

 Mean          Deviation              Mode 

Communication 5.38 1.17 very important 

Cultural sensitivity 4.74 1.20 slightly important 

Gift-giving 4.94 1.27 slightly important 

 Appearance 5.92 1.08 very important 

Professional behavior 5.92 1.14 very important 

Punctuality 5.84 1.12 very important 

Respect 5.75 1.09 very important 

Social behavior 5.66 1.07 very important 

Trust 5.61 1.35 particularly important 

 Reciprocity 

 
5.33 1.49 very important 

Source: Author´s editing 

The responses thus show that all the elements of business etiquette are considered 
very important by the "median" businessperson, except cultural sensitivity and 
gift-giving, which are considered somewhat important. 



Acta Polytechnica Hungarica Vol. 21, No. 6, 2024 

 – 97 – 

Moving on to Hungary's business etiquette practices, we find that the most crucial 
element for Hungarian companies was respect (mean: 6.26). Respondents were 
less likely to consider cultural sensitivity and giving gifts (mean: 5.04 and 4.40). 

Respondents estimated the importance of the elements of business etiquette with 
relatively low variance. The standard deviation was highest for the perception of 
giving gifts (1.21), i.e., the most minor consensus among the elements listed. 

Table 2 

Importance of elements of business etiquette with statistical measures (N=85-87) 

 Mean Deviation Mode 

Communication 6.07 0.96 very important 

Cultural sensitivity 5.04 1.17 slightly important 

Gift-giving 4.40 1.21 slightly important 

Appearance 5.77 1.03 very important 

Professional behavior 6.00 1.12 very important 

Punctuality 6.11 1.08 particularly important 

Respect 6.26 0.90 very important 

Social behavior 5.83 0.99 very important 

Trust 6.23 0.83 very important 

Reciprocity 5.85 0.89 very important 

Source: Author´s editing 

The responses thus show that all the elements of business etiquette are considered 
very important by the "median" businessperson, except cultural sensitivity and 
gift-giving, which are considered somewhat important. 

As a first step in the multivariate analysis of the elements of business etiquette, the 
co-movement of responses to each characteristic is examined. For example, it is 
possible to identify whether those who consider one element of business etiquette, 
such as respect, punctuality, or trust, to be necessary hold similar views on other 
attributes. The result of the correlation analysis is most easily illustrated by a 
correlation table showing all possible correlation coefficients. 

The correlation table shows that social behavior and respect move together the 
most among the elements of business etiquette (correlation coefficient: 0.710). 
The correlation analysis also highlights the co-movement between punctuality and 
professionalism (correlation coefficient: 0.622). Interestingly, reciprocity shows 
no significant correlation with any other characteristic in the sample except trust. 

Elements of business etiquette can be examined to see if there are significant 
differences between men's and women's perceptions and priorities. In the gender 
breakdown, the mean of the responses differed little in many cases. 



Zs. Tóth et al. The Changing Business Ethics and Etiquette in Slovakia and Hungary due to Globalization 

 – 98 – 

Table 3 

Correlation between elements of business etiquette (N=151-154) 
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Communication 1          
Cultural sensitivity 0.272 1         
Gift-giving 0.113 0.233 1        
Appearance 0.325 0.124 0.417 1       
Professionalism 0.311 0.300 0.167 0.435 1      
Punctuality 0.230 0.104 0.045 0.433 0.622 1     
Respect 0.268 0.155 0.150 0.378 0.299 0.330 1    
Social behavior 0.199 0.234 0.143 0.365 0.367 0.356 0.710 1   
Trust 0.352 0.242 0.117 0.306 0.145 0.237 0.256 0.172 1  
Reciprocity 0.220 0.116 -0.006 -0.009 -0.057 -0.005 0.065 0.024 0.598 1 

Source: Author´s editing 

Overall, women consider the listed elements of business etiquette somewhat more 
critical. The difference between men's and women's ratings on a seven-point scale 
can be statistically tested using a t-test. In this way, it can be determined whether 
women or men consider a characteristic statistically significantly more or less 
important than another characteristic in the list of elements of business etiquette. 

Table 4 

Gender differences in perceptions of elements of business etiquette (N=151-154) 

 Man Woman Difference 
p-value of 
t-statistic 

Communication 4.98 5.59 -0.61 0.004 

Cultural sensitivity 4.40 4.95 -0.55 0.011 

Gift-giving 5.11 4.88 0.22 0.312 

Appearance 5.83 5.91 -0.08 0.687 

Professional 
behavior 5.81 5.86 -0.05 0.810 

Punctuality 5.77 5.86 -0.09 0.647 

Respect 5.47 5.86 -0.39 0.047 

Social behavior 5.47 5.71 -0.24 0.203 

Trust 5.21 5.79 -0.58 0.013 

Reciprocity 5.00 5.51 -0.51 0.044 

Source: Author´s editing 
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The t-test results show no significant gender difference in the perception of the 
importance of gift-giving, personal appearance, professionalism, punctuality, and 
social behavior. The most considerable difference was in the perception of 
communication, which was significantly more critical among female participants 
than men. On the other hand, respect, trust, reciprocity, and cultural sensitivity 
were already rated significantly more important by the women surveyed when the 
data were tested at the 5% significance level. 

Table 5 

Perception of elements of business etiquette based on business experience (N=151-154) 

 

under 

1 year 

1-5 

years 

6-10 

years 

11-20 

years 

  more than  

  20 years 

    p-value 

   of ANOVA 

Communication 5.89 5.26 5.00 5.57 5.35 0.413 

Cultural sensitivity 4.56 4.48 4.75 4.86 4.79 0.790 

Gift-giving 4.11 4.87 4.00 4.46 5.34 0.000 

Appearance 5.11 6.00 4.92 5.64 6.22 0.000 

Professional behavior 4.56 5.87 5.50 5.50 6.28 0.000 

Punctuality 5.22 5.48 5.33 5.89 6.07 0.023 

Respect 5.56 6.26 5.25 5.57 5.77 0.070 

Social behavior 5.00 5.74 5.67 5.54 5.76 0.339 

Trust 5.44 5.55 5.17 6.14 5.49 0.151 

Reciprocity 5.67 5.55 5.17 5.88 4.95 0.027 

Source: Author´s editing 

When assessing the elements of business etiquette, it is worth looking at how the 
importance of specific attributes changes throughout the business experience. This 
can be tested using the analysis of variance, which shows whether statistically 
significant differences exist between experience groups. 

The variance analysis results show no significant differences in the perceptions of 
trust, social behavior, cultural sensitivity, and communication between people 
with different business experiences. There is heterogeneity in the perceptions of 
respect at the 10 percent significance level. At the 5 percent significance level, the 
perceptions of reciprocity and punctuality differ between the groups studied for 
gift-giving, personal appearance, and professionalism. 

Our hypothesis for the study can be compared with the empirical observations, i.e. 
the results of the questionnaire survey, using statistical methods and analysis. 

The research hypothesis is as follows: 

H1:  Due to globalization, market players have improved business ethics in 

Hungary and Slovakia over the last ten years. 

Slovakia and Hungary joined the European Union in 2004, accelerating both 
countries' already significant globalization processes. Accession to the common 
market meant that companies in Slovakia and Hungary no longer focused on their 
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home markets but had the opportunity to tap into E.U. markets and cooperate at 
the European level. This has also meant that business people in Slovakia and 
Hungary have become familiar with other business cultures through their various 
interactions, impacting business ethics and business ethics skills. 

Globalization has been further facilitated by the ubiquity of the internet and the 
rapid and widespread spread of info-communications tools. Fresh graduates were 
already exposed to this process, so their business ethics behavior and business 
etiquette skills have likely remained the same from previous generations. 

Respondents were asked whether business ethics and conduct had improved in the 
country ten years before their survey. They were also asked whether there had 
been an improvement in business ethics among graduates. 

A handy tool for multivariate analysis is the correlation calculation, or correlation 
table of results, which shows the extent to which perceptions of improvements in 
business ethics and etiquette and graduates' skills and attitudes coincide. 

Table 6 

Correlation coefficients of perceived improvements in business ethics and etiquette among general and 

graduate students (N=134) 

 Business 
ethical 
behavior has 
improved in 
the country 
over the past 
10 years. 

Business 
ethics have 
improved in 
the country 
over the last 
10 years. 

Business 
ethical 
behavior of 
graduates has 
improved in 
the country 
over the last 
10 years. 

The 
business 
ethics skills 
of graduates 
have 
improved in 
the country 
over the last 
10 years. 

Business ethical behavior has 
improved in the country over the 
past 10 years. 

1    

Business ethics have improved in 
the country over the last 10 years. 

0.738 1   

Business ethical behavior of 
graduates has improved in the 
country over the last 10 years. 

0.438 0.512 1  

The business ethics skills of 
graduates have improved in the 
country over the last 10 years. 

0.352 0.411 0.713 1 

Source: Author´s editing 

Unsurprisingly, the correlation matrix of the four questions contains only positive 
elements. The results show that those who think ethical behavior has improved in 
the country over the last ten years are likely to hold similar views on business 
ethics (correlation coefficient: 0.738). Graduates' views on ethical business 
behavior and business ethics skills also show a relatively high correlation (0.713). 
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In the rest of our analysis, we compare our respondents' views on the changes in 
Slovakia and Hungary. According to Slovakian respondents, business ethics in the 
country have improved slightly over the last ten years, with an average score of 
4.93 on a seven-point scale. The average response for business ethics was 4.57, 
representing a slight improvement. For recent graduates, the average response for 
improvement in business ethics behavior was 4.39, while the average response for 
improvement in business ethics skills was 4.40. Both correspond to a slight 
improvement in these attributes and skills in the country over the previous ten 
years. In addition to the average, examining the median scores may also be 
interesting. According to the median businessperson, business ethics and etiquette 
have improved slightly in Slovakia over the last ten years. In contrast, the business 
ethics behavior of graduates has not changed according to the median opinion. 
The perception of business ethics skills of those entering the Slovakian labor 
market is unclear, as the median is just between "about the same" and "slightly 
improved". 

Hungarian respondents to the questionnaire rated both the improvement in 
business ethics behavior and the development of business ethics skills at 4.48 on a 
scale of 7, which is broadly equivalent to a slight improvement in business ethics 
and etiquette in the country over the past ten years. Slightly higher scores were 
recorded for recent graduates' perceptions of business ethics and etiquette, with an 
average of 4.51 for the former and 4.56 for the latter. These scores represent a 
slight improvement. In the case of Hungary, it is also worth considering the 
medians in addition to the averages. The "median businessperson" perceives a 
slight improvement in business ethics behavior over the previous ten years and a 
similar perception of business ethics skills in the country. However, the median 
for graduates' business ethics and etiquette is that this area has remained the same. 

The results of our questionnaire survey show that respondents in both Hungary 
and Slovakia experienced a slight improvement in business ethics behavior and 
business ethics skills. This slight improvement is evident in the overall business 
culture in the two countries: there is a slight improvement in graduates' business 
ethics behavior and business etiquette skills. 

Table 7 

Differences between Slovakia and Hungary in perceptions of improvements in business ethics and 

etiquette (N=209) 

 
Slovakia Hungary difference 

p-value of 
t-statistic 

Business ethical behavior has 
improved in the country over 
the past 10 years. 

4.93 4.48 0.45 0.012 

Business ethics have improved 
in the country over the last 10 
years. 

4.57 4.48 0.09 0.652 
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Business ethical behavior of 
graduates has improved in the 
country over the last 10 years. 

4.39 4.51 -0.12 0.512 

The business ethics skills of 
graduates have improved in 
the country over the last 10 
years. 

4.40 4.56 -0.16 0.343 

Source: Author´s editing 

The results show a similar trend in Slovakia and Hungary. However, similarities 
and differences between the two countries can be formally tested using a t-test. 
The t-test results indicate that only the change in general business ethical behavior 
shows a significant difference between the two countries. In contrast, the results 
are not statistically different for the other questions. The improvement in business 
ethics was also slightly more statistically significant in Slovakia than in Hungary. 
Based on the analyses performed, we can conclude that hypothesis H1 of our 
research can be accepted, so our thesis is as follows: 

T1:  Due to globalization, market players have seen a slight improvement in 

business and business ethics in Hungary and Slovakia over the past ten 

years. 

Summary and Conclusions 

The aim of our research was, on one hand, to summarize and synthesize the 
scientific results dealing with business ethics and on the other hand, generate new 
scientific results, by using empirical research to investigate the specificities of 
business ethics in Slovak and Hungarian companies. The study and research of 
business ethics in both countries have been given little emphasis, with few studies 
and research being found almost in isolation. There needs to be adequate literature 
on business ethics in Slovakia and Hungary, as well as comparative literature on 
business ethics in the two countries. Our questionnaire survey also proves that it is 
worthwhile to research the peculiarities in business ethics in both countries, as it is 
undoubtedly helpful to know and use the research results to choose a strategy.  
The results of our research can be helpful for negotiators who can gain insight into 
the evolution of Slovak-Hungarian cultural norms in negotiation behaviors and 
better identify factors that improve negotiation outcomes, which can serve as a 
valuable tool for negotiators to facilitate agreements between the two cultures or 
possibly other cultures. In addition, they can use our findings to plan their 
approach and use of strategy and thus, build more strategic, successful 
relationships for the long term. 
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Abstract: In the context of 21st Century work in cyberspace, soft skills, and cybersecurity 

competencies are essential for young engineers in preparation for a career in engineering. 

The primary objective of this pilot study is to assess the effectiveness and level of security 

awareness training in the context of digital literacy education, considering the soft skills, 

educational experiences, and attitudes of the youth. The research uses an innovative 

methodology. The questionnaire-based quantitative survey is complemented by an 

alternative qualitative method. In addition to the measurement of attitudes supported by a 

focus group interview mixed with an imagery association technique, the level of cyber-

competence development of the N=130 participating engineering students will be measured 

by a partially adapted questionnaire. The results of the research will provide insights into 

the level of awareness, knowledge, and ways of dealing with cyberspace threats among young 

engineering students, as well as highlight the gaps and strengths of education in terms of 

skills development. In conclusion, although young engineering students are aware of 

cyberspace threats, they are not well equipped to deal with them, especially in terms of 

password habits, security settings, and the use of online social platforms. 
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1 Introduction 

Security awareness combines technical aspects of security with motivations, 
emotions, behavior, culture, and fears [1]. The term cybersecurity has been coined 
for the definition of the relationship between cyberspace and security [2]. 
Nowadays, people need to be prepared and informed about the cyberworld in their 
personal and professional lives because cyberspace has become an integral part of 
our lives. Probably due to cost efficiency and changing habits, the communication 
channel for people in the 21st Century is increasingly shifting to cyberspace [3]. 
Cyberspace has become part of people's everyday lives, alongside the real, physical 
world. Like the mechanisms in physical space that have ensured human survival 
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over thousands of years of evolution, our cybersecurity awareness and protection 
mechanisms in online space are constantly evolving [4]. 

A key issue in cyberspace is that people often know enough about cyberthreats to 
answer certain questions, but they don't know how to apply them in practice [5]. 
The number of data breaches is increasing rapidly, according to recent trends and 
cybersecurity statistics [6]. Flexible working has become the norm. 84% of 
employees can work from home at least part-time. In addition, more than half of 
employees say they would consider a change of job if they could no longer do their 
job remotely [7]. Cyberattacks are not only aimed at organizations but also at 
individuals who work from home or who use unfamiliar software to take part in 
online meetings [8]. And if someone is not aware of the security of their own 
devices and systems in cyberspace, it is reasonable to assume that the same user 
will not be aware of the security of their workplace [9]. The level of security 
awareness at work is not always the same as at home. Whereas the workplace has 
multiple levels of control, the home has none, and failures in the home, such as 
social engineering attacks, present a very serious threat to corporate security [10]. 
Preventive measures, particularly training, and awareness-raising, are essential. 
Raising security awareness will lead to higher security of information systems. 

As awareness is a combination of motivational, emotional, behavioural, and cultural 
aspects of security, developing cybersecurity awareness is critical in the field of 
cybersecurity. Adequate cybersecurity awareness helps individuals and 
organizations prepare for cyberthreats and the risks they pose. The development of 
soft skills is a priority area for the 21st Century, given their key role in human 
relations, communication, and problem-solving. To effectively develop cyber-
security awareness, a combination of different skills and practical knowledge is 
essential. A review of the literature shows that a multifaceted approach and complex 
teaching methods are key to successful outcomes in the development of 
cybersecurity awareness. 

 
Figure 1 

An experimental research strategy for digital education that effectively develops 21st Century skills 
Source: Author's construction 
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With a particular focus on the link between industry and education in the 
development of digital skills, this research aims (see Figure 1) to explore how the 
development of cybersecurity awareness, a digital skills cluster, can be integrated 
into public education from a student's perspective. In addition, the research will 
analyze the impact of other soft skills that influence the level of cybersecurity 
awareness, as well as develop a measure to assess the level of cybersecurity 
awareness among students. The research will also look at the impact of the teaching 
methods used on the development of cybersecurity awareness. Our aim is to 
investigate the skills that underpin cybersecurity awareness and to look for 
correlations between the skills and the effectiveness of the educational methods. 
The project aims to measure the cybersecurity awareness of students entering 
university through a pilot, complex, and specific skills evaluation. The research 
questions are as follows: 

Q1: How does developing cybersecurity awareness in public education relate to 
industry and education in supporting the skills needed for the 21st Century? 

Q2: How do soft skills and pedagogical methods are used to influence the 
development of cybersecurity awareness, and what's the relationship between 
developing skills, using pedagogical methods, and students' cybersecurity 
awareness? 

Regarding the structure of the article, Chapter 2 analyses the emergence of 
cybersecurity awareness development in education, analyzing the industry's 
expectations in the labor market to perform working processes efficiently and safely 
in cyberspace. The methodology of the experimental research and the innovative 
combined methods used to measure cybersecurity attitudes are presented in Chapter 
3. Chapter 4 details the quantitative survey results and Chapter 5 presents the 
qualitative focus group interview results using associative methods. Chapter 6 
provides a comparison of the research findings with the literature and answers the 
research questions. Finally, a summary of the research and recommendations for 
future research directions are provided in Chapter 7. 

2 The Importance of the Development of 

Cybersecurity Awareness in Education in the Light 

of the Industry 

Due to the rapid development of digital transformation in the industry, the 
development of cybersecurity awareness plays a crucial role in education. The risk 
and complexity of cyberthreats are increasing with the rise of digitalization and 
information technologies in the industrial sector. To ensure that students, pupils, 
and employees are adequately aware of cybersecurity, educational institutions, and 
professionals need to actively engage in cybersecurity education and training. All 
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disciplines need to be developed with this in mind, not just focusing on training 
cybersecurity professionals. Furthermore, modern teaching methods and interactive 
learning approaches are essential to developing effective cybersecurity awareness 
and soft skills. 

2.1 Reviewing Cybersecurity Skills and Attitudes Related to 

Industry 4.0/5.0 

Cybersecurity has become a fundamental issue for the industry in the 21st Century 
[11] with the emergence of the Industrial Internet of Things (IIoT), where many 
smart devices are connected to the web, computers, and people. Cybersecurity skills 
are a complex, diverse, and long list. Relevant cybersecurity skills and attitudes 
toward digital competence and the labor market are reviewed below. Digital 
competence is one of the 8 key competencies of the European Union Reference 
Framework [12]. Security, including cybersecurity, can be seen as part of digital 
competence, although its importance has been heightened by the pandemic period. 
In the present era, the stage of human life has shifted towards cyberspace (work, 
education, economic sector) [10]. Some terms, for example, have recently gained 
prominence, such as online education, digital curriculum, industry 4.0, and home 
office. Industry 4.0 stakeholders have identified a range of skills gaps in digital and 
cybersecurity (data security, cyberattacks, secure communications, ethical hacking, 
mobile security, and legal issues) [13]. The shortcomings include low levels of 
applied digital literacy [14], [15], insufficient critical and analytical thinking [16], 
lack of ability to adapt to new situations, low flexibility, and resilience [17], and 
weak cybersecurity skills [18], [19]. Concern about occupational health and safety 
has been expressed by the European Economic and Social Committee [20]. Digital 
development is associated with a high-level of psychosocial risks in the workplace, 
such as work overload, inadequate communication, and an increase in work 
intensity [21]. A decrease in the sense of security at work and an increase in sources 
of stress are among the negative effects of digitalization. 

2.2 The Education-Job Market Relationship and the Role of 

Cybersecurity 

Companies already need employees who can adapt flexibly and continuously to 
complex needs because of Industry 4.0 and digitization [22]. Those who can 
successfully adapt and keep up with the very fast pace of digitalization will be able 
to prevail. Organizational security training will be successful if it is the creation and 
improvement of security for all employees within the organization [23].  
The demand for cybersecurity professionals is growing. Education cannot currently 
fill the shortage of skilled labor. In addition, an increasing number of studies and 
surveys indicate that women are under-represented or under-skilled in STEM and 
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cybersecurity occupations. In 2021, only 11% of the global cybersecurity workforce 
will be women, according to one study [24], down from the current expectation of 
50%. A 2020 study [25] reported similar results, with 30% of cybersecurity workers 
under 30 years old being women, 24% in the 30-38 age group, and only 12-14% in 
the 39-60 age group. The increased involvement of women in cybersecurity will 
only increase with the growing demand for cyber-security and the general shortage 
of professionals. However, research shows that men are more aware of 
cybersecurity and have more favorable habits than women, [26] [27] so women are 
considered a kind of risk factor in the field of cybersecurity. The factors influencing 
the development of the necessary skills must therefore be considered in education. 
There is a close relationship between security awareness at the level of the 
organization and security awareness at the level of the individual [25]. 

Generally, a cybersecurity professional is responsible for the organization's, 
company's, and employees' security in cyberspace. They are constantly checking 
that the systems in use are operating securely. Training employees, sharing 
experiences, and raising security awareness are also part of their job. They need to 
keep up to date with the latest trends in cyberattacks and train themselves 
continuously. This is just a short list of the responsibilities of a cybersecurity officer, 
who often needs a lot of soft skills as well as digital skills, a lifelong learning 
attitude, motivation, and commitment. A high-level of stress tolerance and problem-
solving skills are essential, as is the ability to work in 'emergencies'. Good social 
skills, the ability to adapt to the needs and attitudes of colleagues, and flexibility are 
important in carrying out tasks in cooperation with all employees of the 
organization. The ability to react quickly, analytical thinking, and continuous 
learning is essential in this field due to the emergence of ever-changing technologies 
and innovations. These multidisciplinary skills are the keys to the success of 
cyberspace professionals; they are the "Swiss army knives of the digital world".[28] 
Future workers must be prepared for the consequences of the widespread 
introduction of new technologies, in particular robotics, high-levels of automation, 
and the malicious use of artificial intelligence and machine learning, through 
education, training, and skills development. This includes aspects such as cyber-
attacks, system vulnerabilities, data manipulation, hacking autonomous systems, 
and the mass collection of personal data, which are paramount to security. 

2.3 Presence and Development of Digital Literacy and Security 

Awareness in Education 

Since 2013, the development of security awareness from primary school to higher 
education must be integrated into the educational process of developing IT and 
digital competencies, as already stated in the Hungarian Government Decree 
1139/2013 (III.21.) on the National Cybersecurity Strategy [29]. Promoting the 
development of cybersecurity competencies is one of the most important areas of 
higher education, according to a 2016 research report commissioned by the Swiss 
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Federal Department of Foreign Affairs (FDFA) [30]. Developing online hygiene 
and safety competencies in education and protecting minors from cyberabuse and 
radicalization is a focus of the European Commission's Communication on the 
Digital Agenda for Education 2018 [31]. 1163/2020. (IV.21.) The Government 
Decision on the National Security Strategy of Hungary states that the main task 
concerning cyberspace in the country, in addition to the identification and 
monitoring of actual risks and threats, is the promotion of security-conscious 
behavior among users [32]. In this way, cybersecurity education has become one of 
the defining fields of the 21st Century. Cybersecurity education aims to develop the 
competencies and skills necessary for effective participation in the online 
environment. The development of appropriate and targeted cyber security education 
and awareness can make a significant contribution to the prevention of cyberthreats 
[33]. By raising awareness, security costs can be reduced and the risks to which 
users are exposed can be minimized. As behavioral culture plays an important role 
in the development of security awareness [34], parental and teacher awareness is 
crucial in the education sector. Cybersecurity can be improved, and cyberthreats 
can be more effectively prevented by actively involving users in awareness raising 
[35]. 

Children have access to information and communication technology (ICT) tools 
even before the school age. The European Commission has published its new 
Digital Agenda for Education 2021-2027 [36], which defines two strategic 
directions. Improving the performance of the digital education ecosystem, including 
the development of the necessary infrastructure, further developing, and 
strengthening the digital skills of educators [37], as well as securing educational 
platforms and facilitating the use of high-quality educational content, are key 
priorities for the coming years. 

Education's focus on knowledge transmission is hindered by limited ICT tools and 
opportunities, hindering students' access to up-to-date knowledge. Students need to 
enter the world of work with the attitudinal and competency skills to engage in 
continuous self-improvement, deal flexibly with possible barriers, and maintain 
motivation for informal learning [38]. School infrastructure is key to developing 
digital literacy, but access is currently limited to laptops, computers, and projectors. 
Technological advances such as smartboards, Lego robots, and VR glasses could 
help improve competence [39]. According to the 2019 OECD Survey, 39% of 
educators feel minimally prepared to use digital technologies. More than 20% of 
young people lack basic digital literacy skills [21]. There are gender differences 
based on the OECD 2022 survey. Research shows that boys on average get higher 
marks and achieve more than girls [40]. The aim of education is not only the transfer 
of knowledge but also the development of skills and the raising of awareness. 

Correlations between the different levels of digital literacy were one of the findings 
of the 2020 survey [41] on the digital literacy of teacher educators. For example, 
the levels of digital literacy and reflective literacy were strongly correlated among 
respondents. Digital literacy alone is not sufficient for an adequate training process 
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according to the expectations of the 21st Century, so cross-competences and 
different skills need to be examined together. 

The generational needs of the information society and young people cannot be met 
by outdated educational methods and conservative educational approaches. 
Although the national curriculum has prioritized the development of digital literacy 
since 2007, it can still be seen as an area to be developed in today's classrooms [39]. 
A lack of cybersecurity awareness and sometimes poor teacher motivation, teaching 
methods, and digital literacy are also major problems in quality public education 
[35]. Different levels of education focus on developing online and digital 
competencies and skills to participate effectively in the online world [42]. Teaching 
cybersecurity can be challenging when most teachers lack skills, methodologies, 
and tools. Summarising, the adequate development of students' digital literacy 
requires qualified teaching staff with digital skills, digital pedagogy, continuous 
learning, and self-improvement, adequate institutional support through 
infrastructure and training, and an understanding of the changing roles of students. 
This will address both technical and behavioral issues to reduce digital illiteracy. 
[37] 

2.4 Generation Z's Digital Literacy and Cybersecurity 

Awareness and their Measurement in Education Settings 

The Youth Digital Skills Index (yDSI) [43], a unique internationally validated 
measure, was developed based on the following skills dimensions. Technological, 
operational, and engineering competencies, information navigation and processing 
competencies, communication and interpersonal competencies, and content 
generation competencies. The ySKILLS measurement tool was deficient in 
problem-solving skills, a dimension of digital literacy that has been identified in 
other studies but is not included in the ySKILLS concept [44]. Among other things, 
problem-solving skills, which were not included in ySKILLS, are included in the 
digital skills measurement tool developed by DigComp. DigComp [45] is a self-
assessment tool designed to guide individual users in learning and improving.  
The framework identifies 5 domains of competence (information literacy, 
communication/collaboration, digital content creation, security, and problem-
solving). Under security, it tests skills to protect identity, personal data and privacy, 
data security, and digital identity [12]. 

In higher education, and subsequently, in the labor market, the existence and need 
for cybersecurity skills and cybersecurity awareness is changing [46]. The number 
of attacks on businesses is increasing every year, with very serious financial 
consequences [47]. Remote working has had an impact on all sectors of the 
economy. Cybersecurity skills for almost all workers who use ICT tools in some 
ways have therefore become important, not just in specific IT security areas. 
Prevention is the most effective tool, and appropriate education, skills development, 
and awareness raising are the only way to ensure that a sufficiently skilled and 
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aware workforce will enter the labor market [48]. Since the principle of security by 
design can be seen as a preventive technique in the design of modern industrial 
systems [49], a new approach to engineering education is particularly important. 
Generation Z grew up in the digital age and is highly digitally literate. However, 
they do not always have a sufficient level of cybersecurity awareness, which is 
necessary for them to behave safely in the digital environment. Developing and 
measuring cybersecurity awareness has become a priority in the educational 
environment. Frameworks for measuring digital literacy and cybersecurity 
awareness are presented in yKILLS and DIGCOMP. 

3 Purpose and Methods of Research for an 

Experimental Cybersecurity Skills Assessment 

To measure the effectiveness of cybersecurity competence development integrated 
into IT education, qualitative and quantitative data were collected among a small 
group of first-year BSc engineering students. 

3.1 Aim and Methodology of the Research 

The research focuses primarily on the skills of students, the skills that 21st Century 
workers need. It focuses on security awareness, cybersecurity knowledge, and 
habits within digital competencies. The direction of inference is inductive.  
The correlations between cybersecurity competencies and soft skills and the 
relationship between the methodology of teaching these skills and the cases 
identified in the pilot research can be used to formulate hypotheses. The reliability 
of the survey is dependent on the combination and validity of the techniques 
employed. The use of combined methods is paramount, as no single research 
method alone can provide complete and reliable results, especially when measuring 
attitudes [50]. Using mixed methods allows researchers to use multiple data sources, 
approaches, and analyses to confirm and better understand findings on an issue [51]. 
The full complexity of the behavior or habit being studied cannot be captured by a 
single measurement or research method. Ensuring the reliability of research 
findings requires examining and evaluating the collected data and findings from 
different perspectives and using different methodologies. Such methodological 
diversity adds to the validity and reliability of the research so that the research 
findings can be considered more reliable and comprehensive. [52] 

The research relies on the use of paper-based questionnaires and random sampling. 
A total of 130 first-year undergraduate engineering students were participants. 
Responses to self-report questionnaires should be treated with caution, as they may 
not reflect true habits and reality in the case of inadequate self-awareness. Due to 
the self-reflective nature of the questionnaire, a face-to-face focus group discussion 
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is justified from a research perspective [51]. The research was complemented by a 
focus group discussion with an interpretive photo interview [50]. The selection of 
participants for the focus group discussion was among the respondents to the 
questionnaire. Six students were selected at random to participate in the focus 
group. Their habits in cyberspace, which were the focus areas of the questionnaire, 
were evaluated. The creative and interactive technique used in the focus group 
discussion helps the interviewees to express their hidden thoughts and spontaneous 
answers in a freer way. The image association technique makes the interview 
process more effective and helps the respondents to understand the interview by 
using an alternative approach. 

3.2 Quantitative Research - Self-Reflection Questionnaire 

The skills assessment part of the questionnaire was modeled on existing DigComp 
[45] and yDSI [44] framework survey tools. The questions focus on cyber-security 
awareness, with some rephrasing and addition of questions from existing 
questionnaires. The result is a 40-item self-reflection questionnaire that contributes 
to the understanding of the effectiveness of the preventive education process in 
terms of digital literacy, security awareness, and cybersecurity skills acquisition. 
The aim of the questionnaire is not only to measure skills but also to explore the 
diversity of education methods and sources of knowledge acquisition. The soft skills 
of the students are also measured by the questionnaire. The questionnaire consists 
of explicit, closed-ended questions, using a 6-point Likert scale that requires a 
certain degree of separation from the interviewee. A score of 1 means 'strongly 
disagree', a score of 4 means 'strongly agree' and a score of 2-3 means 'tend to 
disagree' - 'tend to agree'. 5 means "I don't understand the question, I don't know 
what it means" and 6 means "I don't want to answer". Response category 5 
represents both inadequate skills and inadequate knowledge. 

3.3 Focus Group Interview with Image Association Technique 

The relevant research methodology of the focus group discussions is content 
analysis [53], so this was also chosen in this research. The research questions were 
summarized in the form of alternative qualitative research to deepen the research. 
The focus group discussion is conducted using an interpretive photo interview, and 
image association technique. The subjects of the focus group discussion, 6 persons 
(1 female, 5 males in gender distribution), were selected randomly from the 
questionnaire survey. The focus group discussion searches for answers to the 
attitudes, skills, and competencies of Generation Z youth in cyberspace.  
The discussion also reveals the methods that teachers used in the previous secondary 
and primary education processes to help students acquire competencies that they 
had already gained or even lacked. The image association technique is used as a 
way of stimulating and motivating reflection on the topic [50]. Verbal questions are 
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followed by viewing photos and images, followed by a spontaneous interpretation. 
It is used to support human attitudes, the way individuals think, and the accurate 
and detailed collection of their experiences. 

4 Results of the Cybersecurity Competency 

Assessment 

The results obtained from the questionnaire were subjected to descriptive statistics, 
looking at the average scores and the distribution of the data. The demographic 
composition of the sample is 88% male (N=114) and 12% female (N=16), with 
women underrepresented in our sample. The presented pilot research results are, 
therefore, not generalizable due to the sampling method used. The survey studied 
the types of the educational background of the participants. In terms of the 
percentage distribution, 32% of survey participants entered engineering higher 
education from general education and 25% from technical secondary school, so 1/4 
of them were able to study an engineering subject in-depth during their secondary 
education. Examining the educational background of the survey respondents and 
the field of their previous education, slightly more than 50% of the students who 
were admitted had some type of prior technical education. Figure 2 presents the 
results for each skill group based on the average of all survey respondents, 
highlighting the larger negative differences in the areas of safety, stress 
management, and group. 

 
Figure 2 

Results for each skill group averaged across survey respondents Source: Author’s construction 

Participants self-reported performing exceptionally well on the rapid response 
questions but underperformed in several areas. One critical group is the area of 
stress management. Figure 2 shows that among the areas that are more strongly 
below the second and third averages are the ability to work in groups and to evaluate 
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experienced teaching methods. Categorizing the skills tested, the best mean 
score=2.01 is for safety skills, while the lowest mean score=1.76 is for teaching and 
learning skills. The results of the focus group discussion presented later are 
consistent with these results. The interviews reveal a definite problem with the 
teaching methods used, which are ineffective and students report having limited 
support in learning to understand their learning habits and to apply appropriate 
methods. The Bartlett test and the KMO (Kaiser-Meyer-Olkin) measure were used 
to check that the conditions for factor analysis were met. The value of the KMO 
measure was 0.622. The result of Bartlett's test was statistically significant (χ2 = 
911.684, df = 351, p < 0.001), indicating a significant difference between the 
variances of the responses to the cybersecurity awareness questions. Different 
correlations between statements indicating cybersecurity awareness were found 
based on the results. Awareness of the ability to block unsolicited pop-ups and 
attention to the consequences of online activity were negatively correlated (r=-
0.315). A positive correlation was found between the awareness of the use of 
copyright-protected content and the knowledge of copyrights and licences 
(r=+0.512). There is also a positive correlation between awareness of security 
settings and awareness of the protection of sensitive data (r=+0.585) and between 
awareness of trustworthy websites and knowledge of security settings (r=+0.596). 
Finally, there is a positive correlation between the useful knowledge of cyber-
security acquired during the IT training and the attention paid to the security of the 
Internet (r=+0.606). 

In the rest of the research, the article examines in more detail the different aspects 
of safety skills and their interrelationships. In terms of the scope of the questions, a 
total of N=3510 evaluable responses were received from participants during the data 
collection. The following characteristics are collected in Table 1. 

Table 1 
Summary table of the different distributions of security and cybersecurity issues  

Source: Author's construct based on the answers to the security questions of the self-reflection 
questionnaire (N=3510) 

 Absolute 

frequency 

distribution 

Relative 

frequency 

distribution 

Cumulative 

frequency 

distribution 

f(a) f(%) f(c) 

0 - not 284 8,09 284 
1 - rather not 632 18,01 916 
2 - rather yes 1208 34,42 2124 
3 - yes 1321 37,64 3445 

Analyzing further the safety skills of the respondents, the results of female 
participants (Mean=1,99 Mode=3 Std. Deviation=0,938) and male respondents 
(Mean=2,04 Mode=3 Std. Deviation=0,948) do not show significant differences, 
apparently not affected by gender in terms of safety skills and related habits. 
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From a different perspective, the questions can be divided into two broad domains, 
the emotional, physiological, and environmental aspects, and the engineering and 
technical aspects. The safety aspect also shows no significant difference in the 
respondents' results when the questions are divided into groups. The results for the 
emotional, physiological, and environmental aspects (mean=2.07 mode=3 std. 
deviation=0.967) and the engineering and technical aspects (mean=2.00 mode=3 
std. deviation=0.922) are almost identical. Categorizing the responses to the survey, 
the deviation from the mean and standard deviation of the security responses 
indicates that students in business, public administration, and law performed 
exceptionally well overall. Additionally, students in STEM and Arts and 
Humanities were particularly outstanding for safety questions related to emotional, 
physical, and environmental aspects. Figure 3 shows the correlation coefficients 
between cybersecurity awareness, soft skills, and the effectiveness of education 
methods. 

 
Figure 3 

Correlation between each skill Source: Author’s construction 

A Pearson correlation was conducted to determine the relationship between cyber-
security awareness, soft skills, and education, and learning skills. A strong positive 
correlation was found between security awareness and soft skills. This correlation 
is statistically significant (r = 0.792, n = 130, p < 0.01). This means that participants' 
cybersecurity awareness is reciprocally enhanced by more advanced 
communication, problem-solving, and collaboration skills. There is also a 
moderately strong positive correlation between awareness and education (r = 0.665, 
n = 130, p < 0.01), meaning that knowledge and skills acquired through innovative 
teaching methods and appropriate learning skills contribute to cybersecurity 
awareness development. 
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5 Interpretative Focus Group Photo Interview 

Results 

Content analysis was used to analyze the results of the focus group interviews.  
The research involved interviewing six respondents, and the interviews were mixed 
using an associative technique to enhance the dynamics of the conversation.  
The interviews were recorded and then transcribed. The transcripts included the 
interviewees' responses to the research questions. The survey included open-ended 
questions focusing on online threats, how to set and use security when browsing, 
how to protect and set personal devices, and how to share information on the 
Internet. In addition, the survey covered the useful cybersecurity knowledge that 
was acquired during the studies and its practical use, as well as the educational 
methods and approaches. The research aimed to get a comprehensive picture of the 
respondents' cybersecurity awareness and behavior online, as well as the role of 
education in developing cybersecurity knowledge. Content analysis involved 
categorizing the responses given based on the questions asked, and then evaluating 
these categories and their relationships. The choice of methodology allowed for a 
deeper understanding of the students' opinions, attitudes, and experiences [52]. 
Participants enjoyed sharing their own experiences but tended to share the 
experiences of others. The pictures were a great help in revealing deeper thoughts 
and connections, they were happy to turn to the pictures for help when they got 
stuck or found it difficult to open up about the topic. 

According to the results of the reflective questionnaire, respondents are generally 
aware of the dangers of cyberspace, but this awareness was only partially confirmed 
during the focus group. They consider cyberbullying to be the most dangerous form 
of bullying, but they also recognize that people of all ages can be at risk. 
Respondents are aware of software that can protect them from threats, but they do 
not actively use these solutions because they do not have a strong sense of threat. 
In general, they don't use many security settings in the equipment they use. 
Biometric identification, anti-virus software, and ad blockers are sometimes used 
on the computer or mobile phone, but no other protective measures are installed. 
Based on the data collected in the interview, chat apps, online friends, online dating, 
collecting likes, Facebook, sharing personal data, manipulation, anonymity, gender 
neutrality, and Tinder are the aspects that influence the preferred information-
sharing habits of Generation Z. The online space is of particular importance to them 
because of these social interactions, especially the social networking sites that they 
use. They want to make themselves visible in cyberspace, although they are careful 
about whom they share content with. 

The quantity and quality of the educational process and knowledge transfer was the 
second area of research identified during the interviews. They had not received any 
useful cybersecurity knowledge in their classes, although some of them had 
attended technical secondary schools. They lacked useful knowledge about 
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cybersecurity, information security, and defenses. They learn about various 
incidents and defenses from the news. Most of their existing knowledge and skills 
were gained from personal experience. Students encountered few methodological 
innovations during the interview. When it comes to pedagogical methods, they 
experienced traditional pedagogical methods while studying, and sometimes they 
were only taught using innovative, modern methods. They believe that they will 
need to learn throughout their lives to be successful and that internal motivation will 
be particularly important in the future. Money and multiple career opportunities are 
their motivators for learning. There was a clear desire for a change in the way people 
were taught, a need for a different, more practical way of teaching, and a reduction 
in the amount of theoretical knowledge they had been taught. 

6 Discussion 

Based on the results of the research, it can be concluded that developing 
cybersecurity awareness in public education is significantly related to industry in 
supporting the skills needed in the 21st Century. Cybersecurity education and 
awareness in educational institutions effectively contribute to developing students' 
digital literacy and security awareness. Gen Z students place a high value on the 
labor market benefits of a degree while showing little interest in new learning 
opportunities. When it comes to getting a good job, they consider the importance of 
relationships and confidence to be paramount. At the same time, the concept of 
changing people's mindsets, retraining, and lifelong learning is particularly 
important, as the rapidly changing labor market makes it important for everyone to 
be prepared for career change and adaptability [54]. 

Workplace culture affects the effectiveness of responding to cybersecurity 
incidents, according to 68% of employees [25]. Organizations need to recognize 
changes in the labor market and adapt to cybersecurity challenges, as workplace 
culture and employee satisfaction have a significant impact on employee efficiency. 
Students are motivated by money and career opportunities, thus increasing their 
learning activities while working and leaving public education. In the coming years, 
professionals will have to face a shortage of workers and the management of risks 
generated by new technologies, especially because of working from home [25]. 
These findings underline the importance of a close relationship between public 
education and industry to be successful in providing the skills that will be needed 
in the 21st Century. 

Based on the results of the research, it can be concluded that the development of 
cybersecurity awareness is closely related to soft skills and applied educational 
methodologies. Defense reflexes and security awareness are already in place for 
physical threats, but further development is still necessary in cyberspace [9]. 
Education has a key role to play in raising awareness of cybersecurity, and 
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experience and practical skills are of key importance for recruits. Relevant IT 
experience (29-35%), strong problem-solving skills (38-44%), and proper 
cybersecurity experience (31-35%) are emphasized [25]. There is a lack of 
response, prevention, and mitigation of already existing problems and attacks. For 
this reason, in many places, annual training courses, e-learning materials or exams 
may not be enough to create a real awareness of security [10]. Findings indicate that 
security awareness is strongly positively related to soft skills and moderately 
positively related to education. Commitment, self-awareness, and the ability to 
change are the basis for successful self-education, for which students need to be 
prepared [9]. 

Soft skills such as stress management, problem-solving, communication skills, 
working with others, and conflict management should be developed in students 
when they enter higher education [55] [56]. The students had acquired most of their 
existing knowledge and skills from their own experience. There were few 
methodological innovations encountered by the students during the interviews. In 
terms of pedagogical methods, students reported similar experiences in surveys of 
similar age groups, where they had experienced traditional pedagogical methods 
during their learning and in some cases had only been taught using innovative, 
modern methods [57]. Cybersecurity awareness is also enhanced by the innovative 
use of teaching methods and appropriate learning skills. Gender does not affect 
security skills and habits, as further analysis of respondents' security skills shows 
no significant difference between female and male respondents. This has led to a 
contradictory result, as based on the results of several studies [26] [58] [59], men 
are more aware of security issues. Further research with a larger number of 
participants would be necessary for confirmation or rejection of this finding. 

As far as the habits of the generation are concerned, we can confirm the following 
results. According to a 2021 survey, over 84% of Hungarians participate in social 
networking sites, the highest rate in the EU [60]. For Generation Z, the online space, 
especially social networking sites, plays an important role in socializing and sharing 
information. Chat apps, online friends, online dating, collecting likes, Facebook, 
sharing personal information, manipulation, anonymity, gender neutrality, and 
Tinder are the aspects that influence Generation Z's preferred information-sharing 
habits, according to the data collected during the interview. Because of these social 
interactions, especially the social networking sites they use, the online space is 
particularly important to them. Based on the results, it is important to teach cyber-
security awareness and soft skills to support a safer online presence for young 
people. 

Summary, Further Research Directions 

In the 21st Century, competencies, and skills in the field of cybersecurity are 
essential for young professionals. The present exploratory pilot study was able to 
process 130 usable responses through a quantitative method, which already allowed 
statistical processing of the data, but the results cannot be generalized. The main 
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objective of the research was to explore the cybersecurity competencies, soft skills, 
educational experiences, and mindsets of the students. 

Based on the research results, it can be concluded that soft skills and applied 
pedagogical methods are closely related to the development of cybersecurity 
awareness. Cyber-security awareness shows a strong positive correlation with soft 
skills, meaning that the more developed the communication, problem-solving, and 
collaboration skills of the students, the higher their cybersecurity awareness.  
The research also showed that knowledge and skills acquired through innovative 
pedagogical methods as well as appropriate learning skills contribute to developing 
cybersecurity awareness. These findings highlight the role of soft skills and applied 
pedagogical methods in increasing students' cybersecurity awareness and 
emphasize the importance of cybersecurity education and learning. There is a clear 
justification for the continuation of the research in the future, and its results can be 
useful in promoting the renewal of education. 
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Abstract: Maximum tolerated dose (MTD) is a maximal amount of drug or radiation re-

sulting relatively acceptable dose-limiting toxicity (DLT). Accurate value of MTD should

be found in Phase I trials in order to create the possibility to conduct successful Phase II

(pilot efficacy and safety evaluation) and Phase III (comparative efficacy) trials. The aim

of this paper is to review the difficulties of the dose-finding methods including multi-agent

problems and late-onset toxicities, and to discuss Bayesian adaptive dose-finding methods

which can handle these issues.

Keywords: maximum tolerated dose (MTD); dose-limiting toxicity (DLT); Continual
Reassessment Method (CRM); Time-To-Event Continual Reassessment Method (TITE-
CRM); copula regression model; logistic regression model; delayed toxicities; late-onset
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1 Introduction
The main aim of evidence-based medicine is to collect, analyze and critically

evaluate research data, and translate systematically collected and evaluated med-

ical knowledge into practice in order to obtain optimal health outcomes [1].

Nowadays, evidence-based approach is fundamental in the field of oncology as

well, and biostatistics is an important tool for this.

The aim of Phase I clinical cancer studies from oncological point of view is to

find the maximum tolerated dose (MTD) of a drug or radiation which refers to a

maximal amount of drug resulting relatively acceptable (typically grade 3) dose-

limiting toxicity (DLT) [2]. Knowing the precise value of MTD has a key role in

oncological treatment design [3].

Phase I design methods can be divided into three groups: algorithm-based de-

signs, model-based designs and model-assisted designs [4–6].

Algorithm-based designs are conventional designs in the sense that there are pre-

specified rules to decide on the dose escalation and de-escalation. Algorithm-
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Figure 1

Characteristics of Phase I Design groups.

Transparency and simplicity criterion is defined based on whether dose escalation and de-escalation

rule can be predetermined, and the estimation is computation heavy or not. Flexibility refers to the

ability that a design targets prespecified dose-limiting toxicity rate, and decision can be made with

low sample size and changing cohort size. The good performance criterion is met when the design

accurately identifies maximum tolerated dose, and high percentage of the patients are allocated to

maximum tolerated dose. In terms of these criteria, algorithm-based designs are the least applicable;

model-based designs have good perfomance and flexibility, but these designs can be overly complex;

while model-assisted designs combine all the good properties.

based designs group contains the most common Phase I design method, the

”3+ 3” design which can be used in a single-agent trial. Albeit it is a simply

and easy to use model, it has been widely criticized due to its poor efficiency in

terms of treating too many subjects at a suboptimal dose and weakly estimating

MTD [7].

Taking into account not a single-agent but a drug combination trial, the process

is more challenging due to the complex drug–drug interactions [8]. However,

in oncology, combination therapy is often used due to its synergistic treatment

effect.

Model-based designs are adaptive designs where a statistical model is used in

order to quantify the dose-toxicity relationship, and describe the dose-toxicity

curve [9, 10]. Model-based designs have the following dose-finding strategy.

The first step is creating a probability model (that can be parametric or non-

parametric) in order to quantify the dose-toxicity relationship. The second step

is the collection of data from the treated patients, and based on that, the model

continuously updates the estimate of the model after each cohort, and this up-

dated estimation is used to find the dose for the next cohort. The final step is

the identification of the maximum tolerated dose based on the estimated toxicity

probabilities of the dose combinations. Model-based designs group includes the

Continuous Reassessment Method (CRM), and the Bayesian copula regression
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and logistic regression model.

Model-assisted designs group is a relatively new class of trial designs which were

developed in order to combine the advantages of algorithm-based and model-

based designs. Before the onset of the trial, dose escalation and de-escalation

rule can be predetermined (like in algorithm-based designs), and a statistical

model is used in order to quantify the dose-toxicity relationship, and describe

the dose-toxicity curve (like in model-based designs). Model-assisted designs

group contains e.g. the Bayesian Optimal Interval (BOIN) design [11, 12] and

the keyboard design [13] for single-agent dose finding.

According to Yuan et. al [5], Phase I design characteristics can be evaluated on

three criteria. Transparency and simplicity criterion is defined based on whether

dose escalation and de-escalation rule can be predetermined, and the estimation

is computation heavy or not. Flexibility refers to the ability that a design tar-

gets prespecified dose-limiting toxicity rate, and decision can be made with low

sample size and changing cohort size. The good performance criterion is met

when the design accurately identifies maximum tolerated dose, and high percent-

age of the patients are allocated to maximum tolerated dose. In terms of these

criteria, algorithm-based designs are the least applicable; model-based designs

have good perfomance and flexibility, but these designs can be overly complex;

while model-assisted designs combine all the good properties (Fig. 1). Besides

Yuan’s evaluation, there are other comparative reviews discussing the pros and

cons of algorithm-based designs, model-based designs and model-assisted de-

signs (e.g. [6]).

The paper is organized as follows. The second section discusses the most com-

mon dose-finding solution for single-agent trials, namely the Continual Reassess-

ment Method. In the third section, two Bayesian adaptive dose-finding methods

for multi-agent trials are shown, a copula-type regression model and a logistic

regression model. The fourth section considers the question of late-onset toxic-

ities and presents two different methods to handle this problem. Time-To-Event

Continual Reassessment Method offers a solution for single-agent trials, while

Bayesian data augmentation approach can be used in multi-agent trials. The pa-

per ends with the conclusion section.

2 Continual Reassessment Method (CRM) for Single-
Agent Dose-Finding Trials

In dose-finding studies, the typical procedure is that a sequence of doses is in-

vestigated in order to find DLT and the corresponding MTD. The main assump-

tion in Continual Reassessment Method [14–16] is that by increasing drug dose,

the probability of therapeutic efficacy is monotonically increasing, as well as the

probability of toxicity. Hence, the main purpose of Phase I trials is to find a trade-

off solution, viz. finding the most efficacious therapy which results in tolerable

toxicity risk. Steps of the CRM are the following [14].

Step 1. Choosing of an a priori dose-toxicity model. There are two main
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groups of a priori dose-toxicity curve models: one-parameter and two-parameter

models. In the case of one-parameter models, the intercept of the curve is fixed,

and trial data update the slope (s) of the curve from cohort to cohort. In con-

trast, using two-parameter models, both intercept (i) and slope (s) of the curve

is re-estimated step by step. Advantage of the one-parameter models is that they

require less information; however, their accuracy is limited due to the fixed in-

tercept parameter. Using two-parameter models, the accuracy can be improved,

but a bigger data set is required for good estimation. In the following, the mostly

used dose-toxicity models are listed:

• hyperbolic tangent model

ptoxicity(dose) =

(

tanh(dose)+1

2

)s

, (1)

where s is the slope of the curve.

• one-parameter logistic model

ptoxicity(dose) =
exp(c+ s ·dose)

1+ exp(c+ s ·dose)
, (2)

where s is the slope of the curve, and c is a constant, typically c = −4 or

c = 3.

• two-parameter logistic model

ptoxicity(dose) =
exp(i+ s ·dose)

1+ exp(i+ s ·dose)
, (3)

where s is the slope, and i is the intercept of the curve. In Fig. 2 (blue solid

line), a two-parameter logistic curve is chosen as an a priori dose-toxicity

model.

Step 2. Choosing of a target toxicity level. By target toxicity level, we can de-

scribe what percentage of the investigated patients would be acceptable to have

dose-limiting toxicity (DLT). In oncology trials, investigating chemotherapeutic

agents which may cause serious side-effects and usually applied in short treat-

ment period, the target toxicity level is typically chosen to be between 0.2 and

0.3. However, if the purpose of the study is to examine the clinical response and

efficacy rate of a drug, target toxicity level can be chosen form a wider range, e.g.

[0.3,0.9]. In Fig. 2 (gray solid line), the target toxicity level is 0.5, meaning that

it is acceptable that 50% of the patients have DLT.

Step 3. Dose levels and mapping. Physiologically relevant dose levels should

be chosen for the dose-toxicity model. A typical choice for dose levels is cal-

culated by using the modified Fibonacci sequence. In this case, dose1 is chosen

based on preliminary data, and the next doses are calculated as follows: dose2 =
2 ·dose1,dose3 = 1.67 ·dose2,dose4 = 1.5 ·dose3,dose5 = 1.4 ·dose4,dose6 =
1.33 ·dose5,dose7 = 1.33 ·dose6,dose8 = 1.33 ·dose7. Finally, the correspond-
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Figure 2

Dose-toxicity models for Continual Reassessment Method.

The a priori dose-toxicity curve is shifted up if at least one of the patients from the previous cohort

experienced dose-limiting toxicity; if no patient from the previous cohort experienced DLT, the

curve is shifted down. The treatment dose of the next cohort is the closest following dose level to the

intersection of the dose-toxicity curve and the target toxicity level.

ing toxicity risks should be estimated for every mapped dose value. In Fig. 2 (x

axis), modified Fibonacci sequence-based mapped dose levels are shown.

Step 4. Find the optimal starting dose. The optimal starting dose should be

chosen based on the intersection of the a priori dose-toxicity curve and the tar-

get toxicity level. The starting dose is the closest following dose level to the

intersection. In Fig. 2, the optimal starting dose is dose5.

Step 5. Re-estimation of model parameters of the dose-toxicity curve. Us-

ing the optimal starting dose, a given number of patients are treated in the first

cohort. Based on the observed toxicity data from this cohort, and using the a

priori dose-toxicity model, parameters of the original dose-toxicity curve are re-

estimated. This method applies the Bayesian approach, i.e. statistically combines

a priori assumptions with observed data. As a result, the dose-toxicity curve is

shifted up or down based on whether the patients experienced DLT in the given

cohort or not. Finally, using the updated dose-toxicity curve, the treatment dose

of the next cohort can be calculated. From cohort to cohort, as the number of

patients involved in the trial is increasing, the dose-toxicity curve is almost only

estimated from the observed data, the originally chosen a priori dose-toxicity

model is substantially changing. In Fig. 2, dashed red curve shows the modi-

fied dose-toxicity model if at least one of the patients from the previous cohort
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Probability of toxicity as a function of dose level in dose-finding trials.

In one-agent models, there are maximum two adjacent doses for a given dose level, and the

probability of toxicity is monotonically increasing as the drug dose is increased. In two-agent

models, there are eight adjacent doses; diagonal movements where doses are not changing in the

same direction (blue solid arrow) are allowed, but diagonal movements where both doses are

changing in the same direction (red dashed arrow) are not allowed. The monotonic order of toxicity

is not guaranteed in the case of multi-agent models, the joint toxicity probability is unknown.

experienced DLT (the curve is shifted up, meaning that doses are presumably as-

sociated with higher toxicity risks). The treatment dose of the next cohort in this

case is dose4. In contrast, green dotted curve in Fig. 2 represents the case when

the dose-toxicity model was updated due to no patient from the previous cohort

experienced DLT (the curve is shifted down, meaning that doses are presumably

associated with lower toxicity risks). The treatment dose of the next cohort is

dose6.

Step 6. Stopping CRM and finding MTD. After each cohort, dose escalation

or de-escalation takes place as it is described in Step 5. CRM stops when a pre-

defined stopping criterion is met. In a typical stopping criterion, the total number

of the patients who have been treated at a given dose (during the different cohorts)

is specified, and an additional condition could be that the next cohort would give

the same dose level. This dose is the MTD that was being sought.

3 Bayesian Adaptive Dose-Finding Method for Multi-
Agent Trials

Beside the traditional frequentist biostatistical designs, a specific model-based

design group, namely Bayesian methods gain more and more importance. Bayes’

theorem establishes the relationship between the conditional probability of A

given B with the conditional probability of the reverse, i.e. B given A [17]. The

advantages of the use of Bayesian biostatistics in clinical oncology are mani-

fold [18–20]. On the one hand, a priori knowledge can be incorporated into

the trial design and complex statistical methods can be expeditiously handled.
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On the other hand, a probability can be assigned directly to the efficiency of

the treatment. Also, Bayesian methods have the capacity to naturally integrate

evidence from multiple sources [21] and Bayesian methods can provide better

results by minimizing risk and maximizing utility [22]. Besides this, Bayesian

methods can be used in minimum effective dose (MinED) finding problems as

well [23]. However Bayesian methods have significant computational complex-

ity, it is not an obstacle anymore due to modern computing power and available

software [24]. Ewings et al. discusses a practical recommendations for imple-

menting a Bayesian adaptive phase I design during a pandemic using AGILE trial

which is a randomised seamless phase I/II trial platform [25].

Other important question in Phase I trials is the fact that in most of the cases, on-

cology protocols recommend multi-modal therapies where a given combination

of drugs is used. In these cases, it should be determined which drug is causing

the observed toxicity, which is a significant challenge [26].

As we have discussed previously, in single-agent dose-finding trials the main

assumption is that the probability of toxicity is monotonically increasing as the

drug dose is increased. For a given dose level, there are maximum two adjacent

doses where – based on the dose-finding algorithm – the current dose can be

escalated or de-escalated (Fig. 3 a) one-agent model), and the order of toxicity

level corresponding to the new dose is known (i.e. is it higher or lower than the

previous one).

In contrast, using a two-agent model [27, 28], the doses span a 2-dimensional

space where for a given dose, there are eight adjacent doses, including diago-

nal movements when both doses are changing in one step (Fig. 3 b) two-agent

model). Such diagonal movements where both doses are changing in the same

direction (i.e. both agent doses are increasing or both are decreasing in one step)

is not allowed [29]. A special case in two-agent models is when a discrete dose

space is used, i.e. several doses of one agent are fixed. A solution for this case

can be the parsimonious working model for the dose–toxicity relationship where

the aim is to find the MTD of the other agent to be used in combination with each

of the doses of agent one [30, 31].

The main problem using multiple agents is that monotonicity of the dose-toxicity

curve is not an always valid assumption, namely the monotonic order of toxic-

ity is not guaranteed [32, 33], the joint toxicity probability is unknown, hence

deciding on dose escalation or de-escalation is not trivial [34].

3.1 Copula regression model
Yin et al. [29] published a copula-type drug combination regression model where

a priori information comes from trials in which drugs were investigated individu-

ally as single agents. The developed copula-type Bayesian adaptive dose-finding

method reduces to the Continual Reassessment Method when a single-agent is

investigated.

The (individual) toxicity probability of agent A in the case of the jth dose (A j)

is p j, and the investigated sequence is p1 < p2 < ... < p j < ... < pJ , where
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pJ is the toxicity probability of the MTD of agent A (i.e. AJ). Similarly, the

(individual) toxicity probability of agent B in the case of the kth dose (Bk) is qk,

and the investigated sequence is q1 < q2 < ... < qk < ... < qK , where qK is the

toxicity probability of the MTD of agent B (i.e. BK). The individual toxicity

probabilities are known. As it was mentioned before, however the individual

toxicity probabilities are ordered, the joint toxicity probabilities are not trivially

ordered; for instance the relationship between π j,k (joint toxicity probability of

(A j,Bk)) and π j−1,k+1 (joint toxicity probability of (A j−1,Bk+1)) is not known.

In the next step, a power parameter is assigned to the a priori toxicity proba-

bilities in order to reduce the uncertainty of the probabilities; the ”true” toxicity

probabilities are pα
j and q

β
k , where α > 0 and β > 0 are unknown parameters

with prior means centered at 1. To calculate the joint toxicity probabilities, the

following conditions have to be satisfied:

• if pα
j = 0 and q

β
k = 0 ⇒ π j,k = 0,

• if pα
j = 0 ⇒ π j,k = q

β
k ; and if q

β
k = 0 ⇒ π j,k = pα

j ,

• if either pα
j = 1 or q

β
k = 1 ⇒ π j,k = 1,

where j = 1, ...,J and k = 1, ...,K.

In a copula-type model, the joint toxicity probability distribution can be calcu-

lated using the marginal distributions and a dependence parameter. The depen-

dence function in the Archimedean copula family is

Cγ(u,v) = ψγ

{

ψ−1
γ (u)+ψ−1

γ (v)
}

, (4)

where 0 ≤ u,v ≤ 1, and γ is an association parameter, Cγ is a distribution function

on [0,1]2, and ψγ is the copula generator with the following properties: 0 ≤ ψγ ≤
1, ψγ(0) = 1, ψ ′

γ < 0 and ψ ′′
γ > 0. Taking into account a specific type from

the Archimedean copula family (Clayton copula), the proposed regression model

copula is

π j,k = 1−

{

(

1− pα
j

)−γ
+
(

1−q
β
k

)−γ
−1

}− 1
γ

, (5)

where γ > 0 describes the drug–drug interaction. This model is a multivariate

generalization of the Continual Reassessment Method, allowing internal learning

from other combinations of dose levels.

In the case of multi-agent models, target toxicity level has an intersection curve

with the joint toxicity probability surface, this curve defines the required maxi-

mum tolerated dose. As a consequence, there could be more than one discrete

MTD solution. The final MTD combination should be selected based on the

recommendation of medical experts.
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The likelihood function can be calculated based on a binomial distribution

L(α,β ,γ|data) ∝
J

∏
j=1

K

∏
k=1

π
x j,k

j,k (1−π j,k)
n j,k−x j,k , (6)

where n j,k represents the patients who are treated with ( j,k) dose level combina-

tion, and x j,k represents the patients who experienced dose-limiting toxicity.

Assuming independent a priori distributions, viz. f (α,β ,γ) = f (α) f (β ) f (γ),
joint posterior distribution is

f (α,β ,γ|data) ∝ L(α,β ,γ|data) f (α) f (β ) f (γ). (7)

After each cohort, Gibbs sampler is used to find the unknown parameters, and

hence the π j,k joint toxicity probability can be calculated, on which the dose

escalation or de-escalation decision for the following cohort can be done.

The dose-finding algorithm has the following steps (denotations: φ is the target

toxicity level, ce is the probability cut-off for dose escalation, cd is the probability

cut-off for dose de-escalation, ce + cd > 1):

• Starting the first cohort: patients are treated with the lowest combination:

(A1,B1)

• Start-up rule in order to obtain reliable posterior estimates:

– first, the dose of agent A is fixed, while the dose of agent B is contin-

uously increased based on the predescribed sequence, until the first

DLT is experienced: {(A1,B2),(A1,B3), ...,(A1,BDLT )}

– second, the dose of agent B is fixed, while the dose of agent A is

continuously increased based on the predescribed sequence, until the

first DLT is experienced: {(A2,B1),(A3,B1), ...,(ADLT ,B1)}

– if one patient experiences DLT in both agents, the start-up period is

finished

• Investigating joint toxicity probabilities:

– if P
(

π j,k < φ
)

> ce, then dose escalation takes place to an adjacent

dose combination where the corresponding joint toxicity probabil-

ity is higher than the current one; if the current dose combination is

(AJ ,BK) (viz. the individual MTD for both agents), no more dose

escalation takes place, dose combination stays at the same level

– if P
(

π j,k > φ
)

> cd , then dose de-escalation takes place to an adja-

cent dose combination where the corresponding joint toxicity proba-

bility is lower than the current one; if the current dose combination

is (A1,B1) (viz. the lowest dose for both agents), no more dose de-

escalation takes place, the trial is terminated

– 137 –
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– otherwise (when no cut-off dose for escalation or de-escalation is

reached), the next cohort continues with the same dose combination

– when the predefined maximum cohort size is reached, the trial ends;

the dose combination which has the closest value to the target toxicity

level is set to be the joint MTD for the investigated agents

For an integrated Bayesian Phase I/II adaptively randomized oncology trial de-

sign based on the copula model, see [35].

3.2 Logistic regression model
Riviere et al. [2] proposed a drug combination–toxicity relationship logistic re-

gression model

logit(π j,k) = β0 +β1u j +β2vk +β3u jvk, (8)

where π j,k is the joint toxicity probability of a two agent drug combination, β1

is the the toxicity effect of agent A, β2 is the the toxicity effect of agent B, and

β3 is the interaction between the two agents (β0...β3 are unknown parameters).

Variable u j represents the standardized dose of the jth level of agent A, vk is the

standardized dose of the kth level of agent B. Standardized doses are defined

individually (as if they are administered as a single-agent) using the a priori

estimates of the toxicity probabilities of the jth dose level of agent A (p j) and the

kth dose level of agent B (qk)

u j = log
p j

1− p j

(9)

vk = log
qk

1−qk

. (10)

In this model, the likelihood function is a product of the Bernoulli probabilities

L(β0,β1,β2,β3|data) ∝
J

∏
j=1

K

∏
k=1

π
x j,k

j,k (1−π j,k)
n j,k−x j,k , (11)

where n j,k represents the patients who are allocated at combination ( j,k), and

x j,k represents the patients who experienced dose-limiting toxicity.

The posterior distribution is sampled using Gibbs sampler, and the a posteriori

toxicity probabilities are estimated using Monte Carlo simulation

π̃ j,k =
1

L

L

∑
l=1

exp
(

β
(l)
0 +β

(l)
1 u j +β

(l)
2 vk +β

(l)
3 u jvk

)

1+ exp
(

β
(l)
0 +β

(l)
1 u j +β

(l)
2 vk +β

(l)
3 u jvk

) , (12)

where
(

β
(l)
0 ,β

(l)
1 ,β

(l)
2 ,β

(l)
3

)

l=1,...,L
are the L posterior samples, assuming that β0

and β3 are normal a priori distributions (N(0,10)), and β1 and β2 are exponential
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a priori distributions (Exp(1)).

The dose-finding algorithm is the one that was proposed in the copula regression

model [29]; however, MTD level is found in a different way. Target toxicity level

is extended to a target toxicity interval using parameter δ

φinterval = [φ −δ ;φ +δ ], (13)

where φ is the target toxicity level.

Using the target toxicity interval, the a posteriori densities of the toxicity proba-

bility can be divided into three groups:

• if the toxicity probability is in the [0;φ − δ ] interval, the corresponding

cumulative density is the probability of under-dosing,

• if the toxicity probability is in the [φ −δ ;φ +δ ] interval, the corresponding

cumulative density is the probability of target toxicity,

• if the toxicity probability is in the [φ +δ ;1] interval, the corresponding cu-

mulative density is the probability of over-dosing (for a specific solution of

the over-dosing problem, see e.g. [11] where the Bayesian Optimal Interval

(BOIN) design is introduced).

For each (A j,Bk) dose combination, the probability of being in the targeted tox-

icity interval can be calculated. The dose combination that has the highest a

posteriori probability, and have been used previously to treat at least one cohort

of the patients, should be chosen as MTD

(AMT D,BMT D) = max
{

P
(

π j,k ∈ [φ −δ ;φ +δ ]
)}

. (14)

For another Bayesian dose-finding method which use logistic regression model,

see e.g. [36] where the approach allows the inclusion of covariates.

4 Bayesian Dose-Finding Methods for Trials with De-
layed Toxicities

Administering different radiations to the patients, late-onset toxicities can be ob-

served which affect the dose escalation or de-escalation decisions. In order to

conduct a complete follow-up after each cohort, in some cases several weeks or

even months are required. Late-onset toxicity is an important problem in the non-

conventional cancer therapies like Targeted Molecular Therapies (TMTs) [37].

4.1 Time-To-Event Continual Reassessment Method (TITE-
CRM) for single-agent trials

The time-consuming nature is a strong limit to the use of Continual Reassessment

Method in the case of late-onset toxicities. A short-cut for this problem is to

allow patients to enter to the trial in a staged fashion, which extends the CRM

to Time-To-Event Continual Reassessment Method (TITE-CRM) that can handle
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late-onset toxicities [38, 39].

In the original CRM, the decision of the dose level of the next cohort can be

formulated as

F (dn+1, p̂n)−φ ≤ F (dk, p̂n)−φ for k = 1, ...,K, (15)

where F(d, p) is the dose-toxicity model, d1, ...,dK are the dose levels, p is the

probability of toxicity, n is the number of observations, p̂n is an estimate of p,

and φ is the target toxicity level.

The likelihood function in this case is

Ln(p) =
n

∏
i=1

F (di, p)yi {1−F (di, p)}1−yi , (16)

where yi is the indicator of toxic response for the ith patient.

In the TITE-CRM, there is a weighted dose-toxicity model G(d,ω, p) that has

the following properties: G(d,0, p) = 0 and G(d,1, p) = F(d, p), where ω (0 ≤
ω ≤ 1) is a function of the time-to-event of a patient, and it is linear in F . The

dose escalation or de-escalation decisions are the same as in the original CRM

(i.e. (15)), but the likelihood is weighted as well

L̃n(p) =
n

∏
i=1

G(di,ωi,n, p)yi,n {1−G(di,ωi,n, p)}1−yi,n , (17)

where yi,n is the indication of toxic response for the ith patient prior to the entry

time of the (n+1)th patient, and ωi,n is the corresponding weight. Using TITE-

CRM, patients who have not experienced DLT are weighted by the proportions

of their follow-up times compared to the full period of the trial, and patients who

have experienced DLT are weighted by 1.

4.2 Late-onset toxicity model for multi-agent trials
Liu et al. [37] proposed a late-onset toxicity model for multi-agent trials using the

Bayesian data augmentation approach, treating the late-onset toxicity as missing

data. The dose-toxicity model is described by the Finney model

logit(π j,k) = β0 +β1 log
(

a j +ρbk + γ (a jρbk)
1
2

)

, (18)

where β1 is the slope of the regression (β1 > 0), ρ is the relative potency of agent

B versus agent A to induce toxicity (if ρ > 1 ⇒ agent B is more likely to cause

toxicity than agent A), and γ is the synergy-antagonism parameter describing the

drug-drug interaction between the agents (γ < 0 ⇒ antagonism effect, γ = 0 ⇒
dose additivity effect, γ > 0 ⇒ synergy effect). In this model, β0, β1, γ and ρ are

unknown parameters. The Finney model reduces to the standard logistic model

when a single-agent is investigated.

If no late-onset toxicity takes place, the toxicity outcomes are fully observed and
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hence the complete-data likelihood function can be described for the ith patient

as

L(θ |y) =

n

∏
i=1

exp

{

yiβ0 + yiβ1 log

(

a ji +ρbki
+ γ

(

a jiρbki

)
1
2

)}

1+ exp

{

β0 +β1 log

(

a ji +ρbki
+ γ

(

a ji ρbki

)
1
2

)} , (19)

where n is the total number of patients, yi is the binary toxicity outcome, a ji is

the jth dose of agent A for the ith patient, and bki
is the kth dose of agent B for

the ith patient. The a posteriori distribution of θ = (β0,β1,γ,ρ) in this case is

f (θ |y) ∝ f (θ)L(y|θ), (20)

where f (θ) is the a priori distribution of θ .

If late-onset toxicities take place, the toxicity outcomes are not fully observed

due to the missing binary toxicity outcome values. These missing values can be

handled using data augmentation which contains two iterative steps:

• imputation (I):

– in this step, the missing data is imputed by drawing samples from

their posterior predictive distribution using Bernoulli probability

f (yi|ti > si,θ) = Bernoulli(P(yi = 1|ti > si,θ)) , (21)

where ti is the time to toxicity for the ith patient, and si is the actual

follow-up time;

• posterior (P):

– in this step, the posterior samples of unknown parameters are simu-

lated based on imputed data

– here – due to the imputation of the missing data in the previous step –

the standard Markov chain Monte Carlo method [26] can be used as

in the case of complete-data when no late-onset toxicity takes place.

Iteration-based techniques are well-known not only in model-baesd dose-toxicity

modelsbut in fixed point, iteration-based controls as well [40].

5 Discussion and Conclusion
Finding the maximum tolerated dose in Phase I oncology clinical trials is an im-

portant and not trivial problem. Beside the safety criterion of the patients (viz.

avoiding over-dosing), cost-effectiveness viewpoints should be taken into ac-

count as well (e.g. avoiding unnecessary under-dosing experiments), and some-
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times even extreme circumstances such as a pandemic [25].

A promising solution of the dose-finding problem is the use of Bayesian methods.

In every case, the method is based on an a priori dose-toxicity model which

gives a preliminary estimation of the toxicity probability for the investigated drug

dose levels. In the following steps, these a priori assumptions are statistically

combined with observed data. The trials consist of cohorts; from cohort to cohort,

dose escalation or de-escalation takes place. The trial ends when a pre-defined

stopping criterion is met, and maximum tolerated dose can be found which results

in relatively acceptable dose-limiting toxicity.

For the simplest dose-finding problem, viz. single-agent trials with fully observed

data, the most common solution is the Continual Reassessment Method. In this

case the toxicity is monotonically increasing as the drug dose is increased. How-

ever, using multiple agents, the monotonic order of toxicity is not guaranteed, the

joint toxicity probabilities are unknown, and as a consequence, dose escalation

or de-escalation decision is not trivial.

In this paper, two models for multiple agents have been discussed: the copula

regression model and the logistic regression model. Both models estimate the

joint toxicity probability distribution and define a likelihood function. The dose

escalation or de-escalation decision is made after Gibbs sampling, but MTD level

is found in different ways in respect of the two methods.

Another incremental problem can be the presence of late-onset toxicities. For a

single-agent problem, the use of Time-To-Event Continual Reassessment Method

can handle the problem by allowing patients to enter to the trial in a staged fash-

ion. Taking into account multi-agent trials, the Bayesian data augmentation ap-

proach can be applied which treats the late-onset toxicity as missing data, and

missing values can be handled using data imputation and simulation of posterior

samples.

Besides the above discussed Bayesian methods, dose-finding criteria can be cal-

culated using other approaches like toxicity and efficacy odds ratios [41]. In this

case, acceptable doses satisfy the following two conditions:

Pr(p j < πT )> p∗, (22)

Pr(q j > πE)> q∗, (23)

where πT is a pre-defined upper toxicity limit, πE is pre-defined lower efficacy

limit, and p∗ and q∗ are fixed probability cutoffs.

Dose j has p j toxicity probability and q j efficacy probability. Taking into account

two-dimensional toxicity and efficacy domain, we expect that p j and q j are the

closest values to the lower-right corner (1,0). The horizontal and vertical lines

which cross point A(q j, p j) split the domain into four rectangles.
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After that, the odds ratio between the toxicity and efficacy of dose j can be cal-

culated:

ω
(2)
j =

p j/(1− p j)

q j/(1−q j)
=

p j(1−q j)

(1− p j)q j)
. (24)

Note that ω
(2)
j is exactly the ratio of the lower-right versus the upper-left rectan-

gle’s area. In this way, an equivalent odds ratio contour can be defind: along the

curve, all the points have the same toxicity-efficacy odds ratio, namely ω
(2)
j .

Furthermore, this two-dimensional probability space can be extended by a third

scale, where the new axis is the probability of efficacy given no toxicity. Hence in

this three-dimensional domain, the toxicity-efficacy odds ratio trade-offs are ar-

ranged with an efficacy value given no toxicity. Compared to the two-dimensional

domain, there not an equivalent odds ratio contour, but an equivalent odds ratio

surface is defined. All the points on this smooth surface have the same odds ratio,

ω
(3)
j . Based on this, one can find the best dose to treat the patients in the next

cohort.
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Abstract: This paper presents a novel prediction of fault location during copper wire 

manufacturing using a hybrid Nonlinear Autoregression Neural Network (NARNN) and 

Markov chain model. A four (4) year daily primary data spanning from 2018 to 2022 

consisting of 261502 data points obtained from a cable manufacturing company in Ghana 

was used for the prediction. A comparison between the suggested model and decision tree 

algorithm was done. To assess the predictive effectiveness of the two models, performance 

indicators including Mean Absolute Deviation (MAD), Root Mean Square Error (RMSE), 

and Mean Absolute Percentage Error (MAPE) were used. As determined by their 

evaluation criteria, the findings revealed that the suggested hybrid model had superior data 

fitting and accurate prediction capabilities. 

Keywords: tension; prediction; wire breaks; fault location; NARNN; decision tree; markov 

chain model 

1 Introduction 

Electrical cables are made all over the world due to their widespread use. 

Basically, electrical cables are current-conducting wires either copper or 

aluminum that have been twisted, braided, or bonded into a single assembly with 

or without insulation. They are employed specifically for the transmission of 

electrical or telecommunication signals. Electrical cables are necessary because 

they serve as the foundation for the functionality of all electrical equipment.  

To produce cables that are of good quality, a number of production processes must 

be used. One of these essential manufacturing processes is the drawing stage, 

which entails drawing a copper or aluminum rod through a series of progressively 

smaller synthetic diamond or tungsten carbide dies. Drawing reduces the rod to a 

wire with the required diameter that has great surface quality and enhanced 

mechanical qualities like strength and hardness [1]-[3]. 



R. A. Ofosu et al. A Hybrid Prediction Fault Location Model in Copper Wire Manufacturing Process 

 – 148 – 

A typical copper rod is drawn in four steps. These include unwinding, drawing, 

annealing and rewinding. The thick copper rod is unwound at the payoff drive to 

the diesing chamber during the unwinding phase. The ultimate wire diameter is 

produced in the diesing chamber by forcing the thick copper wire through a 

sequence of progressively smaller dies. Lubricant, like oil, is circulated in the 

diesing chamber to lower friction and wire wear. The drawn copper wire is put 

through a specific heat treatment in the annealing chamber to soften it and 

increase its malleability. A dancer system is also mounted between the payoff and 

take-up drives so as to sense and regulate the wire tension to the desired limit.  

The drawn wire is evenly coiled onto a bobbin at the take-up with the aid of the 

traverse. A counter installed on the moving web next to the dancer provides data 

on the length of wire wound onto the bobbin. Figure 1 depicts the process of 

copper wire drawing [4]. 
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Figure 1 

Copper wire drawing process schematic diagram 

where, d1 is the wire's initial diameter before drawing, d2 is actual wire's diameter 

upon drawing, V0=V1 is line speed of pay-off or capstan, V2 is line speed of take 

up, T0=T1 is torque of payoff or capstan, T2 is torque of take up, ω2 is angular 

speed of take-up drive 

After the wires are drawn, they are bundled to form a cable, which is then 

extruded with insulating polymers such as Cross-Linked Polyethylene, 

Polyethylene, and Polyvinyl Chloride. Extrusion is an important stage in the 

production line since it inhibits copper losses in cables and protects the conductor 

from physical harm and environmental hazards. After extrusion, the final product 

is ready for market consumption after passing quality control tests [3], [5]. Among 

the most crucial things to take into consideration in the cable manufacturing sector 

is the final resistance or diameter of the wire, which should not differ substantially 

from the standard after production. That is, the wire's tension should remain 

consistent during the drawing stage of the cable production process so that the 

wire's diameter or cross-sectional area remains unchanged. Failure to ensure this 

can lead to fire outbreaks that could kill innocent lives and destroy millions of 

properties as a result of heat generation when substandard wires or cables are used 

[6]. According to research, tension variation during the wire drawing process is 
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primarily caused by faults in the drawing machines' components. In most cases, 

this causes machines to abruptly stop, resulting in wire breaks caused by 

stretching the wire beyond its tensile strength [7], [8]. 

Similarly, in the event of a fault, determining the exact location of the fault in wire 

drawing machines is always a bigger challenge for the experts who work on these 

machines, as it usually takes much longer to locate the faults in order to restore 

them. Most cable manufacturing industries face significant challenges as a result 

of this phenomenon, which causes increased downtime, production losses, energy 

waste, and scrap production [9]. Several factors contribute to wire tension and 

breakage during the drawing process. Low drawing or annealing solution 

concentration, entanglement in the basket, bad or copper dust in dies, annealing 

bearing failure, improper drive and tensioner setting, oxidation of wire due to bad 

steam flow in the annealer, power outage, torque or speed variation due to changes 

in roll diameter between the payoff drive and the take-up drive among other 

factors. These faults are mostly located in the drawing chamber, annealing 

chamber, capstan, recirculatory system, dancer, payoff, take-up, AC drive and 

traverse. Therefore, developing a model that can predict the location of faults 

during the copper wire drawing process is necessary in order to avert these 

challenges. 

Several models for fault prediction have been reported in the literature. These 

models are categorized as statistical, physical, and artificial intelligence models 

[10]. Physical models suffer from multiple iterations before achieving the desired 

results. Furthermore, these models demand a significant amount of reliable data 

[11]. Seasonal Autoregressive Integrated Moving Average (SARIMA), Auto-

Regressive Moving Average (ARMA), Generalized Autoregressive Conditional 

Heteroscedasticity (GARCH) and Auto-Regressive Integrated Moving Average 

(ARIMA) are the most frequently employed statistical models [12]. It has been 

demonstrated that these models can predict if the time series data exhibit a linear 

relation. Their strength is based on historical data. However, because statistical 

models have several transitory periods and large variability, they are unable to 

produce reliable predictions for time series with nonlinearities, such as the wire 

break location prediction in the drawing machines [13]. 

Artificial Intelligence (AI) models such as Support Vector Machine (SVM), 

Logistic Regression (LR), Adaptive Neuro Fuzzy Inference System (ANFIS), 

Artificial Neural Networks (ANNs), Decision Trees, Fuzzy Logic, and k-Means 

are well recognized for their capacity to resolve a nonlinear time series with 

greater precision and have produced favorable outcomes in the creation of 

extremely precise fault diagnostic systems [14-19]. Among the AI techniques, 

ANN is one of the most popular and several studies have shown that it 

outperforms other techniques [20], [21]. The advantages of ANN are enormous 

because it is fault-tolerant, can learn sophisticated nonlinear relationships, and has 

powerful classification attributes. Besides, due to the non-parametric nature of 

ANN prediction, having process knowledge of the production of the time series is 
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not necessary. Furthermore, once trained, ANNs are capable of making accurate 

predictions [22]. Nonetheless, ANN lack coherence, leading to their 

inappropriateness for deployment in instances under which it is essential to 

determine which elements did contribute to a technical fault [21], [22]. 

There are various subcategories of ANN. These include Radial Basis Function 

Neural Network (RBFNN), Backpropagation Neural Network (BPNN), Recurrent 

Neural Network (RNN), Generalized Regression Neural Network (GRNN), and 

Nonlinear Autoregressive Neural Network (NARNN). Because the prediction of 

wire break location in the cable manufacturing process involves fluctuating 

parameters that are highly nonlinear and complex, research has shown that 

NARNN has the capability to predict the dynamics of this complex system with 

high precision and quick convergence [23], [24]. NARNN has been utilized 

successfully in a variety of applications for fault prediction. Some of which 

include transformer oil dissolved gas concentration [12], fault prediction in 

software [25], rolling element bearing deterioration prediction [26], prediction of 

infiltration of underground water by hydraulic fluid leaks [27], engine fault 

detection and failure prediction in the manufacturing process [28], [29], passenger 

flow forecasting [30], meteorological time series forecasting [31], [32], Heating 

Ventilation and Air Conditioning (HVAC) predictions [23], [33] geomagnetic 

fluctuations prediction [34], prediction of COVID-19 cases [35] among other 

complex dynamical systems. 

To the author's best knowledge, the hybrid NARNN-Markov chain model has 

never been used to predict fault location in wiring drawing machines and no 

literature has ever reported on the prediction of wire breaks and fault location in 

drawing machines during copper wire drawing in the cable manufacturing 

industries. As a result, this paper proposed a novel approach to accurately classify 

and locate the probability of wire breaks in the copper wire drawing process by 

combining NARNN with a Markov chain model. To determine the model's 

effectiveness in fault location, a comparative analysis was performed using the 

decision tree algorithm. The findings clearly show the proposed models' 

effectiveness in predicting fault locations. Therefore, it is anticipated that this 

research can be the basis for the deployment of corrective maintenance in the 

cable manufacturing industry. Thus, the operators can anticipate potential fault 

locations and implement recommended preventive measures. 

1.1 Nonlinear Autoregressive Neural Network 

The Nonlinear Autoregression Neural Network (NARNN) blends neural network 

techniques' capacity for matching nonlinear function with that of autoregressive 

methods for unearthing probable time series sources [12], [32]. The architecture is 

developed and provided with training in an open loop, with the intended target 

variables making up the feedback loop to ensure higher training accuracy.  
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The configuration is changed to a closed loop after learning, and the estimated 

outputs are utilized as new signals acting as feedback to the network.  

The NARNN is a nonlinear, discrete, autoregressive model used in forecasting 

time series data expressed as [26], [27]: 

( ) ( ( 1),  ( 2) ... ( )) ( )y t h y t y t y t d tε= − − + + − +                         (1) 

where y(t) is prediction’s outcome at a discontinuous step time t of the time series 

y, the series' past data is denoted by d, ε(t) symbolizes the series y's deviation at 

time step t and h connotes a hypothetical nonlinear quantity that the feedforward 

part of a neural network can predict while being trained. 

The aim for training a neural network is to estimate the functional h(.) by 

maximizing the bias and weights of the network. As a result, the NARNN model 

is well-defined by Eq. (2) [26], [27]. 

0

1 1

( ) ( ) ( )
k a

j ij oj

j i

y t a a y t i tφ β β ε
= =

 = + − + + 
 

∑ ∑                                 (2) 

where a depicts the entry number, k denotes the hidden layer's quantity containing 

activation function φ , variable 
ijβ  determines how strongly the input layer i and 

the hidden layer j are connected. The values for the output and hidden layer, 

respectively, are 
oa and 

ojβ , aj is the connecting weight linking the output and the 

hidden layer. 

The boosting of the NARNN model's architecture necessitates the identification of 

the quantity of hidden layers, time delays, and activation function, as well as a 

suitable learning technique. The desirable amount of time delay and hidden layers 

is determined by experiment. On the basis of Dandy and Maier, the activation 

function is selected. Finally, due to their accuracy and high convergence speed, 

Bayesian regularization algorithms and the Levenberg-Marquardt are utilized to 

train the model [26], [27]. Generally, the input data quality, universality and size, 

as well as proper model development and assessment, are critical to the successful 

application of NARNN models [28], [29]. 

1.2 Decision Tree Method 

A kind of supervised learning is the decision tree approach. It is one of the most 

widely used classification techniques due to its high accuracy and low 

computational cost. Its flexibility, nonparametric nature, and capacity to deal with 

nonlinear relationships between features and classes make it suitable for fault 

classification [36]. The decision-rules model's tree structure formation is based on 

if/else instructions. In theory, an iterative binary partition approach is used for the 

desired output to supervise the training sets. To divide the sample space, 

successive queries with yes/no options are posed. The locations in which the items 
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are examined are referred to as nodes. The test findings are subsequently relayed 

to a branch. 

A decision tree has three different kinds of nodes. These include the internal 

nodes, leaf nodes, and root nodes. The test's result is based on each node's purity. 

After achieving the optimum value of purity, the node is terminated. The optimum 

value is established if a node only produces one kind of output. When classifying 

new samples, the decision tree and an item quantity will be examined. The chain 

of attribution from the root node to the leaf node maintains group forecast for the 

tested samples. The basic procedure in creating a decision tree is to identify the 

attribute that will be evaluated on a node, and an ancillary node to that node. 

Splitting refers to the entire process of identifying test and branch. 

The process of splitting reduces the dataset's impurity that corresponds to class at 

a subsequent point. The task necessitates the computation of information gain, 

which is divided into entropy and the entropy splitting index. An indicator of 

entropy or impurity i(t) at a given node t, represents the entropy index as shown in 

Eq. (3) [37]. 

1
( ) ( | ) log ( | )

k

j jj
i t p w t p w t

=
= −∑                                   (3) 

where ( | )jp w t denotes the pattern's proportion assigned to a kind at node t. 

The optimal splitting basic values R

jx  for the variable
jx  are used to segregate a 

node that has not terminated into right child nodes tR and left child node tL. PR 

and PL make up the equivalent fractions of the new entities. Eq. (4) optimizes the 

difference by providing the most efficient entropy splitting index. 

( ) ( ) ( ) ( )p R L L Ri t i t P i t P i t∆ = − −                                          (4) 

1.3 Markov chain Model 

One variety of stochastic process is the Markov chain, which is widely used to 

analyze dynamic systems. The process is random, in which any future data exists 

in the current state. Furthermore, the probability and state transition matrix are 

important elements in implementing the Markov chain model. Unlike similar 

predictive techniques, the Markov chain model is simple to implement and neither 

does it necessitate a profound comprehension of changes in system dynamics. As 

a result, it is comparably simple to comprehend the data [38]. The Markov chain 

approach consists of five stages [38], [39]. The stages are: 

Stage 1) Process state definition for the Markov chain. 

Stage 2) Develop the state transition probability, P and state transition matrix, N. 

The Markov chain's state transition matrix, N, denotes the measured number of 

times of switching between states, as demonstrated in Eq. (5). 
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                                                 (5) 

nij indicates the amount of sequential transitions between states i and j 

Suppose P represents a transition matrix that expresses all of the Markov chain 

model's transition probabilities for each state. P can therefore written as; 

11 1

1

, ,

s

s ss

p p

P i j I

p p

 
 = ∈ 
  



  



                                          (6) 

Then, 

1{ | }t t ijP X j X i p+ = = =                                              (7) 

The probability of one step is described by Eq. (7). A homogenous Markov chain 

refers to transition probabilities that change independently with time t. 

Therefore, 

 
1 1 0{ | } { | }t t ijP X j X i P X j X i p+ = = = = = =                   (8) 

Non-negative entries in each row summing up to unity are required by the matrix 

P. Hence, 

1

0 1 and 1,  
t

ij ij

j

p p i I
=

≤ ≤ = ∈∑                                         (9) 

State i to state j in k-steps probability of state transition is defined by Eq. (10). 

            ( )= { | },   0, 0,   i,ij n k np k P X j X i k n j I+ = = > ≥ ∈                             (10) 

Eq. (11) describes the transition matrix P. 

 1( ) n nP n P P P−= × =                                         (11) 

Stage 3) Ergodic Markov chain validation. 

The constrained distribution's occurrence in an ergodic Markov chain must be 

confirmed by categorizing the P's state. The three parts are the irreducible Markov 

chain, the periodicity Markov chain, and the recurrent and transitory states. 

Step 4) Probability values of Markov process 

For probability values of Markov process, it is possible to calculate the mean 

return time and stationary probability distribution. For an ergodic Markov chain, 

the maximum allocation for a stationary probability distribution exists and is 

represented as: 
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0
0

lim ( | )j n
n

P X j X iπ
→

= = =                                    (12) 

Thus 

 
( ) ( 1)  becomes ,

as n  for j=0, 1,2,.... 

j j k kj k kjk k
P n P n P j Pπ π π= = − =

→∞
∑ ∑

              (13) 

Step 5) Model validation and Forecasting 

To compute the forecasts, the base probability and state transition probability can 

be employed through Eq. (14). 

1

( ) ( )
n

j i ij

i

P S P S P
=

=∑                                                   (14) 

where
ijP  depicts state transition probability and ( )iP S the base probability. 

Based on the assumption of independence, the Markov chain's authenticity is 

examined using the Chi-square test during the model validation process as shown 

in Eq. (15) [40]. 

2 ( )
calculated

Observed Expected
X

Expected

−
=∑                            (15) 

If 2

calculatedX is higher than 2

tabulatedX on the 0.05 crucial zones, the null hypothesis is 

refuted. 

1.4 Error Metrics 

The training and testing errors were used to assess the fitness and performance of 

prediction of the NARNN and decision tree models. The errors were evaluated 

using three indices: Mean Absolute Deviation (MAD), Root Mean Square Error 

(RMSE), and Mean Absolute Percentage Error (MAPE) [41], [42]. 

1.4.1 Root Mean Square Error 

The test of the dispersion of predicted errors over real data sets is the Root Mean 

Square Error (RMSE). In other words, the RMSE elucidates how close an 

estimated model's forecasted values are to the actual data points. The formula is 

given as: 

2

1

ˆn t t
forecast i

Y Y
RMSE

n=

 −
=   

 
∑                                (16) 

where ˆ
tY  indicates the prediction, tY  the real data sets, and n  the size of the 

sample. 
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1.4.2 Mean Absolute Percentage Error 

The Mean Absolute Percentage Error (MAPE) is a percentage size measurement 

of a forecast's error. It is used to evaluate forecast accuracy and is expressed as: 

ˆ
1

100%
t t

forecast
t

Y Y
MAPE

n Y

 −
 = ×  
 
∑                 (17) 

1.4.3 Mean Absolute Deviation 

Mean Absolute Deviation (MAD) is the most fundamental indicator of prediction 

performance. MAD describes how large an error from the estimation is anticipated 

on mean as described by Eq. (18). 

 
1 ˆ

t tMAD Y Y
n

 = − 
 
∑                                                (18) 

The following is a discussion of the remaining sections: Section 2 explains the 

research approach, including data collection and preparation, the utilization of 

hybrid NARNN and Markov Chain model on the data and assessing the model’s 

efficiency using statistical metrics. Explanation of the findings are given in 

Section 3. Section 4 concludes with some quick observations and suggestions. 

2 Methods Used 

2.1 Data Collection 

A four-year period of daily primary data spanning 2018 to 2022 consisting of wire 

diameter (mm), length (m), number of spools, total length (km), number of wire 

breaks, and wire break rate as the independent variables and location of wire 

breaks as the dependent variable with a total data point of 261502 for each of the 

variables was used for the study. This data was taken at the wire drawing 

machines in a cable manufacturing industry in Ghana. The data was merged, 

cleaned, and organized for the analysis process. 

2.2 Hybrid NARNN and Markov Chain Construction 

The implementation process for the NARNN model is shown methodically in the 

flowchart in Figure 2. To start, during the data pre-processing stage, the 

simulation's data was partitioned into training (80%) and testing (20%) datasets. 
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The NARNN weights and bias were subsequently initialized with random 

numbers. Every iteration of their values was adjusted using Levenberg–Marquardt 

Back-Propagation (LMBP). The goal was to attain a target error with the fewest 

possible iterations. The last phase involves assessing the NARNN's performance 

and predicting capacity using the test data. 

To predict the fault location on the basis of the output of NARNN, the 

performance is evaluated based on their probabilities. Figure 3 depicts the 

prediction stage of the located faults during the wire drawing stage of the cable 

manufacturing process. The variables y(t-1), y(t-2), y(t-3) and y(t-4) represents the 

input variables for instance the total wire length, number of spools, number of 

wire breaks and wire break rate. The location of wire breaks such as the drawing 

chamber, annealing chamber, dancer, and capstan, among others, is represented by 

the predicted output y(t). 

start

Data Pre-processing

Training data y(t)

NARNN Weights and 

bias initialization 

LMBP training 

Testing data y’(t)

Trained NARNN

Performance evaluation and validation of 

prediction model

stop   

y(t-1)

y(t-2)

y(t-3)

y(t-4)

y(t)

 

Figure 2                                                                Figure 3 

Flowchart of NARNN Model                          Fault Location Model of the NARNN 

After the NARNN had classified the various faults, the Markov chain model was 

used to predict the probabilities of the faults occurring within a given location and 

the probability of faults occurring in other locations based on their pivot points. 

Firstly, the number of faults occurring within a given location was converted into 

a transitional matrix. Afterwards, a discrete-time Markov chain was created.  

The results of the Markov chain prediction were then displaced in the form of a 

chain displaying their transitional probabilities at various locations. 

2.3 Construction of the Decision Tree Algorithm 

The construction of the decision tree algorithm was achieved using Minitab 

Statistical Software version 21.1.0 after the dataset was loaded into the software.  

A decision tree plot and other statistical parameters were then recorded. 
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2.4 Simulations 

The NARNN-Markov chain model and decision tree algorithm were checked for 

relevance, robustness, and inaccuracies using simulations of the dependent and 

independent variables. Owing to the NARNN's lack of interpretability of the fault 

location, the Markov chain was used to predict the probability of fault locations. 

3 Results and Discussion 

3.1 Exploratory Analysis 

A summary of the variables taken into consideration in this research is shown in 

the Table 1. The average values of the variables considered in the descriptive 

statistics are given by 13583, 7.6646, 99.32, 0.7834, and 14.02 for length, number 

of spools, total length, number of wire breaks, and break rate, respectively.  

The Standard Error of the Mean (SE Mean) was also 192, 0.0819, 2.61, 0.0252, 

and 0.850 for length, number of spools, total length, number of wire breaks, and 

break rate. The smaller the standard error, the lower the risk. Likewise, the 

kurtosis was also reported as 126.66, 0.35, 694.37, 6.43, and 171.88 respectively 

for length, number of spools, total length, number of wire breaks, and break rate. 

From a statistical point of view, the variance is not constant, hence the data is 

heteroskedastic based on the kurtosis of the variables length, total length, number 

of wire breaks, and break rate being greater than 3. 

Table 1 

Exploratory Data Analysis 

Variable Mean Standard Error of 

Mean 

Kurtosis 

Length 13583 192 126.66 

Number of spools 7.6646 0.0819 0.35 

Total length 99.32 2.61 694.37 

Number of wire breaks 0.7834 0.0252 6.42 

Break rate 14.02 0.850 171.88 

3.2 Statistics of Faults at Various Locations 

The statistics of wire breaks at various drawing machine locations between 2018 

and 2022 are displayed in Figure 4. From the collected data, it can be seen that the 

drawing chamber had the highest number of wire breaks of 763. This was closely 



R. A. Ofosu et al. A Hybrid Prediction Fault Location Model in Copper Wire Manufacturing Process 

 – 158 – 

followed by the capstan with 339 wire breaks. The next significant wire break was 

observed in the annealing chamber, with 276 wire breaks in this location.  

The number of unspecified wire break locations was reported as 475. Among all 

this break locations, the traverse was observed to be the list with a value of 1.  

The data unambiguously demonstrates that, as is typically found in most cable 

manufacturing companies, the drawing chamber, capstan, annealing chamber, poor 

basket coiling as a result of entanglement, and the dancer are the major locations 

where there is frequently occurring wire breakage. The crucial steps in the wire 

drawing process take place at these locations. The most common faults in the 

various locations occur due to wire tension as a result of low drawing or annealing 

solution concentration, entanglement in the basket, inadequate solution flow on 

dies, bad dies, wire locking in machines, rough surfaces on rollers, annealing 

bearing failure, improper setting of the drives and tensioner, copper dust in dies, 

rough surface of contact band, oxidation of wire due to bad steam flow in the 

annealer, power outages, torque or speed variation due to changes in roll diameter 

between the payoff drive and the take-up drive, and changing line speed in the 

drawing stage of the cable, among other factors. Hence, the need to predict the 

location where faults are likely to occur to help experts easily identify faults when 

they occur. 

 

Figure 4 

Number of breaks per location 

3.3 Trend Analysis 

To determine the nature of the data set, a trend analysis was conducted. The linear, 

exponential and quadratic models was considered. However, the quadratic model 

was the best among them as shown in Figures 5, 6, 7. Again, a measure of 

accuracy of the model thus MAPE, MAD and MSD were used as the error metric 

to determine the model’s accuracy. It was discovered that for all the variables 

considered such as the wire break rate, number of wire breaks and total length the 

MAD had the least value of 18.47, 0.9311and 47.1 respectively and therefore the 

best value statistically. 
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                            Figure 5                                                                           Figure 6 

      Quadratic trend model for Total Length               Quadratic trend model for Number of Wire breaks 

 

Figure 7 

Quadratic trend model for break rate 

3.4 Optimal Decision Tree Results 

In all, there are four (4) nodes, namely nodes 1 through 4, and four different 

patterns to achieve an optimal solution as depicted in Figure 8. To achieve an 

optimal solution based on the mean and standard deviation from the nodes, it 

could be observed that the system started at node 1 and branched to node 2 and 

node 4, with a termination at node 4, with a mean and standard deviation of 

272.711 and 192.197, respectively. Compared to node 2 and terminal node 4, it 

can be concluded that node 2 had the optimal values with the least mean and 

standard deviation of 12.5334 and 36.2605 respectively compared to that of 

terminal node 4. At terminal node 2, there was another branch to determine an 

optimal value, namely terminal node 1 and node 3. Finally, at node 3, there was a 

branch with final termination at terminal nodes 2 and 3. From the analysis, it can 

be seen that at all the terminal points, terminal node 1 had the best optimal value 

of 0.546871 and 3.02142, respectively, for the mean and standard deviation. This 

implies that terminal node 1 is the best model to predict the exact location of the 

faults during the wire drawing process. 
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Figure 8 

Optimal decision tree diagram 

3.5 Hybrid NARNN and Markov Chain Predictive Model 

In determining the location of fault during the wire drawing process, the variables 

that were considered were total length, number of spools, and break rate, and the 

possible fault locations were the drawing chamber, capstan, payoff, annealing 

chamber, dancer, bad coiling basket, power outage, winder drive, AC motor trip, 

and entanglement, with the number of faults recorded in the various locations.  

Hence, in order to predict the fault occurring within a given location, the NARNN 

was used to effectively locate the fault condition, as shown in Figure 9.  

The NARNN diagram was used to determine the pattern of signal in faults per the 

location in a short time so as to indicate the specific location of faults. 

 

Figure 9 

NARNN Predicted Fault Location 
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To predict the faults from one location to the other based on their transitional 

probabilities, the Markov chain model was used as shown in Figure 10. This was 

to determine the probability at which a fault can occur in another location. 

D
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C
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0.17

0.34

0.29

0.2

0.12

0.33

0.2

0.4
0.25

0.38

0.20.14

0.25

0.13

0.17

 

Figure 10 

Markov Chain Transitional Probability Diagram 

The transitional probability diagram has four pivots, A, B, C, and D, representing 

the fault locations: drawing chamber, payoff drive, take-up drive, and traverse. 

The transitional probabilities of fault location occurring at the various pivots are 

0.43, 0.25, 0.17, and 0.13, respectively. The transitional probability of a fault from 

the drawing chamber to the traverse is 0.34, which corresponds to the annealing 

chamber's transitional probability. Accordingly, there is a 34% likelihood of the 

fault being located at the annealing chamber from the drawing chamber to the 

traverse. Once more, the transitional probability of faults from the payoff drive to 

the take-up drive is 0.29, which matches to the dancer's transitional probability. 

As a result, there is a 29% possibility that the fault is located at the dancer from 

the payoff drive to the take-up drive. 

Similarly, the transitional probability of faults from the drawing chamber to the 

payoff drive is 0.38, which represents the transitional probability of the capstan. 

This indicates that there is a 38% chance that the fault will be found at the capstan 

linking the drawing chamber to the payoff drive. Additionally, the transitional 

probability of faults from traverse to payoff drive is 0.17, which is the transitional 

probability of the recycling system. It translates to a 17% likelihood that the fault 

will be found at the recycling system between the traverse and the payoff. 

Furthermore, the diesing chamber's transitional probability, which is given by the 

transitional probability of faults from the take-up to the traverse, is 0.2. In other 

words, there is a 20% chance that the fault will be found in the diesing chamber 

from the take-up to traverse. 

These findings are consistent, with distinct transitional probabilities, across 

different fault locations. Hence, there is a high probability of faults being located 

at Pivot A, which is the drawing chamber with a high transitional probability. If a 
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fault is detected in the drawing chamber, it can also damage the annealing 

chamber, capstan, and dancer, which are essential components of the drawing 

machine. Therefore, extra attention should be paid to the drawing chamber during 

the production process to minimize faults from affecting other locations of the 

drawing machine. 

3.6 Predictive Performance Indicators of the Models 

Table 2 depicts the performance indicators of the decision tree algorithm and the 

NARNN. To measure the model’s accuracy for the training data using the decision 

tree, it was observed that the MAPE had the lowest value of 1.2191 and was hence 

the best model. This was followed by MAD with a value of 8.6312. The RMSE 

had the highest value of 24.4991, which clearly depicts that the RMSE cannot be 

considered the best indicator when evaluating the model’s accuracy. In the same 

way, the R-square value recorded using the decision tree was 65.66%, indicating 

that the model is adequate. The same trend was also observed in the testing. 

Again, the training results from the NARNN depict that the MAD had the lowest 

value of 0.01153, which shows that it is the best indicator for measuring the 

accuracy of the model. This was closely followed by RMSE with a value of 

0.4285496 with the worse indicator among the error metrices being MAPE with a 

value of 1.250. It was also observed that the testing data mimicked the training 

data, with MAD and RMSE as the best indicators, respectively.  In comparison 

with the decision tree, it can be deduced that the NARNN had the best model 

based on the error matrices considered in this study. 

Table 2 

Error Metric Indicators 

Error 

Metrics  

Decision Tree NARNN 

Training Testing Training Testing 

RMSE 24.4991 43.1110 0.4285496 0.5832 

MAD 8.6312  10.7418 0.01153 0.7134 

MAPE 1.2191  0.9811 1.2500 2.5312 

R-squared 65.66% 17.59%   

3.7 Predicted results of Research Data 

Figures 11, 12, 13, and 14 show the predicted graphs of the research variables 

such as total length, number of wire breaks, number of spools, and break rate for 

the years 2018 to 2024 based on the NARNN model. 
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                                     Figure 11                                                            Figure 12 

Predicted Results for Total Length                  Predicted Results for Number of Spools 

      

                                          Figure 13                                                          Figure 14 

      Predicted Results for Number of Wire Breaks         Predicted Results for Wire Break Rate 

In summary, the research findings indicate that the hybrid model produced a 

highly predictive result and smooth transitional probabilities between fault 

locations when compared to the classical techniques  reported in [12], [26], [35], 

[36]. 

Conclusions 

In summary, the prediction of wire break location during the cable drawing 

process has been achieved. It was observed that the hybrid NARNN and Markov 

chain model could effectively predict the break location with higher accuracy 

when compared to that of the decision tree. One key finding of this research is that 

no literature has reported on prediction of wire break location in the cable 

manufacturing industry, and the application of NARNN and the Markov chain 

model to wire break location prediction further enhances the novelty of this 

research. It is recommended that cable manufacturers adopt the proposed model 

for easy fault prediction during the wire drawing process so as to reduce 

downtime, minimize scrap production, and improve the efficiency and quality of 

manufactured cables. Subsequent research will center on utilizing machine 

learning techniques to predict fault locations in copper wire manufacturing. 
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Abstract: The enumeration of shortest paths in cubic grid is presented herein, which could 

have importance in image processing and also in the network sciences. The cubic grid 

considers three neighborhoods — namely, 6-, 18- and 26-neighborhood related to face 

connectivity, edge connectivity and vertex connectivity, respectively. The formulation for 

distance metrics is given. L1, D18, and L∞ are the three metrics for 6-neighborhood, 18-

neighborhood and 26-neighborhood. The task is to count the number of minimal paths, based 

on given neighborhood relations, from any given point to any other, in the three-dimensional 

cubic grid. Based on the coordinate triplets describing the grid, the formulations for the three 

neighborhoods are presented in this work. The problem both of theoretical importance and 

has several practical aspects. 

Keywords: cubic grid; shortest paths; combinatorics; path counting; digital distances 

1 Introduction 

Shortest path (SP) problems have ample applications in digital geometry, which 
works on discrete spaces, that is, with points with integer coordinates. Based on the 
application, the shortest path problem can be formulated. Shortest path problems in 
various grids are defined based on digital distances. In the square grid, there are two 
classical neighbor relations defined [35] — cityblock and chessboard. The former 
contains horizontal and vertical movements; in chessboard motion the diagonal 
movements are also allowed. Consequently, two kinds of distances are defined in 
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this grid, which are well explained in [23, 34]. In the square grid, every coordinate 
of a point is independent. In n dimensional space, there are n independent 
coordinates to address its elements, i.e., usually either the vertices or the hypercubes 
of the grid. Working in the n-dimensional space, the neighborhood structure of the 
vertices is isomorphic to the neighborhood structure of the n-dimensional 
hypercubes. The scientific field ‘Geometry of Numbers’ is about these grids [2, 14, 
15, 18, 31]. The terms ‘tiling’, ‘array’ and ‘lattice’ are used approximately in the 
same meaning as we use ‘grid’ here. Counting paths as an image analysis tool has 
already been coined in [35], and solved with the cityblock and chessboard 
paths/distances in [4]. 

Considering non-traditional but still regular tilings, the triangular grid and the 
hexagonal grid have the graph-theoretic dual relation. In digital geometry, they have 
also been analyzed from various points of view. A connection among them and the 
cubic grid is established [16, 28, 31] and therefore, symmetric coordinate systems 
with three coordinates work nicely on these grids. The relation between square grid 
and hexagonal grid is explained in [38]. The three types of neighbor relation on the 
triangular tiling are already used in [6]. The three coordinates in this grid depend on 
each other [28] [30]. The digital distance of any two points, based on a fixed 
neighborhood criterion, is the length of a minimal-length path between the two 
points, where in every step along the path one moves to a neighbor point [28] [30]. 

The general Euclidean Shortest Path (ESP) problem is NP-hard [1] between two 
points amid polyhedral obstacles in the 3D space, moreover there could be 
exponentially many minimal path classes in single-source multiple-destination 
problems. A polynomial time algorithm for Euclidean Shortest Path computations, 
for cases where all the obstacles are convex and their number is small, is stated in 
[36]. The Euclidean shortest paths within a given cube-curve with arbitrary 
accuracy are given in [19]. ESP between two points is stated in [20-22] for 2D and 
3D using rubberband algorithms. An algorithm to compute an L1-minimal path 
from any point to any other that lies on or above a given polyhedral terrain is 
presented in [24]. 

The discrete version of the problem is somewhat different. In graphs, a dynamic 
programming approach, namely the Dijkstra algorithm gives an efficient way of 
computing a shortest path. Digital grids can be seen as infinite graphs, where the 
neighbor points (pixels, voxels, etc. depending on the dimension of the used space) 
are connected by edges. Here, we count the number of shortest (also called minimal) 
paths (NSP), since there usually exist more than one shortest path depending on the 
conditions and on the used type of paths as a shortest path is generally not unique 
(similarly as in graphs). On the square grid, for any two points, a recursive 
formulation for counting the shortest paths between them, in cityblock, in 
chessboard and in octagonal approaches, is presented in [4]. It is to be noted here, 
that the general formulation for chessboard shortest paths, between two points was 
given by a recursive method based on a generating function. Herein, we also give 
an alternative, non-recursive formulation, based on enumerative combinatorics in 
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Sec. 3. In [3], NSP between any pair of points, in a digital image, with respect to a 
particular neighbor criterion is presented, where the images are considered as 
matrices and thus matrix operations are used in the computation. Shortest isothetic 
path (cityblock) is determined between two points inside a digital object for a given 
grid size, in [8] [9]. Since a shortest isothetic path is usually not uniquely 
determined, finding the number of them is important [7]. Here, in this paper, we 
will discuss the path counting problem between two points whose coordinate triplets 
are given in cubic grid for 6- 18-, and 26-neighborhoods, i.e., L1, D18, and L1 metrics 
respectively. The path counting problems in 3D digital geometry for the three 
neighborhoods are presented in [11] [12] in a different way. The formulation of path 
counting problem in 26-neighborhood in [11] is based on the generating function 
stated in [3] [4], whereas in this paper we propose it in a comprehensive and straight 
forward way. In [12], the formulation for path counting problem in 18-
neighborhood is divided into three cases whereas the first two cases are based on 
the generating function stated in [3, 4] and the third one is based on induction on 
the length of minimal paths. The formulation for 18-neighborhood proposed here is 
much simpler and more definite devoid of any generating function.  
The computation of number of paths is more directly proposed here compared to 
the formulae in [11] [12]. All these formulae are proved here using combinatorial 
techniques. 

The number of minimal paths (NSP) is related to various descriptive measures of 
graphs and networks including graph indices. In networking various packages may 
be sent in different but same length paths and in this way, NSP could be used to 
measure the width of the network between the given nodes. Thus, our study has not 
only theoretical interest, but also practical ones due to applicability both in imaging 
and in networking. 

The paper is written in the following structure. The preliminaries are discussed in 
Section 2. The formulation of NSP in cubic grid for 6-neighborhoods, 18-
neighborhoods, and 26-neighborhoods are given in Sections 3, 4, and 5 
respectively. Section 6 presents concluding remarks. 

2 Preliminaries 

Based on [17], the cubic grid on Ρ3 will be denoted by Ζ3, and defined as  
Ζ3 = {(c1, c2, c3) | c1, c2, c3 ∈ Ζ}. Let G be any set of points in Ρ3. The Voronoi 

neighborhood of g ∈ G is defined as NG(g) = {v ∈ Ρ3 | ∀h ∈ G, ||v – g|| ≤ ||v – h||}. 

The Voronoi neighborhood of (c1, c2, c3) in Ζ3 is a unit cube centered in  
(c1, c2, c3); in this way, the space is tessellated by unit cubes. When perceived as a 
set of points in Ρ3, Ζ3 is referred to as a cubic grid. The Voronoi neighborhoods in 
a grid in Ρ3 are referred to, as voxels. Figure 1 represents the directions of the three 
axes in the cubic grid and the origin is also shown. 
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There are three widely used neighborhoods in Ζ3. Those are 26-, 18- and  
6-neighborhood called face-edge-vertex neighbors, face-edge neighbors and face 
neighbors, respectively. Let r = (xr, yr, zr) ∈Ζ3 and si = (xsi

, ysi
, zsi

) ∈Ζ3 be all the 
points fulfilling the condition max {| xr – xsi

|, | yr – ysi
|, | zr – zsi

|} ≤ 1: 

N6(r) = {si : | xr – xsi
| + | yr – ysi

| + | zr – zsi
| ≤ 1} 

N18(r) = {si : | xr – xsi
| + | yr – ysi

| + | zr – zsi
| ≤ 2} 

N26(r) = {si : | xr – xsi
| + | yr – ysi

| + | zr – zsi
| ≤ 3} 

These are shown in Fig. 2. The neighbor voxels N6(r), N18(r), and N26(r) are shown 
in red (orange, in the figure on the right), magenta, and yellow colors. The voxels 
which are in 6-neighborhood of r, are face connected with r. The edge connected 
and vertex connected voxels are in N18(r), and N26(r) of r respectively. 

     
Figure 1 

The origin and the directions of the three axes 

    
6-neighborhood          18-neighborhood                    26-neighborhood 

Figure 2 
The three neighborhoods, the central cube with its 6-, 18- and 26-neighbors 

Let us consider two points q and p in cubic grid. The problem is to find the NSP 
between p and q with a given neighbor relation. To formulate the problem, the 
points have to be translated such that either p or q be in origin (0,0,0). Let the 
coordinates of the points be p = (xp, yp, zp) and q = (xq, yq, zq). The coordinates of 
the points after translation will be p = (xp – xq, yp – yq, zp – zq) and q = (0,0,0). 

We may also recall the general definition of Lm distances in 3D between two points, 
which is given below. 
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𝐿𝐿𝑚𝑚(𝑝𝑝, 𝑞𝑞) = ��𝑥𝑥𝑝𝑝 − 𝑥𝑥𝑞𝑞�𝑚𝑚 + �𝑦𝑦𝑝𝑝 − 𝑦𝑦𝑞𝑞�𝑚𝑚 + �𝑧𝑧𝑝𝑝 − 𝑧𝑧𝑞𝑞�𝑚𝑚� 1𝑚𝑚                                          (1) 

They are usually defined under the condition m ≥ 1. The digital distances are 
discussed in [3, 4, 29]. We recall that the length of a minimal path from  
p = (xp, yp, zp) to q(0,0,0) in cubic grid in 6-neighborhood, 18-neighborhood, and 
26-neighborhood are denoted by metrics — L1, D18, and L∞ respectively, since, as 
it is well-known, the 6- and 26-neighborhood based distances coincide with the L1 
distance, and to the L∞ distance which is obtained in the limit m → ∞. 

L1(p, q) = D6(p, q) = (|xp| + |yp| + |zp||)             (2) 𝐷𝐷18(𝑝𝑝, 𝑞𝑞) = max �max��𝑥𝑥𝑝𝑝�, �𝑦𝑦𝑝𝑝�, �𝑧𝑧𝑝𝑝��, ��𝑥𝑥𝑝𝑝� + �𝑦𝑦𝑝𝑝� + �𝑧𝑧𝑝𝑝�
2

��                                (3) 

L∞(p, q) = D26(p, q) = max{|xp|, |yp|, |zp||}             (4) 

We also note that both the L2 and D18 distances are between the above mentioned 
“extremal” cases, i.e., both L1(p, q) ≥ L2(p, q) ≥ L∞(p, q) and D6(p, q) ≥ D18(p, q) ≥ 
D26(p, q) are satisfied for any pairs of points q, p ∈Ζ3. Furthermore, no digital 
distance is known that produces L2 for any pairs of points, thus to approximate the 
Euclidean distance by digital distances is still a hot topic both in 2D and 3D  
[5, 13, 25-27, 32, 33, 37]. 

3 Number of Minimal Paths in 6-Neighborhood 

Theorem 1. The number of minimal paths from q = (0,0,0) to any point p = (i,j,k) 
in 6-neighborhood is 𝑓𝑓6𝑁𝑁(𝑖𝑖, 𝑗𝑗, 𝑘𝑘) =

(|𝑖𝑖|+|𝑗𝑗|+|𝑘𝑘|)!

|𝑖𝑖|!|𝑗𝑗|!|𝑘𝑘|!
                                                                                       (5) 

Proof. Without loss of generality, one may assume that the coordinates of the point 
p are nonnegative, that is i, j, k ≥ 0. In 3D, two points, p’(i1, j1, k1) and q’(i2, j2, k2), 
are in 6-neighborhood if they share a face, i.e., when the following condition holds: 

|i1 – i2| + |j1 – j2| + |k1 – k2| = 1 

Thus, since the coordinates are integers, in 6-neighborhood, in each step of a 
shortest path only one coordinate changes by ±1 and the other two coordinates do 
not change. The other coordinates of the points coincide respectively. So, the length 
of a shortest path between p(i, j, k) and q(0; 0; 0) in 6-neighborhood is i + j + k (Eqn. 
2), the sum of the movements along three axes. Out of total i + j + k steps i, j, and k 
steps are taken along the x-, y-, and z-axes respectively. Their order is arbitrary, thus 
the total number of arrangements for a path length of |i| + |j| + |k| is given by 
(|𝑖𝑖|+|𝑗𝑗|+|𝑘𝑘|)!

|𝑖𝑖|!|𝑗𝑗|!|𝑘𝑘|!
, which is the total NSP in 6-neighborhood.              ∎ 
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Figure 3 

In Fig. 3 the NSP of length three and four are shown for some of the points along 
with the coordinate triplets. Actually, these numbers are the trinomial coefficients: 
(|𝑖𝑖|+|𝑗𝑗|+|𝑘𝑘|)!

|𝑖𝑖|!|𝑗𝑗|!|𝑘𝑘|!
  which could play a role in expansions like (x + y + z)n, see, e.g., [4]. 

It is to be noted here that NSP in 6-neighborhood in cubic grid is similar for some 
of the coordinates where x = 0 or y = 0 or z = 0, with the values in 4-neighborhood 
in 2D, i.e., the cityblock (or L1) distance in 2D, coinciding with the binomial 
coefficients. More formally, if the points p(i1, j1, k1) and q(i2, j2, k2) share a 
coordinate (e.g., i1 = i2), then their distance and NSP (in 6-neighborhood) between 
them can be computed in the same way as between the points analogous points in 
2D with 4-neighborhood neglecting the common coordinate, i.e., between  
pyz(j1, k1) and qyz(j2, k2). 

4 Number of Minimal Paths in 18-Neighborhood 

Without loss of generality, we assume that i, j, k ≥ 0. The length of a shortest path 
in 18-neighborhood is either maximum of i, j, k or �𝑖𝑖+𝑗𝑗+𝑘𝑘2 � (Eqn. 3). The NSP is 
discussed in the following two theorems according to two cases. In our theorems q 
will be the origin, and we are counting the paths to the point p = (i, j, k), i.e., its x 
coordinate is i, its y coordinate is j and z coordinate is k, the coordinate axes and 
their directions as shown in Fig. 1. 

In the next theorem, without loss of generality, we assume that i ≥ j and i ≥ k, i.e., 
the first coordinate value of p is (one of) the largest. Further, we use the variables a 
and b to denote the number of steps in specific directions made in a shortest path: 
whenever 2 of the coordinates are changed in a step, which is legal in this case, 
opposite to the previously studied D6 case, there could be steps where both 
coordinates are increasing in a step, but also some steps where only the first 
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coordinate is increasing and one of the other is decreasing. The variables a and b 
denote the possible numbers of such steps when the first coordinate is increasing, 
but either the third (variable a) or the second coordinate (variable b, resp.) is 
decreasing. 

Theorem 2. Let q = (0, 0, 0) and p = (i, j, k) be two points such that D18 = max {i, 
j, k} = i. Then, by using 18-neighborhood, from q to p, the number of minimal paths 
is 𝑓𝑓18𝑁𝑁(𝑖𝑖, 𝑗𝑗, 𝑘𝑘) = ∑ 𝑖𝑖!𝑎𝑎!𝑏𝑏!(𝑘𝑘+𝑎𝑎)!(𝑗𝑗+𝑏𝑏)!�𝑖𝑖−𝑗𝑗−𝑘𝑘−2(𝑎𝑎+𝑏𝑏)�!

2(𝑎𝑎+𝑏𝑏)≤𝑖𝑖−𝑗𝑗−𝑘𝑘𝑎𝑎=0,𝑏𝑏=0 .                                  (6) 

where a and b are the number of steps in some shortest paths in right-away (positive 
x and negative z) and right-bottom (positive x and negative y) directions (based on 
the directions of the axes shown in Fig. 1), respectively. 

Proof. By the symmetry of the grid, one may assume that D18 = max {i, j, k} = i, 
i.e., there are i-steps from q to p. D18 = i, implies that i ≥ j and i ≥ k, moreover  
i ≥ j + k by Eqn. 3 (the cases when D18 = j or D18 = k are similar). In 18-
neighborhood, a path can proceed through either a face-shared neighbor (change in 
only one coordinate value) or an edge-shared neighbor (change in any two 
coordinate values). In Eqn. 6, a and b refer to the numbers of right-away and right-
bottom movements w.r.t. the positive x-axis (Fig. 1), respectively. Let c = k + a and 
d = j + b be the respective numbers of right and right-top movements. In a right-
away movement, the path moves to the edge-shared neighbor where the x-

coordinate increases by 1 and the z-coordinate decreases by 1 and in a right 
movement, both x- and z-coordinates increase by 1. Similarly, in a right-bottom 
movement x-coordinate increases and y-coordinates decreases while for a right-top 
movement, both the x and y coordinates increase. The sum of movements cannot be 
more than i: a + b + c + d ≤ i, i.e., 2(a + b) ≤ i  − j − k. The right-away and the right 
movements as well as the right-top and the right-bottom movements have some 
limits. When a number of right-away movements are there, the right movements 
will be c = k + a such that the decrease of z-coordinate in a right-away moves is 
compensated by the increase of the z-coordinate in k + a right moves in order that 
the destination point has z-coordinate as k. Note that in each move the x-coordinate 
always increases by 1. Similarly, b number of right-bottom movements implies d = 
j + b number of right-top movements. Otherwise, it will not be possible to reach the 
destination in i steps. Apart from right-away, right, right-top, and right-bottom 
moves, there can be movements in x-direction only. For a given a, b, c, and d (i.e., 
right-away, right-bottom, right, and right-top respectively) steps, there are i − (a + 
b + c + d) = i − j − k − 2(a + b) number of steps in the positive x-direction to face 
neighbor. Thus, for a given a, b, c, and d combination, the total number of 
arrangements for a shortest path of length i is given by 𝑖𝑖!𝑎𝑎!𝑏𝑏!(𝑘𝑘+𝑎𝑎)!(𝑗𝑗+𝑏𝑏)!�𝑖𝑖−𝑗𝑗−𝑘𝑘−2(𝑎𝑎+𝑏𝑏)�!

. 

For different values of a and b, values of c and d are computed satisfying the 
condition that a + b + c + d ≤ i. Thus, total NSP is the summation over the different 
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possible combinations of a, b, c, and d values, and is given by Eqn. 6.                                                                                                       ∎ 

 

Figure 4 
The NSP (given inside the white circle) from origin to other points (coordinates are shown in 

parentheses) in 18-neighborhoods for path length three 

The NSP from q(0, 0, 0) to p where the length of path is three, are given in Fig. 4. 
It is to be noted that when D18 = max {i, j, k} = j or k, the above formula (Eqn. 6) 
will change accordingly. The number of paths from (0, 0, 0) to (0, 3, 0) is 13 and 
that to (0, 3, 1) is 12. 

Theorem 3. The number of minimal paths from q = (0, 0, 0) to any point  
p = (i, j, k) in 18-neighborhood when D18 = �𝑖𝑖+𝑗𝑗+𝑘𝑘2 � = 𝜏𝜏 is 

𝑓𝑓18𝑁𝑁(𝑖𝑖, 𝑗𝑗, 𝑘𝑘) = � 𝜏𝜏!

(𝜏𝜏−𝑖𝑖)!(𝜏𝜏−𝑗𝑗)!(𝜏𝜏−𝑘𝑘)!
,𝜏𝜏!�(𝜏𝜏−𝑖𝑖)(𝜏𝜏−𝑗𝑗)+(𝜏𝜏−𝑗𝑗)(𝜏𝜏−𝑘𝑘)+(𝜏𝜏−𝑘𝑘)(𝜏𝜏−𝑖𝑖)�

(𝜏𝜏−𝑖𝑖)!(𝜏𝜏−𝑗𝑗)!(𝜏𝜏−𝑘𝑘)!
,

when (𝑖𝑖 + 𝑗𝑗 + 𝑘𝑘) mod 2 = 0

when (𝑖𝑖 + 𝑗𝑗 + 𝑘𝑘) mod 2 = 1
.

            (7) 

Proof. At each step in 18-neighborhood, at most two coordinates can increase by 
one and the number of steps is τ. When i + j + k is even, as τ divides i + j + k with 
the quotient 2 which implies that at each step always two (distinct) coordinates will 
increase. Therefore, in a shortest path from q(0, 0, 0) to p(i, j, k) of length τ, the 
number of steps in both y- and z-directions is τ − i , in both x- and z-directions is τ 
− j, and in both x- and y-directions is τ − k. Thus, the number of possible 
arrangements, i.e., the NSP is 𝜏𝜏!

(𝜏𝜏−𝑖𝑖)!(𝜏𝜏−𝑗𝑗)!(𝜏𝜏−𝑘𝑘)!
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When i + j + k is odd, τ divides i + j + k + 1 and the quotient is 2 as D18 = �𝑖𝑖+𝑗𝑗+𝑘𝑘2 � =𝜏𝜏, it implies that for τ − 1 steps two coordinates will increase and in the rest one step 
only one of the three coordinates will increase (let it be called a singular step) giving 
rise to the following cases: 

Singular step in x-direction: A shortest path has one singular step in x-direction. 
Thus, there are rest τ − 1 steps, where at each step there are movements in two 
directions. The number of steps when there are movements in x- and y-directions in 
each step is (τ − 1) − k, in x- and z-direction is (τ − 1) − j, and in y- and z-direction 
is (τ − 1) − (i − 1) = L − i. So, the number of possible shortest paths with singular 
x-direction is 𝜏𝜏!

(𝜏𝜏−𝑖𝑖)!�(𝜏𝜏−1)−𝑗𝑗�!�(𝜏𝜏−1)−𝑘𝑘�!
=

𝜏𝜏!(𝜏𝜏−𝑗𝑗)(𝜏𝜏−𝑘𝑘)

(𝜏𝜏−𝑖𝑖)!(𝜏𝜏−𝑗𝑗)!(𝜏𝜏−𝑘𝑘)!
. When j > i + k and τ = j or 

k > i + j and τ = k the singular step in x-direction will never occur. 

Singular step in y-direction: There will be one singular step in y-direction. Here, 
the number of steps in x- and y-direction is (τ − 1) − k, in x- and z-direction is (τ − 
1) − (j − 1) = τ − j, and in y- and z-direction is (τ − 1) − i, giving the number of 
possible shortest path with singular y-direction as 𝜏𝜏!(𝜏𝜏−𝑖𝑖)(𝜏𝜏−𝑘𝑘)

(𝜏𝜏−𝑖𝑖)!(𝜏𝜏−𝑗𝑗)!(𝜏𝜏−𝑘𝑘)!
. When i > j + k 

and τ = i or k > i + j and τ = k the singular step in y-direction will never occur. 

Singular step in z-direction: One of the steps will be in the z-direction. The number 
of steps in x- and y-direction is (τ − 1) − (k − 1) = τ − k, in x- and z-direction is (τ − 
1) − j, and in y- and z-direction is (τ − 1) − i. Thus, the number of possible shortest 
paths with singular z-direction is given by 𝜏𝜏!(𝜏𝜏−𝑖𝑖)(𝜏𝜏−𝑗𝑗)

(𝜏𝜏−𝑖𝑖)!(𝜏𝜏−𝑗𝑗)!(𝜏𝜏−𝑘𝑘)!
. When j > i + k and τ = j 

or i > j + k and τ = i the singular step in z-direction will never occur. 

Hence, the total NSP when i + j + k is odd is given by  𝜏𝜏!(𝜏𝜏−𝑗𝑗)(𝜏𝜏−𝑘𝑘)

(𝜏𝜏−𝑖𝑖)!(𝜏𝜏−𝑗𝑗)!(𝜏𝜏−𝑘𝑘)!
+

𝜏𝜏!(𝜏𝜏−𝑖𝑖)(𝜏𝜏−𝑘𝑘)

(𝜏𝜏−𝑖𝑖)!(𝜏𝜏−𝑗𝑗)!(𝜏𝜏−𝑘𝑘)!
+

𝜏𝜏!(𝜏𝜏−𝑖𝑖)(𝜏𝜏−𝑗𝑗)

(𝜏𝜏−𝑖𝑖)!(𝜏𝜏−𝑗𝑗)!(𝜏𝜏−𝑘𝑘)!
= 𝜏𝜏!�(𝜏𝜏−𝑖𝑖)(𝜏𝜏−𝑗𝑗)+(𝜏𝜏−𝑗𝑗)(𝜏𝜏−𝑘𝑘)+(𝜏𝜏−𝑘𝑘)(𝜏𝜏−𝑖𝑖)�

(𝜏𝜏−𝑖𝑖)!(𝜏𝜏−𝑗𝑗)!(𝜏𝜏−𝑘𝑘)!
.                                                                           ∎ 

The NSP for path length three is shown in Fig. 4. The NSP from (0, 0, 0) to (2, 2, 
2) is 6 where i + j + k is even and that to (1, 2, 2) is 15 where i + j + k is odd.  
The number of paths from (0, 0, 0) to (0, 3, 2) satisfy both the equations stated in 
Theorem 2 and 3 and that from (0, 0, 0) to (2, 3, 1) also satisfy both the equations 
(see Fig. 4). To compute NSP between (0, 0, 0) and (9, 5, 4), the formula stated in 
Theorem 2 and 3 (here, i + j + k is even) both are applicable and produce same 
result, 630. Similarly, to find NSP between (0, 0, 0) and (9, 4, 4), the formula stated 
in Theorem 2 and 3 (here, i + j + k is odd) both yield same result 630. Remember 
that the distance D18 is computed as the maximum of a set. In some cases, it may 
happen that there are more maximal elements of this set, and thus, both Theorem 2 
and 3 can be applied to count NSP. In these cases, they must give the same value, 
as we state formally in the following. 



M. Dutt et al. Counting of Shortest Paths in Cubic Grid 

‒ 178 ‒ 

Corollary 1. The number of minimal paths from q = (0, 0, 0) to any point p = (i, j, 
k) in 18-neighborhood when D18 = �𝑖𝑖+𝑗𝑗+𝑘𝑘2 � = max{i, j, k} = τ = i, f18N(i, j, k) is as 
follows. 𝑓𝑓18𝑁𝑁(𝑖𝑖, 𝑗𝑗, 𝑘𝑘) = ∑ 𝑖𝑖!𝑎𝑎!𝑏𝑏!(𝑘𝑘+𝑎𝑎)!(𝑗𝑗+𝑏𝑏)!�𝑖𝑖−𝑗𝑗−𝑘𝑘−2(𝑎𝑎+𝑏𝑏)�!

2(𝑎𝑎+𝑏𝑏)≤𝑖𝑖−𝑗𝑗−𝑘𝑘𝑎𝑎=0,𝑏𝑏=0 =

� 𝜏𝜏!

(𝜏𝜏−𝑖𝑖)!(𝜏𝜏−𝑗𝑗)!(𝜏𝜏−𝑘𝑘)!
,𝜏𝜏!�(𝜏𝜏−𝑖𝑖)(𝜏𝜏−𝑗𝑗)+(𝜏𝜏−𝑗𝑗)(𝜏𝜏−𝑘𝑘)+(𝜏𝜏−𝑘𝑘)(𝜏𝜏−𝑖𝑖)�

(𝜏𝜏−𝑖𝑖)!(𝜏𝜏−𝑗𝑗)!(𝜏𝜏−𝑘𝑘)!
,

when (𝑖𝑖 + 𝑗𝑗 + 𝑘𝑘) mod 2 = 0

when (𝑖𝑖 + 𝑗𝑗 + 𝑘𝑘) mod 2 = 1
                       (8) 

Proof. The proof can be done mathematically in two parts when i + j + k is even 
and when it is odd. Let τ = 𝑖𝑖+𝑗𝑗+𝑘𝑘2 = 𝑖𝑖, i.e., i + j + k is even. Thus, i − j − k = 0. Putting 
i − j − k = 0, in Eqn. 6 (see Theorem 2) we get, 𝑓𝑓18𝑁𝑁(𝑖𝑖, 𝑗𝑗, 𝑘𝑘) =∑ 𝑖𝑖!𝑎𝑎!𝑏𝑏!(𝑘𝑘+𝑎𝑎)!(𝑗𝑗+𝑏𝑏)!�−2(𝑎𝑎+𝑏𝑏)�!

2(𝑎𝑎+𝑏𝑏)≤0𝑎𝑎=0,𝑏𝑏=0 , as there is only one possibility for the values of 

a and b, i.e., a = b = 0 since 2(a+b) ≤ i − j − k = 0. By putting these values, we get 𝑖𝑖!𝑗𝑗!𝑘𝑘!
. Since, τ = i, i − j = k and i − k = j. Putting these values in the first expression of 

Eqn. 7 (see Theorem 3) when i + j + k is even, we get 𝑖𝑖!𝑗𝑗!𝑘𝑘!
. Hence proved. 

For the second part, when i + j + k is odd, τ = 𝑖𝑖+𝑗𝑗+𝑘𝑘+12 = 𝑖𝑖. Thus, i − j − k = 1. Putting 
i − j − k = 1 in Eqn. 6 (see Theorem 2) we get, 𝑓𝑓18𝑁𝑁(𝑖𝑖, 𝑗𝑗, 𝑘𝑘) =∑ 𝑖𝑖!𝑎𝑎!𝑏𝑏!(𝑘𝑘+𝑎𝑎)!(𝑗𝑗+𝑏𝑏)!�1−2(𝑎𝑎+𝑏𝑏)�!

2(𝑎𝑎+𝑏𝑏)≤1𝑎𝑎=0,𝑏𝑏=0 , as there is one possibility for the values of a and 

b, i.e., a = b = 0 since 2(a+b) ≤ i − j − k = 1. By putting these values, we get 𝑖𝑖!𝑗𝑗!𝑘𝑘!
. 

Now, τ − i = 0, τ − j = k + 1, τ − k = j + 1. Thus, 𝜏𝜏!�(𝜏𝜏−𝑖𝑖)(𝜏𝜏−𝑗𝑗)+(𝜏𝜏−𝑗𝑗)(𝜏𝜏−𝑘𝑘)+(𝜏𝜏−𝑘𝑘)(𝜏𝜏−𝑖𝑖)�
(𝜏𝜏−𝑖𝑖)!(𝜏𝜏−𝑗𝑗)!(𝜏𝜏−𝑘𝑘)!

=𝑖𝑖!(0+(𝑗𝑗+1)(𝑘𝑘+1)+0)0!(𝑗𝑗+1)!(𝑘𝑘+1)!
=

𝑖𝑖!𝑗𝑗!𝑘𝑘!
. Hence proved.         ∎ 

Similarly, the above-mentioned equation (Eqn. 8) can be proved when τ = j or k. 

5 Number of Minimal Paths in 26-Neighborhood 

The formulation for NSP in 26-neighborhood in cubic grid depends on NSP in 8-
neighborhood in 2D. This is exactly the chessboard distance in 2D [35]. The NSP 
in 8-neighborhood in 2D had been proposed by Das [3, 4] with recurrence relations, 
in this paper we show a shorter direct proof with combinatorial tools (Eqn. 9). We 
count NSP from the origin to a point p(i, j). Without loss of generality, we may 
assume that the absolute value of the first coordinate of p is not less than the absolute 
value of its second coordinate, i.e., |i| ≥ |j|. Similarly, as in Theorem 2, we use a 
variable, here b, to denote the possible number of steps that in which both 
coordinates are changed, the first is changed in the direction of p from q, while the 
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second one is changed in opposite way. Based on that we formulate the result in the 
next theorem, and one may see the formal details in the proof. 

Theorem 4. Let q = (0, 0) be the origin, and let point p = (i, j) be such that their 
distance is i. Then, in 2D with 8-neighborhood, the number of minimal paths from 
q to the point p is given by 

𝑓𝑓8(𝑖𝑖, 𝑗𝑗) = � |𝑖𝑖|!𝑏𝑏! (|𝑗𝑗| + 𝑏𝑏)! (|𝑖𝑖| − |𝑗𝑗| − 2𝑏𝑏)!

2𝑏𝑏≤|𝑖𝑖|−|𝑗𝑗|

𝑏𝑏=0      where |𝑖𝑖| ≥ |𝑗𝑗|                      (9) 

Proof. The length of a shortest path between p(i, j) and q(0, 0) in 8-neighborhood 
is max {|i|, |j|}. By the symmetry of the grid, we show the proof for the case 0 ≤ j ≤ 
i, in this case the distance is i. With respect to the positive x-direction, let b be the 
number of moves along right-bottom diagonal in the shortest path where x-

coordinate increases by 1 and y-coordinate decreases by 1, and d = |j| + b be the 
number of moves along right-top diagonal in the shortest path where the x- and y-
coordinates increases by 1. A shortest path involves i steps, out of which if there are 
b right-bottom moves then d = j + b moves only in right-top direction, hence, the 
number of paths is given by |𝑖𝑖|!𝑏𝑏!(𝑗𝑗+𝑏𝑏)!(𝑖𝑖−𝑗𝑗−2𝑏𝑏)!

. It may be noted here that b + d ≤ i, i.e., 
i − j − 2b as the total number of moves cannot be more than i. By summing over the 
different possible combinations of b and d, the total number of shortest paths is 
given by 𝑓𝑓8(𝑖𝑖, 𝑗𝑗) = ∑ |𝑖𝑖|!𝑏𝑏!(𝑗𝑗+𝑏𝑏)!(𝑖𝑖−𝑗𝑗−2𝑏𝑏)!

2𝑏𝑏≤ 𝑖𝑖−𝑗𝑗𝑏𝑏=0 .                                              ∎ 

The number of paths from q(0, 0) to other points in 8-neighborhood in 2D are shown 
in Fig. 5. Figure 6 shows two examples of all possible paths from a source to 
destination. For a particular path (shown in red) among all possible shortest paths, 
the l and r values are given for ease of understanding. The formulation for |j| > |i|, 
is just reverse (exchanging i with j) of the above equation (Eq. 9). The values 
appearing in 8-neighborhood in 2D are also present in 26-neighborhood of cubic 
grid counting the number of shortest paths from the origin to p(i, j, k) if i = j ≥ k or 
j = k ≥ i or i = k ≥ j (see Fig. 5 and Fig. 7). 

Now we are ready to state our last result. Without loss of generality, we count the 
NSP from the origin to a point p = (i, j, k) such that their distance is i, i.e., |i| ≥ |j| 
and |i| ≥ |k|. The variables a and b are used to count those steps where the y and the 
z coordinates are changing not to the direction of j and k, respectively, i.e., they are 
decreasing if the appropriate coordinate of p is nonnegative. 

Theorem 5. The number of minimal paths from q = (0, 0, 0) to any point  
p = (i, j, k) in 26-neighborhood is 
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Figure 5 
The NSP from origin to other points in 8-neighborhood in 2D. (The coordinate pairs are written 

in parentheses and the corresponding NSP values are also mentioned.) 

𝑓𝑓26𝑁𝑁(𝑖𝑖, 𝑗𝑗, 𝑘𝑘) = � |𝑖𝑖|!𝑏𝑏! (|𝑗𝑗| + 𝑏𝑏)! (|𝑖𝑖| − |𝑗𝑗| − 2𝑏𝑏)!

2𝑏𝑏≤|𝑖𝑖|−|𝑗𝑗|

𝑏𝑏=0
× � |𝑖𝑖|!𝑎𝑎! (|𝑘𝑘| + 𝑎𝑎)! (|𝑖𝑖| − |𝑘𝑘| − 2𝑎𝑎)!

2𝑎𝑎≤|𝑖𝑖|−|𝑘𝑘|

𝑎𝑎=0                                 (10) 

Proof. The length of a minimal path between p(i, j, k) and q(0, 0, 0) in 26-
neighborhood is max {|i|, |j|, |k|} = i (given in Eqn. 4) (say). In each step of a shortest 
path in 26-neighborhood, at most three coordinates can change. A shortest path in 
26-neighborhood is a combination of a shortest path in xy-plane, from q(0, 0, 0) to 
pxy(i, j, 0) and a shortest path in xz-plane, from q(0, 0, 0) to pxz(i, 0, k). With each 
shortest path in xy-plane, each shortest path in xz-plane is combined to get the total 
NSP in 3D. Thus, the NSP in 26N is given by f(i, j) × f(i, k) where  
f(i, j) and f(i, k) are NSPs in xy- and xz-planes respectively (Theorem 4). Thus,  
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Figure 6 

The NSP between the origin and other points in 8-neighborhood in 2D. The shaded portion 
shows the cells covered by all possible paths between two points out of which one path is 

shown by red color where |j| ≥ |i|. The path in left figure has b = 3 and d = |j| + b = 3 and that of 
right figure is b = 0 and d = |j| + b = 2. 𝑓𝑓26𝑁𝑁(𝑖𝑖, 𝑗𝑗, 𝑘𝑘) = ∑ |𝑖𝑖|!𝑏𝑏!(|𝑗𝑗|+𝑏𝑏)!(|𝑖𝑖|−|𝑗𝑗|−2𝑏𝑏)!

× ∑ |𝑖𝑖|!𝑎𝑎!(|𝑘𝑘|+𝑎𝑎)!(|𝑖𝑖|−|𝑘𝑘|−2𝑎𝑎)!

2𝑎𝑎≤|𝑖𝑖|−|𝑘𝑘|𝑎𝑎=02𝑏𝑏≤|𝑖𝑖|−|𝑗𝑗|𝑏𝑏=0   

Where, a and b indicate the numbers of steps in right-bottom projected directions 
(moves that simultaneously increasing the first and decreasing the second 
coordinates, i.e., in positive x- and in negative y-directions, the z-directions might 
be arbitrary, i.e., ±1 or +0 for these moves) and right-away projected directions 
(moves in positive x- and negative z-directions, by increasing the first and 
decreasing the third coordinate, while the second coordinate might change by ±1 or 
not in these moves), respectively, if j and k are nonnegative.                             ∎ 

From the Equation 10, the formulation for NSP between two points for |j| ≥ |k|, |i| 
and |k| ≥ |i|, |j| can be derived similarly. The NSP of length three between  
q(0, 0, 0) and some other points are shown in Fig. 7. Figure 8 shows an example 
path from q(0, 0, 0) to p(7, 4, 2) which has 2 right-away movements with 
corresponding 4 right movements and 1 right-bottom with corresponding 5 right-
top movements. 
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Figure 7 
The NSP from origin to other points in 26-neighborhoods for Length = 3. (The coordinate 

triplets are written in parentheses and the corresponding NSP are also mentioned.) Observe that 
the results are not only symmetric, but they are according to a multiplication table, by Eqn. 10, 
where the elements of the border rows and columns are specified by the formula for the 2D L∞ 
distance, i.e., the chessboard distance (Eqn. 9). Obviously, the diagonals contain the squares of 

the numbers shown at the borders. 
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Figure 8 
One of the shortest paths of length 7 from (0, 0, 0) to (7, 4, 2) is shown and correspondingly the 
values of l, r, b, and t are 2, 4, 1, and 5 respectively. The projection of the paths in xy-plane is 

shown at back in green color and that in xz-plane in blue color at the bottom. 

Conclusions 

The shortest path problem has various applications in several fields, especially in 
image processing and image analysis. Digital distances are some of the important 
features in this regard and many studies have already been presented. In this paper, 
extending the results of Das [4] from 2D to 3D, using L1, D18 and L∞ distances, the 
number of minimal paths (NSP) between any point pair in the cubic grid are 
presented for 6-, 18- and 26-neighborhood where the coordinate triplets of the two 
points are provided. It is also to be noted that the formulation for the NSP in 8-
neighborhood in 2D is stated in this paper using combinatorial tool. In future, NSP 
problem in cubic grid can be extended for general orthogonal polyhedron. A 3D 
object can be represented by 3D orthogonal polyhedron. The critical points at 
different parts of 3D orthogonal polyhedrons need to be identified and the numbers 
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of paths, between all such pairs of points, are important features for the shape 
analysis of 3D objects. Similar to the methods of path counting were applied in 2D 
images in [35]. 
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Abstract: Aviation’s global aftermarket is expected to grow 22% in 2023, topping $94 billion, 

and will reach $125 billion by 2033 with a 2.9% compound annual growth rate. Besides that, 

the aircraft maintenance industry operates in a highly dynamic and competitive environment 

where ceaseless development is a requirement to ensure continuity, profitability, and 

sustainability. Hence, and based on the actual technological level and so striving for higher 

level advancement and introduction of new technologies and processes in this area, a 

significant number of research and development projects are under way or in the pipeline. 

With so many new ideas and innovations, it is hard for the upper management to make 

informed decisions and be sure that those decisions are what the company needs. Usually, 

these decisions are mainly made from one or a set of managers’ points of view. However, the 

decision might not be suitable from a scientific point of view due to the numerous factors, 

data, and concerns that are very hard to spot without a numerical perspective. Hence, it is 

important to create a scientific strategy to prioritize these new ideas or items based on 

accurate factors and indications to give a vision of what is the most needed idea to adopt by 

the company. This is what the present paper is focused on. A case study investigation was 

made herein, where after collecting all the proposed ideas and development areas from the 

assigned managers and decision-makers, a prioritization was made. The ideas were ranked 

based on a novel hierarchy model which was developed to govern the development process 

of the maintenance repair and overhaul activity in the optimum and effective way to reach 

the set expectations. It means that the companies can have a scientific tool to point at the 

development direction that they should follow, and their focus will be shed on the most 

essential activities at hand and aim to get the most value towards the fulfilment of the upper 

management goals and stakeholders’ vision. The proposed framework has assessed three 

different groups of aircraft maintenance development concepts based on a set of picked 

criteria and concludes which out of the three should be pursued next for more development. 

The results taken from the created framework showed that the "Development and 

Digitalization of the Operational Process for MRO Applications" topic is the most interesting 

one with 34 scores, which is higher than the second one by 21%. The proposed solution not 
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only showed the reliability of this framework to give good decision support but also showed 

that it could build a suitable, unified structure and procedure to follow while determining the 

company’s future development direction. 

Keywords: Aircraft maintenance repair and overhaul; Management strategy; Roadmap Item 

Prioritization; Decision Making 

1 Introduction 

The aviation industry in the shape it is now is the outcome of years of human 
engineering and development, with aircraft serving as the lifeline of modern 
transportation and connectivity. Maintaining and assuring the safety and 
dependability of these aircraft with their complex components and systems is a 
constant challenge. This is where aircraft Maintenance, Repair, and Overhaul 
(MRO) comes in, playing a huge and critical role in ensuring that aircraft stay in 
optimum condition throughout their operating lifespan [1]. However, in the ever-
changing aviation market and aircraft technology [2], MRO companies need to be 
flexible enough to adapt to new ideas and methodologies to keep services of high 
quality, efficiency, and accuracy. 

MRO in the context of aviation refers to all activities and actions taken to keep 
aircraft airworthiness, such as inspections, repairs, component changes, and system 
updates [3]. It is the backbone of aviation safety and efficiency, ensuring that 
aircraft function consistently while meeting severe regulatory requirements from 
both the manufacturers and authorities [4]. Achieving one single flight requires 
many man-hours of maintenance labour, which often goes unseen to passengers but 
is extremely indispensable. 

Aircraft design and manufacturing science have developed quite a lot in the past 
few decades, the proof of that is the countless research articles in different fields, 
which include many developments in electrification [5], [6], sustainability [7] [8] 
[9], noise reduction [10], the propulsion system [11] and its components [12] for 
example. 

Based on [13] MRO demand expanded 18% in 2022. The compound annual growth 
of global maintenance, repair, and overhaul services is expected to grow 22% in 
2023, topping $ 94 billion, which is a mere 2% below its 2019 peak. It will reach $ 
125 billion by 2033 expectedly at a compound annual growth rate of 2.9%. 

The developments of the aeronautical sciences and technologies together with the 
increasing need/business for the MRO services, force the concerned companies to 
reach for cutting-edge technologies and innovations. And since maintenance goes 
hand in hand with aircraft design, it needs to keep pace with the aircraft evolution. 
It is no longer enough to use basic and standardized approaches and procedures, 
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MRO is growing into a highly complex sector that employs modern data analytics 
[14], predictive maintenance [15], robotics [16], digitalization [17], and automation 
[18] to enhance efficiency and reduce downtime. 

However, in a sea full of new ideas, picking the correct development direction or 
idea is not as easy as it looks. The management needs to be up to date with the actual 
situation in the scientific and industrial world at once, plus, they need to be aware 
of all the pros and cons that one idea could have. This is why, it is important to pick 
the highest-ranking idea and correctly manage the allocation of human and financial 
resources that will bring additional profit and success to the company rather than 
wasting those resources on a direction that the work environment is not ready for. 
Hence, upper management must make well-established decisions regarding which 
concepts or projects to invest in. 

This paper focuses on concept evaluation, highlighting the importance of 
prioritization in the aircraft MRO field, and it sheds light on a specific case study 
conducted in a modern MRO enterprise. The goal of this study is to create a 
framework on which companies can rely while picking a direction that is most 
aligned and suitable for their own internal development that will lead to further 
international strength and presence in global MRO markets. 

The next chapter of this study will begin by introducing how will a company gather 
ideas relying on the industry’s future innovation, then it will establish the vision, 
explaining in detail the concept generation and how items are selected for the 
roadmap. Afterward, the criteria, on which the items or concepts will be ranked off 
are defined, finally, the framework for the ranking is created, and the result of the 
assessment is announced. The created framework although used on a specific MRO 
study case and MRO enterprise can be a promising tool that can be developed 
further to be used as a universal decision-support tool for upper management and 
innovation teams. 

2 MRO Roadmap 

When aviation first began, the maintenance culture was quite limited, if not "non-
existent," because there were few sensors aboard the aircraft and therefore a 
minimal amount of data and information available. Maintenance was ignored as 
efforts were focused primarily on aircraft development. As time and 
electrification/digitalization progressed, more sensors were placed on the aircraft 
structure and airframe, resulting in a greater amount of data that may be used to 
create Knowledge-Based Maintenance (KBM) [19]. 

Due to the need for cleaner and more ecologically friendly for the next decade, 
innovations are shifting to low-emission and hybrid-powered aircraft.  
The maintenance costs will be reduced when conventional and electric-powered 
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propulsion systems are integrated since the operational time over a given period will 
be reduced, and therefore the intervals between inspections may be extended. MRO-
related culture is predicted to receive more attention [20]. 

Since the MRO technology needs to follow the aircraft technology, it is crucial to 
keep in mind that all concepts and idea proposals should align with the MRO 
roadmap. 

Figure 1 depicts the technology roadmap for MRO activities in the aeronautical 
sector. This roadmap essentially specifies the elements of the direction, from which 
numerous projects may be initiated. The roadmap contains various groups and 
product items, which can be updated based on the actual economic situation from 
time to time in one hand, and then year by year, and according to business values, 
items are picked from this roadmap to be evaluated and ranked, and only when the 
Business Cases are available and Return on Invest (ROI) is sufficiently high to be 
approved, can these items be started to be developed. 

 
Figure 1 

Technical roadmap of MRO activities in the aeronautical sector [20] 

3 Prioritization Strategy 

Concept or project evaluation means the critical examination of collected and 
proposed maintenance ideas and strategies. Although innovative ideas are generated 
long before any design or engineering work is done, they can come from either the 
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management or the engineers and technicians, companies need to take into 
consideration many aspects to make the best decision about what projects will be 
started. These aspects are the outputs of the market study, the customer experiences 
and specifications, the product features, the product-market fit, the cost, ROI, the 
profit, the sustainability, among many others, which are needed to support the 
decision about the concepts to be initiated, and this is why developing a 
prioritization strategy becomes essential [21]. 

Prioritization has existed in our daily life routine since we started having more 
responsibility. Effective prioritizing is essential for development since one can only 
discover what works and what doesn't, what is worth doing and what is not, by 
putting things to the test in real life after detailed examination. Similarly, 
organizations and bigger enterprises perform some sort of prioritization process 
[22]. 

Additionally, there are many improvements, developments, new products, and 
services available in the market, so it can be a bit overwhelming to pick and choose 
from the numerous ideas. Therefore, there is an emphasis on the importance of 
finding a system to create this hierarchy of importance. Finding this kind of system, 
will not only maximize the profit and the sustainability, but it makes the job easier 
and will also increase transparency so that every employee understands what the 
plan is to follow, and what types of ideas should be supported and sought after in 
the first place. 

In this case study, Aeroplex of Central Europe (ACE) [23] was approached in 
cooperation with the Budapest University of Technology and Economics (BME) 
[24] in order to find the most important project to develop under the framework of 
a Ph.D. research. 

3.1 Generation of Concept from an Industrial Point of View 

The five-step process was used as a reference when building the prioritization 
framework as indicated in Figure 2. 

 
Figure 2 

The five-step process prioritization framework 
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The first step to generate a selective concept system for prioritization is to complete 
deep literature research in order to collect all available innovations in the field of 
MRO including the vision of aircraft manufacturers. The ideas ranged from 
implementing new technology for maintenance to improve current procedures or 
implementing cost-cutting efforts, to create totally new maintenance methodologies 
by integrating robotics. 

It was challenging trying to prioritize every proposal as it was a wide spectrum of 
ideas and solutions, which is why it was necessary to do a grouping for the ideas 
under three main categories as indicated in Figure 3. 

 
Figure 3 

Grouping of MRO innovation project proposals as an output of the scientific literature research 

Therefore, the topics of the research work have been categorized into the following 
three main groups, and these concepts will be evaluated instead of each individual 
idea: 

• Development and Digitalization of the Operational Process for MRO 
Applications 

• Technology Development for Inspection and Detection, 

• Technical Developments in Maintenance, Repair, and Overhaul. 

To make sure that these ideas were relevant in the scientific world and aligned with 
the MRO roadmap, a cross-check was made from the scientific literature studies 
and investigations. And indeed, every study that was found fits perfectly under one 
of these three groups. There are several studies that investigate planning [25] and 
scheduling problems [26] that can be included in topic 1 Development and 
Digitalization of the Operational Process for MRO Applications. Even research that 
concerns digitalization [24], Augmented Reality (AR) new maintenance manuals 
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[28], Virtual Reality (VR) new training material [29], speech recognition to aid 
technicians [30], and even applications [31] and software development [32]. As for 
the second concept, the literature is full of novel ideas that help with the detection 
and inspection of the aircraft structure. Some researchers proposed using robots for 
visual inspections [33] [34] [35], or to perform fuel tank inspections instead of 
humans due to the health hazards [36], and other studies that incorporated drones 
for structure inspections [37] and many more. The third concept includes various 
repair innovations such as using machine learning for predictive maintenance [38], 
new ways to do aircraft structural health monitoring [39], digital twins [40], 
intelligent troubleshooting [41], integrating new eddy current sensors into the repair 
patches [42], and many more studies like these. 

So, it seems like these three concepts apply even to the studies found in the 
literature, and based on that it will be enough if the evaluation would only focus on 
them. 

Each concept must be rigorously evaluated, considering criteria definitions that 
match the company’s set goals and future vision such as practicality, cost-
effectiveness, safety concerns, and the potential to improve the maintenance 
process’s reliability and dependability for example. 

3.2 Criteria Definition 

The project prioritization is a complex problem. There are three main methods for 
the project prioritization in the scientific literature as 1. Scoring Model, 2. Project 
Prioritization Matrix and the 3. Payback Period [43]. A technique for project 
prioritization based on the opinions of subject matter experts is the scoring model. 
All that is involved in the scoring process is assessing various project components 
and then giving each one a numerical value scale. This model is the most general, 
it considers all aspects needed for decision making with special care for the R&D 
sector. The mentioned list of criteria in [43] is limited. Hence, an MRO industry-
related specification list is developed in the framework of the present research. 

The ideal strategy to define the prioritizing criteria is to begin by identifying the 
company’s key development drivers and determining with them which concept out 
of the three to focus on. 

Having a straightforward and structured set of criteria for ranking the project and 
research proposal allows one to make more consistent and better selections than 
merely depending on perceptions and individual opinions. Hence, the criteria were 
chosen that describe the greatest ability to have impact for the future of the 
enterprises, as shown in Figure 4. 

The next step was to create an evaluate spectrum or scale for the 13 criteria, this 
enabled to have enough variation between the results. An example of the evaluation 
spectrum can be identified in Figure 5. 
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Figure 4 

Prioritization criteria for the concepts 

 
Figure 5 

Evaluation spectrum 

4 Assessment of the Results 

The evaluation itself is the next step of the priority process. The votes were made 
by all partners involved in the project. Following the ratings and summarising the 
results, the prioritization is made. The ranking of the concepts is done based on their 
strategic value and expected impact. Concepts that, besides the others, promise the 
most advantages, whether in terms of increased safety, operational reliability, profit, 
sustainability, or cost savings, were prioritized. It is worth mentioning that given 
the frequently restricted resources available, not every concept could be pursued 
concurrently, so the accepted budget determines the number of projects to be 
started. 
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Based on the detailed assessment using the mentioned criteria, the results are found 
in Figure 6. 

As a summary of the assessment, concept one, entitled “Development and 
Digitalization of the Operational Process for MRO Applications” has received the 
highest mark 34 and so the priority level amongst the others (see Figure 7), so it has 
been selected to be the most important from the industry point of view today. Thus, 
it has been nominated to be the topic of the development project to work out. 

 
Figure 6 

Concepts assessment results 

 
Figure 7 

Assessment result chart 
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The expected benefit from selecting this concept and so to promote sustainable 
development are saving cost, time, and capacity due to the paperless 
documentation/administration based on 

• reduction in the material and energy consumption, 
• decrease in human error, 
• less employees required to manage and deliver work packages, 
• smaller size of the space for storing documents, 
• better project/task/cost transparency, 
• improved communication, and 
• higher flexibility of the workplaces (e.g.: open office, home office). 

Additionally, the capacity, the cost, the investment, the inventory, the tools, the 
workplace, the asset use, and the incoming task planning can be optimized more 
quickly, accurately, and frequently. 

Whereas concept “Technology Development for Inspection and Detection” was in 
the middle with 28, and concept number three “Technology Developments in 
Maintenance, Repair, and Overhaul” ranked the lowest with 23 points, meaning 
these two concepts didn’t bring the highest value from the company’s perspective. 

After the assessment procedure comes to the realization of the concept and 
execution of the project in the most efficient way in accordance with the company's 
set goals and visions. Following that is the plausibility check, verification, and 
validation of the outcomes and the realisation of the above-mentioned benefits are 
going to be compared with the actual situation using the baseline version of the 
process. 

As these results are unique, company-dependent, and are under a confidentiality 
agreement in most of the cases, there are no similar topics published in the scientific 
literature according to the best knowledge of the authors. 

Conclusions 

The need for services in the field of aircraft maintenance, repair, and overhaul is 
increasing continuously. Although there is quite a development in the MRO 
industry today, there is still a potential for more technological and procedural 
advancement. Also, there is a gap in utilizing the latest innovations as much as it 
would be. This can also be proven by the fact that processes are rather based on 
human intervention instead of digital solutions. 

Aircraft MRO is a vital and active part of the aviation sector. It guarantees that 
aircraft are safe, airworthy, and reliable throughout their operating lifespan. 
However, as aviation technology advances, the necessity for effective concept 
appraisal and prioritizing becomes even more critical. Stakeholders may 
strategically manage resources by carefully reviewing and prioritizing maintenance 



Acta Polytechnica Hungarica Vol. 21, No. 6, 2024 

‒ 197 ‒ 

ideas, keeping aircraft at the forefront of safety and performance while navigating 
the ever-changing skies of the aviation business. 

Based on the detailed literature research in the field of MRO innovation, and on the 
higher number of the project proposals, grouping was made for the given 
developments and concept ideas. Three groups have been identified as follows: 
“Development and Digitalization of the Operational Process for MRO 
Applications”, “Technology Development for Inspection and Detection”, and 
“Technical Developments in Maintenance, Repair, and Overhaul” for 
distinguishing the innovations. Then, it was important to identify specifications that 
can be used to prioritize these roadmap items. The specifications were made based 
on the identified criteria items which were picked to be in accordance with the goals 
and vision of the upper management. As a practical implication, the present work 
offers a direction also for managers of the MRO sector in structuring and applying 
this hierarchy for prioritizing processes aimed at organizational efficiency. 

It was concluded that the concept titled “Development and Digitalization of the 
Operational Process for MRO Applications” ranked noticeably the highest 
compared to the other two. It means for the time being the improvements of the 
operational processes are the direction to be realised while considering the 
company’s future steps. Hence, for future developments, the company needs to 
establish a project plan, which includes a project description with clear goals, 
members and roles of the steering committee, achievable outcomes, and a timeline 
with milestones according to the official process description. 

According to the prioritization framework and the criteria that it was based on and 
taking into consideration the high score of 34 points that the “Development and 
Digitalization of the Operational Process for MRO Applications” concept reached, 
it is safe to say that if the company follows that road, a major decrease in cost, time, 
and capacity will be realized. Hence, following the detailed investigation and 
analyses of the recent process, a new digital framework is going to be developed in 
the future in the form of a development project and Ph.D. research to improve the 
operational characteristics that are aligned with the results achieved. 

Digitalization in this context means not only data transferring, handling, and storing 
but using them to find the best solutions for planning using the theories of the 
Internet of things, big data, machine learning, business analytics, blockchain, data 
processing, and artificial intelligence for example. The outcomes of this project 
development are expected to be in line with the regulation of quality insurance, 
which includes the expectations of aviation authorities and manufacturers. And of 
course, the provided solutions are going to be verified and validated based on 
different examples and test scenarios. 

The benefit of the developed digital solution must be proven with the recently used, 
rather manual-based process management and planning activities by using KPIs 
(Key Performance Indexes). 
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Abstract: Nowadays increasing energy demand and the current energy crisis in Europe 

highlighted the need for independent and cheap energy sources which can be produced at 

the place of use. A good example of this energy sources are the renewables, from which wind 

energy is one. Humanity is using wind energy since the beginning of the history, but electrical 

energy generation from the wind started at the end of the 19th Century. During the evolution 

of wind energy utilization, wind turbines are becoming more and more efficient. A special 

kind of these turbines are the non-conventional wind turbines which are aiming to be efficient 

in a special condition. One of these new turbine designs is the CO-DRWT (Counter-Rotating 

Dual Rotor Wind Turbine), where there are two rotors in one tower. During our research, 

we examined some layouts for a CO-DRWT. In these spatial arrangements, we were able to 

change the second rotor’s axial and radial positions. Within two in axial and one diameter 

in the radial region, we were running CFD (Computational Fluid Dynamics) simulation to 

determine the interaction of the two turbines and for calculating the overall power coefficient 

(cp) for the two rotors. Meanwhile, in our analysis, we defined some spatial arrangements 

where the CO-DRWT’s overall cp is less than the cp of a Single Rotor Wind Turbine (SRWT) 

from the same geometry. We also defined regions where the CO-DRWT’s cp is higher than 

the SRWT’s. With our geometry and with our simulation’s boundary conditions we find the 

optimal place for operating a CO-DRWT is the R = 0D radial distance with A = 2.1D axial 

distance (where the D is the rotor’s diameter) where the cp is 0.514, also the worst 

arrangement is the R = 0.35D with A = 1.25D where the cp = 0.354, while an SRWT’s cp 

from the same geometry is 0.377. According to our simulations, the energy density and the 

power coefficient of an optimized CO-DRWT are 1.363 times higher than an SRWT has. 

Keywords: CFD, CO-DRWT; Design of Experiments; DOE; Dual Rotor Wind Turbine; 

Optimisation 

1 Introduction 

The utilization of wind energy has a long history. It started with the sailing and the 
wind-powered organ of the Hero of Alexandrina. The first known windmill was 
built in Nastifan in the 9th Century for grinding. In Europe, windmills started to 
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spread in the 12th Century. Until the 19th Century, windmills were used for grinding 
or lifting water [1]. In 1887, James Blyth built the first Vertical Axis Wind Turbine 
(VAWT) to generate energy in his rear garden in Marykirk for energy generation. 
In 1888, Charles Brush built the first Horizontal Axis Wind Turbine (HAWT) to 
generate energy in Cleveland [3]. Charles Brush’s wind turbine has “only” 12 kW 
capacity [3], while nowadays typical turbine capacities are in the MW scale, thanks 
to research and developments. 

An indicator of wind energy utilisation is the total installed turbine capacity, which 
was 24 GW in 2001, 238 GW in 2011, 488 GW in 2016, and 837 GW in 2021.  
The mostly installed turbine capacity is onshore but offshore installation is also 
possible. Currently, the total installed turbine’s capacity is 780 GW onshore and 57 
GW offshore [5]. 

Generally, and during energy crises [6], researchers and energy providers try to find 
solutions to meet the energy demand. To solve the necessary electricity supply for 
users, wind turbine developers optimise their turbines for different environments 
[7], e.g., there are diffusers to catch more wind or to increase the wind’s kinetic 
energy [8] [9], or there are airfoil [10] and blade designs [11] for specific 
environments, or there are new places where the wind turbines can produce 
electricity like a solar chimney [12] or like a turbine installed on buildings in cities 
[13]. 

Besides the core turbine design and optimisation, new kinds of wind turbines also 
appear in the energy generation marketplace, which are unconventional wind 
turbines. These types of new wind turbines are modified in some respects. Two 
examples in this category are the Dual Rotor Wind Turbines [14] [15] which are 
multiple rotor turbines made from traditional and the second is the modified rotors, 
e.g., the Archimedes Screw Turbine [16], which are highly modified turbines for 
special environments and their needs. 

Next to the research and development of wind turbines, there were also 
developments in turbine-related industries and products, such as operation, 
performance, and diagnostic monitoring [17] [18]. 

The previous examples mainly focused on the horizontal axis wind turbines, but 
there are energy-generating systems containing more renewable and non-renewable 
sources, which can be installed in the urban and the non-urban zones. In our energy 
needy system, the smallest energy-consuming unit can be a single house [19] which 
can produce energy with solar, geothermal or heat pumps [20] for families. 
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2 Different Impeller Layouts for Higher Extractable 

Power 

In our research, we analysed a Counter-Rotating Dual Rotor Wind Turbine (CO-
DRWT), which is an unconventional wind turbine. We chose this wind turbine type 
because it has a bigger performance than a single or a Co-Rotating Dual Rotor Wind 
Turbine [14] [22]. We used a CO-DRWT for our simulations, which we used in our 
previous studies. Firstly, we created a wind turbine geometry which we mirrored. 
The original part is our first rotor and the second is the mirrored one. These rotors 
are rotate in opposite directions. Therefore if the radial gap is 0.5 in diameter (100 
mm) or more, the second blade is not covered by the first. This turbine is shown in 
the following figure. 

 

Figure 1 

CO-DRWT with the indication of the rotors’ rotating direction and the variable axial and radial 

distances 

In Figure 1, the rotational directions are shown with green arrows. For our research, 
we were able to change the axial and radial distances between the CO-DRWT’s 
rotors, these distances are indicated. The distances were de-dimensioned with the 
rotor’s diameter, which was 200 mm, therefore, the R=1D distance is 
1·200 mm=200 mm in the radial direction. The minimal distance was 0.005D and 
the maximum was 2D for the axial distance and 0D (no offset, single axis) was the 
minimal and 1D for the radial distance. 

To measure the wind turbines efficiency, we used the power coefficient (cp) for our 
CO-DRWT during our tests which can be calculated from the torque on the blades 
and from the incoming flow with the following equation: 
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𝑐𝑐𝑝𝑝 =
𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑃𝑃𝑤𝑤𝑡𝑡𝑡𝑡𝑤𝑤 =

𝑇𝑇1 ∙ 𝜔𝜔1 + 𝑇𝑇2 ∙ 𝜔𝜔2
1

2
∙ 𝜌𝜌 ∙ 𝐴𝐴 ∙ 𝑣𝑣3 =

𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 1 + 𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 2𝑃𝑃𝑤𝑤𝑡𝑡𝑡𝑡𝑤𝑤
=
𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 1𝑃𝑃𝑤𝑤𝑡𝑡𝑡𝑡𝑤𝑤 +

𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 2𝑃𝑃𝑤𝑤𝑡𝑡𝑡𝑡𝑤𝑤 = 𝑐𝑐𝑝𝑝1 + 𝑐𝑐𝑝𝑝2 

(1) 

In the previous equation cp is the CO-DRWT overall power coefficient, cp1 and cp2 
are the power coefficient of the first and the second turbine, Pturbines is the CO-
DRWT overall performance, Pturbine1 and Pturbine2 are the first and the second 
turbine’s performance and Pwind is the wind performance. T1 and T2 are the torque 
on the first and on the second turbine, 𝜔𝜔1 and 𝜔𝜔2 are the angular velocity of the first 
and the second turbine. 𝜌𝜌, is the density of the air, A is the swept area of the wind 
turbine’s blade and v is the wind’s velocity in the freestream area. 

The swept area in the previous equation depends on the radial shift of the two 
turbines, and its value is between d2·π/4 and 2·d2·π/4, where d is the diameter of the 
turbine. This area is shown in the next figure. 

 

Figure 2 

Swept area for different CO-DRWT layouts (from 0 to 1 diameter radial shift) 

In our previous research, we measured the torque on the turbines, then we calculated 
the power coefficient [23]. After the physical testing, we started to use CFD 
software to simulate the different axial distances [24]. For our simulation, we used 
Reynolds Averaged Navies Stokes (RANS) equations-based CFD software. This 
numerical simulation method is based on the continuity, momentum, and energy 
equations which were solved iteratively with the SIMPLE algorithm. 

A single rotor’s maximum power coefficient (cp) by the Betz law is 
cp=16/27≈59.259%. The Betz law is a theoretical limit for a wind turbine with an 
ideal flow and boundary conditions, where the turbine has an infinite number of 
blades. The Betz law was created at the beginning of the 20th Century. 8 decades 
after Betz, Gorban et al. created their model, known as the GGS model. By the GGS 
model, a wind turbine's maximum power coefficient (cp) is cp=30.113 % [25]. Using 
CFD simulations and measurement, the wind turbines’ cp is between these two 
values provided by the Betz law and the GGS model. 
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3 Simulation Parameters 

For our simulations [24] we used Simcenter FLOEFD with the same boundary 
conditions as we used for the measurements [23]. The wind velocity in the 
freestream region (v∞) was 3.79 m/s, the ambient pressure was 1 atm, the fluid was 
“air” from the CFD software’s database, and the temperature was 20 C. The tip 
speed ratio (λ), which is the ratio of the wind turbine’s angular velocity and the free 
stream velocity, was 4. The tip speed ratio can be calculated with the following 
equation: 𝜆𝜆 =

𝜔𝜔 ∙ 𝑅𝑅𝑣𝑣∞  (2) 

In the previous equation, the λ is the tip speed ratio, ω is the angular velocity, R is 
the radius of the blade, and v∞ is the freestream velocity.  

For the simulations, we used a rectangular domain, within which we used Cartesian 
mesh with polyhedral elements on the surfaces of the wind turbines. The mesh 
contains 2.8-3 million elements depending on the CO-DRWT’s position. 

The k-ε turbulence model was used for the turbulence modelling. For validation, we 
ran simulations in steady and unsteady states, but for the optimization of the spatial 
arrangement, we used only the steady-state results. In the steady-state, to model the 
turbine’s rotation we used the Mixing Plane method. 

During our simulations, we monitored the torque and the static pressure on the 
turbines’ blades, and the averaged and maximum velocity, static, and total pressure 
in the whole computational domain and in the rotating regions. We used these 
parameters as finishing conditions. If all the parameters converged and the 
simulation ran for at least 10,000 iterations, the calculation ended. 

4 CFD Results 

After running our simulations, in the turbines’ region, we had a similar flow field. 
Near the wind turbines’ region in the wake region, the velocity was generally lower 
than in the freestream region. The first turbine slowed down the incoming air by 
taking out the air’s kinetic energy to the rotational motion. The flow which reached 
the second turbine was turbulent and slower than the wind which arrived at the first 
turbine. Depending on the configuration the wake region’s shape changed. Typical 
velocity distribution of the CO-DRWT is shown in the next figure. 
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Figure 3 

Flow field in the turbines’ region (velocity distribution, steady state, A = 0.5D, R = 0.75D axial and 

radial distance) 

Using the (1) equation we were able to calculate the power coefficient for each rotor 
(cp1 and cp2) and the overall power coefficient (cp) of the CO-DRWT. In the 
following figures the cp1, cp2, and cp are shown for the CO-DRWT different axial 
and radial shifts. 

 

Figure 4 

Power coefficient for the first (cp1), second (cp2) rotors and the overall cp for the CO-DRWT with R=0D 

radial distance (0 mm) 

In Figure 4 the CO-DRWT’s radial shift was 0D, therefore, the rotors were coaxial. 
The axial gaps were between 0.005D and 2D. The power coefficient of the first 
turbine increased, while the power coefficient of the second rotor (cp2) decreased 
with the axial distance. The yellow dashed line is the power coefficient of a single 
rotor turbine (SRWT), which was simulated with the same geometry. The power 
coefficient of the second rotor (cp2) was in each case lower than the power 
coefficient of the SRWT (cp_SRWT), while the power coefficient (cp1) of the first rotor 
was higher than the cp of the SWRT after A≈0.15D axial distance. The overall cp of 
the CO-DRWT was higher than the SRWT’s in each configuration. 
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Figure 5 

Power coefficient for the first (cp1), second (cp2) rotors and the overall cp for the CO-DRWT with 

R=0.25D radial distance (50 mm) 

In the previous figure (Figure 5) the radial distance was R=0.25D (50 mm). In this 
case, the cp1 increased and the cp2 decreased with the growth of the axial distance, 
like in the case of R=0D case. The overall cp of the CO-DRWT was higher than the 
power coefficient of the SRWT (cp_SRWT), with a relatively small axial gap. While 
the axial distance rise, the cp of the CO-DRWT decreased. Near A=1.25D axial 
distance, the power coefficient of the CO-DRWT decreased lower than the cp. of 
the SRWT. Between the A=0.75D and the A=2D axial distances, the power 
coefficient of the CO-DRWT was similar to the SRWT. 

Comparing this case to the R=0D, the cp1 was lower in each axial distance than in 
the R=0D and the cp2 too. 

 

Figure 6 

Power coefficient for the first (cp1), second (cp2) rotors and the overall cp for the CO-DRWT with 

R=0.5D radial distance (100 mm) 
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In Figure 6 the cp1 increased with the axial distance like in the R=0D and R=0.25D 
cases, but the difference between the rise between the starting and the end distance 
was smaller. The slope of the cp2, compared to the previous cases (R=0D, R=0.25D) 
was also smaller. In comparison with the two previous cases, the starting values of 
the cp1 was lower and the cp2 was higher. 

The overall cp for the CO-DRWT was similar to the R=0.25D but its values were 
different. It started with a high value which decreased with the growth of the axial 
distance. In the region R=1D and R=2D, the CO-DRWT’s overall power coefficient 
was similar to the SRWT’s cp. 

 

Figure 7 

Power coefficient for the first (cp1), second (cp2) rotors and the overall cp for the CO-DRWT with 

R=0.75D radial distance (150 mm) 

In Figure 7, where the CO-DRWT has R=0.75 radial distance, the cp1 and the cp2 
show a rise and a fall, but the differences between the two ends are smaller than 
they were in the R=0D, R=0.25D, and R=0.5D cases. The cp1 and the cp2 values are 
similar. They are close to each other. 

The overall cp of the CO-DRWT for each configuration is higher than the power 
coefficient of the SRWT (cp_SRWT). The curve of the cp of the CO-DRWT also 
decreased.  
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Figure 8 

Power coefficient for the first (cp1), second (cp2) rotors and the overall cp for the CO-DRWT with R=1D 

radial distance (200 mm) 

In Figure 8 the radial distance was 1 diameter. In this case, the swept area of the 
first rotor does not cover the second rotor and its swept area. The power coefficient 
of the two rotors was similar and with the growth of the axial distance, they do not 
change much. In this case, the two rotors have some effects on each other, because 
the power coefficients were not the same as the cp of the SRWT (cp_SRWT).  
The overall cp of the CO-DRWT was higher in each case than the SRWT’s. 

 

Figure 9 

Overall power coefficients for the different CO-DRWT configurations 

In Figure 9 the overall cp of the CO-DRWT are summarized and compared with the 
cp of the SRWT (cp_SRWT). We can observe the power coefficients, 

• in the R=0D case (when the two rotors have the same axis) the overall cp 

shows a rise. We assume that the reason for this increase in the cp is because 
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of the influence of the second rotor on the first rotor. This can be seen in Fig. 
4, where the cp1 increased more than the power coefficient of the SRWT, 
while the cp2 decreased (almost to zero). 

• in the R=0.25D and in the R=0.5D we can see a similar slope for the power 
coefficients. The cp starting values are higher than they decreased and in 
some cases, its values are lower than the SRWT’s. 

• in the R=0.75D we can see a slope in the first half of the examined axial 
distance, then after the A=1D axial distance, the overall cp rose.  

• in the R=1D case (when the two rotors’ swept areas do not cover each other), 
the overall cp was almost the same for each axial distance. We assume the 
reason for this was the flow which reached the second turbine. This flow (in 
the second turbine’s region) was not turbulent and did not disturb as in the 
R=0.25D, R=0.5D and the R=0.75D cases. 

5 Surface Fittings on the CFD’s Results 

Using our CFD results shown in Figure 9 [24], we created surfaces for layout 
optimisation. In the next figures, we used a CAD system (Solid Edge) with a self-
made coordinate system for easier representation. In Fig. 10 a surface is shown with 
a cubic interpolation, based on the CFD results. 

  

Figure 10 

The fitted surface of the overall power coefficients for the different CO-DRWT configurations 

The surface from Figure 10 was not appropriate for optimisation because the highest 
cp was the highest simulated cp at the R=0D and A=2D position. For the previous 
reason, we increased our surface for the optimisation process with the following 
considerations: 

• In the negative direction of the “Axial” axis, we mirrored the power 
coefficients with negative values (thereby the plane for the mirror was the 
Axial-Radial plane). 

• In the positive direction of the “Axial” axis, we copied the power 
coefficients’ values until the A=2.5D distance without changing its values. 
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• In the negative direction of the “Radial” axis, we mirrored the power 
coefficients without changing their values (thereby the plane for the mirror 
was the cp-Axial plane). 

• In the positive direction of the “Radial” axis, we copied the power 
coefficients’ values until R=1.5D distance without changing their values. 

The surface created with our assumption is shown in the following figure. 

 
 

Figure 11 

CO-DRWT’s power coefficient in the region augmented by assumptions 

In Figure 11 the original zone of our simulation is coloured in purple, meanwhile, 
the region of the assumption is yellow. The original surface from Figure 10 and the 
enlarged surface from the Figure 11 are different due to the different boundaries. 
The differences are shown in Figure 12. 

 
 

Figure 12 

Original vs. augmented surface 

In Figure 12 we could observe that the red (original) surface was higher in some 
regions than the purple one (augmented surface with the assumptions). In those 
regions where the purple surface covers the red, the augmented surface has higher 
cp-s due to the surface fitting methodology. 

For comparison, we created a surface for a Single Rotor Wind Turbine too. As it 
was expected (based on the results from Fig. 4 to Fig. 9), in some regions, this 
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surface is higher than the surface, which is increased by our assumption. In Figure 
13 the SRWT’s surface is coloured green while the surface with the augmented 
values has the same colour as before. 

  

Figure 13 

Augmented surface vs. a SRWT’s cp 

For the optimisation process, we only used the overall power coefficient of the CO-
DRWT (cp), therefore, the cp1 and cp2 values were ignored. 

For our optimisation process, we created an optimisation script in MATLABA 
2022a, where we used the cubicinterp, poly33 and poly55 methods. Using these 
surface fitting methods, the highest power coefficients and their positions are shown 
in the following table. 

Table 1 

Highest power coefficients with their positions 

Interpolation type 
Highest power 
coefficient (cp) 

Radial distance 
for the highest cp 

Axial distance 
for the highest cp 

poly33 0.634 1.5D 0.9D 

poly55 0.649 1.4D 0.35D 

cubicinterp 0.514 0D 2.1D 

The poly33 and poly55 methods create polynomial surfaces which are based on the 
input cp-s, but the surfaces do not lie on the entered points. While the cubicinterp 
method creates a surface with cubic spline interpolation, where the surface fits with 
the input data. From the previous interpolations, the surface lies on the input data 
only with the cubicinterp method, which we chose for our optimisation. 

The surfaces with are created with poly33 and poly55 algorithms are shown in 
Figure 14. 
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a, b, 

 

Figure 14 

CO-DRWT’s maximum power coefficient on a surface which was created by polynomial interpolation. 

a, surface with poly33; b, surface with poly55 

The surface, which is created with a cubic spline interpolation is shown in Figs. 15-
16. The surface is coloured by its cp value, the maximum value is marked with a 
black-edged red dot, while the input data points are represented with a blue dot. 

  

 

Figure 15 

CO-DRWT’s maximum power coefficient on a surface which was created with a cubic spline 

interpolation 
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Figure 16 

CO-DRWT’s maximum power coefficient and its region 

As in the previous figures (Figs. 4-9 and Fig. 13), the cp is lower in some regions 
than the SRWT’s power coefficient (cp_SRWT). We changed our script to determine 
the worst-case layout. The minimum search algorithm looked for the minimum 
value in the region of the original simulations (from A=0.005D to A=2D and from 
R=0D to R=1D). We used this limitation because when we enlarge our surfaces in 
the negative Axial direction, we mirrored our results with a negative value, therefore 
this region had the lowest overall power coefficients on the surface. 

The lowest overall power coefficient of the CO-DRWT in the region of the 
simulations was cp=0.354 at the R=0.35D radial with A =1.25D axial distance.  
In Figs. 17 and 18 the minimum value is marked on the surface with a black dot 
with a red border. 

The minimum and the maximum values are shown on the surface with their previous 
marks (the maximum is a red dot with a black corner, and the minimum is a black 
dot with a red border). 
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Figure 17 

CO-DRWT’s minimum power coefficient on a surface which was created with a cubic spline 

interpolation 

  

 

Figure 18 

CO-DRWT’s minimum power coefficient and its region 

 

 

 

Figure 19 

CO-DRWT’s maximum and minimum power coefficient and their region 
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To find the regions which are more efficient than the SRWT, we recoloured the 
previous figure with the limit of the power coefficient of the SRWT’s 
(cp_SRWT=0.37727) and then subtracted the regions which are lower than the 
SRWT’s cp. The regions which have a higher power coefficient than an SRWT are 
shown in the following figures. 

  

 

Figure 20 

Power coefficients and their regions which are higher than an SRWT’s cp (near the surface’s 

maximum) 

  

 

Figure 21 

Power coefficients and their regions which are higher than an SRWT’s cp 

If we limit the radial and axial axes to the simulation’s original region (A=0.005D 
to A=2D and R=0D to R=2D) we have the power coefficient distribution, which is 
shown in the following figure. 



Acta Polytechnica Hungarica Vol. 21, No. 6, 2024 

‒ 219 ‒ 

 

 

Figure 22 

Power coefficients and its regions which are higher than an SRWT’s cp 

With the previous figures (Fig. 21 and Fig. 22) we can establish the following: 

• The CO-DRWTs in most layouts produce more electricity (based on their 
overall power coefficient) than a Single Rotor Wind Turbine. 

• Between the approx. from R=0.2D and R=0.6D radial distances there is a 
region where the CO-DRWT’s power coefficient is less than an SRTW’s. 

• Small radial distances (approx. from R=0D to 0.1D) and high radial 
distances (approx. from R= 0.7D) have a good effect on the CO-DRWT’s cp. 

Conclusions 

In our paper, we presented an optimisation for a CO-DRWT’s (Counter-Rotating 
Dual Rotor Wind Turbine) spatial arrangement. During our research, we created 
several layouts for a CO-DRWT which we used within CFD studies. Using the 
results of the numerical simulation we created surfaces with different interpolation 
techniques, where we chose a cubic spline interpolation. 

For the optimisation method, we used a script for the best and the worst cases. With 
this script, based on our simulations with our geometry and our boundary 
conditions, we find the R=0D radial distance with the A=2.1D axial distance has 
the highest overall power coefficient (cp=0.514) for the CO-DRWT, while the 
R=0.35D with A=1.25D distance has the lowest overall power coefficient 
(cp=0.354). 

By comparison, the cp of an SRWT (Single Rotor Wind Turbine) which was made 
with the same geometry and with the same simulation parameters is 0.377. We find 
some regions where the overall power coefficient of the CO-DRWT is less than the 
SRWT’s, but in most regions, the CO-DRWT’s cp is higher. 
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Using our results (Figs. 20 and 21) we determined regions where a CO-DRWT has 
a higher power coefficient than a Single Rotor Wind Turbine. Using this “heat map” 
we are able to design a small dual-rotor wind turbine which requires less space than 
two SRWTs have. Therefore, in an urbanized region, it could generate more energy 
than an SRWT, or if it is used in wind farms the farm could have a higher energy 
density due to the CO-DRWT’s lower space requirement than using traditional wind 
turbines. 
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Abstract: The primary objective of this paper is to propose the two new combined 

approaches based on Feed-Forward and Long Short-Term Memory Neural Network 

models for Power System State Estimation. First, the Weighted Least Square method and 

the Generalized Maximum-Likelihood Estimator using the Projection statistics method are 

used to estimate the voltage magnitude and phase angle. Secondly, the Feed-Forward 

Neural Network model is proposed to combine the obtained voltages and angles.  

The optimal structure of the proposed Feed-Forward Neural Network model is defined 

based on the Akaike Information Criterion. Thirdly, the Long Short-Term Neural Network 

model is proposed as an alternative hybrid power system state estimation approach. 

Finally, the different case studies including IEEE 9-bus system and IEEE 14-bus system are 

used to validate the effectiveness of the proposed approaches. The final results imply that 

the proposed approaches can provide more effective solutions than the existing approaches 

according to Mean Absolute Percentage Error and Weighted Average Percentage Error 

criteria. 

Keywords: Power System State Estimation; Weighted Least Square; Feed-Forward Neural 

Network; Long Short-Term Neural Network 

1 Introduction 

State Estimation (SE) of power systems or Power System State Estimation (PSSE) 

is an important tool of the Energy Management System to provide a reliable 

estimation of the states of the electrical power systems. The phasor voltages 

(voltage magnitude and angle) for all system buses are estimated based on a set of 

available measurements. In real-time power systems monitoring, the Supervisory 

Control and Data Acquisition (SCADA) system is responsible for gathering and 

preprocessing information such as the values of active and reactive power flows, 

power injections, bus voltage magnitude, and status of the circuit breaker 

switches. However, the SCADA system is not capable of performing a convenient 
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treatment of inconsistent information because of gross errors in the measurements, 

telemetered values, communication noise, etc. [1]. In addition, the collected 

measurement data may not directly extract the parameters of interest. Besides that 

telemetering all the data of interest may require large numbers of sensors which 

are not feasible economically or practically [2]. To handle these issues, PSSE is 

used to detect and eliminate unreliable data from SCADA to identify the optimal 

estimate of the operating states consisting of voltage magnitude and angle. SE was 

first introduced by Gauss and Legendre (around 1800). The main purpose of the 

SE issue is to identify the voltage magnitude and angle from the various input 

factors. In engineering modeling, various approaches are proposed for modular 

robotics and human reasoning [3], cognition processes [4], photovoltaic model [5], 

biomonitoring studies data [6], tower crane systems modeling [7], and 

opportunities model [8]. Then, the SE was first applied to electric power systems 

by Fred Schweppe [9]-[11]. Traditionally, the Weighted Least Square (WLS) 

method is used to solve the SE. However, several works prove that the 

conventional WLS method has many disadvantages. The WLS technique is less 

robust as a single outlier can severely distort the estimation results. Further, the 

technique has a problem of sluggishness and the likelihood of convergence to 

local optima [12], [13]. To improve the WLS method, several methods are 

proposed as Iteratively ReWLS SE through givens rotations [14], robust WLS 

estimator using Reweighting techniques [15], robust linear-WLS method [16], and 

linear WLS based Singular Value Decomposition approach [17]. Other methods 

are also provided to improve the estimate of operating states in comparison with 

the WLS method, such as Least Absolute Value (LAV) [18], weighted LAV [19], 

and weighted LAV using Interior Point methods [20]. Recently, the Kalman filter 

(KF) technique is used in several works to provide efficient results of SE [2]. To 

increase the efficiency of this method, several improved KF variants are 

introduced as linear KF [21], the extended KF [22]-[24], the unscented KF [25], 

[26], the cubature KF [27], the Correntropy KF [28], and the ensemble KF [29]. 

Other works seek to provide the estimator robustness such as M-estimators [30], 

the Generalized Maximum-Likelihood (GM) Estimation [31], the H-infinite [32], 

the Robust Cubature KF [33], and the GM-estimator using Projection statistics 

[34]-[36]. Another research direction in PSSE is to apply Artificial Intelligence 

methods, such as the Neural Network (NN) models [37]-[39], Deep Learning [40], 

[41], Fuzzy Logic [42], [43], and Support Vector Machine [44], [45]. All of these 

works in the literature show the efficiency of the applied method in a case study. 

In addition, the optimal estimates of the operating states are normally identified 

using a single method. Unfortunately, none of the existing works try to combine 

the advantages of these methods to provide better PSSE solutions. 

Therefore, the main contribution of this paper is to combine these single methods 

using Feed-Forward NN (FFNN) and Long Short-Term Memory NN (LSTM) 

models to provide better PSSE results. The obtained PSSE results (voltage 

magnitude and phase angle) using the WLS method and the GM-estimator using 

Projection statistics are considered from the inputs of FFNN and LSTM models. 



Acta Polytechnica Hungarica Vol. 21, No. 6, 2024 

 – 225 – 

These NN models are trained to achieve the optimal solutions. Case studies are 

conducted to verify the proposed combined approaches in PSSE. To the best of 

our knowledge, this is the first attempt to provide the combined approaches in this 

area. The proposed combined approaches for PSSE are represented in Figure 1. 

The remainder of this paper is organized as follows. In Section 2, the proposed 

approaches including the WLS method, the GM-estimator using Projection 

statistics, the FFNN and LSTM models are presented. In Section 3, the case 

studies of the IEEE 9-bus system and IEEE 14-bus system are conducted.  

The conclusions are given in Section 4. 

SYSTEM MEASUREMENTS

P, Q, V, θ

The WLS method
The GM-estimator using 

projection statistics

The estimated V and θ by using 

the WLS method 
The estimated V and θ by using 

the GM-estimator

FFNN model LSTM model

MAPE and WAPE criteria

Better PSSE results

 

Figure 1 

Proposed combined approaches for PSSE 

2 Proposed Combined Approaches 

2.1 WLS Method 

The WLS method in [46] can be described as follows: 

The measurement model of the SE is represented as a set of non-linear equations 

h  relating measurements z  to state variables x : 

( )= +z h x e  (1) 
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where vector x  comprises all nodal voltage magnitudes and angles. Vector 

z includes active and reactive power injections, active and reactive power flows, 

and voltage magnitudes. Vector e  is the measurement error that is usually 

assumed to be independent identically distributed Gaussian with zero mean and 

diagonal covariance matrix 2 2

1{ ,..., }mdiag σ σ=R . 

The WLS method minimizes the objective function to determine the optimal 

estimate of x : 

[ ] [ ]1( ) ( ) ( )
T −= − −J x z h x R z h x .  (2) 

At the minimum, these can be expressed as follows: 

[ ]1( )
( ) ( ) ( ) 0T −∂

= = − − =
∂
J x

g x H x R z h x
x

  (3) 

where ( ) ( ) /= ∂ ∂H x h x x . 

Using the Gauss-Newton method, the estimated values of x  can be calculated by 

the following iterative solution 

1( )( ) ( ) ( )k k k k T k+  − = − G x x x H x W z h x   (4) 

where k  is the iteration index. The measurement weight matrix 1−=W R  is the 

inverse of the measurement covariance matrix. 

2.2 GM-estimator using Projection Statistics 

This method is represented in [34], [35]. Instead of using Equation (2), the 

objective function in this method is: 

2

1

( ) ( )
i

m

i S

i

rω ρ
=

= ∑J x   (5) 

where 
iω  is the weight used to bound the influence of the leverage point. The 

Huber function can be defined as: 

2

2

/ 2            for 
( )

/ 2 for 

i i

i

i i

S S

S

S S

r r
r

r r

β
ρ

β β β

 ≤= 
− >

  (6) 

where /
iS i ir r sω=  is the standardized residual; 

ir  is the normalized residual; the 

parameter β  is a fixed value; s is the robust scale estimation. 
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1.4826 ( )m i i j js b median r median r= −   (7) 

where 
mb  is a correction factor for unbiasedness at the Gaussian distribution. 

To solve Equation (5), one takes its partial derivative and sets it equal to zero, 

yielding 

2
1

( ) 0
i

m
i i

S

i i

r
s

ω ψ
=

∂
= − =

∂ ∑ aJ

x
  (8) 

where ( ) ( ) /
i i iS S Sr r rψ ρ= ∂ ∂ ; 

ia  is the ith row of the Jacobian matrix /= ∂ ∂H h x . 

This set of equations can be solved by using iterated re-WLS algorithm [47]. 

2.3 Proposed FFNN-based Approach 

In recent decades, NNs have become a hot topic of research; NNs are now widely 

used in various fields, including speech recognition, multi-objective optimization, 

function estimation, and classification. NNs can model linear and nonlinear 

relationships between inputs and outputs without any assumptions based on the 

activation function’s generalization capacity [48]. A NN comprises one input 

layer, one output layer, and one or more hidden layers. Among the NNs, the 

FFNN models are the most popular type for function approximation and multi-

objective optimization [49]. In this paper, the proposed FFNN-based approach 

with one hidden layer is illustrated in Figure 2. 

The two different FFNN models, i.e., one for voltage magnitude and one for 

voltage angle, are used to provide the optimal estimate of the power states.  

The transfer functions for the hidden layer in the FFNN model are Hyperbolic 

Tangent Sigmoid (i.e., tansig) and Log-Sigmoid (i.e., logsig). The number of 

neurons in the hidden layer must be identified carefully since the improper 

number may lead to overfitting or underfitting. A review that discusses how to fix 

the number of hidden neurons in NNs was presented in [50]. In this paper, the 

Akaike Information Criterion (AIC) is used to determine the number of hidden 

neurons. This criterion is defined as 

ln 2
SSE

AIC n k
n

 = + 
 

  (9) 

where n  is the number of data points (observations), p  is the number of 

estimated parameters, and SSE is the Residual Sum of Squares. 
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The estimated V/θ 

using the WLS method

The estimated V/θ 

using the GM-estimator

Input layer Hidden layer Output layer

Number of hidden neurons

The estimated V/θ 

by using FFNN model

 

Figure 2 

Proposed FFNN-based approach for PSSE 

Among several learning algorithms such as Error Correction, Perception Learning, 

Boltzmann Learning, Hebbian rules, or Back-Propagation (BP), BP is one of the 

most popular network training algorithms since it is both simple and generally 

applicable [51]. The difference between actual output and the desired value of the 

FFNN model is minimized as much as possible by finding the optimal learning 

rate. The optimization methods for finding the local minimum are Conjugate 

Gradient such as Gradient Descent with Adaptive Learning Rate (i.e., traingda) 

and Gradient Descent with Momentum and Adaptive Learning Rate (i.e., 

traingdx), Steepest Descent such as Resilient BP (i.e., trainrp), and Newton’s 

method such as Levenberg-Marquardt (i.e., trainlm). 

Another problem in training NN models is the choice of the number of epochs. 

The number of epochs determines the number of times that the learning algorithm 

will work through the entire training dataset. Too many epochs or too few epochs 

may lead to overfitting or underfitting of the training dataset, respectively. In this 

case, the early stopping method is often used to solve the generalization issue. 

2.4 Proposed LSTM-based Approach 

LSTM is a deep learning method proposed in [52]. LSTM can be used as a 

complex nonlinear unit to construct a larger deep NN, which can reflect the effect 

of long-term memory and has the ability of deep learning [53]. The LSTM model 

consists of an input layer, an output layer, and several hidden layers. The basic 

principle of LSTM is shown in Figure 3. 

In Figure 3, 
tx t . 

1th −  and 
1tC −

1t − , respectively. f , 
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i , g , and o  are the forgetting gate, input gate, memory cell, and output gate at 

time t , respectively. 
tC  and 

th  are the updated historical information and the 

output of the hidden layer at time t , respectively. 

σ σ tanh σ 

tanh

xt

ht

Ct–1

ht–1

Ct

ht

f i

g

o

 

Figure 3 

The basic principle of LSTM [52] 

The weights and biases to the input gate, forget gate, and output gate control the 

extent in the cell to compute the output activation of the LSTM block, 

respectively. Their calculation methods are shown in Equations (10)-(13) as 

follows: 

( )1f t f t ff x hσ −= + +W U b ,  (10) 

( )1i t i t ii x hσ −= + +W U b ,  (11) 

( )1o t o t oo x hσ −= + +W U b ,  (12) 

( )1g t g t gg x hσ −= + +W U b   (13) 

where W , U , b , and σ  are the parameter matrix from the input layer to the 

hidden layer, self-recurrent parameter matrix from the hidden layer to the hidden 

layer, bias parameter vector, and sigmoid function, respectively. 

Then, the internal memory cell state 
tC  is updated. Finally, the output information 

of the memory cell 
th  is obtained. The calculation methods are shown as follows: 
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1f t tC f C i e−= ⊗ ⊗ ∗ ,  (14) 

tanh( )t th o C= ⊗   (15) 

where e  is the saved new information. 

Similar to the FFNN models, two different LSTM models, i.e., one for voltage 

magnitude and one for voltage angle, are used to provide the optimal estimate of 

the power states. The estimated voltage magnitudes and angles using the WLS 

method and GM-estimator are the inputs of the LSTM models. 

2.5 Evaluation Criteria 

To evaluate the performance of the estimation methods, several criteria were 

proposed. In this paper, two primary evaluation criteria are used as: 

Mean Absolute Percentage Error (MAPE) is used to measure the percentage error 

of the estimate in relation to the actual values. It is represented as 

 



1

1
100

n

i

A A
MAPE

n A=

−
= ∑    (16) 

where n  is the number of observations. A  and A  are the actual and estimated 

values, respectively. 

Weighted Average Percentage Error (WAPE) is similar to MAPE. However, it 

weighs the estimated error. 

 



1

1

100

n

i

n

i

A A

WAPE

A

=

=

−
=

∑

∑
. (17) 

3 Case Studies 

3.1 IEEE 9-bus System 

The proposed approaches along with the conventional WLS method and GM-

estimator using Projection statistics have been applied on IEEE 9-bus system.  

The simulation results of voltage magnitudes and angles are tabulated in Tables 1 
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and 2, respectively. The proposed FFNN and LSTM models are coded and trained 

in Matlab. Information about the trained FFNN model for estimating the voltage 

magnitudes including the transfer function, training function, number of hidden 

neurons, and number of epochs, is tansig, trainlm, 87, and 4, respectively. 

Information about the trained FFNN model for estimating the voltage angles 

including the transfer function, training function, number of hidden neurons, and 

number of epochs, is logsig, trainlm, 30, and 5, respectively. 

Information about the trained LSTM model for estimating the voltage magnitudes 

including the solver, maximum epochs, gradient threshold, initial learn rate, 

number of hidden neurons, and dropoutlayer is adam optimizer, 10000, 0.01, 

0.001, 6, and 0.1, respectively. Information about the trained LSTM model for 

estimating the voltage angles including the solver, maximum epochs, gradient 

threshold, initial learn rate, number of hidden neurons, and dropoutlayer is adam 

optimizer, 10000, 0.01, 0.001, 35, and 0.1, respectively. 

Table 1 

Comparison of true and estimated voltage magnitudes for IEEE 9-bus system 

Bus no 
True voltage 

magnitude (p.u) 

Estimated voltage magnitude 

WLS GM FFNN LSTM 

1 1.04000 0.98871 0.99927 1.03863 1.03529 

2 1.02500 1.00340 1.01731 1.02508 1.03016 

3 1.02500 1.02414 1.03592 1.02500 1.02393 

4 1.02579 0.97384 0.98454 1.02579 1.01423 

5 0.99563 0.95003 0.96177 0.99563 1.00710 

6 1.01265 1.04889 1.06516 1.01265 1.01544 

7 1.02577 1.00357 1.01808 1.02577 1.01884 

8 1.01588 1.00153 1.01468 1.01588 1.02322 

9 1.03235 1.03242 1.04327 1.03235 1.03157 

Table 2 

Comparison of true and estimated voltage angles for IEEE 9-bus system 

Bus no 
True voltage angle 

(degree) 

Estimated voltage angle 

WLS GM FFNN LSTM 

1 0.00000 0.00000 0.00000 -0.00752 0.00894 

2 9.28001 11.17367 10.97289 9.28386 9.28298 

3 4.66475 7.14438 6.99829 4.62074 4.50812 

4 -2.21679 -2.45629 -2.40388 -1.72290 -2.26689 

5 -3.98881 -3.93075 -3.88208 -3.98727 -4.00079 

6 -3.68740 0.11674 0.22492 -3.68426 -3.70708 

7 3.71970 5.34103 5.32414 3.72129 3.66028 

8 0.72754 2.58574 2.58591 0.74213 0.66242 

9 1.96672 4.47395 4.36141 1.96860 1.82292 



T-H. Le Feed-Forward and Long Short-Term Neural Network Models for Power System State Estimation 

 – 232 – 

The true and estimated values of voltage magnitudes and angles in this case study 

are shown in Figures 4 and 5, respectively. In these figures, the true values, 

estimated values by using WLS, estimated values by using GM, estimated values 

by using FFNN, and estimated values by using LSTM are demonstrated by the 

solid line (black color), dash line with * marker (red color), dash-dot line with 

square marker (yellow color), dash-dot line with + marker (blue color), and dash-

dot line with pentagram marker (green color), respectively. 
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Figure 4 

True and estimated values of voltage magnitudes for IEEE 9-bus system 
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Figure 5 

True and estimated values of voltage angles for IEEE 9-bus system 
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The MAPE and WAPE criteria of the WLS, GM, FFNN, and LSTM methods for 

estimating voltage magnitudes and angles in this case study are represented in 

Tables 3 and 4, respectively. 

Table 3 

Evaluation criteria of the proposed approaches in voltage magnitude estimation for IEEE 9-bus system 

Evaluation criteria WLS GM FFNN LSTM 

MAPE (%) 2.65879 2.25172 0.01566 0.56536 

WAPE (%) 2.65441 2.24802 0.01592 0.56320 

Table 4 

Evaluation criteria of the proposed approaches in voltage angle estimation for IEEE 9-bus system 

Evaluation criteria WLS GM FFNN LSTM 

MAPE (%) 68.38519 67.31203 2.83688 2.70489 

WAPE (%) 47.80473 46.57606 1.89083 1.71443 

As shown in Table 3, the GM-estimator (MAPE = 2.25172%, WAPE = 

2.24802%) can provide better-estimated results compared to the conventional 

WLS method (MAPE = 2.65879%, WAPE = 2.65441%). Moreover, the proposed 

FFNN (MAPE = 0.01566%, WAPE = 0.01592%) and LSTM (MAPE = 

0.56536%, WAPE = 0.56320%) approaches can provide more accurate estimated 

voltage magnitudes compared to the two above methods. The proposed FFNN 

approach is the best estimation method in this case study. 

As shown in Table 4, the GM-estimator (MAPE = 67.31203%, WAPE = 

46.57606%) can provide better-estimated results compared to the conventional 

WLS method (MAPE = 68.38519%, WAPE = 47.80473%). Moreover, the 

proposed FFNN (MAPE = 2.83688%, WAPE = 1.89083%) and LSTM (MAPE = 

2.70489%, WAPE = 1.71443%) approaches can provide more accurate estimated 

voltage angles compared to the two above methods. The proposed FFNN 

approach is the best estimation method in this case study. 

3.2 IEEE 14-bus System 

Similarly, the estimated results of voltage magnitudes and angles in this case study 

are tabulated in Tables 5 and 6, respectively. Information about the trained FFNN 

model for estimating the voltage magnitudes including the transfer function, 

training function, number of hidden neurons, and number of epochs, is logsig, 

trainlm, 32, and 6, respectively. Information about the trained FFNN model for 

estimating the voltage angles including the transfer function, training function, 

number of hidden neurons, and number of epochs, is tansig, trainlm, 34, and 14, 

respectively. Information about the trained LSTM model for estimating the 

voltage magnitudes including the solver, maximum epochs, gradient threshold, 

initial learn rate, number of hidden neurons, and dropoutlayer is adam optimizer, 
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10000, 0.01, 0.001, 5, and 0.1, respectively. Information about the trained LSTM 

model for estimating the voltage angles including the solver, maximum epochs, 

gradient threshold, initial learn rate, number of hidden neurons, and dropoutlayer 

is adam optimizer, 10000, 0.01, 0.001, 19, and 0.1, respectively. 

Table 5 

Comparison of true and estimated voltage magnitudes for IEEE 14-bus system 

Bus no 
True voltage 

magnitude (p.u) 

Estimated voltage magnitude 

WLS GM FFNN LSTM 

1 1.06000 1.04531 1.06873 1.06071 1.06275 

2 1.04500 1.02799 1.04954 1.04529 1.03994 

3 1.01000 0.98940 1.01203 1.00970 1.01431 

4 1.01767 0.99053 1.01540 1.01780 1.00976 

5 1.01951 0.99448 1.01947 1.01975 1.02871 

6 1.07000 1.02631 1.05667 1.07012 1.05692 

7 1.06152 1.01274 1.04099 1.06155 1.07290 

8 1.09000 1.04244 1.07030 1.09009 1.07310 

9 1.05593 0.99548 1.02508 1.05594 1.06250 

10 1.05098 0.99302 1.02325 1.05096 1.05392 

11 1.05691 1.00564 1.03635 1.05335 1.05157 

12 1.05519 1.00915 1.04072 1.05955 1.05139 

13 1.05038 1.00312 1.03457 1.04940 1.04836 

14 1.03553 0.97970 1.01116 1.03543 1.04097 

Table 6 

Comparison of true and estimated voltage angles for IEEE 14-bus system 

Bus no 
True voltage angle 

(degree) 

Estimated voltage angle 

WLS GM FFNN LSTM 

1 0.00000 0.00000 0.00002 0.00000 -0.06214 

2 -4.98259 -5.12756 -4.84083 -4.98258 -5.02083 

3 -12.72510 -13.16706 -12.50966 -12.72502 -12.87459 

4 -10.31290 -10.51851 -10.01290 -10.31285 -9.99912 

5 -8.77385 -8.96567 -8.53965 -8.77382 -8.69088 

6 -14.22095 -14.93620 -14.17390 -14.22541 -14.12077 

7 -13.35963 -13.73609 -13.04024 -13.35019 -13.07401 

8 -13.35963 -13.73477 -13.03726 -13.35929 -13.13985 

9 -14.93852 -15.45928 -14.65665 -14.93769 -14.71624 

10 -15.09729 -15.67465 -14.86375 -15.09144 -14.73552 

11 -14.79062 -15.43579 -14.64498 -14.82734 -14.53140 

12 -15.07558 -15.85483 -15.04993 -15.07530 -14.93506 

13 -15.15628 -15.91313 -15.09867 -15.17020 -14.98227 

14 -16.03364 -16.76849 -15.89944 -16.03184 -15.53161 
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The true and estimated values of voltage magnitudes and angles in this case study 

are shown in Figures 6 and 7, respectively. In these figures, the true values, 

estimated values by using WLS, estimated values by using GM, estimated values 

by using FFNN, and estimated values by using LSTM are demonstrated by the 

solid line (black color), dash line with * marker (red color), dash-dot line with 

square marker (yellow color), dash-dot line with + marker (blue color), and dash-

dot line with pentagram marker (green color), respectively. 
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Figure 6 

True and estimated values of voltage magnitudes for IEEE 14-bus system 
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Figure 7 

True and estimated values of voltage angles for IEEE 14-bus system 
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The MAPE and WAPE criteria of the WLS, GM, FFNN, and LSTM approaches 

for estimating voltage magnitudes and angles in this case study are represented in 

Tables 7 and 8, respectively. 

Table 7 

Evaluation criteria of the proposed approaches in voltage magnitude estimation for IEEE 14-bus 

system 

Evaluation criteria WLS GM FFNN LSTM 

MAPE (%) 3.82581 1.38623 0.07419 0.65567 

WAPE (%) 3.83760 1.39623 0.07452 0.65874 

Table 8 

Evaluation criteria of the proposed approaches in voltage angle estimation for IEEE 14-bus system 

Evaluation criteria WLS GM FFNN LSTM 

MAPE (%) 3.40259 1.50406 0.03599 1.51901 

WAPE (%) 3.82964 1.45638 0.04373 1.72487 

As shown in Table 7, the GM-estimator (MAPE = 1.38623%, WAPE = 

1.39623%) can provide better-estimated results compared to the conventional 

WLS method (MAPE = 3.82581%, WAPE = 3.83760%). Moreover, the proposed 

FFNN (MAPE = 0.07419%, WAPE = 0.07452%) and LSTM (MAPE = 

0.65567%, WAPE = 0.65874%) approaches can provide more accurate estimated 

voltage magnitudes compared to the two above methods. The proposed FFNN 

approach is the best estimation method in this case study. 

As shown in Table 8, the GM-estimator (MAPE = 1.50406%, WAPE = 

1.45638%) can provide better-estimated results compared to the conventional 

WLS method (MAPE = 3.40259%, WAPE = 3.82964%). Moreover, the proposed 

FFNN (MAPE = 0.03599%, WAPE = 0.04373%) and LSTM (MAPE = 

1.51901%, WAPE = 1.72487%) approaches can provide more accurate estimated 

voltage angles compared to the two above methods. The proposed FFNN 

approach is the best estimation method in this case study. 

Conclusions 

The two combined approaches, based on FFNN and LSTM models, for PSSE are 

proposed. The two proposed approaches are trained to identify the optimal 

structures. The IEEE 9-bus system and IEEE 14-bus system are used to approve 

the effectiveness of the proposed approaches in finding the optimal estimate of the 

states. Two evaluation criteria consisting of MAPE and WAPE are used to specify 

the better methods. The simulation results indicate that the two proposed 

combined approaches can provide better solutions compared to the conventional 

WLS method and the GM-estimator using Projection statistics. For further studies, 

the weighted Tchebycheff optimization technique and Genetic Algorithm can be 

applied to solve the PSSE. 
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Abstract: Today's terminology and definitions of compliance risk are various, and the 

description of compliance risk assessment is heterogeneous in the literature. These 

differences result in different expectations, processes, and methodologies in practice, which 

do not support the widespread adoption of standardized compliance management systems. 

This study is based on a comprehensive literature review. It aims to redefine compliance risk 

and propose a structured model for the compliance risk assessment process. The study 

provides a new framework for compliance risk assessment based on findings and gaps in 

scientific papers, business reports, and relevant standards. It also introduces the Digital 

Operational Resilience Act and its compliance aspects. 
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1 Introduction 

Organizations increasingly realize that they must address the issue of compliance 
in their operations. New rules and regulations go beyond national borders while 
increasing in quantity and extent. Regardless of size, sector, and other parameters, 
organizations are affected by a complex, ever-changing regulatory environment and 
are subject to enforcement actions, sanctions, fines, and reputational risk. 

This paper focuses on the various interpretations of compliance risk and the 
compliance risk assessment process. In this study, the definitions of compliance risk 
are collected from the literature to answer the following research questions: 

RQ1. What meanings does the term compliance risk contain? 

RQ2. What does the compliance risk assessment process look like according to the 
literature? 

RQ3. What are the gaps in the current literature that future research might explore? 
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In this section, a brief introduction to compliance risks is presented. A frequently 
referred definition of compliance risk  states that it is the organization's exposure to 
potential legal or regulatory sanctions, financial loss, or a loss of reputation due to 
the organization's failure to comply with laws and regulations [1]. Compliance risk 
also includes failure to comply with internal policies or best practices on various 
topics, like data protection, which could lead to the inability to operate the business. 

The term “compliance function” refers to the workgroup which carries out the 
compliance activities [1]. While the independence of the compliance function is 
necessary to avoid conflict of interest between compliance and other units, close 
cooperation with other internal control functions and the business units is 
indispensable [1]. 

The ISO 19600:2014 “Compliance management systems guidelines” recognize a 
risk-based approach to compliance [2]. The ISO 19600:2014 guidelines for 
compliance management are aligned with the ISO 31000:2018 risk management 
guidelines [3] as described in previous works [4,5]. The ISO 37301:2021 
Compliance management systems standard [6] supersedes the ISO 19600:2014.  
The standard follows the PDCA logic, where risk identification is part of the Plan 
phase, compliance risk mitigation by controls and procedures is part of the Do 
phase, and measurement and monitoring activities are included in the Check phase. 

Organizations may follow frameworks and mechanisms to control compliance risk. 
One critical activity of compliance management is monitoring changes in the 
regulatory environment to ensure that the organization is well informed and up-to-
date on the requirements it is facing and in understanding its level of compliance. 
Business continuity is closely related to compliance management. Organizations 
that are prepared and able to remain operational even during disruptive events (e.g., 
cyberattacks) instill confidence in their partners and can expect better cooperation. 

Ultimately, the board (the governing body) is responsible for reviewing all aspects 
of an organization's compliance risk, and senior management is responsible for 
effectively communicating and managing the risks [1]. Compliance risk consists 
primarily of penalties and other consequences for regulatory noncompliance and 
reputational risk. The first includes illegal practices, like fraud, theft, bribery, 
money laundering, and embezzlement. Violation of data protection laws, pollution, 
environmental damage, and occupational health and safety violations are also 
common compliance risks. Cloud computing delivers new compliance risks since 
cloud services might store sensitive or protected data. 

It is necessary, to clarify a few other risks that are close or even partially overlap 
with compliance risks. 

1) Reputational risk is a loss in an organization's perceived trustworthiness or 
integrity. It has a negative impact, resulting in direct losses in revenue, 
indirect losses of customers, orders, employees, foregone business 
opportunities, or perception of the brands. Reputational loss is usually a 
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consequence of another business risk; negative news spreads quickly and 
beyond the company's control. 

2) Integrity risks are current or future threats to an organization's reputation, 
capital, or results due to inadequate compliance with applicable laws. 
Integrity risks are partly the risk of insufficient compliance with the law and, 
on the other hand, the risk of employees engaging in actions that could 
seriously damage trust in the organization. Examples of integrity risks are 
money laundering, corruption, and conflicts of interest between staff and 
clients. 

3) Conduct risk refers to the potential inappropriate, unethical, or harmful 
behavior (such as misleading advertising, insider trading, market 
manipulation) that could negatively affect customers, investors, and the 
market. Conduct risk can have serious consequences, damage the 
institution's reputation, lead to legal and regulatory sanctions, and cause 
financial losses to customers or investors. Nicolas and May defined conduct 
risk as any activity or inaction by an organization's personnel that could lead 
to unfair outcomes for its clients, affect the integrity of the markets, or 
otherwise jeopardize the organization's reputation or financial situation [7]. 

The Digital Operational Resilience Act (DORA) is a legislative proposal of the 
European Commission which aims to increase the operational resilience of the EU 
financial sector by creating a harmonized framework for digital operational 
resilience. The proposal aims to ensure financial institutions can withstand and 
respond to various operational risks, including cyberthreats, IT disruptions, and 
other technology-related risks. According to present plans, it shall apply from 
January 2025 [8]. DORA compliance is a current challenge for thousands of 
financial entities and ICT service providers operating within the EU and the ICT 
infrastructure supporting them from outside the EU. 

The importance of DORA lies in the financial sector increasingly relying on digital 
technology, which presents new risks and challenges regarding operational 
flexibility [9]. Cyberattacks, IT failures, and other technology-related incidents can 
cause significant disruption to financial institutions and have far-reaching 
consequences for the financial system and the economy. DORA is expected to 
significantly impact financial institutions operating in the EU, as they must meet 
new requirements and standards for digital operational flexibility. This includes 
establishing and maintaining effective governance and risk management 
arrangements, conducting regular testing and exercises to assess operational 
resilience, and reporting significant events to the relevant authorities. 

The financial sector witnesses a change in the regulatory perspective from defense 
and protection to building resistance, resilience, and flexibility [10]. Therefore, an 
Information and Communication Technology (ICT) risk management framework to 
manage ICT risks is strongly connected to compliance risk management since some 
risks may have regulatory, reputational, or both effects. 



P. Benedek et al. Compliance Risk Assessment – Result of a Comprehensive Literature Review 

‒ 246 ‒ 

This paper is organized as follows. Section 2 introduces the methodology, while 
Section 3 presents the results. In Section 4, the results are discussed, highlighting 
managerial implications. 

2 Methodology 

This research is based on a comprehensive literature review. The data extraction 
process was designed based on the research questions to highlight the similarities 
and differences among the results of the studies. 

For this study, the authors used the Scopus digital database, which many research 
studies have used, to select and identify the most relevant studies. The selection 
process was guided by specific keywords included in the following search: 
compliance risk OR compliance assessment OR compliance risk evaluation.  
The search was conducted in July 2023 following the logic of the PRISMA 2020 
statement. 

The search was extended to one regulatory documents outside the Scopus [1], that 
was used as references in the first set of research studies. Additionally, reports and 
white papers published by consultancy firms are reviewed in Section 3.3. 

The following inclusion criteria have been defined for examining the research 
questions: (i) journal papers and regulatory reports that dealt with the intersection 
of compliance management and risk management and included the terms in the title, 
abstract, or keywords; (ii) documents in English; (iii) documents published since 
2005. In addition, papers using the term outside of an organizational perspective 
(e.g., medical use) were excluded from the research. The selected documents are 
presented in Table 1. 

Table 1 
Documents of the literature review 

Bibliographic information 

of the publication 

Country of 

research 

Approach/methodology 

Basel Committee on Banking 
Supervision, 2005 [1] 

Switzerland high-level paper on compliance risk and 
the compliance function in banks 

Birindelli, Ferretti, 2008 [12] Italy questionnaire 
Sathye,  Islam, 2011 [13] Australia method of analogy, scorecard of risk 

assessment based on the literature on 
credit-scoring models 

Birindelli, Ferretti, 2013 [14] Italy literature review, theoretical model of an 
efficient internal control system 

Esayas, Mahler, 2015 [15] Norway modeling of compliance risk identification 
and assessment 
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Losiewicz-Dniestrzanska, 
2015 [11] 

Poland literature review and proposal of 
quantitative indicators in compliance risk 
monitoring 

Nicolas, May, 2017 [7] USA practical guidance for developing a 
compliance risk assessment 

Naheem, 2019 [16] Germany literature review and surveys 
Achkasova et al. 2021 [17] Ukraine cognitive modeling method based on the 

construction of a fuzzy cognitive map 

3 Results 

The results are presented along with the research questions. Section 3.1 reflects on 
the definitions of compliance risks and the boundaries of compliance risk 
management. Section 3.2 provides a detailed insight into the risk assessment 
process. Finally, Section 3.3 delivers additional information from the business 
reports and surveys. 

3.1 Definitions and Insights on Compliance Risk 

The following explicit definition of compliance risk has been collected: 

1) The definition of compliance risk is given by the [1] as follows: “The 
expression "compliance risk" is defined in this paper as the risk of legal or 
regulatory sanctions, material financial loss, or loss to reputation a bank may 
suffer as a result of its failure to comply with laws, regulations, rules, related 
self-regulatory organisation standards, and codes of conduct applicable to its 
banking activities (together, "compliance laws, rules, and standards").” This 
definition is widely accepted and used [11, 14]. 

2) The Bank of Italy provides another definition. "The risk of non-compliance 
with rules is the risk to incur in judicial or administrative sanctions, material 
financial losses or loss of reputation as a result of infringement of mandatory 
rules (laws and regulations) or of self-regulation (that is statutes, codes of 
conduct, codes of self-discipline)" [12]. 

3) The Polish Financial Supervisory Commission defined noncompliance risk 
"as a result of a bank's failure to comply with legal requirements and 
recommendations set out by the Polish Bank Association" [11]. 

4) Nicolas and May [7] define compliance risk as the risk of legal or regulatory 
sanctions or financial loss resulting from failure to comply with applicable 
laws, regulations, rules, and related market standards. 

5) The ISO 37301:2021 standards define compliance risk as likelihood of 
occurrence and the consequences of not fulfilling the organization’s 
(mandatory or voluntarily chosen) compliance obligations [6]. 
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While legal risks have an external focus, compliance risks focus on the internal and 
external environment and include failures to comply with self-regulatory standards 
[15]. Furthermore, reputational risks that are excluded from legal and operational 
risks are also included in compliance risks. There is a partial overlapping of 
operational, legal, and compliance risks [14]. 

Requirements for the efficient and effective management of compliance risks 
include (1) establishing an independent function and (2) the definition of the person 
responsible for compliance risk management [12]. The independence of the 
compliance function, its formalization of responsibilities, and relationship with 
other control functions are general requirements [14]. 

In principle, the compliance function and the internal audit function should be 
separated to ensure that the activities of the compliance function are subject to an 
independent review [1]. While compliance risk assessment is primarily the 
responsibility of the compliance functions, a review (control) responsibility lies 
within the internal audit, and supervision is the governing body's responsibility [1]. 
In contrast, [7] emphasized that the business should own the compliance risk 
assessment process, and the compliance function should only assist in its planning 
and execution. 

With internal audit, some synergies are related to risk and control assessment 
methods, risk mapping, and promoting a strong "control culture" [12]. Unlike the 
top-down approach of internal audit, compliance management is a bottom-up 
activity with an analytical vision of compliance risks and the processes involved 
[14]. 

Operational risks, legal risks, and compliance risks often overlap. Cross-cases 
emerge from a "grey zone" that includes breach of contract (classified as an 
operational risk event) and the bank's liability for improper conduct leading to legal 
risk lawsuits [14]. Although the European Network and Information Security 
Agency [18] have published recommendations on cloud computing risk assessment, 
there are no specific guidelines for identifying legal risks. 

Both compliance and operational risk management are second-level control 
structures whose task is to identify the risks inherent in the processes implemented 
by the various functions [14]. A cooperative or integrated approach to risks can 
create effective synergies facilitated by shared risk identification, risk indicators, 
business environment analysis, and information exchange and validation [14]. 
Consultations with business units (e.g., internal audit, operational risk unit, legal or 
security department) and using the results of their audits and information from their 
reports can contribute to better compliance monitoring [11]. 
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Figure 1 

The grouping of compliance risks, own editing based on [13 p. 176.] 

Compliance risks can be grouped under two categories: regulatory risk and business 
risk (Figure 1). Regulatory risks come into being because of the inability to comply 
with legislation requirements. Australia’s financial intelligence unit divides 
business risk into inherent and residual risk. Inherent risks are identified and 
managed and come from various sources like customers (i.e., politically exposed 
people, customer complaints), products or services, and previous compliance 
reports [7, 13]. Inherent risks are identified, controls to mitigate the risks are listed, 
and the resulting residual risk calculations are classified in terms of potential 
financial, regulatory, and public reputational damage to the entity [7]. Methods for 
identifying inherent risk should include quantifying control effectiveness [7]. The 
basic idea behind quantifying inherent business risks is to pre-identify key factors 
and combine or weight them into a quantitative score, which can be directly 
interpreted as the probability or used as a classification system. Residual risk is the 
risk left, despite a robust risk management system [13]. 

3.2 The Compliance Risk Assessment Process 

Compliance risk management is a systematic process for identifying, analyzing, and 
prioritizing an organization's compliance risks. According to Nicolas and May [7], 
the compliance risk assessment process starts with identifying the main inherent 
risks within a business or legal entity. In this section, the next steps are risk analysis 
and evaluation, followed by risk treatment. 

3.2.1 Risk Identification 

Risk identification examines how a compliance requirement—obligation or 
prohibition—may lead to risk. Risk identification can be requirements-centered or 
facts-centered [15], and both approaches are equally relevant. In the requirements-
centered approach, experts aim to identify what might trigger the legal norm 
through guiding questions like what actions could lead to violations. 

In contrast, business processes are evaluated in the facts-centered approach to 
identify potential noncompliance areas. The benefit of a facts-centered approach is 
that it is possible to reuse previously identified risks from other areas and assess 
their compliance implications [15]. 

Compliance risk

Business risk Regulatory risk

Inherent risk Residual risk
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Nicolas and May [7] recommend combining the above approaches as follows: 

1) The regulatory requirements are the starting point. 
2) The risk inventory is prepared based on them. 
3) The next step is the detailed examination of the risks through the relevant 

business processes and identifying (yet not assessing) relevant actual 
controls. 

Risk identification builds on the collection of timely and accurate data (even 
independent third-party data) and on identifying the relevant legal obligations by 
establishing an applicable legal framework and evaluating the relevance and 
importance of specific regulations in the organization's business activities. Risk 
identification is a critical step for the effectiveness of the subsequent stages of the 
risk management process [11]. 

According to Łosiewicz-Dniestrzańska [11], risks can be described by four factors: 
nature (event or incident), source (people or units, like internal audit or operational 
risk reports, whistleblowing), cause and effect (impact). Measuring risk compliance 
in banks usually means creating overly simplistic risk matrices determining the risk 
degree [11, 16]. 

Esayas and Mahler [15] found that compliance risk identification is usually made 
in unstructured or semi-structured brainstorming sessions, relying on lawyers' 
expertise. Instead, they propose a requirements-centered five-step process for the 
structured identification and assessment of legal and compliance risks: 

1) step: identify the source of the requirements 
2) step: list of obligations and prohibitions 
3) step: structuring a requirements template 
4) step: template-based modeling 
5) step: instantiation 

"We don't talk the same language when we discuss risks" [15]. Esayas and Mahler 
highlight the importance of language and possible difficulties in communication as 
experts from different fields use their vocabularies (e.g., IT, legal). The proposed 
graphical modeling can break down complex regulations into easily understandable 
elements. Using templates in the risk identification and assessment steps facilitates 
modeling and monitoring, while it has the risk of missing information while 
transforming the regulations. One participant in their case study indicated that risk 
identification is less challenging than risk assessment. 

The benefits of a structured approach to risk identification reduce the subjectivity 
of compliance decisions. In addition, visualization provides focus and facilitates 
communication between experts from different backgrounds. Furthermore, the 
structured approach produces reusable results, so the costs of using the approach 
can be lower in the long-term [15]. 
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3.2.2 Risk Analysis and Evaluation 

Compliance risk assessment is a systematic process for identifying, analyzing, and 
prioritizing an organization's compliance risks. Compliance risk assessment aims to 
identify areas of significant risk and where controls are required to reduce risks [7]. 
The Basel Committee [1] proposes using performance indicators to measure 
compliance risks. According to the document, compliance risk should be 
incorporated into the internal audit function's risk assessment methodology, and an 
audit program should be established that covers the testing of controls proportional 
to the level of perceived risk. Birindelli [12] suggests defining risk models and Key 
Performance Indicators as part of the boundary setting of the different management 
areas. Meanwhile, some risks are simultaneously part of operational and 
compliance risks (i.e. contract breeches). 

By the Second Pillar of Basel 2, it is necessary to quantitatively measure compliance 
risk in banks [12]. In the early stages of risk assessment, there was no general, 
predefined methodology for assessing compliance risk, and banks used non-
statistical methods to calculate risk exposure, such as [12]: 

1) Qualitative assessments based on indicators, 

2) Self-assessment of the frequency and severity of the risk and the controls.  
The aim was to calculate the residual risk present after the controls. 
Sathye and Islam [13] distinguish the rule-based and risk-based approaches to 
compliance. The former means establishing the compliance function based on a 
catalog of regulations. After collecting the legal requirements, they must be 
evaluated to implement appropriate measures to ensure compliance. The latter 
approach means that organizations (reporting entities) can develop compliance 
procedures and processes and allocate resources appropriately to address the 
specific risks they face [13, 15]. The benefits of the risk-based approach are the 
efficient allocation of resources, prioritization of risks, and lesser burdens on 
customers (and eventually lesser costs). The main steps of the compliance risk 
management process are risk identification, risk assessment, and developing 
strategies to manage and mitigate the identified risks [13]. 

Sathye and Islam [13] propose an inherent business risk assessment scorecard based 
on credit scoring models. Two risk assessment factors are the risk's likelihood 
(probability) and impact (severity). For example, they propose a 400-point model 
that consists of 4 main types of risk for money laundering and terrorism financing, 
where customers over 300 points would be considered high risk. In general, the 
outcome of the assessment is, on the one hand, the level of risk identified (high, 
medium, and low) and, on the other hand, mitigation and control procedures 
relevant to the risk. 

For regulatory risk assessment, Sathye and Islam [13] propose a qualitative self-
assessment technique, a questionnaire as a checklist to assess compliance with 
relevant regulations. 



P. Benedek et al. Compliance Risk Assessment – Result of a Comprehensive Literature Review 

‒ 252 ‒ 

Łosiewicz-Dniestrzańska [11] proposes independently determining risk likelihood 
and impact on 1-to-5 scales and computing the overall risk as a product of impact x 
likelihood. Next, we can transform numerical values (1-25) to a 5-scale risk rating 
(minor, moderate, significant, major, catastrophic). In practice, the accepted scale 
is often narrower and consists of only three categories (green, amber, red), where, 
like on a heat map, the amber is a warning and requires corrective measures [11]. 

Risk assessment is generally carried out in teams, which can be facilitated with 
software inputs [16]. Teams might include members out of the organization, like 
customs experts or other third parties. Esayas and Mahler [15] highlight that the risk 
appetite of the individuals performing the risk assessment might differ significantly. 
Hence, the evaluations are subjective in case of no formalized approach to 
compliance risk assessment. Historical data can help simplify the estimation of the 
probability and impact of compliance risks. In their study, violations have a low, 
medium, or high-level impact on compliance, depending on the level of remediation 
(individual, business unit or board, respectively) [15]. 

According to the 2008 Federal Reserve Supervisory Letter [19], the risk assessment 
should be based on company-wide standards that define the method and criteria for 
risk assessment throughout the organization. Also, it should consider the risk 
inherent in the activity and the strength and effectiveness of the controls designed 
to mitigate the risk [19]. For assessing risk controls, some questions focus on control 
design, others on implementation (How reliable is the control? Is it easily bypassed? 
With control operation: how well does control work in practice?) [7]. 

Naheem [16] distinguished reactionary versus forward-thinking strategies for anti-
money laundering (AML) risk assessment. Reactionary focus means following the 
the state’s agenda and managing development according to regulatory requests. It 
has the disadvantages of not recognizing risks and other legal challenges, like too 
fast changes in regulation. 

Naheem [16] highlights that improved technology facilitates detecting wrongdoing. 
Also, this study identified three areas for improvement in detecting and calculating 
risks: training and experience of the team members and communication with 
management. 

3.2.3 Risk Treatment 

The compliance risk assessment forms the basis for implementing compliance 
management systems and allocating appropriate resources and processes to manage 
the identified compliance risks. Improvements based on compliance risk assessment 
lead to better compliance with health and safety and other specific regulations.  
A compliance risk assessment is a real opportunity to initiate new and update old or 
unused controls to mitigate risk [7]. Establishing and implementing controls aims 
to reduce the probability of the causes and their negative consequences.  
The following control mechanisms can be helpful to internal procedures: training, 
segregation of duties, application of the "four eyes" principle, legal opinions, 
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physical security, and system mechanisms (access rights, exclusions), surveillance 
and monitoring, and testing [7, 11]. 

Quantitative tools for compliance risk monitoring are mainly based on simple, 
readily available indicators, often overlapping with those used by operational risk 
management. They are based on historical data (e.g., the number of overdue 
corrective action, the number of customer complaints to regulators, ratio of 
completion of training, and the number and frequency of detected violations) [11, 
20, 21]. Please note that indicators do not measure the risk but are valuable in 
showing the trends and can signal early warnings. 

Given the importance of issues related to compliance risk assessment, it is necessary 
to develop a theoretical basis and tools to assess the potential growth and realization 
of compliance risks [17]. 

3.3 The Business Perspective 

Traditionally, compliance has been seen as the responsibility of specific business 
units or functions (i.e., financial regulation, safety and environmental laws, 
employment standards). Many businesses used a silo approach to compliance and 
isolated efforts without aligned intent [22]. 

According to a KPMG survey in 2006, compliance verifies the consistency of 
internal and bank regulations and advises on legal risk issues, while the risk 
management function monitors all risks [14]. KPMG emphasizes the importance of 
compliance risk assessment in developing effective compliance programs.  
The report highlights key steps in a compliance risk assessment and provides 
practical advice for organizations to conduct compliance risk assessments [23]. 
Advancements in technology and automation present tremendous opportunities to 
innovate and increase efficiency, as data analytics solutions help to identify alerting 
data, prevent, detect, and respond to potential violations and make evidence-based 
decisions. Key risk and performance indicators often predict events that can 
increase an organization's risk exposure and work as alerting signs of potential 
problems so they can be monitored and mitigated. KPIs and KRIs enable 
compliance managers to make better decisions and manage compliance risks more 
effectively. KPMG also presents a maturity model for the integration of data 
analytics into compliance management [24]. 

PwC provides practical guidance on compliance risk assessments, including using 
risk matrices [25]. Compliance testing should be designed around and focused on 
the organization's most serious threats and aligned with risk appetite and business 
risk assessment. Mitigation should respond to test results; the most significant 
identified risks or weaknesses are subject to increased testing. The compliance 
function typically performs this type of assessment with data from business areas 
[26]. 
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Boards must provide tangible evidence that they are effectively managing their 
compliance risks [27]. According to a recent Ernst & Young report [28], emerging 
technology could improve the early detection of risks (e.g., using AI in fraud 
detection, continuous monitoring instead of sampling), contribute to less reliance 
on manual processes, and enhance risk assessment processes. To manage identified 
and assessed risks, EY proposes four strategies: risk avoidance, risk transfer (to a 
third party), risk mitigation (reducing the probability), and risk acceptance 
(controlling and monitoring expected risks) [28]. 

Another 2021 Ernst & Young study covered 21 European banks, most 
implementing compliance functions using traditional compliance risk monitoring 
models. However, there is much interest in adopting technologically advanced 
models [29]. 

Deloitte has issued a report on compliance risk assessment in 2015 [30]. In the 
methodology, they distinguish the legal, financial, business, and reputational impact 
of inherent risks. The main practical recommendations are data collection from 
cross-functional specialists, building on existing content (like reports) and 
methodology, clear risk ownership for transparency, and delivering useable and 
actionable risk evaluations (priorities, action plans, monitoring). Further 
recommendations are using simple language and regularly repeating the risk 
assessment [30]. 

Deloitte has also developed a Systematic Integrity Risk Analysis (SIRA) 
methodology that covers all relevant integrity risks and meets the risk assessment 
requirements outlined in the 4th Anti-Money Laundering Directive. The main steps 
of the risk analysis are to determine inherent risk, identify controls, determine 
managed risk, and define mitigating measures [31]. The SIRA methodology also 
outlines preparation and closing steps after a risk analysis. Deloitte and EY 
recommend using Robotics Process Automation (RPA) to reduce compliance costs 
and increase process reliability and regulatory compliance [28, 31]. 

4 Discussion and Managerial Implications 

4.1 Discussion 

While the scientific, and business literature generally agree on a risk-based 
approach to compliance, it is vital to highlight one condition. The risk-based 
approach works if the regulators empower the businesses and believe they know the 
risks they face best and should, therefore, be empowered to decide how to identify, 
mitigate, and manage those risks. In a legal environment, where the regulators think 
they know the best will go to detailed regulations where a rule-based approach 
might be more suitable. 
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One problem with the requirements-centered approach is that regulations are 
created to respond to crimes (i.e., cybercrime). Following a strictly reactionary 
strategy to compliance management will expose the organizations to new risks, for 
example, due to changes in the organization's digital, social, and legal context. 
Naheem [16] argues for a holistic approach to risk, as organizational failures and 
fraud often transcend business unit levels and add up across processes. Therefore, 
the authors propose using a process-based approach to compliance risk 
management, which could be supplemented with a requirements- or rule-based 
approach. 

The “explain or comply” approach, required by regulatory supervision in some 
cases, means that organizations that do not comply with laws or codes must explain 
each noncompliance. Explaining is only valid if it is about meaningful reasoning 
and not rhetorical misleading by lessening the severity of potential damages or 
losses in other terms [32]. 

Bello and Harvey [33] highlight the difficulties of the risk-based approach to anti-
money laundering compliance (e.g., confusion on whether the organization’s risk 
perception is in line with the regulator’s) and propose the uncertainty-based 
approach as an alternative. The latter would provide a better understanding of the 
risk problem within the AML domain and would be more cost-effective while 
aligning the interests of banks and regulators. The authors of this paper would like 
to emphasize that AML is a unique field of compliance where the probability 
assessment of a potential outcome could be even more difficult than in other areas 
of regulatory compliance. 

The answers to the research questions are presented below. 

RQ1. What meanings does the term compliance risk contain? The collected 
definitions mainly reflect on the causes and impact of compliance risks. The Basel 
Committee [1] definition is widely accepted as a reference. This definition has a 
cause and an impact part. Causes of noncompliance may be ”failure to comply with 
laws, regulations, rules, related self-regulatory organisation standards.” The impact 
is divided into three areas: legal sanctions, financial loss, and loss of reputation.  

On the sources side, market standards [7] and voluntarily chosen requirements [6] 
could be added to the Basel definition. 

However, the impact side is significantly different in the ISO 37301:2021 
definition. While the consequences are not divided into three, the likelihood of the 
occurrence is an essential part of the standard’s definition [6]. 

In this paper, we propose a new definition of compliance risk as follows: 

Compliance risk refers to an event with the likelihood of potential regulatory, 

financial, or reputational losses for the organization due to noncompliance with 

regulations or voluntary obligations. 
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RQ2. What does the compliance risk assessment process look like according to the 
literature? 

1) The literature is not uniform, not even in terms of compliance risk 
management activities (confusing mitigation, control and monitoring 
activities and the relation of these). Few specific methods and techniques 
have been developed to identify and model compliance risks. Scientific and 
business reports hardly refer to the published ISO guidelines and standards 
relevant to this topic. Adopting general risk assessment approaches and 
methodology in the specific compliance risk area would be beneficial. 

2) Many publications see value in the close cooperation of operational risk 
management and compliance management. The information generated in the 
internal control (internal audit, operational risk management, and 
compliance management) frameworks can be reused using a structured 
approach. Cooperation with operational risk management and internal audit 
can reduce compliance costs. 

3) Using mitigation levels as a guideline to estimate the noncompliance impact 
[15] uses the risk management process backward, creating unreliable risk 
assessment and inconsistency in the whole process. The severity of risk 
impact should be assessed independently from the analysis of the controls. 
Organizations need help to quantify risk impact in practice, and making good 
use of historical data is necessary but insufficient since it can be incomplete 
or misleading [12]. 

4) Nicolas and May [7] highlight that controls are part of the inherent risk. In a 
sense, actual controls create potential risks. Studies show that partial risks 
might stay hidden if only the traditional risk matrix (probability vs. impact) 
is applied [4, 5]. The Partial Risk Map (PRISM) methodology adds the 
detection factor of failure modes and gives a more efficient and detailed view 
of the risk assessment results. Root [34] emphasizes that the root causes of 
compliance violations should be identified. 

5) Finally, individual risk assessment, besides group assessment, is highly 
underrepresented in the literature. Visualization of risk assessment and 
setting up cross-functional teams in compliance risk identification and 
assessment is concluded from the study of Esayas [15] to compensate for the 
difficulties of individual, professional, and verbal interpretations of risks.  
A visual representation of risks can facilitate a shared understanding and 
more straightforward communication on compliance issues. 

Based on the above inconsistencies of the reviewed literature and the relevant ISO 
guidelines, the authors propose the following structured compliance risk assessment 
process. 

Among others, compliance obligations provide inputs to the compliance risk 
assessment process, which has three main steps (Figure 2): 
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1) compliance risk identification, 
2) compliance risk analysis (analysis of probability and impact of 

noncompliance and assessment of ease of detection by current controls),  
3) compliance risk evaluation (ranking of risks). 

 
Figure 2 

A structured compliance risk assessment process 

The structured compliance risk assessment process ends with decision-making.  
A privacy breach example explains the risk treatment strategies. An organization 
can avoid the risk of a privacy breach by not using certain technologies. Or an 
organization may transfer the risk to third parties or external service providers with 
particular expertise in customer data protection. Alternatively, it can reduce the risk 
of a privacy breach by investing in measures such as encryption or firewalls. If the 
organization accepts a certain level of risk, it may plan to respond to incidents by, 
for example, recovery plans and early detection systems. In some cases, 
organizations may increase the risk to pursue a business opportunity. 

RQ3. What are the gaps in the current literature that future research might explore? 

1) Robust methodologies are scarce. Developing robust methods for 
quantifying compliance risk can improve the accuracy of risk assessment. 
Future research could propose models for quantifying compliance risk. 

2) Research that examines the integration of compliance risk assessments with 
other types of risk assessments (such as operational risks) can provide a more 
holistic picture of an organization's risk profile. 

3) Data analysis for compliance risk assessment is an emerging field. Future 
research could explore the intersection of technological innovations with 
compliance risk assessment. 
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4) Assessing the effectiveness of compliance risk reduction is still in its 
infancy. Future studies could develop methodologies to measure the impact 
of different compliance risk management strategies. 

5) Finally, DORA compliance lies in the intersection of information security 
and compliance management. Future research need to explore what are the 
compliance aspects of ICT and cyber-risks and how the frameworks can be 
integrated in theory and practice. 

4.2 Managerial Implications 

First, similarly to quality management, compliance management was mainly seen 
as a cost rather than a value-creating function [12]. Nowadays, managing integrity 
and compliance is critical in creating value and improving reputation. 

Transforming legal requirements to risks is a challenge in itself. How can 
regulations be transformed into threat models and later risks? Darimont and 
Lemoine [35] propose the KAOS methodology, which transforms regulatory 
requirements into goals and, after modeling the goals, identifies anti-targets as 
threats. Also, creating and using templates in risk identification and assessment 
facilitates communication among experts [15]. 

Objectivity in assessing consequences can be introduced by creating a structure and 
criteria for assessing compliance risk. A structured approach can reduce subjectivity 
in making compliance decisions and resource allocations. Better results can be 
achieved with a structured approach than an unstructured brainstorming session 
[15]. 

When developing a remediation and testing plan, being realistic about what can be 
accomplished in the given time frame is crucial [7]. 

As for DORA compliance, Chief Information Security Officers working with 
DORA can use the ISO/IEC 27001: 2022 standard as a starting point [36]. 
Compliance with ISO/IEC 27001: 2022 means that an organization has 
implemented a system to manage risks related to the security of data owned or 
operated by the company. This standard helps organizations recognize risks and 
proactively identify and address gaps. An information security management system 
implemented according to the standard is a tool for risk management, cyber 
resilience, and operational excellence. ISO 27005: 2022 standard [37] provides a 
framework and approach to information security and cybersecurity risk 
management. Most risk management methodologies are derived from this 
international standard. 

The cooperation of compliance and risk management in a coordinated manner, 
based on shared goals, principles, and values, and having the processes and 
organizational structures in place to monitor the organization's activities 
continuously can create value [22]. 
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The Ernst & Young report [28] proposes investment in emerging technologies, 
investment in the right processes and actions, specialized training and reskill of 
people, and last but not least, "set the right tone at the top". 

Internal audit (responsible for reviewing the effectiveness of the compliance 
controls) needs to have an in-depth understanding of the various compliance risks 
to judge the appropriateness of the risk assessment strategy and methodology. 
Likewise, the board might need training on compliance risks to be able to and be 
motivated to carry out their responsibility of supervising the compliance risk 
management of the organization. Root [34] points to the multiplicity of reasons for 
compliance violations, such as difficulties overseeing compliance programs and the 
lack of an integrated compliance culture in the corporate structure. Companies 
starting the "compliance journey" may face resistance from first-line business units 
[7]. 
Conclusions 

Public or private organizations, regardless of size, sector, and geographic location, 
are subject to certain regulatory compliance risks. This article has collected various 
definitions of compliance risk that reflect the prevalence, principles, and scope of 
compliance management based on a review of nine studies on compliance risk 
assessment from 2005-2021. The main findings of this research are: 

1) A new definition of compliance risk was created based on a combination of 
several previous definitions. 

2) Adopting general risk assessment approaches and methodology tailored to 
the specific compliance risk area facilitates cooperation with other internal 
control functions, like operational risk management and internal audit. 

3) Analysing controls is a significant part of risk assessment since detectability 
is an essential part of the risk. 

4) Compliance risk assessment can be improved by using structured 
frameworks and methodology. For this, the authors have developed a 
structured compliance risk assessment process (Figure 2). 

The most important limitation of this study is that some studies on compliance risk 
assessment may have been excluded from this review due to the inclusion and 
exclusion criteria developed by the researchers. Future research will focus on 
quantifying compliance risk to improve the accuracy of risk assessment. Further 
research could study the use of data analysis in compliance risk assessment. Finally, 
research needs to explore the compliance aspects of ICT and cyber risks and how 
the frameworks can be integrated in theory and practice, as necessary for DORA 
compliance in the future. 
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Abstract: Optimally loading pallets is a challenge and can be a time-consuming task for 

many industrial and logistics applications. To help solve this problem, we proposed an 

augmented reality (AR) application that assists warehouse workers during the pallet 

loading process. For this reason, an algorithm for solving the Pallet Loading Problem 

(PLP) was defined first. All input data (name, dimensions and quantity of boxes that need 

to be loaded on the pallet), which actually form a loading order, are then transferred to the 

warehouse with the generated QR code. A warehouse worker scans the QR code and gets a 

visual representation of how to load the boxes onto the pallet on the lens of their smart 

glasses. The experimental results show that the proposed system successfully facilitates and 

speeds up the process of shipping products from the warehouse to customers. 

Keywords: pallet loading; augmented reality; packing problem; optimization 

1 Introduction 

When delivering a certain amount of products to customers, PLP often occurs. It is 
often the case that requests are received from several customers at the same time 
or that one customer requests the delivery of several different types of products. In 
order to optimize costs and meet multiple requirements with one delivery, 
suppliers try to make maximum use of the available cargo space of a pallet, truck 
or other means of transport [1]. Therefore, it is necessary to carefully plan the 
loading of transport boxes on pallets. However, usually the time for loading 
pallets is very limited because the customer expects delivery within the 
appropriate time. In the background, many optimization methods need to be 
applied to define the best way to load pallets, which can be done by workers in 
production facilities, who are usually counted as “unskilled labour”. The goal is 
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for the worker to receive simple, unambiguous instructions on how to load the 
transport boxes onto the pallet, and all this in a very short time. 

By carefully searching the literature and following modern technological 
achievements, it can be concluded that AR is emerging as a promising solution [2, 
3]. Through the integration of virtual objects into the real space, workers in 
warehouses can be provided with clear guidance on the placement of shipping 
boxes in a simple way. 

In order to successfully develop a system that would meet all the mentioned 
requirements, it is, first of all, necessary to have a good and efficient algorithm 
that solves the PLP. By searching the literature, it is possible to find a few of 
them, which will be discussed in Section 1.1. The algorithm used in this paper, 
with all constraints and defined optimization criterion is presented in detail in 
Section 2.1. 

For the successful functioning of any algorithm, it is necessary to provide 
appropriate input data. In this paper, the input data is contained in a QR code 
generated by a desktop application as a part of a loading order, which is then 
forwarded to the worker. The developed desktop application that generates 
loading orders is presented in Section 2.2. 

Finally, it is crucial to visually show the worker how to load the boxes on the 
pallet. In this paper, this is made possible by the use of AR, through the developed 
AR application. Upon receiving the loading order, the worker runs the AR 
application and scans the QR code, starting the algorithm, which is then executed 
in the background of the application. 

A detailed description of the developed AR application is given in Section 2.3. 
Testing of the developed applications and the most important results of the 
research are shown in Section 3, along with the discussion and directions for 
further research. The most important conclusions are given in the last Section. 

1.1 Literature Review 

AR has emerged as a transformative technology in the logistics sector, offering 
innovative solutions to enhance process optimization, efficiency, accuracy, and 
overall operational flexibility and effectiveness [4-6]. Significant contributions 
can be observed in various activities, such as: 

1) Warehouse management: AR facilitates real-time inventory tracking and 
management. By providing instant information about stock levels and 
locations, AR helps in reducing stockouts, overstock situations, and 
streamlining the replenishment process. In addition, AR is employed for 
hands-free picking and packing in warehouses. Workers equipped with AR 
devices, such as smart glasses, receive real-time information on item locations, 
reducing errors and increasing productivity [7]. 
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2) Navigation and route optimization: AR assists in route planning and 
navigation for logistics and transportation. By overlaying digital information 
on the real environment, AR aids drivers in identifying optimal routes, 
reducing delivery times, and minimizing fuel consumption [8]. 

3) Maintenance and repairs: In field service operations, technicians use AR to 
access relevant information and step-by-step instructions while on-site. This 
ensures accurate and timely execution of repairs and maintenance tasks, 
minimizing downtime [9]. 

4) Training, onboarding and collaborative operations: AR is employed to train 
logistics personnel, offering immersive experiences for simulating diverse 
scenarios and thereby enhancing skills and preparedness for real-world 
situations. Additionally, AR fosters collaboration within logistics teams by 
enabling remote experts to deliver real-time guidance to on-site workers 
through AR devices. This not only improves communication but also enhances 
problem-solving capabilities [10]. 

5) Quality control: AR empowers inspectors to overlay digital information onto 
physical products, facilitating the identification of defects and ensuring strict 
adherence to quality standards [6]. 

6) Augmented packaging: AR is used to enhance packaging processes. By 
overlaying digital instructions on packaging materials, workers can ensure 
accurate and efficient packing, reducing errors and optimizing the use of 
packaging materials [3]. 

Overall, AR is based on the insertion of virtual objects into real 3D human space. 
The user perceives the inserted virtual objects as if they were real. A variety of 
practical applications within warehouse settings are explored in existing literature, 
showcasing the diverse potential uses of AR in this context. 

Porter et al. used spatial AR for prototyping new human-machine interfaces, such 
as control panels or car dashboards [11]. Within the prototyping system projectors 
are used to present the visual appearance of controls on a product prototype. In 
order to provide real-time interactions with the controls, finger tracking is applied. 
This kind of technology can be used for the quick and inexpensive creation and 
evaluation of device interface prototypes. 

One of the possible applications of AR for material and product handling purposes 
is shown in [12], where AR is proposed as a helpful tool for picking the items 
listed on the order. A simulation was given, using Head Mounted Displays 
(HMDs) and virtual storage for this purpose. Schwerdtfeger and Klinker 
performed a similar experiment where a real storage environment and smart 
glasses were used by many participants, in order to obtain useful data regarding 
the adaptation of people to AR and new technologies [13]. It is proven that users 
were quick to adapt to AR technology. 
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Study [14] shows an application of AR in a warehouse, designed to facilitate the 
work of the driver that needs to be focused both on their surroundings while 
driving, and the process of loading pallets. The driver gets information about their 
position in space via a 3D model, the path to follow, and the contents of the pallet 
that needs to be loaded. 

In the realm of intralogistics, the application of AR holds potential benefits, 
particularly in the context of palletization. The literature encompasses diverse 
approaches and suitable algorithms for solving PLP, suggesting opportunities for 
guidance and optimization within this field. 

Martins and Dell analysed Multidimensional Packing Problems, such as Bin 
Packing problem, Knapsack Problem, Strip Packing Problem, and PLP in order to 
understand the differences among the execution times of the algorithms created 
for solving the mentioned loading problems [15]. In the case of PLP, the items of 
the same height are loaded in vertical layers. Therefore, the problem is reduced to 
finding the two-dimensional (2D) arrangement which maximizes the number of 
packed items in a layer. It is also considered that PLP is an example of an 
unconstrained 2D Knapsack Problem. Considering dimensionality, the type of 
assignment, the assortment of boxes, and the assortment of small items, the PLP is 
identified as 2D. When solving the problem, the aim is to minimize unused space 
and find the optimal arrangement of the boxes. Heuristics and approximation 
algorithms are discussed, which also include a tree search with Graph-theory. In 
this case, the PLP is classified as a non-deterministic polynomial time (NP) 
problem. 

A real-world application intended for packing boxes of heterogeneous size, shape, 
and weight is discussed in [16] to optimize their arrangement. Constraints such as 
geometry (border of pallet, overlap, height threshold), stability, and fragility are 
taken into account. To solve the PLP, a metaheuristic framework is used to try to 
escape from local minimums, and achieve reasonable response time. Also, it is 
said that by using only heuristic techniques, the algorithm will get trapped in a 
local optimum. To find an optimal solution, a hybrid genetic algorithm is used. 

The PLP is defined as the problem to find the optimal layout for packing a set of 
identical boxes on a rectangular pallet in [17]. Furthermore, it is said that it is 
justified to consider the height of the boxes as fixed, which reduces a three-
dimensional (3D) problem to a 2D PLP. As a result, the PLP algorithm is 
applicable in logistics where distributed goods need to be packed in layers on 
uniform pallets. Also, pallet area utilization and stability were marked as 
important, with an emphasis on stability. An Integer Programming (IP) 
formulation of PLP is used. 

Ha and Nananukul analysed an air cargo 3D packing model with constraints: 
overlapping, the practical position of cartons, cargo priority, and weight limitation 
applied on a forwarder [18]. The idea was to improve the model to be able to 
operate with a large number of input data in a short time. The improvement of the 
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original model is achieved by relaxing the original constraints, in order to address 
unsolved cases from the original model. As small deviations are now allowed, 
minor movements of the box are made in order to meet the additional criteria. 

A carton-to-pallet loading problem is discussed in [19]. Products are grouped in 
boxes. Also, boxes containing similar products (soft drinks and beer) are grouped 
together in one class. These boxes have similar dimensions as well. In this way, 
different groups of products are loaded on the same pallets. When an order from a 
customer is ready to be packed, boxes of similar size form a group which is then 
used as input to the algorithm, reducing the number of possible combinations.  
The algorithm sequentially allocates product boxes to pallets using ten sub-steps. 
Each box, when allocated to a pallet, will take up a certain percentage of the pallet 
volume. A product group/class minimal percent rule is given. 

Constraints of dynamical stability are taken into account in [20], so that there is no 
box movement caused by forces such as gravity and horizontal forces that occur 
during the transportation of the container. To solve this problem, an approach 
based on the metaheuristic BRKGA (Biased Random-Key Genetic Algorithm) is 
used in order to analyse the geometrical structure of the problem. Static and 
dynamic stability is discussed. During loading/unloading and transportation, it is 
important to pack the cargo in a physically stable manner, forbidding the 
movement of the cargo, especially rotating or falling. 

To define the positioning of the boxes in [21] a coordinate origin in the bottom-
left-behind of the bin (Bin packing problem) is used. Solving the loading problem 
begins with tackling it in sub-problems. It is necessary to define the box location 
and the optimal way to place it in the defined location. Constraints that are taken 
into account are stability, rotation, weight, different products, and product 
agglomeration. An algorithm based on Extreme Points (EP) is used. The height of 
a layer depends on the first box loaded in the layer. The weight constraint reflects 
in placing boxes with heavier products at the bottom, to prevent them from 
crushing the lighter ones. There are, however, some deviations where heavier 
boxes do not need to necessarily be at the bottom. In loading with extreme points, 
instead of packing single boxes, the boxes are grouped and packed in rows 
whenever possible. The floor boxes are the ones whose top is at the same level as 
the EP where the present box is to be stored. 

Different ways of loading are given in [22]. The loading problem is divided into 
manufacturer’s and distributor’s problems. The task is to find a loading pattern 
using identical boxes for each layer of the pallet. A more complex formulation 
brings the Distributor’s PLP (DPLP), which implies loading non-homogeneous 
items onto one or more pallets. The paper is based on solving the distributor’s 
problem. In order to minimize delivery costs, each pallet must be loaded 
efficiently with respect to maximal volume utilization and inner-layer support, 
making it stable for safe transport. An algorithm for loading different types of 
rectangle-shaped boxes onto a pallet is defined as NP-hard. The main objective 
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was to maintain stability in addition to volume utilization with a nested beam 
search. 

The PLP characterized as a 3D packing problem with additional requirements to 
ensure that pallets are stable and that cargo may be handled and transported safely 
is discussed in [23]. The DPLP and Manufacturer’s PLP (MPLP) are both 
considered. The DPLP considers shipment from a distribution centre to retailers 
where pallets are composed of mixed cases. On the other hand, MPLP considers 
shipment from a manufacturer to a distribution centre and deals mostly with 
similar cases. It is similarly concluded as in [22], that the DPLP deals with 
heterogeneous items, while the MPLP deals with homogeneous items. It is 
indicated, to build stable pallets that it is essential to guarantee adequate bottom 
support for all items. The recommendation is to use 70% of bottom support. 

What is particularly interesting for analysis is how to apply the PLP solution in 
real working conditions, i.e. how to help and show the worker to properly load the 
boxes on the pallet or how to visualize the packaging solution [24]. AR can be 
used for this purpose [25]. 

2 Method 

This section presents the entire method for creating AR system for instructed and 
visualized pallet loading is presented. This method starts with the PLP algorithm in 
order to solve DPLP where different products are loaded into boxes of different 
sizes according to customer requirements [26]. Based on this algorithm, two 
applications were developed: Desktop application for creating the LOADING 
ORDER and AR application for pallet loading, which then together enable guided 
and visualized loading of pallets. 

2.1 PLP Algorithm 

The state of the art indicates the complexity of the PLP issue. Various researchers 
take into account a number of different factors, such as the dimensions of the 
boxes, their masses, the position of the centre of mass, the orientation, the order in 
which the boxes are removed from the pallet, etc. 

For the efficiency of the real-time execution of the algorithm, only the planar 
problem is considered in this study. Precisely, all rectangular boxes are assumed to 
have at least one edge of the same length, be it length, width, or height. This reduces 
the 3D problem to 2D one [17]. Given that the PLP resolution process consists of 
consecutive steps, the flow diagram of instructions is presented in Figure 1. 
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Figure 1 

Instructions flow diagram 
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As can be seen from Figure 1, a series of steps is undertaken: 

1) In the first step, the algorithm recognizes all edges that have the same length. 
These edges represent the potential height of some layers of boxes on the pallet. 

2) In case all the boxes have more than one edge of the same length, the 
algorithm shows all those edges as a result in the background. 

3) For each of the recognized edges (height of the layers), a pallet loading 
simulation (layer by layer) is performed for two different pallet orientations, 
until the maximum allowed height is reached or until all the boxes are loaded. 
The maximum height is predefined in the desktop application. 

4) After the first performed simulation, the current solution is declared as the best 
possible one. 

5) In the case that the next solution is better than the current one in terms of the 
best utilization of the pallet volume, i.e. the existence of the minimum possible 
“empty space”, that solution is declared the best possible. 

6) The simulation is repeated until all combinations have been tested. 

7) At the very end, the algorithm returns the final optimal solution as a result, as 
well as the time required to obtain it. 

As noted earlier, when the boxes are properly oriented and loaded on the pallet, 
their common dimension actually becomes the height of a single layer of loaded 
boxes. In this way, the problem of loading boxes on a pallet is reduced to finding 
the optimal layout for placing different-sized rectangles on the surface of the pallet 
or a previous layer of loaded boxes. The idea is to minimize the free space, or 
“slots” that could occur after placing these rectangles on a given surface. To 
achieve this, the box with the largest base area is placed first in the new layer of 
boxes. The formation of one layer ends when no new boxes can be added to it. As 
discussed earlier, the pallet is then loaded layer by layer until all the required boxes 
are loaded on the pallet or until the maximum height of the loaded boxes is 
reached. An example illustrating these algorithmic steps is presented, specifically 
showcasing the sequence for loading four boxes, as presented in Figure 2. Two 
different dimensions of the given boxes (a, b) are shown in Table 1. The third 
dimension of these boxes is the same and as such represents the height layer. 

Table 1 

Contains the result of comparing in pairs with the final result 

Dimensions (mm) 
Colour 

a b 

430 280 Yellow 

420 250 Green 

320 300 Red 

300 180 Blue 
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Figure 2 

Algorithm functioning - forming one layer on the pallet 

The algorithm first selects one of the pallet edges. Since EUR-pallet is used, the 
dimensions of the pallet are 1200 mm x 800 mm. The box with the longest edge is 
selected first when forming the layer of boxes, and its long edge is aligned with the 
long edge of the pallet, i.e. the x axis (Figure 2A). As it can be seen from the Table 
1, the box that meets this condition is the yellow box with a 430 mm long edge. This 
step is repeated, placing new boxes with their long edge parallel to the x axis next to 
each other, until no more boxes can fit in the current row of the layer. Accordingly, 
Figure 2A and 2B show the addition of the boxes that have the second and third 
longest edge – the green box with the edge of 420 mm and the red box with the edge 
of 320 mm, respectively. After adding these three boxes, a gap, i.e. “slit” appeared 
between the third box and the edge of the pallet, visible in Figure 2C. As the length 
of this gap is 30 mm and there are no boxes with appropriate dimensions that could 
“fill” the gap, it is obvious that no other boxes can fit in the first row and new boxes 
are to be added to the second one. Further, the first box of the following row needs 
to be placed above the box from the previous row whose shorter edge, i.e. the 
dimension parallel to the y axis is minimal, in this case 250 mm (Figure 2D). If this 
isn’t feasible because of the difference in the longer edge values of the two boxes, 
the algorithm seeks the box with the next higher value of the shorter edge in the 
previous row. 

If it is detected that placing the next box in the row would result in exceeding the 
pallet dimensions, the box cannot be added to the row as described. In these cases, 
the algorithm searches for the next shorter edge that would not exceed the pallet 
dimension when added to the row, which can either be the short edge of the given 
box, or any edge of some of the other boxes. In case the short edge of the current 
box is chosen as optimal, the box is rotated for 90 degrees and placed onto the 
pallet, making its short edge parallel to the x axis. Otherwise, the observed box is 
no longer considered for placement in the current row and the next box to be 
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added to the row is searched for among remaining boxes in the same way. Also, if 
the dimensions of a single box exceed the pallet dimensions, the algorithm does 
not allow the addition of that box to the pallet. 

2.2  Desktop Application for Creating the LOADING ORDER 

To seamlessly incorporate the PLP algorithm into an AR application, it is crucial to 
establish the methodology for generating input data. These inputs include the name, 
dimensions and quantity of boxes that need to be loaded onto the pallet. If there is a 
need, it is possible to add different information to each article depending on the 
needs of the warehouse itself. The colour of the virtual boxes has also been added 
for easier identification. Based on the input data, a loading order is created, which is 
then sent to the worker in the warehouse, either electronically or in paper form. To 
achieve this, a desktop application was developed to generate loading orders whose 
main menu is shown in Figure 3. 

In the first step, the user needs to select the item name from the drop-down list 
(Figure 3, position 1) and enter the number for each of the selected items (Figure 3, 
position 2). The general term “item” is used, while the actual product names are 
entered for each warehouse/production facility individually. One item refers to one 
shipping box. After entering the item name, the corresponding data related to the 
dimensions and colour of the boxes are generated in the background. In the same 
way, after entering the item quantity, the required amount of boxes is generated. In 
cases of incorrect data entry, e.g. by entering decimal numbers or characters in the 
“NUMBER OF ITEMS” field, a warning appears and the input field is cleared for 
re-entry. Confirming the entry of one item is done by clicking the “ENTER” button 
(Figure 3, position 3), after which a message about successful entry appears on the 
display. The user needs to confirm that they have read the message by clicking on 
“OK” or on “X” to close the window. Following this step, the input fields are 
cleared and the application is ready to enter a new item. By clicking on the “SHOW 
THE LIST OF ITEMS” button (Figure 3, position 4), the user can view the entered 
items (Figure 3, position 5) at any time. After completing the list of items, the user 
generates a QR code by clicking the “GENERATE QR CODE” button (Figure 3, 
position 6) and the QR code appears on the main form (Figure 3, position 10).  
The key thing in this step is to generate the QR code that contains the input data for 
the algorithm related to the products placed inside the boxes. In this way, the QR 
code represents a means of communication between the desktop application in the 
back office of the warehouse and the AR application in the warehouse itself. Before 
generating a QR code, the list of items needs to be displayed at least once. If the user 
tries to generate a QR code before all items are displayed the user will be warned 
that execution is not possible and that it is necessary to display the content of the 
loading order first. Also, if the user tries to enter an already entered product, the 
application will notify them that the item has already been entered, and that the 
number of these items can be changed in the entry table named “CURRENT 



Acta Polytechnica Hungarica Vol. 21, No. 6, 2024 

 – 273 – 

INPUT”. Some items that have been entered by mistake can easily be deleted from 
this table by simply deleting the row in which the item is located. 

The LOADING ORDER is generated by clicking the “GENERATE A LOADING 
ORDER” button (Figure 3, position 7). Clicking on the “NEW ORDER” button (Figure 3, 
position 8), all data is deleted and a new loading order is created. In case the user wants to 
close the program, they need to click on the “EXIT” button (Figure 3, position 9). 

 

Figure 3 

Main menu of the desktop application 

The desktop application with entered items (products) and the generated QR code 
is shown in Figure 4. 

 

Figure 4 

Desktop application with entered items and generated QR code 
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As a result of, executing the desktop application, a “LOADING ORDER” document 
is generated (Figure 5) containing all the entered data. This document appears in a 
new window and allows the user to view the order before clicking the 
“SAVE/PRINT” button (Figure 5, position 1). By selecting the printer icon, it is 
possible to save the order in *.pdf format or print it on paper. If the user wants to 
create the next order, they must first return to the main form by clicking the 
“BACK” button (Figure 5, position 2), and then select the “NEW ORDER” option. 

 

Figure 5 

Output document “LOADING ORDER” with generated QR code 

2.3  AR Application for Pallet Loading 

The AR application for Android platform was created using the Unity 
programming environment and the Vuforia plugin which enabled creating 
recognition markers. The marker is a CAD model of a standard EUR-pallet. 
Depending on the used smart device, it is possible to use different markers that 
imply different pallet views. For the initial testing of the application, in order to 
check only the functionality, the pallet marker 1 was created (Figure 6A) [27].  
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On the other hand, under the real working conditions, the real boxes hid the pallet 
marker which resulted in impossibility of tracking the marker. For this reason, the 
pallet marker 2 with a changed view was created (Figure 6B). 

 

Figure 6 

A) Pallet marker 1 and B) Pallet marker 2 

The camera of smart device should be oriented in a way that the spatial orientation 
of the pallet matches the spatial orientation of the markers created based on the 
CAD model. In other words, it is necessary that the view of the pallet obtained 
from the camera coincides with the view of the marker created within the 
application. A certain deviation from the complete coincidence of the two views 
defined within the scope of recognition is allowed. Once the marker is spotted 
using the correct camera orientation, there is an area within which the marker will 
still remain recognized, although there is a slight change in the camera angle 
relative to the pallet [27]. For both pallet markers, the recognition angle in relation 
to the vertical axis is from -180° to + 180°, and the recognition angle in relation to 
the horizontal axis from 0° to 60°. 

During testing, the importance of the angle at which the camera is directed 
towards the pallet was confirmed. If the orientation of the pallet in relation to the 
camera position is not appropriate, the pallet markers will not be recognized and 
the display of AR elements will not be generated. If the user moves the camera so 
that it cannot capture the pallet markers, the display of the AR elements on the 
screen is lost, but the captured state is preserved. When the user points the camera 
back at the pallet, the previously recorded state of the application is displayed 
again on the screen. 

As a result of, the application of the PLP algorithm, after recognizing the 
appropriate marker, the developed AR application provides a display of the 
positions for placing the boxes on the pallet. These positions are represented as 
virtual square boxes that are sharp and coloured and as such are easily 
distinguishable from real boxes. Each virtual box corresponds to exactly one real 
box. 

When the generated “Load Order” document arrives at the warehouse, the 
worker turns on the glasses and puts them on and then scans the QR code on 
the document by clicking on the button “Scan QRCode” (Figure 7A). 
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Confirmation of successful code scanning appears in the form of a new button 
on the screen labelled “Generate algorithm from code” (Figure 7B). At that 
point, the AR application starts executing. The content of the application is 
displayed on the screen located on the right lens. The final version of the AR 
application titled “Slaganje na paletu” is implemented on Vuzix Blade 494 
smart glasses [28]. The advantage of using smart glasses, compared to other 
smart devices such as smartphones or tablets, is that the user’s hands remain 
free to manoeuvre [25]. 

Based on the scanned QR code, the application reads the data necessary to 
generate the algorithm (dimensions, quantity, colour of the boxes). After the 
successful generation of the algorithm, the process of loading the transport 
boxes on the pallet begins. To enable the display of virtual boxes on the 
screen, the pallet marker needs to be detected. A new virtual box is displayed 
with each new click on the “Update Boxes” button (Figure 7C). It is important 
to note that boxes that have identical dimensions also have the same colour. 
The number of identical packing boxes corresponds to the quantity of the item 
in the loading order. 

When the “Update Boxes” button disappears from the application, it means that 
all boxes have been successfully arranged or the layer height limit has been 
reached. In this way, it becomes visually clear to the worker that there is no 
possibility of adding new boxes, i.e. that all boxes are arranged according to the 
application's algorithm. 

All screenshots of the smart device are taken indirectly, from the computer using 
the “Vuzix View” software [29]. 

 

Figure 7 

Sequence of steps in the AR application for pallet loading 
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3 Results and Discussion 

The research related to the application’s functionality is divided into two phases. 
The first phase involved the development and testing of the first version of and 
algorithm that provides the display of virtual boxes. Pallet marker 1 was 
developed for this purpose [27]. Algorithm execution ran flawlessly while 
executing the guidance and visualizing loading of the virtual boxes. However, a 
problem arose with placing the first real box on the pallet. The placed box 
partially covered the pallet marker 1 and thus prevented the detection of the 
marker and the execution of the algorithm. For this reason, the second version 
involved first the development of an additional marker (pallet marker 2), and then 
testing the developed applications in reality. 

3.1 The First Version of the Developed AR Application 

After following all the necessary steps to successfully launch the AR application 
and recognize the pallet marker 1, the application was tested using different 
cardboard boxes (Figure 8). The first set of test data is randomly defined and is 
given in Table 2. The common dimension of all boxes is equal to 200 mm. Figure 
8A shows the first two boxes (since boxes that have identical dimensions are 
represented by the same colour and there is no obvious boundary between the 
boxes, it may not be apparent) and the cursor that allows the user to add the next 
box. An illustration of the third box added to the pallet, identical to the previous 
two, is given in Figure 8B. It should be noted that the combination of the first 
three identical boxes was not chosen intentionally, but such a combination was 
determined by an algorithm according to the set of input data. Figure 8C shows 
the first two layers of boxes (four cyan and four yellow boxes) loaded on the 
pallet, and Figure 8D shows the pallet after loading four layers. The final result, 
after loading all the boxes given in Table 2, is given in Figure 8E. 

Table 2 

First set of test data 

Item 
Dimensions [mm] Number 

of items 
Color 

Width Length Height 

Item 1 900 200 360 4 Cyan 

Item 2 440 460 200 2 Navy 

Item 3 200 330 600 5 Yellow 

Item 4 490 420 200 4 Magenta 

Item 5 580 200 500 3 Lime 

Item 6 200 380 460 6 White 
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Figure 8 

One example of the first test of an AR application 
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Relying on pallet marker 1 was found to be unreliable. There was an interruption 
in the operation of the AR application, due to the marker being covered by real 
boxes in real working conditions. To overcome these issues, within the second 
version of the AR application, all tests were conducted using pallet marker 2. 

3.2 The Second Version of the Developed AR Application 

The goal of the second version of the application was to enable the simultaneous 
display of real boxes loaded on a pallet and virtual boxes on the screen of smart 
glasses. 

The second set of test data was obtained by collecting real boxes. Deviations 
ranged from several millimetres to one centimetre are neglected, as they do not 
impair the stability of a formed layer. The second set of test data is given in the 
Table 3. The QR code containing the data related to these boxes was generated. 
By scanning this QR code, the algorithm in the background application receives 
the data and is ready for operation. 

In this case, the virtual boxes are set to be transparent so that the positions of 
real and virtual boxes can be compared, otherwise the virtual boxes would 
overlap or cover the real boxes loaded on the pallet. Additionally, unlike the 
first case, the transparency of the boxes allows the user to see the boundaries 
between boxes of the same colour (identical boxes). The result of applying the 
second set of input data is given in Figure 9. The successfully solved PLP in this 
case can be seen in Figure 9E (virtual boxes are shown in different colours). 
Using this approach, the actual loaded box corresponds to the virtual box.  
A white line is also added as the contour line of the virtual boxes. A view of the 
physically loaded boxes is given in Figure 9F. The arrow points to the user's 
point of view when displaying the loading sequence given in Figure 9E as well. 

Table 3 

Second set of test data 

Item 
Dimensions [mm] Number 

of items 
Color 

Width Length Height 

Item 1 400 580 140 1 Red 

Item 2 280 400 280 2 Orange 

Item 3 400 530 240 3 Yellow 

Item 4 130 630 400 2 Green 

Item 5 400 250 250 1 Blue 

Item 6 130 400 160 2 Cyan 
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Figure 9 

One example of the second test of an AR application 

3.3 Discussion 

By testing the developed applications in real working conditions, it can be said that 
AR can be successfully implemented in material handling processes in production 
plants, distribution centres, warehouses, etc. Further analysis can confirm that AR 
can be used as support to solve the PLP. In real working conditions, the execution 
time of the proposed algorithm for solving PLP is relatively short (several tens of 
milliseconds) [27] which provides the fast implementation of the algorithm into the 
AR application, where “step-by-step” movement occurs. This movement allows the 
warehouse worker to display one box at a time, then to pick it up and place it on the 
pallet (before displaying another box). For this purpose, the best solution is using 
smart glasses because in that case the worker has free hands to manipulate the real 
boxes. It should also be noted that the virtual boxes in the current version of the AR 
application are displayed in the corresponding colours, which implies the fact that 
the worker knows which virtual box (which colour) corresponds to which real box. 
To address the issue where the worker is unaware of the correspondence between 
the colors of virtual boxes and real boxes, it is possible to improve the application 
and automatically providing the worker with information about the real box after 
displaying the virtual box. 

Live testing pointed out that the recognition angle of the desired marker is crucial 
to the app's functionality. One pallet marker was not enough to run the application 
smoothly, so two were created. Comparing these two markers, it can be seen that 
the pallet marker 1 is more often observed in real situations, so the upper surface 
is the dominant part of the marker. However, by placing the boxes on the pallet, 
they obscure the marker and the application is very prone to interruptions. For this 
reason, it was necessary to develop the pallet marker 2. The dominant part of the 
pallet marker 2 is the lateral side, so that the load boxes do not affect the loss of 
display. It was also observed that it is more difficult to recognize the marker the 
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first time due to the viewing angle and to make an initial connection in this case. 
The positive thing is the preservation of the captured state of loaded boxes, so the 
application continues to work from the step where it stopped as soon as the marker 
is detected again. 

One limitation in the current version of the AR application is the absence of 
feedback regarding whether the worker correctly positioned and oriented the 
actual box on the pallet. In the event of an error, which could occur randomly, 
subsequent steps may result in overlapping boxes, making it impossible to place 
the next box accurately. When such an error is detected, the worker would need to 
reset the system. Following this, they would have to revisit all previous steps, 
rectifying the position and/or orientation of the inaccurately placed box in the 
ongoing work. 

Future research will be related to the improvement of the implemented algorithm 
for PLP solving. In this observed case, a planar problem is practically considered 
since all the boxes have one common dimension, that is, the 3D problem is 
reduced to 2D. In reality, many boxes may have different dimensions. In that case, 
it would be necessary to create a new optimality criterion, i.e. take into account 
other parameters, such as the mass of the boxes, the position of the centre of mass, 
orientation, etc. Furthermore, the desktop application for generating the loading 
order would have to be changed so that the newly formed QR code contains all the 
necessary information. In addition, the AR application will be enhanced with 
integrated feedback on whether the worker placed the actual box in the correct 
position and orientation. 

It is extremely important to follow the described methodology when developing 
an AR environment regardless of specific conditions in a plant/warehouse. This 
development path consists of three steps: 1) user algorithm; 2) a desktop 
application for creating loading order and 3) an AR application. Depending on 
the case, only partial adjustments are allowed. These adjustments imply 
adaptation to the requirements of specific users in some of the mentioned steps. 

Conclusions 

The main goal of this paper is to provide insight into how AR can be used to 
support material handling processes. A realistic setup was prepared and 
experimental proof was confirmed by implementing the AR application with the 
integrated algorithm for the pallet loading process. This novel application 
includes two user applications: 1) a desktop application, and 2) an AR 
application for pallet loading. 

Desktop application generates a loading order with a QR code, which contains all 
the necessary information for the successful execution of the algorithm. The 
proposed algorithm provides one way of solving PLP. The AR app scans this QR 
code, executes the algorithm in the background and visually show the worker how 
to load the boxes onto the pallet. 
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Experimental testing has shown that AR is competitive both in terms of time 
efficiency (several tens of ms) and error rates (thereby increasing production). 
Using the developed system facilitates and speeds up the process of shipping 
products from the warehouse to customers. In real working conditions, during 
loading boxes, there is a possible situation in which a worker places one box and 
then removes it from the pallet, realizing that a box of other dimensions fits better. 
Applying the proposed solution avoids this situation. 

Of particular interest is the adaptability of the PLP algorithm for application in 
various scenarios, particularly in “pick and place” operations executed by 
industrial robots. In these situations, implementation of the algorithm would solely 
require integration during the programming phase of the robot's operation. 

Augmented reality can be a viable option for pallet loading, especially where more 
information needs to be displayed. Future work will be related to the development 
of a new algorithm that allows overcoming existing limitations, in a way that 
provides the possibility of loading boxes of completely different dimensions, 
possibly also shapes. In addition, future research will be related to improvement of 
AR application in order to allow a feedback information. 
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