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ED ITO RIA L
A t present it is a basic task of the technical—scientific— 

economic life to put into practice the newest results of 
electronics, considering also the cost factors. One of 

the most important conditions for introducing new devel­
opment results is to assure the dependability a new term 
for the description of reliability, availability, maintainabil­
ity and maintenance support) of items (components, units, 
equipments, systems and services) during all phases of their 
life cycle.

Since 1964, the Scientific Society for Telecommunica­
tions has organized a series of international symposia on 
reliability in electronics. The RELECTRONIC symposia 
were giving a survey o f  reliability theory and practice in 
the field of electronics. At each symposium the new re­
sults and the actual problems of dependability have been 
reviewed. The 8th Symposium on Reliability in electronics 
was held in August 1991 in Budapest with sessions on: 
Reliability Theory; Quality of Services; Network Reliabil­
ity; Software Reliability; Failure Physics; Reliability Test 
Methods. In addition to the 96 papers presented in these 
sessions, two round table discussions were held in the fol­
lowing topics:

• Standardization in the field of dependability 
• Service quality
In this special issue we would like to give an overall re­

view on the main topics o f the conference, therefore 6 pa­
pers were selected for publication. For the sake of illustra­
tion, these papers discuss the problems of robot reliability 
data collection, the evaluation of service and network re­
liability, performance-reliability analysis (stochastic reward 
models), interval availability analysis o f large Markovian 
systems, and software quality. The other papers are also 
valuable and interesting and they can be found in the Pro­
ceedings of the Symposium which can be ordered from the 
Scientific Society for Telecommunications (HTE), H-1372 
Budapest, P.O.Box 451, Hungary.

From the papers and lively discussions between the ex­
perts from 26 countries, the following main conclusions 
can be drawn:

In reliablity theory, great attention should be paid to de­
velop reliability-performance measures (stochastic reward 
models) for characterizing the dependability of complex 
systems and networks by using mathematical models of 
non-constant failure intensity, Bayesian estimations and 
the application of different statistical tests.

Dependability has become known as the science of pre­
dicting, optimizing and estimating the dependability mea­
sures o f components and systems. Therefore, an auto­
mated data collection system should be developed and de­
pendability data should be established for obtaining the 
relevant information.

The quality assurance o f services is considered as a ba­
sic requirement. The users’ needs should be satisfied at 
an economic cost level. In the future the higher quality 
should be paid for by the users.

In the field of electronic components, the electromigra­
tion processes leading to failures should be investigated. It 
is very important to establish a relationship between the 
production yield and reliability. The importance of failure 
analysis and short time tests has been emphasized.

A great attention should be paid to the dependability 
design of services, networks and complex systems using the

reliability data of components. The required quality, and 
dependability of services based on users’ needs can be 
achieved by suitable allocation of the dependability param­
eters. The optimum allocation policy is a shophisticated 
technical and economic problem. The background of this 
work is the calculation method combined with the perfor­
mance of the network topology and the reliability of the 
elements. Different allocation methods were developed for 
different types of the networks.

In the dependability design an automated data collection 
system can be used advantageously for obtaining the nec­
essary informations.

The changes in policy and economy in the Eastern 
Countries have a considerable effect on the field of de­
pendability and quality. Presently, the market determines 
the dependability requirements for services and products. 
Therefore, system dependability should meet the users’ 
need.

In the field of dependability, poor communication can 
be observed between the reliability experts and the top 
management of companies. These communication lines 
should be improved by means of training and education 
courses, a better standardization strategy, conferences and 
seminars.

A companywide dependability management and assur­
ance procedure should be introduced.
The next RELECTRONIC Symposium will be held in 
1994, and the International Advisory Board recommended 
that the efforts should be focused on key topics: Quality 
and Reliability of Components (joind to the ESRET ’94 
Conference); System Dependability Including Safety and 
Security in the Telecommunication Industry.

These conferences will be organized simultaneously by 
the Scientific Society for Telecommunications. Finally, I 
hope this Special Issue, completed with informations on 
the reliability of products and services, business, research 
and education news, will be of interest to all experts from 
academic and industrial environments who are actively 
working in the fields of reliability, maintainability, availabil­
ity and maintenance support of products and services.
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R O B O T  RELIABILITY: A REVIEW
B.S. DHILLON

DEPARTMENT O F MECHANICAL ENGINEERING 
UNIVERSITY OF OTTAWA 

OTTAWA, ONTARIO KIN 6N5 
CANADA

T he scope of reliability engineering is extrem ely wide, encom ­
passing many areas of engineering technology. Reliability engi­
neering helps ensure  the  success of space missions, m aintains 
the  national security, delivers a steady supply of electric power, 
provides reliable transpo rta tion , and so on. T here has been a 
considerable grow th of knowledge in several areas of reliability 
engineering and its applications. R obot reliability is one of the 
application areas. This paper discusses various aspects of robot 
reliability. Some o f these  are robot rela ted  failure term s, robot 
failures, published litera tu re  on robot reliability, general ca te ­
gories of robot failures and their p ro tection , robot effectiveness 
and hazard d e te c to rs’ fail safe design.

1. IN T R O D U C T IO N
The subject o f robot reliability is very complex and 

there are numerous interlocking variables in evaluating 
and accomplishing various reliability levels. A successful 
robot installation has to be safe and reliable. A  robot 
with poor reliability leads to many problmes: high main­
tenance cost, unsafe conditions, inconvenience, and so on. 
Nevertheless, the American National Standard for Indus­
trial Robots and Robot Systems-Safety Requirements [1] 
specifically calls for the design and construction of robots 
in such a way that any single, reasonable foreseeable fail­
ure will not lead to robot’s hazardous motion. There are 
many different types of parts which are used in robots: 
electrical, electronic, hydraulic, pneumatic, and mechani­
cal. This makes the task of producing highly reliable robots 
rather a challenging one. Furthermore, environments in 
which robots have to operate may be harsh and may vary 
enormously from one installation to another even for iden­
tical models.

The expected useful life of robots is at least 40,000 op­
erating hours and mean time between failures (MTBF) 
at least 400 hours. In addition, the mean time to repair 
(MTTR) of 8 hours or less is desirable [2], [3]. The best 
MTBF achieved for robots so far is only in the order of 
2,500 hours [4], [5]. However, over the 10-year period, 
the Unimate robots have demonstrated the availability of 
0.98 [3]. The yearly cost o f maintenance associated with 
robots on average is approximately 11 percent of the pro­
curement cost. The mechanisms of robots instead of elec­
tronics account for most of the downtime and maintenance 
costs [6].

2. R O B O T  R E L A T E D  FAILURE T E R M S
There are many robot related failure terms in use. Ex­

amples of these terms are erratic robot, fault in teach pen­
dant, and graceful failure. In robot reliability studies, the 
clear understanding of such terms is essential. Some of 
these terms are described below [6], [7], [41].

Erratic robot:

Fuses blown:

Fault in teach pendant: 

Graceful failure:

Robot out o f synchro­
nization:

This means a robot moved off 
its defined path.
This means fuses in controls of 
the robot failed due to various 
causes, including failures else­
where.
This means part failure in the 
teach pendant of a robot.
This means that the perfor­
mance of the manipulator de­
graded in a slow manner in re­
sponse to overloads instead of 
failing catastrophically.
This means the position of the 
robot arm is not in line with 
the robot’s memory where it is 
supposed to be.

Stiffness in robot:

Robot in emergency stop: 

Fault in cabinet:

Overheated hydraulics:

Robot failed to move:

This means mechanical diffi­
culties in the robot’s arm to 
thwart motion—leading to con­
trols terminating the motion. 
This means controls brought 
the robot’s arm to a standstill. 
This means a recognized fail­
ure in the control cabinet’s el­
ements. One example of this 
type o f failure is a faulty circuit 
board.
This means power failed due 
to overheating of the hydraulic 
power pack which has frozen 
the motion of the robot.
This means the robot was un­
able to move without any rea­
so n —possibly due to a soft­
ware fault.

3. SOM E R O B O T  FAILURES
Two most important considerations concerning robot re­

liability are the danger of robot releasing the workpiece 
it is holding and the danger o f  robot carrying out sudden 
moves because of its control system failure. A  Japanese 
automobile assembly plant has conducted a study of prob­
lems associated with its robots in 1982. The study revealed 
robot malfunctions such as follows [8], [9], [41]:

i) A robot made a motion outside its defined program.
ii) A robot’s arm unexpectedly shot up (beside the fact 

it had been operating normally earlier) during a hot 
summer day.

iii) A robot’s arm unexpectedly sprang up as the oil- 
pressure source was being cut off at the end of robot’s 
work.
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iv) A  robot destroyed the welding work due to a pro­
gramming instruction error when functioning alone.

v) The slewing shaft unexpectedly swung away from its 
previously programmed path during a training course.

vi) A  robot began moving immediately after the activa­
tion of its power source even though its interlock 
conditions were not in a ready state.

vii) After the activation of the power switch, the arm 
of the robot sprang out as well as the slewing shaft 
rotated and stopped after the entanglement with the 
welding machine.

There were many causes of robot malfunctions such as 
unexpected starts. These include printed circuit board 
troubles, oil pressure valve problems, encoder-related mal­
functions, servo-valve troubles, human errors, and noise. 
According to Refs. [4], [10], the robot problems followed 
the following order:

i) Control system troubles
ii) Jigs’ and other tools’ incompatibility

iii) Robot body troubles
iv) Errors associated with programming and operation
v) Welding gun problems and those of other tooling 

parts
vi) Deterioration, precision deficiency

vii) Runaway
viii) Miscellaneous
The reported [8] field meantime between failures (MTBF) 
in hours and corresponding frequency for robots were 100 
or less (28.7%), 250 -  500 (19.5%), 500-1000 (14.7%), 
1 0 0 -2 5 0  (12.2%), 1000-1500 (10.4%), 2500 or over 
(8.5%), 1500 -  2000 (4.9%), and 2000-2500 (1.2%). This 
means that approximately 90% o f robots studied have 
meantime between failures 2,000 hours or less.

Another study [8], [10] of a Japanese automobile assem­
bly plant reported many types o f failures associated with 
spot-welding robots: servo valve, seal, and pipe failures; 
welding gun failures; gear, shaft, and cover failures; elec­
trical machine failures; power overload, interference, and 
other control abnormalities; damages to cables; damages 
to hoses; and correction of dotting position.

4 . LITERATURE O N  R O B O T  RELIABILITY
Many publications concerned with robot reliability have 

appeared over the years. Fourteen publications related to 
robot reliability specifically are listed in Ref. [11]. Table 
1 presents titles of selected references [2]-[4], [6] —[9], 
[12] — [38], [41] related to robot reliability. For each of 
the titles listed, the full reference is given at the end of 
this paper. Refs. [31], [41] present an extensive list of 
publications on robot reliability and safety (see Table 1.).

5 . GENERAL C A T E G O R IE S O F  R O B O T  FAILURES 
AND THEIR P R O T E C T IO N

Today’s industrial robots make use of electronic, me­
chanical, hydraulic, and pneumatic parts. This leads to 
many sources of robot failures resulting in hazards to per­
sonnel associated with robots and surrounding equipment. 
There are basically four categories o f failures which affect 
the robot reliability and its safe operation [12], [14]: ran­
dom component failures, software failures, human errors, 
and systematic hardware faults. Failures that occur during 
the useful life of a component are known as random com­

ponent failures because they occur unpredictably. Some of 
the reasons for such failures are undetectable defects, un­
explainable causes, unavoidable failures, low safety factors, 
and so on. Software faults in industrial robots may occur 
due to reasons such as embedded software, the controlling 
software or application software. One study [39] reports 
that over 60% of the total software errors are made during 
the requirement and design phase as opposed to less than 
40% during the coding phase. Robot software faults may 
be reduced by performing failure mode and effect analysis 
(FM EA), fault tree analysis, testing, etc. There are several 
software reliability models [39], [40] which can be utilized 
to evaluate reliability when the software under consider­
ation is put into its operational use. In order to protect 
against software failures, the redundancy offers the best 
solution, even though it is an expensive venture. Data 
redundancy can be used to make hierarchical and multi­
processor systems more reliable. The following one or 
more types of redundant information should be included 
in messages exchanged between computers [26]:

i) Cyclic redundancy check characters
ii) Error-detecting codes
iii) Parity bits
iv) Message sequence numbers
v) Checksums

vi) Addresses of sender and receiver
Another effective failure test is timeout. This could be 
used in the interface hardware between an industrial robot 
and its associated controlling computer. For example, the 
interface immediately stops the robot in the event the 
computer is unable to dispatch to the robot interface a 
keep-alive signal, say, every 100 milliseconds. In addition, 
software can also be implemented with timeouts.

An additional method to detect software failures is sta­
tus check. In this case, one computer dispatches certain 
data to another computer capable of sensing if the data 
are self-consistent.

Human errors are due to personnel who design, man­
ufacture, test, operate, and maintain a robot. One study 
[42] reports that 20 to 50% of all equipment failures were 
due to some kind of human error. Some of the rea­
sons for the occurrence of human error are poor equip­
ment design, task complexity, poorly written maintenance 
and operating procedures, poor training of operating and 
maintenance people, improper tools, high temperature in 
the work zone, and inadequate lighting in the work area. 
Human errors may be broken into categories such as de­
sign errors, inspection errors, maintenance errors, assem­
bly errors, installation errors, and operating errors. Some 
of the methods used for the reduction of the occurrence 
of human errors are as follows:

i) M an—machine systems analysis
ii) Error—cause removal program

iii) Quality-control circles
iv) Fault trees

All four methods are described in Ref. [42]. Systematic 
hardware faults are those failures which happen because 
of unrevealed mechanisms present in the robot design. 
Reasons such as peculiar wrist orientations and unusual 
joint to straight line mode transition may lead the robot to 
ignore a certain task or to execute only specific parts of a 
program. Failures to make necessary environmental provi­
sions in the initial design could also lead to robot problems. 
Generally the weak link in a robot hydraulic system is the 
servo valve because dirt in the hydraulic fluid could case
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Table 1. Titles of selected references related to robot reliability

No. Reference Title
1 Reliability of Industrial Robots: A Safety Viewpoint [12]
2 People and Robots: Their Safety and Reliablity [7]

3 RAM of Robots: Reliability, Availability, Maintainability [13]

4 Fault Tree Analysis of Hazards Created by Robots [4]

5 Safety Control on Introduction of Industrial Robots to Factories [9]
6 Safety Measures of Industrial Robots [8]
7 Reliability Assessment of Industrial Robots [14]
8 Three Million Hours of Robot Field Experience [15]

9 Reliable Real-time Robot Operation Employing Intelligent Forward Recovery [16]
10 Error Recovery in Robot Systems [17]
11 Towards Autom atic Recovery in Robot Programs [18]

12 Assessment of Industrial Programmable Electronic Systems with Particular 
Reference to Robotics Safety [19]

13 Planning for Robot Installation and Maintenance: A Safety IVamwork [20]
14 The Robotics Revolution (Chapter 15 -  Safety and Reliability) [21]
15 Robot Design Handbook (Chapter 8) [6]
16 Robotics in Practice (Chapter 5 -  Reliability, Maintenance and Safety) [2]
17 Robots: Safe or hazardous [22]
18 Robotics (Chapter 16 -  Robot Reliability) [23]
19 Reliability in Industrial Robots for Spray Gun Application [24]

20 Robotics Applications for Industry (Chapter 6, Section 6.3 -  Safety Considerations) [25]
21 Robot safety Considerations [26]

22 Elements of Industrial Robotics (Chapter 8, Sections 8.2.2 and 8.2.3 -  Hardware Failure, 
and malfunction, control system failure and malfunction) [27]

23 Industrial Robotics (Chapter 17 -  Safety, Training, Maintenance, and Quality) [28]
24 Reducing Downtime via Warm Restarts [29]

25 Artifical Intelligence Applied to Robot Fail Safe Operations [30]
26 On Robot Reliability and Safety-Bibliography [31]

27 Structural Risk Analysis in Robot Design [32]
28 Analysis of First UTD Installation Failures [33]
29 Flexible Assembly Systems (Chapter 9 -  Failure Analysis) [34]

30 Towards Developing Reliability and Safety Related Standards Using 
Systematic Methodologies [35]

31 The Role of Hardware, Software and People in Safeguarding Robot Production Systems [36]
32 The Impact of Robots on Product Reliability [37]

33 Introduction to Robotics (Chapter 3, Section 3 -  Life Expectancy,
Reliability, and Maintainabiliy) [3]

34 Reliability of Basic Robot Automated Manufacturing System s [38]

the spool to stick in an open mode, leading to arm’s un­
controlled motion. Two guidelines to deal with the servo 
valve problem are as follows [26]:

i) Make spool to rotate on a continuous basis (or back 
and forth) around its axis freely of its normal control 
motion along that axis. This is useful in two ways: 
detection of the valve clogged by dirt in the fluid be­

comes possible; and the static friction in the valve 
reduces to zero because of the rotational motion, 

ii) Introduce a redundant o n —off control valve in each 
servo valve’s feed line. An advantage of this action 
is that in the event the servo valve fails to close, the 
redundant valve would stop movement of the robot 
arm.
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Other protection against robot hardware failures is inclu­
sion of sensors in the system for detecting loss o f  pneu­
matic pressure, line voltage, or hydraulic pressure. In ad­
dition, excessiveness o f the following items:

i) Force
ii) Speed
in) Servo errors
iv) Acceleration
v) Temperature

Several techniques useful for reducing systematic hardware 
failures are described in Ref. [40].

6. R O B O T  E FFE C T IV E N E SS
There are many factors which may dictate the effective­

ness of a robot. Among those are [23]
i) Availability and quality of the robot repair facilities 

and equipment
ii) Robot meantime between failures (MTBF)
iii) Robot meantime to repair (MTTR)
iv) Availability and quality of manpower needed to keep 

the robot in its working state
v) The percentage of time the robot functions normally

vi) Rate of the required spare parts’ availability
vii) The relative robot performance under extreme situa­

tions
viii) The percentage of time the robot is ready for opera­

tion
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A U TO M A TED  C O LLE C T IO N  O F  TELEC O M  
S Y S T E M  D EPEN D A B ILITY  DATA

K. STRANDBERG
PRODUCT MANAGEMENT DIVISION 

ERICSSON TELECOM AB 
S-Ш  25 STOCKHOLM, SWEDEN

Further development of Ericsson’s dependability analysis and 
calculation software system D E PE N D  in accordance with the 
Hayward concept will provide an alm ost fully au tom ated  collec­
tion and analysis of field data for telephone exchanges. Data 
can be collected by means of "electronic  log books” followed 
by data storage and analysis including estim ation, hypothesis 
testing and specially developed charting techniques. The new 
tools give all personnel categories, from field m aintenance staff 
to design engineers and product m anagers, a powerful means for 
m anagem ent of the operational exchanges dependability, and 
an effective tool for dependability improvement programmes.

1. IN T R O D U C T IO N
Field data collection, evaluation and corrective action 

are essential tasks in a dependability programme such as 
that specified by International Standard IEC 300, and are 
necessary complements to a quality system, e.g. to that 
stipulated by the ISO 9000 series of International Stan­
dards (see Refs. [9], [10], [13] and [14]).

Everyone in the dependability profession recognizes the 
need for reliable field data for the supervision of qual­
ity and dependability of telecommunication networks and 
systems. Most of us — suppliers and customers alike 
— have experienced great problems in actually collecting 
data, from convincing the individual maintenance engineer 
in the field that he/she has to fill in forms, to persuading 
unions that this data collection will not be a cover for em­
ployee efficiency supervision.

Many have also been frustrated by the fact that even if 
data is collected (one way or another), analysis resources 
may not be available or are not effectively used. The 
management therefore, earnest in its quest for quality and 
customer/user satisfaction, too often takes action based on 
other indications than those provided by evaluated depend­
ability data.

Another problem is that data collection relies on many 
individuals feeding information into a central storage, anal­
ysis and action point. The whole idea of data collection 
and evaluation has to be turned "upside-down". The re­
sponsibility for the entire process of collection, evaluation 
and taking action should be as close as possible to the 
source o f data, viz. the telephone exchanges and other 
kinds of telecom equipment in field operation. Centralized 
storage and analysis must be provided on an "as needed" 
basis.

2. D EPEN D A B ILITY  PLA N N IN G  -  C O M P L E M E N T  T O  
Q U A L ITY  PLANNING
Continuous improvement is inherent to the concept of 

total quality management. This means that the basic pur­
pose of collection and evaluation of dependability data

from field operation of our products is, beside improve­
ments of the product itself, improvement of the opera­
tional and maintenance support given to customers and 
improvement of our internal operational processes.

The planning itself is a process repeated each year. 
Evaluated field data is one of the fundamental inputs to 
this process. Other inputs are stated customer require­
ments, customer complaints and results of customer sat­
isfaction surveys.

т_ L  ,_ L
A  Analysis V - о Л  Y - с Л  Pr*'l,r*ti0" 0, У - < Д  R“ eufc* \ _ n
° y  y /  /  ef ebjKtlv«» /  ^ /»««uriMuflt № /  /  planning

Fig. 1. Process for quality and dependability planning

3 . DATA C O L L E C T IO N  PR O C E D U R E
The basic steps of collection and evaluation o f informa­

tion related to failure events and other relevant events and 
fault states are (see Fig. 2 and Refs. [1], [3], [6] and [12]):

•  Collection of all information relevant to the occur­
rence of the event and the related maintenance activ­
ities.

•  Storage of the collected information in a form suited 
for evaluation of (individual or congregated) data.

•  Data evaluation and preparation of output results.
The results are subsequently used for determination of ac­
tion:

•  Analysis o f the evaluation results and other informa­
tion relevant to the product or process.

( ^ EvenT^ — Collection - Storoge - Evaluation —̂ Results^) 

(^ Results^)-----  Analysis ----- ( ^ Action^ )

Ot"«г Info i

Fig. 2  Process for data collection and evaluation, and taking action

4 . T H E  HAYWARD C O N C E P T
As long as systems perform according to specifications, 

there should normally be no need for extensive centralized 
data collection and analysis. Deviations from specifications 
have to be detected and acted upon, rapidly and correctly, 
but close to field operation. Personnel having responsibil­
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ity for initiation o f corrective actions should be close to the 
exchange.

This approach will not prevent initiatives and actions for 
improvements beyond specifications, nor would it prevent 
centralized data analysis and actions, if and when required, 
as data can be solicited from the remote data storage loca­
tions.

We call our approach for applying these principles the 
"Hayward concept" (a hayward was in the older days, ac­
cording to the dictionary, "one who was in charge of 
fences and enclosures and prevented cattle from breaking 
through; one who herded the common cattle of a town"). 
In our case, the Hayward will be that person, within the 
customer’s or our own organization, responsible for "herd­
ing" or caring about a given set o f  telephone exchanges.

This means that the responsibility for data collection, 
storage and evaluation, supported by the VERA part of 
DEPEND, is moved from one central location to many 
decentralized locations.

Fig. 3. The Hayward concept leads to a decentralized structure

The dependability analysis system DEPEND is used for 
automated data storage and calculation of various mea­
sures of reliability performance, maintainability perfor­
mance, availability performance and maintenance support 
performance for all our products.

In order to achieve the above objectives the field ori­
ented parts o f  DEPEND (Ref. [4]) have been reconsid­
ered and revised.

port centre in Stockholm (ESSC). Any combination of 
fully or partially automated data collection may be utilized. 
Communication and data transfer is accomplished via our 
communication network FSN (Field Support Network) 
and via the world-wide Ericsson Communication Network.

5. A HIERARCHY O F M EA SU R ES U SED  
FOR T E L E C O M
Collection, evaluation and presentation of data for de­

pendability characteristics is done for those measures most 
commonly specified by Administrations and Operating 
Companies. These measures take into account effects of 
software and hardware failures and faults in our exchanges 
(see also Ref. [5]).
Availability performance:

• Mean accumulated system down time
• Mean accumulated subscriber line down time
• Mean accumulated trunk line down time 

Reliability performance:
• Intensity of compmlete system failures
• Intensity of system restarts
• Intensity of hardware failures 

Maintainabiliy performance:
• Mean down time
• Mean active repair time 

Maintenance support performance:
• Mean administrative delay
• Mean logistic delay
There is a close hierarchical relationship between some 

of the availability performance measures, as illustrated by 
Fig. 6.

Fig. 4. The main parts o f  DEPEND

Two parts o f  the DEPEND system concept (see Fig. 4; 
see also Refs. [4] and [5]) are used for collection and 
evaluation o f field data, viz.

• a set o f estimation programmes (called VERA),
• a field data base containing data collected from field 

operation.
The fully implemented system will offer four levels o f au­
tomation (see Fig. 5): PC or work station (1) at the ex­
change site (AXE); (2) at the customer’s operation and 
maintenance centre (OMC); (3) at an Ericsson customer 
support office (ESO), and (4) at the Ericsson service sup- fig. 6. The subscriber line down time consists o f three parts
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Complete exchange down time is counted when the ex­
change has a fault from which it cannot recover without 
manual intervention.

Complete system down time is related to a complete 
system fault, i.e. the situation when the entire exchange 
is unable to perform its function.

Subscriber line down time includes complete system 
down time and down times at those states when some, 
but not all, subscriber lines connected to the exchange are 
inaccessible by the subscriber due to a partial exchange 
fault.

Ttunk line down time includes system down time, but is 
also related to those states when some, but not all, trunk 
lines (to other exchanges in the network) are inaccessible 
due to an exchange fault.

In order to support the analysis of these measures, the 
following "raw data" has to be collected at each failure 
event by electronic means and/or complemented and com­
pleted by the maintenance personnel via PC or work sta­
tion screen forms:

1 Failure report number
2 Exchange identity
3 Date and time of failure
4 Down time
5 Corrective action taken
6 Unit affected or replaced
7 Active repair time
8 Number of subscriber lines affected
9 Number of trunk lines affected

10 Type of fault (or type of state, see Fig. 7)
11 Cause (as perceived by maintenance personnel)
12 Supplementary text information (from the maintenan­

ce personnel; useful for the subsequent fault analysis)

6. DATA C LASSIFICA TION
Assurance of operational dependability is a responsibil­

ity shared between the supplier and the customer. The 
customer’s participation starts with collection and classifi­
cation of data.

Data need to be classified at an early stage to enable 
subsequent analysis in order to determine the cause of the 
fault and to implement appropriate corrective or future 
preventive actions.

Fault data is first classified in terms of product depen­
dency and active/not active (delay) parts of down time. 
A further subdivision is done in terms of type of state 
(the system AXE specific states CEF (complete exchange 
fault), REL (system reload), LRG (large system restart), 
SML (small system restart), PEF (partial exchange fault)) 
and location of the cause (hardware (HW), software (SW), 
documentation (DW), operations personnel (OP)).

Data retrieval and manipulation (data reduction and cal­
culation of intermediate parameters) is done on a monthly 
basis and results are transferred to the centralized main­
frame storage utilities in Stockholm.

Use of a relational data base system and a query lan­
guage facilitates sorting, manipulation and evaluation of 
data.

7. ST A T IST IC A L  EVALUATIONS
Statistical evaluations may be performed at each of the 

four organizational levels indicated in Fig. 5.
These statistical evaluations include

•  point and interval estimation
• compliance evaluation (hypothesis testing)
• charting with warning limits

The evaluations in VERA further take into account
•  the shape of the early failure period
•  population size considerations for hardware 

Results are presented in tabular and graphic form. The 
graphic form is preferred for overview presentations and 
executive reports.

8. EVALUATION EXAM PLE: FAILURE IN TEN SITY
As an example of the evaluation methods and proce­

dures we in this paper use failure intensity evaluation of 
hardware. For this evaluation we need a failure rate 
model, a population spread model and a failure intensity 
model.

The evaluation is performed at a supervisory level, with 
an especially developed supervision chart (see description 
later), and as hypothesis testing and point and interval es­
timations.

Time models are used to describe the time-dependency 
of failure intensities. These time-dependencies influence 
evaluation of measures o f reliability performance and 
availability performance.

Population spread models are used to describe the ef­
fects of population non-homogeneity as regards reliability 
performance measures.

Hypothesis testing and supervision charting may be 
done with an acceptable value or a reference value (as 
the case may be) taken from predictions, specifications, or 
specifically chosen at each evaluation (e.g. to adapt to a 
particular customer or contract condition).

9. FAILURE RATE AND PO PU LA TIO N  
S P R E A D  M ODELS
We assume that the instantaneous failure rate as defined 

below (see Refs. [7] and [8]) is constant for each individual 
printed circuit board, i.e. that

A(t) =  A "for all values of t.

Instantaneous failure rate: The limit of the ratio of the 
conditional probability that the instant of time of a failure 
of an item falls within a given time interval, ( t , t +  A t), 
when the length of this interval, At, tends to zero and 
given that the item is in an up state at the beginning of 
the time interval, i.e.

Pr(t < Г  <  f +  A t  } Г  >  0  
' д  t —>o+ A t

We assume that different items have different failure 
rate values. The randomness caused may for instance be
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due to variations in the manufacturing process. We may 
thus describe the population by a function with a shape as 
given by Fig. 8.

Fig. 8. The VERA program for failure intensity evaluation takes into 
account both the characteristics o f  the time model and the 

population model Output is both in the form  o f tables and charts

Fig. 9. Acceptable values (Ci and C i)  fo r  hypothesis testing are 
determined from the expected failure rate as C \ =  А / к(п) and 

C i =  A  ■ /c(n), where A  is the population mean

We call the permitted relative deviation (from the mean 
value, which may be represented by the predicted mean 
value) the population spread factor, /с(те), with a value 
dependent on population size, n, determined as к(п) =  
=  a  + ß e ~ ^ .

Fig. 10. The population spread factor, к(п), used for printed board 
populations (and sub-populations)

1 0 . FAILURE IN T E N S IT Y  M ODEL
The failure process of a set o f boards in operation is 

assumed to constitute a Poisson process with time depen­
dent intensity parameter, i.e. a non-homogeneous Poisson 
process (NHPP). The intensity parameter of the process 
is the instantaneous failure intensity, that is the limit of the 
ratio o f the mean number of failures o f  a repaired item in 
a time interval ( f , t  -j- At),  and the length of the interval

At,  when the length of the interval tends to zero, i.e.

Um * W t +  * ) - * ( « ) )
At—»0+ At

where N( t )  is the number of failures in the time interval 
(0,t )  (see Ref. [8]).

We also need the concept of mean failure intensity, that 
is the the expected number of failures in a given time in­
terval, ( t i , f 2), divided by the length of the time interval,

^  . 4  E { N { t 2) - N { t x))
z ( h , h )  = --------- -------------------

Í2 — Í1
or, equivalently,

*2

z ( h , t 2) =  1 /  z(t)dt
h  -  h  J 

h
The time model chosen for the population failure inten­

sity during field operation takes in a tractable manner into 
account a higher intensity during the early period and an 
approximately constant intensity during the subsequent pe­
riod The model is also used for software failure processes 
(see Ref. [2]).

z(t) =  zp( 1 -I- ae~bt)
where a and b are non-negative real constants.

The failure intensity function starts at a value zp( l  +  a) 
and reaches zp asymptotically at rate b.

zp is thus the constant (aggregated) failure intensity of 
the set of n boards during the constant failure intensity 
period predicted on the basis o f the component failure 
rates.

The mean failure intensity over a given time interval, 
given the above exponential model, is

f a  e~btl — e~bt-i \  
-z ( tu t,)  =  z , [ l + - b . —  j

The expression within parenthesis is called the time com­
pensation factor.

The expected number of failures during the same time 
interval is

•E {jV (ti,i2)}  =  z ( t i , t 2) ■ (<2 -  <i)
where

N ( h , h )  = N( t 2) - N ( h )
It follows from the NHPP assumption that the number 

of failures in a given time interval is Poisson distributed,
i.e.

P r W u b )  =  v) =  W h l l l K e-E{N(h ,h)}
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11 . ESTIM A TIO N  A N D  T E S T S  F O R  DEVIA TION upper and lower warning limits, and one for the point es­
timate o f the observed failure intensity.

As point estimate o f  mean failure intensity we use

=  T j  >  0
h — n

r ( t l ’h )  = 4 h ^ h )  rj  =  0
where r is the number of failures observed.

Interval estimates are calculated with the chi square dis­
tribution at a confidence level a  • 100 percent.
One-sided, upper limit

' x 2(2r +  2 >Q) ~

One-sided, lower limit

X2(2r, 1 — ft)
. 2 - ( i3 -  i t )  ’ ° °

Two-sided

X2 ( 2 r , ^ )  X2 (2r +  2 , l  

2 - ( Í 2 -  * l )  ’ 2  - (*2 — * t )

with a  =  0.9.
The deviation from the predicted failure intensity is de­

termined by a two-sided hypothesis testing procedure at a 
significance level =  0.1. The precision is considered high 
if the confidence interval is shorter than the point estimate, 
which means that the number of failures must be at least 
13 (see Ref. [5]).

1 2 . T H E  SU PER V ISIO N  CHART
The purpose o f  the supervision chart is to serve as a 

quick visual aid for determination o f whether the observed 
results are close to or far from what is required or ex­
pected. It is equipped with three curves, one each for

Fig. 13. The supervision chart shows for each month: Lower 
warning limit (LWL)=Wu; upper warning limit (UWL) = W i; and 

point estimate (Rho) = p

The y -axis expresses the normalized failure intensity, i.e. 
the value 1 corresponds to the predicted failure intensity. 
The upper warning limit is calculated as

Wu  =  ----- —-----
U E{ N ( j )}

where U has been determined as the smallest value of U 
that satisfies the equation

V '  ( E { N ( j ) }  ■ к ( п) )»c_E{N{j)).K{n) >  o g5

Similarly, the lower warning limit is determined as 

Wr - ------------
E W Í ) }

where L has been given by the largest value of L that 
satisfies the equation

— ......... ™~t  < 0 .0 5' u !p= i r
The point estimate of the normalized failure intensity is 
defined as

p =  J ü m  rj  >  0

P =  3 • E{N(j )}  r> = 0

In the formulas above j  denotes that j  : th time period 
(i.e. the j  : th month, see Fig. 13). E { N ( j ) }  denotes 
the expected number o f failures in the j  : th period, with 
the time compensation factor taken into account.
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EVALUATION O F  T R A FFIC  L O SS  
IN CA SE O F  UNRELIABLE CIRCUIT G R O U PS

DR. F. RICINIELLO DR. R. DELLEANI
SIP -  SOCIET A  ITAUANA PER UESERCIZIO 

DELLE TELECOMUNICAZIONI 
VTA FALMINIA 189, 00196 R O M E ITALY

A m ajor problem in telecom m unications is presented in the 
evaluation of the traffic loss in case o f unreliable circuit groups. 
Usually the traffic loss is calculated by using the Erlang-В  for­
mula which is valid in case of fully reGable circuits. However, 
the actual traffic loss depends highly on the failure ra te  of 
the circuits and on th e  restoring tim e . This paper presents 
a m ethodology allowing a more acc u ra te  evaluation o f traffic 
loss under general assumptions. T his methodology leads to  a 
class of functions including as a particular case the Erlang-B 
form ula, assuming fully reGable circuits and Poisson arrival of 
call a ttem p ts . T hese functions w ere obtained by assum ing a 
two-dimensional Markov model; closed or recursive formulas 
have been found due to  the reversibility characteristic o f the 
Markov model. The sam e Markov m odel has been already pro­
posed in the Gterature but only numerically approached to  solve 
TASI related problems and to ev a lu a te  the performances of 
som e protocols. As an application exam ple, closed or recursive 
formulas and design diagrams are given for two particular cases.

1. IN T R O D U C T IO N
The evaluation of the loss probability of fully reli­

able circuit groups can be obtained by solving the birth— 
death process M / M / m / O/oo that can be represented by 
a Markovian model (see Fig.l showing an example with 
m =  5). In particular, the loss probability is given by the 
probability of having all the group circuits busy, and leads 
to the well-known Erlang-В formula:

A o m

E( Ao , m) =  (1 )
E AqJ

j!
j = О

where Ao is the traffic offered to m  circuits.
The Erlang-В formula is often employed in traffic engi­

neering for the evaluation of the loss probability o f  circuit 
groups, and is valid under the following assumptions:

a) Poisson distribution of the call attempt arrival time;
b) negative exponential distribution of circuit holding 

time;
c) fully reliable circuits (i.e. no circuit failures).

It has been shown in the literature [1] that assumption 
b) is not necessary because the loss probability does not 
depend on the circuit holding-time distribution. As far as 
assumption c) is concerned, the actual value of the loss

probability will be different from the value given by the 
Erlang-В formula because of circuit failures. In this paper, 
a methodology for loss probability evaluation in case of 
unreliable circuits is proposed.

2. A S S U M P T IO N S  AND N O TA TIO N S
Assumptions:

1. The trunk group is fully available (in the traffic sense; 
for definition see reference [2]);

2. The circuits fail one at a time;
3. The failures and traffic processes are statistically inde­

pendent;
4. Fails may occur only when the circuit is not busy. 

Notations:
m  number of circuits;
ft number of faulty circuits (ft =  0 . . .  m);
к number of busy circuits (к =  0 . . .  m -  ft);
Sh,k state corresponding to ft faulty circuits and к 

busy circuits;
A* transition rate from Sh,k to Sh,k+1 

(k = 0... m — 1);
/ijt transition rate from Sh,k to Sh,k-i 

(к  =  1 . . .  m );
ад  transition rate from Sh,k to Sh+\,k

(ft = 1.. .m -  1);
ßh transition rate from Sh,k to Sh-\,k

(ft =  1 . . .  m);
Ph,k limiting state probability of Sh,k',
Ao average traffic offered to the circuits;
W  parameter related to the unavailability (see 

later (4.3)).

3. T H E  MARKOVIAN M O D EL
Considering the circuit failure effect in the evaluation of 

the loss probability leads to a two-dimensional Markovian 
model. Fig. 2 shows the state transition-rate diagram of the 
two-dimensional Markovian model for a circuit group with 
m  circuits. This diagram is the result of a combination 
of two birth—death processes. The first is related to the 
traffic o f  the circuits with birth rate A* and death rate /гд. 
The second is related to the failures and repairs of the 
circuits with birth rate ад  and death rate ßh- We have a 
triangular model due to the fact that we assume that

Fig. 1. One-dimensional Markovian model for an M / M / 5 / 0 / oo process
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it is not possible to seize a faulty circuit. Each state Sk,k 
corresponds to the probability of having h faulty circuits 
and к busy circuits. Typically the definition o f the loss 
probability is given by formula (2):

m
Loss Probability = £  Pm- M (2)

t= 0

Fig. 2. Two-dimensional state transition-rate diayam, m  =  5

From Fig. 2 it is easy to find the following equilibrium 
equations:

Po,0 • ( ^ 0  + <*o) = -Род ■ Ml + Pl,0 • ßl

Род • (^ j +  Mj +  a j)  =
= Род-l • ^j-i + Род+ 1  • Mj+i + Pi,j • ßi

( j  =  1 . . .771 — 1)

РгД ' i +  M« +  a i +  /?x) =
=  Р . Д  — 1 ■ H- P i , j + 1  • M j +  1 +
+ P<-1 ' <*i-l + Pt+1 ' ßi+1

(i = 1 . . .  m -  2; j  = 1 . . .  m  — г -  1) 

Ро,пг ' Mm — Po,m — l " &т — 1

Pi,m — i • (М т- t  +  f t )  =  (3)
— Р«,т—i — 1 ' &m —»—1 ' ^m—«—1 "F P«—l,m —t ' 1

(t = 1 . . .  771 — 1)

Pm,0 " ßm — Pm —1,0 ' &т — 1

P«,0 ‘ (- 0̂ +  ö « +  ß i)  =
= P«,l ’ Ml + Pi-1,0 ‘ <*t-l + Pi+1,0 ' ßi+1

(i — 1 .. .771 -  1)

The solution o f the set of equations can be found by 
considering the reversibility characteristics o f the model. 
The property of reversibility (Ref. [3]) yields an easy

method for finding the expressions of the limiting state 
probability:

Ph,k = Po,o • П  ^  • П  (4)
i=0 j =0

The expression in (4) has been obtained considering any 
closed path from 5o,o to Sh,k and backwards. In par­
ticular, according to the reversibility property, the ratio 
PM /P 0,o is equal to the ratio o f the product of all transi­
tion rates from 5o,o to Sh,k to the product of all transition 
rates from Sh,k to So,o-

A more accurate assumption would be the possibility of 
failures occurring also when a circuit is busy. This would 
require an additional transition rate 6^+ from Sh,k to 
Sh+i,k-i (h =  0 . . . т - 1 ;  к =  1 . . .  m  — h). The 
consideration of these transitions could give information 
on the cutoff phenomenon. Nevertheless, this issue is 
not discussed in this paper, and has been already stud­
ied in Ref. [4]. Moreover, in this case, the correspond­
ing Markovian process is not reversible; an analytical so­
lution is not known and therefore numerical techniques 
should be used. These transitions from Sk,k to 
"move" the system state along the diagonal parallel with 
the one of the blocking states, not effecting, immediately, 
the blocking probability. Another issue of great interest 
would be the evaluation of the loss probability when more 
than one circuit simultaneously fails. This more realistic 
hypothesis would consider failure modes corresponding to 
the multiple failures due to the transmission systems, but 
the corresponding Markovian model is much more diffi­
cult to solve analytically. However, the method proposed 
in this paper gives a lower bound for the loss probability 
as compared with that obtained by including the failures 
during the circuit holding time. Nevertheless, the calcu­
lated loss probability is more accurate than the Erlang-B 
formula.

4. T W O  A PPL IC A T IO N S
Through the application of (2) and (4), it is possible to 

obtain the expression of the loss probability for unreliable 
circuit groups. In this paper, two cases of interest are 
considered.

4.1. Application 1
This is the case in which the queueing system associated 

with the failures and repairs is o f type M / М / Х / т / т  and 
where

а к - а - { т - к )  (к = 0 ,1 , . . .  ,m  -  1)
ß k -  ß  (fc = l,2, . . . ,77l)

This hypothesis and the expression (4) lead to the follow­
ing expression of the loss probability:

m i Y  Л°1 . w m~kW- I-, fc! jfe!
GEl(Ao,  m, W )  = ------— —----------------- (6)

V  V  Aol . Wh2-, 2L, k\ (m-h)\
h=0 k= 0 ' '

where:
a  , Л

_________________  W = V  A° = J ‘(7)
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It should be noted that Ao  and W  characterize the traffic 
process and the failure/repair process, respectively.

In addition to expression (6) there is another version of 
G E l ( A o , m , W )  given as recursive formula, useful for 
numerical calculations. If we define D e n [•] and Num[-] 
as the denominator and the numerator of expression (6) 
we have

G E l ( A o , m , W )  =

A o + m . W - N u m \G E \ (A o , m - \ ,W ) ]
=  m --  ------ — ---------  (8)

V  ~  +  m ■ W  ■ De n[ GE\ ( Ao , m  -  1, W)]
К 1k=0

and, remembering the expression of the Erlang-В formula 
in (1), we have

G E l ( A o , m , W ) =  (9)

__________ Ä S ^  +  m W N u r n \ G E \ ( A o , m . - l , W ) ] __________
A n

■ — r +  m ■ W  ■ Den[GEl (Ao,  m  -  1, W)\
m\E[Ao,  m)

The expressions in (8) and (9) are given for m > 1 and 
have following initial values:

Num[ GEl ( Ao ,  1 , W)}  =  Ao + W
D e n [ GE \ ( Ao , \ , W) \  =  (10)
=  1 -f Num[ GEl ( Ao ,  1, W )] =  1 +  Ao  +  W

4.2. Application 2
This is the case in which the queueing system associated 

with the fails and repairs is of type М / М / т / 0 / т  and 
where

a *  =  a - ( m - f c )  (к =  0 , 1 , . . . ,  m -  1 )
0 k =  ß - k  (к =  1 , 2 , . . .  ,m )

This hypothesis and the expression (4) lead to the follow­
ing expression of the loss probability:

G E 2 ( A o , m, W)  =

m!f ^ __ ^ ___ „ г * - *
2—* k\ k\ (m — /с)!

=  ------ k- ^ — h------------------------------------ (12)

m! V V  —____ —___wh
^  k\ h\(m  — h)\ h=0 k=0 v ’

5. DIM ENSIONING O F  C IR C U IT  G R O U P
Expressions (6) and (12) lead to the Erlang-В formula 

when W  =  0. It is easy to note that the two expres­
sions are increasing function Of Ao  for given values of 
m and W . In Fig. 3, the diagram o f the loss probab­
ility evaluated by the Erlang-В formula is presented, 
with GEl(Ao,  m, W )  and with GE2(Ao, m, W)  
for Ao  varying from 1 to 100 Erl, with m  =  50 and 
W  =  0.05. It is to be noted how important the effect 
of non-reliable circuit groups is: it is more evident, ob­
viously, in application 1, but still considerable in appli­
cation 2. New considerations can be made looking to a 
different representation o f the formulas GEl(Ao,  m, W ) 
and GE2(Ao,m,W).  In Fig. 4 are presented the dia­

grams of GEl(Ao,  m, W)  and GE2(Ao,  m ,  W)  by fix­
ing Ao  =  20 Erl and W  =  0.05 and varying m 
(m  =  1 . . .  100). In this representation, we note a phe­
nomenon o f "saturation" for GEl(Ao,  m, W).  This leads 
to the existence of a lower limit for the loss probability in 
presence o f values W  different from zero. In other words, 
for a given value of Ao and W,  an increase in the number 
of circuits m , above a certain threshold, does not effect 
the loss probability.

Loss probability

Fig. 3. Loss probability vs. offered traffic, m =  50 and W  =  0.05

Loss probability

Fig. 4. Loss probability vs. number of circuits Ao =  20 Erl and 
W  = 0.05
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6. C O N C L U S IO N S  GE2(Ao, m, W)  and G E l ( Ao , m, W) ,  are in an in-
The results presented in this paper show the effect creasing order. This means that GE2(Ao,  m, W)  gives

of considering the failure/repair process in the evalua- a lower bound (but still higher then the Erlang-В formula)
tion of the loss probability. The hypothesis assumed for when failures are considered. Moreover, the decision to
GE2(Ao, m, W )  is not realistic, in general, because it is choose one out of three expressions should be, of course,
not economical to have as many repairmen as the num- the result of a technical and economical analysis (i.e. in-
ber of circuits. However, we note that the values o f the creasing the number of circuits or reducing the circuit un­
loss probabilities calculated by using the Erlang-В formula, availability).

R E FE R E N C E S
[1] R. Syski, "Introduction to congestion theory in telephone sys- [3] J.F.K. Kingman, "Markov population processes", J. Appl. Prob.

terns", North Holland Studies in tic., Vol. 4,1959, pp.166-167. 6, 1968, pp.l —18.
[2] R. Syski, "Introduction to congestion theory in telephone sys- [4] M. Tortorella, "Cutoff Calls and Telephone Equipment Relia-

tems", North Holland Studies in tic., Vol. 4, 1959, p. 180. bility", B.S.T.J., Vol. 60, No. 8, October 1981, pp.1861-1889.

JO U RN A L ON COM M UNICATIONS 16

Riccardo Delleani received the degree in 
Electronic Engineering from Rome Uni­
versity "La Sapienza" in 1987. He joined 
SIP, the Italian operating company in 1988, 
and is working in the network quality de­
partment. He is now responsible for traffic 
forecasting for networks.

Flavio Riciniello received the degree in 
Electronic Engineering from Rome Uni­
versity "La Sapienza". After some years 
spent at Fondazione Ugo Bordoni as a re­
searcher in digital communication systems, 
in 1974 he joined SIP, the Italian operating 
company, and was involved in the digital­
ization of the Italian network. He is ac­
tive in CCITT, IEC and other international 
bodies. At present, he is responsible for 

Quality System development and is professor of Information The­
ory at LAquila University.



SO FT W A R E QUALITY AND SC H ED U LE C O N TR O L 
F O R  A SW ITCH IN G  SY ST EM  D E V E L O PM E N T  P R O JE C T

A CASE ST U D Y
A. FUKUMOTO

NEC COMMUNICATION SYSTEMS, LTD. 
1-2-1, ASAHI-CHO, KASIWA-SHI 

CHIBA 277, JAPAN

To ensure the required quality and delivery time in software 
developm ent, meticulous design o f th e  development program 
is required. Human power considerations, among o thers, is of 
particular im portance. In conventional practice, the estim ation 
of required human power is based on the program size, de­
pending on the experience in similar previous projects and the 
in tuition of estim ators. It follows, therefore, that the estim ate 
is accom panied by significant errors.
To com pensate for this shortcoming, the Rayleigh Curve as 
a tool has been applied for the estim ation of hum an power 
requirem ents in switching system softw are developm ent. The 
resu lt indicates th a t the application o f the Rayleigh Curve helps 
in th e  estimation o f the total human power required, if applied 
properly.

1 . IN T R O D U C T IO N
With sophisticated communications network services 

and intensified competition among equipment suppliers 
and service providers, the volume o f switching system soft­
ware development is ever increasing, whereas users are 
calling for faster delivery of products.

Under such circumstances, an essential requirement for 
the successful implementation o f a project is a skillfully- 
designed development program. Subsequently, the man­
agement of this development program in comparison with 
actual accomplishments would be of prime importance.

The formulation of a software development program is 
normally initiated by the human power estimation. The 
estimation of required human power depends largely on 
the estimator’s experience and intuition. The consequence 
is that significant errors are produced in the human power 
estimation if the estimator has a limited experience in 
similar projects. It is commonly accepted that the Nor- 
den/Rayleigh Model (Fig. 1) proposed by Putnam is well 
adapted for general-purpose computer software design.

Assuming that the Norden/Rayleigh Model can be effec­
tively applied to the area of switching software as well, the 
author tried to apply this model to a few previous projects 
for a case study and verified that the result of using this 
model was in agreement with the true state of affairs to a 
satisfiable extent.

An attempt was also made to estimate the total human 
power requirement for the entire case-study project by us­
ing the Rayleigh equation for software development for 
that project. As a result, the author is convinced that the 
use o f  the Rayleigh equation is a promising means of esti­
mation. In addition, the method used for program quality 
control is also introduced.

2. C H A R A C T E R IS T IC S  O F T H E  CASE-STUDY P R O JE C T
The project for case study is characterized by the re­

quirement for concurrent development of hardware and 
software. The author is with a software department in 
which application software is developed for the NEAX61 
central office digital switching system. In almost all 
cases, software development work was associated with 
small amount of hardware modifications. The analysis of 
the case-study project requirements revealed that a large 
amount of hardware development was involved. Where 
the concurrent development is carried out for both hard­
ware and software, there is a fear of significant problems 
that are likely to occur in terms of product quality and 
delivery time.

3 . P R O B L E M S  OF T H E  CONVENTIONAL 
H U M A N  PO W ER  E ST IM A T IO N  [1]
The conventional human power estimation depends on 

skillful estimators who use their judgment for their own ex­
perience and intuition. More specifically, the estimator de­
termines the number o f lines for each program by guessing 
in order to obtain the entire program size L by summing 
up the numbers of lines for all programs involved. Next, 
the estimator determines the required human power E  by 
substituting a productivity factor P  per line, obtained from 
previous experience, into the following equation:

E = P L c  ( P  >  0, c >  0) (1)

where c is a constant and empirically we assume that c =  
=  1 in our department.

The conventional method is similarly effective in the 
human power estimation for software development in a 
similar preceding project. In a project with higher nov­
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elty, however, the program size L often tends to be un­
derestimated because of lower accuracy of the estimation. 
Furthermore, the productivity factor P  will largely vary 
with the differences in individual’s and team’s capabilities, 
complexity of a program, and completion factor of hard­
ware development [2]. The human power requirement also 
tends to be underestimated with inaccurate productivities 
due to these possible variations.

With these unsteady factors, an estimated human power 
E  is more than likely to be underestimated. Although 
an underestimated E  will bring about a shortage of hu­
man power, directly linked with "degradation of software 
quality" and "a delay in delivery time", the human power 
shortage is something hardly recognizable quantitatively by 
managers.

In most cases, the human power shortage is discovered 
at the last moment before a program is released from the 
software department to the quality assurance department. 
It is then already too late when the manager becomes 
aware o f the human power shortage. An urgent increase 
in human power often fails to save the situation and, often, 
the personnel increase can only contribute to a confusion. 
"Be quick in sensing a latent problem and settle the prob­
lem quickly" is the essence in software management.

4 . T A S K
Since this case-study project was different from previous 

projects requiring the conventional way o f estimation, that 
is, the reuse of previous patterns of the estimation, the en­
hancement of accuracy in the human power estimation for 
software development was a large task assigned to the de­
velopment management. It was therefore required that the 
development program be formulated and reviewed during 
development, and that the deployment of programmers be 
changed according to the reviewed development program. 
In our company, such an action of putting the develop­
ment program into shape is called "Designing of Design 
Work (DDW)" activity.

5 . T R IA L
Monthly review on estimated program size

To improve the accuracy of human power estimation, 
the estimated program size was reviewed every month to 
revise human power E  for each month.

И 1 2 3 4 5 6 T 8 9 18 11 12 13 14 15 
MONTH

Fig 2  Human Month estimate

Fig. 2 shows the estimated human power calculated 
from the estimated program size. Became the same value 
was used for the productivity factor P  in each review, 
a variation in monthly human power estimation resulted 
from the outcome of the program size L review. N ote that 
the value of human power relates to the application soft­
ware alone, not the human power required for the entire 
system.

Application o f Rayleigh curve model [4] to switching 
software

Next, an attempt was made to estimate the human 
power requifement by using the Rayleigh Curve, indepen­
dent of the program size.

Application o f  the Rayleigh m odel to  the previous project

The Rayleigh curve represents the distribution o f hu­
man power requirements (precluding those for planning 
and functional specifications) during the life cycle after the 
start of design work.
The human power required for development at the devel­
opment time can be obtained from the following equation:

dy/dt  =  K / t 2p ■ t  • e x p [ - f 2/2 fp ] ( К  >  0 , t p >  0 )  (2)

where
Y : total human power required for development up to 

development time t,
К : total humán power required for development during 

the life cycle, and
tp: development time at which d y / d t  is maximized.

From the analysis on switching software development in a 
few previous projects, the author learned that the applica­
tion of the Rayleigh curve would be best adapted to the 
actual state of affairs when the value of tp in the model 
was set at one month after the start of test.

Although hardware development was partially involved 
in some of these projects, it appeared that the involvement 
had no impact on the timing of t p. Note that the setting of 
tp at one month after the start o f  the test does not mean 
that the actual huihan power was peaked at this time, but 
it means that the entire Rayleigh curve model did work 
well when tp was set to this time.

On the other hand, fp is the time when the develop­
ment phase is ended in the case o f  the ordinary computer 
software and it is generally understood that the remaining 
human power is used for software maintenane and modifi­
cations.

APPLYING THE RAYLEIGH CURVE TO SWITCHING 
SOFTWARE

• Y  =  K / t p 2 ■ t ■ exp[—<2/ 2ip2]
• Entire Rayleigh Curve fits well Actual data when t p is 

set One Month after Start of Test.

Fig. 3. Previous Project
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The software has various qualitative characteristics such 
as portability, reliability, efficiency, testability, understand- 
ability, modifiability, and human engineering-based consid­
erations.

Above all, the reliability is considered to be the most 
important factor for the switching software since a very 
stringent outage period of only one hour during the oper­
ation for 20 years is normally assessed to switching systems.

In the author’s view, the fact that the model was best 
adapted to the actual human power requirement when the 
value of tp was set at a specific value is the outcome of 
product characteristics and to peculiarities of the software 
development environment.

PARAMETER ESTIMATION
• К  (human power) — Estimated from current project data 

using least-squares formula.
• tp (peak time) — Estimated from data obtained through 

experience.

Fig. 3.a. Estimation method o f human power К

Estim ation by regression to Rayleigh equation

An attempt was made in this project to estimate a total 
human power К  through a regression analysis to Rayleigh 
equation by using the results obtained in previous projects 
(Fig. 3.a).

Assuming that the human power in a certain month t is y, 
we obtain from equation (2):

У= E / t 2p- t - e x p [ - t 2/ 2 t2p] ( 3 )
The author did not use the ordinary least-squares estima­
tion formula but used t p that had been obtained through 
experience to obtain the most appropriate value for К  in 
the following calculation.

If both parameters К  and tv are obtained by the least- 
squares estimation formula, the model would be forcedly 
applied to the actual human power determined by various 
factors in and around the project, with the result that the 
estimated value would be unstable. This is the reason why 
a value closely associated with the degree of work progress 
was used for tv. From equation (3), we obtain

K y i  =  lnk -  2lnt p +  lnti -  t i2/ 2 t 2 +  Ei  (4)

E  E i * =  Y,(Kyi  -  K K  +  2lntp -  lnti +  ft2/2 f 2 )2(5)

# E  E i 2/ d K  =  (6)
52 K y i -  nlnK  +  2nlntp -  52 lnti  +  l / 2 i 2 E  t i2 =  0

К  =  (7)
=  e x p [ l / n ( £  lnyi  -  52 lnti +  l / 2 f 2 E * í2) +  2 lntp]

where, Ei  is an error in data i and n  is the number of 
data. In the project, the peak time was assumed to be

one month after the start o f the test (tv =  6 ). The total 
human power К  was thus estimated by using equation
(7), i.e. tp was estimated from the data obtained through 
experience, while К  was estimated by regression analysis.

Fig. 5 shows the value of К  for each month that was 
estimated from the latest data. The dotted line indicates 
estimated values obtained from the program size. An ex­
ample o f  the application when t — 14 is shown in Fig. 4.

Fig. 5. Monthly estimates of required human power

Estimation of both parameters К  and tp 
(For reference purpose)

An attempt was made to calculate both parameters К  
as a total human power and tp as the number o f months 
up to the peak time, regarding them as variables, although 
the values obtained were not used for the actual program­
mer deployment.

Fig. 6. Estimation of К  and tp

The estimated values obtained by this method are in­
dicated in Fig. 6, using solid lines. Dotted lines indicate 
estimated values of К  when the value of tp is assumed to 
be a constant.

Since the values of two parameters are unstable and 
fluctuating to a large extent if obtained from the actual 
data, the author realized that the method in which К  is 
estimated with tp as a constant would be more practical 
than the former.
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6 . C O M PA R IS O N  O F  E S T IM A T E D  VALUES 
AND C O N S ID E R A T IO N S

In contrast with the actual human power (244 human 
months) that includes the human power (5 human months) 
for maintenance after the program release, estimated val­
ues when t =  6th month obtained by each estimation 
method are as follows:

•  Estimated value from the program size + Actual 
value for maintenance: 80 % (195 human months)

•  Estimated value by regression (with tp as a constant): 
97 % (236 human months)

As shown above, the latter is closer to the actual value.
Where the actual program size is larger than an esti­

mated size at the start of design, or when greater difficul­
ties are involved, the design work cannot be progressed to 
the test phase as scheduled. As a result, the time tp up to 
the peak in the model increases, thus resulting in a greater 
value of the accumulative human power required up to the 
present.

In other words, the method o f obtaining the value with 
tp fixed features that the variation in the actual state can 
be reflected into the model. The author conceives that this 
feature accounts for the more favorable results obtained 
by the regression method, compared with those values ob­
tained by the estimation from program size.

The use of the Rayleigh curve has an another merit in 
that a distribution curve for required programmers can be 
generated for every month to lapse.
Its demerit is that the estimation at the initial stage is im­
possible because o f the unknown value of tp until the start 
of a program test. The author, however, considers the 
use of the Rayleigh curve as an effective means o f secu­
rity against an understafffed project, because this method 
will provide a means of checking the unreliable estimation 
from program size even in the interim phase.

It is possible at this stage to provide training for supple­
mentary personnel, to plan gradual personnal reinforce­
ment, and to avoid untimely personnel withdrawal, as well 
as to avoid a confusion in a project resulting from person­
nel increment.

7. INTERIM  P R O D U C T  Q U A L ITY  C H EC K
Because "Control o f staffing and scheduling" and "Qual­

ity Control" are closely associated with each other, the 
concurrent survey o f  the latest status at intermediary stage 
is of great significance.

(1) Quality Control during Inspection
1) First, the estimated number df latent defects was ob­

tained by multiplying the program size by a defect estima­
tion coefficient for each work process.

2) Next, a lower control limit was determined against the 
number of latent defects to establish a defect elimination 
program for each work process.

3) The frequencies and methods of the inspection and 
test were reviewed so that the number of defects actually 
eliminated surpassed the lower control limit of elimination.

Thus, it became possible to eliminate defects every 
day while confirming the status of actual accomplishments 
against the number of latent defects.
This defect elimination technique was put to practice dur­
ing the period from the preparation of functional specifi­
cations to the release of a program, and proved itself to

be effective, particularly for inspection management in the 
design process.

(2) Quality Control during Integration and Stability Tests

The Gompertz curve is used in our department to esti­
mate the cumulative number o f defects and the number of 
remaining defects at every point of time, and it was also 
used for this study (see Fig. 7).

Index number of defect

The Gompertz curve, however, can hardly be regarded 
as a specific quality criterion, since the curve contains 
some temporary variations depending on testing methods. 
Besides, a program will not be passed to the quality as­
surance without which the priority is eventually given to 
scheduling rather than to the program quality (see Fig. 8). 
Tbsting by the software department continues even after 
the release to the quality assurrance department if it con­
tains a defect in quality, even if the estimated number 
of remaining defects in the entire program should be less 
than the target value.

To cope with this situation, quality items of the standard 
were passed to the quality assurance without which the 
priority is eventually given to scheduling rather than to 
the program quality (see Fig. 8). Testing bey the software 
department continues even after the release to the quality 
assurance department debugging subgroups. Specific stan­
dards are indispensable for quality asssurance department 
so that the product can be shipped from the factory in 
flawless state (until a full mak o f 100 points is achieved).

Item Quality Item  Full Mark

No.___________________________________________________
1 Stability 20 points

2 Completion ratio of stab ility  test items 20 points

3 The number of rem aining problems 30 points
4 Customer specifications 20 points
5 Processing capability  5 points
6 Completion ratio of connection 5 points
7 Documents for external release Y

Acceptance threshold: 93 points 100 points

Fig. 8. Standards for release to quality assurance department
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8 . SUM M ARY
(1) An attempt was made to apply the Rayleigh curve 

model to the NEAX61 switching software. In this pa­
per, the method of estimating the total human power 
by expanded application o f the preceding model has 
been proved to be effective and valid.
Although no estimation methods produce definitely 
accurate values, the proposed method will serve to 
ascertain the accuracy of an estimated value deprived 
from inaccurate program size so as to supplement 
and modify the estimated value. In the author’s ex­
periment, the accuracy obtained was higher than the 
human power estimation calculated from the program 
size.

(2) In this case study, the time tp was first calculated 
from the data obtained from the past projects, and 
the total human power К  was then obtained by the 
least-squares estimation formula. This method proved 
to be more practical in the human power estimation, 
compared with the method of obtaining both tp and 
К  concurrently by the least-squares estimation for­
mula.

(3) It is important in software development to measure 
"the staffing and scheduling" and "quality control" on a 
concurrent basis, because both are closely associated 
with each other.
The author is convinced that proper measurement, 
accurate estimation, and appropriate management 
and control based on the above will be surely fruitful
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to the benefit of development personnel, management, 
and customers.

9. T H E  F U T U R E  ISSUES
(1) It wifi be necessary to further improve the estimation 

methods used in the experiment by applying them to 
various types of projects for estimating total human 
power and the peak time with higher accuracy. Also, 
an improvement is required so that an alarm of un­
derstaffed projects will be issued at an earlier stage.

(2) An automatic program size measurement is possible 
in a newly developed program "Software Modification 
History Management System". With this system, how­
ever, the measurement of work accomplishments for 
portions other than the new program such as program 
tests on the portion diverted from others is still expe­
riencing difficulties. The accuracy of estimation at the 
initial stage of a project should be further upgraded 
through the advancement of automation and the en­
richment of databases.
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LA RG E MARKOVIAN SY STEM S W ITH  ST A T E  SPACE
TRUNCATION:

L O W E R  AND UPPER BO U N D S 
F O R  INTERVAL AVAILABILITY
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In the reliability analysis of complex electronic system s modelled 
by continuous tim e Markov chains, som e problems arise because 
of the unm anageab le  large s ta te  sp ace . In the paper, a m ethod 
is presented yielding lower and upper bounds for the  expected  
interval availability. The m ethod is based on the truncation  of 
the Markovian m odel, and the efficiency of the techn ique is 
illustrated by a numerical example genera ted  by an IBM  3090 
com puter.

1. IN T R O D U C T IO N
In case o f  complex electronic systems modelled by 

large continuous time Markov chains, the reliability analy­
sis has two problems. On the one hand, the generation and 
the numerical solution of the large model are impractical. 
Some efficient techniques have been published for the so­
lution of the steady-state parameters of these systems ([1],
[2])-

On the other hand, the steady-state parameters are of­
ten not adequate in case of large systems because the limit­
ing probability distribution does not describe the behaviour 
of systems during the relatively short life time.

Considering the second problem, we apply the cumula­
tive availability for the reliability qualification of the sys­
tem. Since the exact reliability measures are generally not 
required, and because of the problems originating from the 
large model, only approximate results are derived for the 
expected interval availability.

The paper is organized as follows. In the first part, the 
basic mathematical background is summarized. Applying 
this model, upper and lower bounds o f the expected inter­
val availability are given, and only a small set of the most 
probable states (and the transitions among these states) 
are taken into account.

In the second part of the paper, some improvements 
of the basic technique are introduced. These models re­
sult in tighter approximations o f  the interval availability 
for Markovian systems, illustrated by numerical examples. 
Finally, some possible extensions o f  the described method 
are mentioned.

2. M A TH EM A T IC A L  PRELIM INA RIES
We suppose that the system can be described from reli­

ability point o f  view by a continuous time Markov chain 
(CTMC) { X ( f ) ,  t > 0}, with discrete state space Cl,

Cl — 1 ,2 , . . .  Q =  [<7;j] is the ’infinitesimal generator’ of 
the CTMC. Let II, (f) denote the probability of the CTMC 
being in state i at time t, and the row vector П(£) is called 
the state probability vector.

Three different kinds of reliability measures can be used 
for the description of the system reliability behaviour. 
These parameters can be based on

• the steady-state (equilibrium),
• the transient and
• the cumulative

state probabilities. We assume that the analysis aims at the 
determination of the long-term behaviour so we can disre­
gard the transient parameters. Assuming a great number 
of states, the steady-state probabilities cannot exist during 
the lifetime of the system. Accepting this assumption, 
the cumulative reliability measures seem to be the most 
appropriate, and we can focus our attention only on the 
determination of the expected interval availability.

2.1. Model 0
In order to derive the reliability measures, we separate 

the set of states Cl into the set o f operational or up states 
Clu and of failed or down states Cld- 
We introduce the indicator random variable

if X ( t ) e C l u,
' ' ( 0 ,  otherwise.

The expected interval availability can be defined as:

E[IAV(t)] =  E U j j  I(y)dy]  =  j  E  IÓ ^r(y)dy  
1 te n „

( 2)

where I AV( t )  is the interval availability.
Introducing r =  [r,] as a row vector (reward) of the 

system, where

r . _  /  E  iG  E Clu, /n \
* 1 0 ,  otherwise. ' 1

Expression (2) can be rewritten as

E[IAV(i)] =  y [  П (у )г т dy П{y)dyr1 .
t J o * J 0

(4)
Using the initial probability distribution П(0), the well- 
known solution of the differential equations of the CTMC 
is the following:

II(t) =  П (0) e x p (Q i) . (5)
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The expected interval availability can be numerically 
computed ([3]), but in case o f a large state space, both 
the model generation and the numerical analysis can be 
unmanageable.

3. BA SIC  B O U N D S O F  E X P E C T E D  INTERVAL 
AVAILABILITY

In order to solve the above problems, we define the 
following model of the system which makes possible the 
generation o f a relatively small state space, and at the 
same time it provides lower and upper bounds for the in­
vestigated parameter.

3.1. M odell
We separate the set of states into two subsets (inde­

pendently from the up or down state of the system), ify 
and i l 2, and without the loss of generality, the states are 
reordered so that the states in 0 1 have the first indices. In 
this case, the transition matrix Q can be also partitioned as

П -  Q n  Q 12 
Q 21 Q 22

Now we can modify the transitions so that the transitions 
within i l i ,  and from i l i  to ÍI2 remain as earlier, but the 
transitions within ÍI2 , and from ÍI2 to i l l  are neglected.

This modification results in ÍI21 =  0 and ÍI22 =  0, 
and a modified CTMC, X\ ( t ) ,  which is identical to X(t ) ,  
if X ( y )  G i l i ,  Vy, 0 <  у < t, and Y i ( l )  G ÍI2 . 3 y, 
0 < y < t ,  X( y )  G ÍÍ2 -

In this case, the row vector 11(f) of the state probabil­
ity can be also partitioned, П ^ ( 1 )  =  [ П ^ М П ^ Т*)], 
and from (5) the following probability distribution follows 
because of Q 21 =  0:

Jl[1\ t )  = n[ l \0)exp(Qnt ) ,  (6)
where we assumed that the initial state is in ify.

We can now introduce two indicator functions of

T'(v \ — /  1> if X \ ( y )  G i l u П i l i ,  /уч
l 0 ,  otherwise. ' '

and
t " ( v \  — /  T  if U i l l ,  /o \
1 \  0, otherwise.  ̂ '

3.1.1. Lower bound
Consider the following indicator function of the original 

CTMC, X(y):

h(y)  = (9)
f 1, if X( y )  G i l u. and X ( v )  G i l i ,V u ,0  <  v < у 
\  0, otherwise,

for which Ib(y) <  7 (y )  for each y, and for each realiza­
tion of X( y ) ,  and consequently E[7(,(j/)] <  E[7(y)].

The following equation is also valid:

E [7 f  h(y)dy = E [ J  [  I[{y)dy 
L1 Jo Jmodelo L1 Jo Jmodelo

( 10)

so the lower bound of the expected interval availability can 
be written as

E[IAV(t ) \  =  E J  I (y )dy  >  E | j  j f  I [ ( y )dy  .

( П )
Using (6) the lower bound of the expected interval avail­
ability can be rewritten in the following form:

E[IAV(t)) >  E [ j j i  l \ y ) d y  =

= J ^ m - Q n ) - 1 [E -  e x p ( Q n f ) ]  r  T , (1 2 )

where E  is the identify matrix, r' =  [rj] is the reward 
structure, and

» _  f 1, if г G i l u П ilj ,
• \  0 , otherwise.

3.1.2. Upper bound
Introducing another indicator function of X( y ) ,

Ш  =  (13)
_ ( 1, if X (y )  G ilu , or 3 r , 0 <  v < y, X ( v )  G ÍI2 .

\  0 , otherwise,

It can be realized that 7a( y ) >  I(y)  for each realization 
of X ( y )  and for each y, consequently E[7(y)] >  E[7(y)]. 

Since the following equation is also valid:

e [j  f u y ) d y \  =  E fy f r ; { y ) d у
l r Jo Jmodelo L1 Jo J modelo

(14)
using the steps as in case of the determination o f the lower 
bound, the upper bound of the expected interval availabil­
ity can be written as follows:

E[IAV{t)]  =  E ^ J  I (y )dy  < E  ^ J ‘ l [' (y)dy .

(15)
Exchanging the up and down states of the system, I['(y) 
can be expressed by 7{(y):

t" (v \ _  /  О. if -Y i(y ) £ ild П fix, 1 _
1 1 1 , otherwise. J ( i g )

— 1 — (j/) |u—.4,4—>u •
Equation (16) is valid for the expected values as well: 

Е[7"(у)] =  1 -  E (7 '(y )) |u—>4,4—>u
and so

E[ I AV{ t ) ) <E^- t j ‘ lHy)dy =  (17)

=  1 -  i n ^ l O K - O , , ) - 1 [B -  exp(Qu l)] (e -  r']T.

where e is a vector of ones. Equations (12) and (17) 
provide the lower and upper bounds of the expected in­
terval availability. The size of the model to be generated 
and computed is reduced, and only the matrix Q 11 has to 
be managed. The states o f ify ran be aggregated into a 
single state. The difference between (17) and (12) can be 
expressed as follows:

1 -  - ^ ( O X - Q n ) - 1 [E -  e x p (Q „ t ) ]eT (18)
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however, the problem of this technique is that the achiev­
able bounds strongly depend on the investigated time in­
terval.

4 . M O D IFIC A T IO N  O F M O D EL 1
According to the previous section, the efficiency o f the 

technique is determined by the exciting probability from 
fix- Before presenting better bounds, the basic idea of a 
modified analysis is illustrated.

This method makes possible the return of the process 
from a part o f  ÍÍ2 to fix, and the system "can accumulate 
more reward" both in the up and down states during the 
investigated time interval.

4.1. MODEL 2
Now, we partition the set o f states into three subsets (in­

dependently from the up and down property), fix, ÍÍ2 and 
i l 3 so that ÍI2 contains only those states from the former 
f i 2 which can be reached from fix  by a single transition. 
Without the loss of generality, the states are reordered, 
and the states in f i i  have the first, the states in f i 2 have 
the second, and the states in ÍÍ3 have the third group of 
indices, respectively.

In order to make clear the method, temporarily we in­
troduce fl^, and define the process so that after the first 
exitation from fix , the process cannot return from f i 2 to 
fix but only to The transition rates from fix and from 
fi'x to f i2 are identical, and the transition rates from f l 2 
to í í j  are the former ones from f i 2 to fix (see Fig. 1).

I-------1n r V  г
i > -----------

Fig. 1. MODEL 2 with state duplication ofU\

The transition matrix Q of M O D E L  2 can be written as 

O n  О 12 Q 13
Q =  О21 Q22 Q 23 ,

.Q 31 Q 32 Q 3 3 .

where similarly to MODEL 1, Q 31 =  0, Q32 =  0 and 
Q 33 =  0. As a consequence o f this modification, ÍÍ3 can 
be aggregated into a single state.

The effect o f this modification is trivial. The lower 
bound of the expected interval availability increases and 
the upper bound decreases because o f  the reward accu­
mulated in fix after the first exitation from fix. This im­
provement is true even if the reward in f i2 is not taken 
into account.

However, the consequence o f  the above modifica­
tion is the increased size of the model, since practically 
MODEL 1 is generated, but instead o f fix, the detailed 
state space is (fix  U f i2).

Nevertheless, using this model and some assumptions, 
better bounds can be achieved than in case of MODEL 1, 
while the cardinality of the model remains similar to 
MODEL 1.

4.2. MODEL 3
The modeling assumptions are as follows:

• Q13 =  0, which can be the situation in which f l2 is 
a set of system states, which contains exactly a given 
number of failed components,

• Зг E fix . Qji > 0> for V j  E f i 2. Let one of these 
states be numbered as 1.

In order to reduce the size of the model we modify the 
elements of the transition matrix in the following manner. 
For V j  E f i 2> the elements of Q 2\ are replaced by:

• — 0, if i E fix and i >  1,
• q[ =  m in  qki, where к £ f i 2,

к
and taking into consideration the aggregation of states in 
Q3 , the elements of Q23 are also modified for V j  E if  2 :

• q'0 — m a x  qjg, where к £  f^ .
f  к

Since the transition rates from f i 2 to fix equal q[ and 
from ÍÍ2 to ÍÍ3 they equal q'Q for V j  £ f i2, the states of 
i i2 can be also aggregated into a single state n — 1 , and 
for V i E fix:

• 9 , ',n - l =  E ? v >  J 6  ÍÍ2-
j

A modified CTMC, X 3(y)  with the state space fi' can 
be introduced as MODEL 3 for which fi'x =  fix =  
1 , 2 , . . . ,  n — 2 and f i2 =  n — 1, ÍÍ3 =  n (see Fig. 2), 
where g ; _ lfx =  q[, q'n_ 1<n =  q'0 and Q '12 =  [9 ,-,n_ i] , 
г 6  fix is a column vector.

0  n  - 1  q ’ n
-------------------------- 1 2  n - 1 , n

n  ------------------ ----------------------- >°t <------------------------- 1
V i . i

Fig. 2. MODEL 3 with the aggregation o f states in und ÍI3

The following relation can be easily proved in case of 
the above modifications for V j  E ÍÍ2 :

P r {3 u  <  y, X ( u ) =  1 | X ( 0 )  =  j , } >

> P r{3u  <  y, X 3(u) =  1 I X 3 (0 ) =  n -  1 }, (19)
and from (19) the increment of the time spent by the pro­
cess in ÍI2 before returning to state 1 follows. On the 
other hand it can be realized that the transitions from ÍÍ2 
to other states than state 1 in fix are neglected in this 
model, and the effect of these modifications is the decre­
ment of the returning probability to O2 - Finally, from the 
fact that the process can return to fix in contrast with 
MODEL 1, the following relation can be established:

E[L4F(í )]|modeli < E [ /A F ( í )]|model3 <
< E[/A'P(í )]|modelo- (20)

Based on the MODEL 3 depicted in Figure 2, the tran­
sition rate matrix is the following:

f Qn Q'n 0
Q — Qn—i,t qn—i ,n —1 9n—i,n

. 0  0 0

where qn- i , n- i  =  ~ ( 9 n - i , i  + 9 n - i , n ) -  
We can introduce now the notation

Qt  _  Q 11 Q 12
^  qn—1,1 9 n - i , n - i

and new lower and upper bounds can be obtained for the 
expected interval availability using (20) and the former re­
sults of (12) and (17).
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The modified lower bound is the following:

E [IAV{t)\  >

> ^П(13)(0)(-д'11) - 1[£  -  exp(Q'n i)] L T , (21)

where r" =  r', for г =  1 , . . . ,  n — 2, and r" _x =  0, 
while the upper bound is as follows:

E [IAV(t)\  <  1 -  i n (13)( 0 ) ( - g ' 11) - 1

[E -  e x p ( Q 'u f)] [e -  r',  0 ]T , ( 2 2 )

where the first n — 2 elements of the right column vector 
are identical to the elements in Equation (17), but the last 
one equals 0.

The limit of MODEL 3 is the existence of state 1 which 
must be reached by repair from all states of ÍÍ2- This 
assumption is usually not valid, thus the direct application 
of MODEL 3 is excluded in most practical cases.

4.3. MODEL 4
In order to neglect the limits of MODEL 3, ÍI2 is par­

titioned further into subsets П20 , И гъ  • • •, ÍI2m so that 
from all states in ÍÍ2m> ш  =  0 , 1 , 2 , . . . ,  M,  the state 
im G Ox can be reached by a single transition. It is 
assumed that for ÍÍ20> no such state in f lj  exists.

The elements of the transition matrix can be modified 
for V j  G ÍI2m .m — 1 , 2 , . . . ,  M,  replacing the elements 
of Q 2i by

• q'ji =  0, if i G i i i  and i f  im,
• ? ím =  min qJ)m,

and similarly to MODEL 3, the elements of Q2m,з can 
also be modified for ÍÍ2m> j  — 0 , 1 , 2 , . . . ,  m:

•  q'm0 =  max]T) qjk, where к E ^ з-
J к

Since the transition rates from Qim to Hi equal q[m 
and from Q2m to f i3 they equal q'm0 for V j  G the 
states of Ü2m can also be aggregated into a single state 
j m, and for V t G i i i :

* = E 9»j. 3 E Slim-
A  modified CTMC, X^(y)  with the state space Q" can 

be introduced for which Q" =  jo > • • • j JM> ^ 3  =  *o>
Where C , .m  =  C '  C  =  C 0. Q'Í2 =  [90m]‘

Now, the results in Equations (19) to (22) still hold, but 
instead of MODEL 3, the notation of MODEL 4 must 
be taken into consideration, and in (22) the reward in all 
states o f fi" equals 0.

5 . NUM ERICAL R E SU L T S
The effect of the method is illustrated by a simple ex­

ample. In order to obtain exact results, the investigated 
system consists of nine two-state independent subsystems. 
The block digram o f the system is shown in Figure 3.

The system is studied in two cases with the same failure 
but with different repair rates (see Table 1.).

The numerical results for the investigated system have 
been generated by an IBM 3090 computer and are de­
picted in Figs. 4 and 5.

Table 1. Reliability parameters of the subsystems

Index of Failure rates Repair rates (10 /hour) 
block 10~6/hour CASE 1 CASE 2

1 90 I 10
2 80 2 20
3 70 3 30
4 6Ö 4 40
5 50 5 50
6 40 6 6Ö
7 30 7 7Ö
8 20 8 80
9 ÍÖ 9 90

Fig. 4. Comparison of the results of MODEL 0 and MODEL 1 in 
CASE 1

Fig. 5. Comparison of the results o f MODEL 0 and MODEL 1 in 
CASE 2
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The full state space consists o f 512 states, and the trun­
cated state space with maximum 1, 2 and 3 failed sub­
systems involve 10, 46 and 130 states, respectively. The 
curves show the effect of the truncation techniques for 
M ODEL 1 and the exact values (MODEL 0) for the two 
cases.

The bounds generated by M ODEL 1 46 and 130 states 
are almost the same and equal to the exact value for 
0.1 and 100 hours, while for 100 000 hours, the bounds 
with 46 states are recognizable to be smaller and higher 
in both (CASE 1 and CASE 2) cases. It is important to 
mention that the lower bounds o f unavailability (and the 
upper bounds of availability) are very close to the exact 
values in both cases and for all investigated time intervals. 
The reason for this property is the structure of the system 
and the high value of interval availability since the system 
can accumulate very few "rewards" in the down states after 
returning from П2 •

Naturally, for 10 states only the upper bound of unavail­
ability (and the lower bound o f availability) exist because 
all the 10 states belong to the up states of the system since 
the number of failed subsystems is less than 2 in these 
states.

R E F E R E N C E S
[1] E. de Souza e Silva, R.R. Muntz and A  Goyal, "Bounding 

availability of repairable systems", Performance Evaluation Re­
view, Vol. 17, May, 1989, pp.29 — 38.

[2] A  Reibman, R. Smith and К  drivedi, "Markov and Markov 
reward model transient analysis: An overview of numerical 
approaches", European Journal o f Operational Research, Vol. 
40 (1989), pp.257 — 267.

[3] A  Bobbio and К  Trivedi, "An aggregation technique for the 
transient analysis of stiff Markov chains", IEEE Transactions 
on Computers, Vol. C-35, No.9, Sept. 1986, pp.803 — 814.

[4] R.M. Smith, К  Trivedi and AV. Ramesh, "Performability anal­
ysis: measures, an algorithm, and a case study", IEEE Trans­
actions on Computers, Vol. C-37, No.4, April 1988, pp.406 — 
417.

[5] A  Bobbio and К  Trivedi, "Computing Cumulative Measures 
of stiff Markov chains using aggregation". IEEE Transactions 
on Computers, Vol. C-39, No. 10, Oct. 1990, pp.1291 — 1298.

László Jereb was born in 1947. He re­
ceived the M.Sc. degree in electrical en­
gineering in 1971 from the Technical Uni­
versity of Budapest, and the academic de­
gree in reliability theory in 1986 from the 
Hungarian Academy of Sciences. In 1971 
he joined the Technical University of Bu­
dapest, where he is currently an associate 
professor of the Institute of Communica­
tion Electronics. His principal contribu­

tions have been in reliability theory, as well as planning and anal­
ysis of communication networks. He is a member of the IEEE 
Communication Society.

Gábor Bánfi was born in 1966. He re­
ceived the M.Sc. degree in electrical 
engineering in 1990 from the Technical 
University of Budapest. Currently he is 
working on his Ph.D. degree. His re­
search interest includes reliability theory 
and application of expert systems in the 
planning of telecommunication networks.

6. C O N C LU SIO N S
A technique is proposed for the estimation of the ex­
pected interval availability using state space truncation. 
The greater the ratio of the repair and failure rates, the 
more effective the method is as shown by the example 
given.
The method can be applied in the reliability analysis like in 
RELECT, RELNET and RELCONT published in [6] — [8], 
and the bounds can be improved by using MODEL 3 and 
MODEL 4.
This limit as well as the inconvenience of the different time 
scales, either in the failure or in the repair rates, can be 
eliminated by using a similar aggregation for the states in 
ÍI2 like in MODEL 4, based on the group of states with 
similar failure or repair rates.

Finally, it can be mentioned that this technique can be 
applied not only for the estimation of the expected interval 
availability but for the transient and steady-state availabil­
ity (by using the method o f [1]), and the results can be 
extended for the case of reliability models with multilevel 
reward structures as well.

[6] L. Szandi, L. Jereb, Gy. Farkas and T. Izsó, "RELECT: A pro­
gram package for computer aided reliability analysis of elec­
tronic components and systems” Proceedings o f the 8th Sym­
posium on Reliability in Electronics, OMIKK—Technoinform, 
Budapest, 1991, pp.263 — 272.

[7] T Jakab, L. Jereb and M. Telek, "RELNET: A tool for the 
reliability analysis of communication networks", Proceedings 
of the 8th Symposium on Reliability in Electronics, OMIKK— 
Technoinform, Budapest, 1991, pp.513 —522.

[8] T. Horváth, P. Risztics and L. Szirmay-Kalos, "RELCONT: 
Hierarchical analysis of process control systems", Proceedings 
of the 8th Symposium on Reliability in Electronics, OMIKK— 
Technoinform, Budapest, 1991, pp.254 — 262.

[9] L. Jereb, T. Mohay and G. Bánfi, "State space truncation in 
the interval availability analysis of large Markovian systems", 
Proceedings o f the 8th Symposium on Reliability in Electronics, 
OMIKK—Technoinform, Budapest, 1991, pp.338—347.

Van Tien Do was born in 1967. He re­
ceived the M.Sc. degree in electrical en­
gineering in 1991 from the Technical Uni­
versity of Budapest. Currently, he is work­
ing on his Ph.D degree. His research in­
terest includes traffic analysis and planning 
of communication networks as well as the 
reliability modeling and analysis of complex 
electronic systems.

JO U R N A L  ON COMM UNICATIONS 26



S T O C H A S T IC  REW ARD M O D ELS IN 
PER FO R M A N C E/R E LIA B ILITY  ANALYSIS

A. BOBBIO
ISTITUTO ELETTROTECNICO NAZIONALE GAULEO FERRARIS 

STRADA DELLE GACCE 91 
10135 TORINO 

ITALY

This paper reviews the theory and application of Stochastic 
Reward Models (SRM ) for the analysis of combined m easures of 
perform ance and reliability in complex fault-to lerant degradable 
system s. Two cumulative m easures associated to  a SRM are 
introduced and discussed: the accum ulated reward over a finite 
horizon and th e  completion time o f a task with an assigned work 
requirem ent. The physical m eaning of these two m easures is 
illustrated and their mutual relationships are investigated. Fi­
nally, the techniques for evaluating their cumulative distribution 
function (C df) are comparatively examined.

1. IN T R O D U C T IO N
The classical reliability theory [78], [4], [84] is based 

on the assumption that each component, and the system as 
a whole, can be modelled by a binary variable representing 
two possible conditions: functional or non-functional. This 
assumption implies that the state space of the system can 
be univocally partitioned into two mutually exclusive sub­
sets of states, one containing the up states, the other con­
taining the down states. The classical reliability measures 
are defined on this binary partition of the state space.

For fault-tolerant or degradable systems, the binary as­
sumption does not provide a correct description of the 
system behaviour versus time. The system can still pro­
vide service to the user, even in the presence of failures 
of some of its parts, at a possibly degraded level of oper­
ation. The occurrence of a failure causes the system to 
go through a sequence of degraded states characterized by 
reduced levels of performance. Hence, in order to quantify 
the reliability and performance aspects of a fault-tolerant 
system into a single integrated view, there is a need for a 
new approach and new measures [61].

With the aim of properly assessing the attributes of 
fault-tolerant systems, a new terminology has recently 
emerged from the technical literature. This terminology is 
based on the all-encompassing term of dependability [56],
[3]. "Dependability is that property of a system that allows 
reliance to be justifiably placed on the service it delivers 
[3]". A survey on the modelling and analysis techniques 
for evaluating the dependability of fault-tolerant systems 
appeared in [6].

The basic idea of the new modelling approach consists 
in describing the behaviour of the system in time by means 
o f a stochastic process, called the structure-state process, 
and by associating to each state o f the structure-state pro­
cess a non-negative real constant representing the effective 
working capacity or performance level of the system in 
that state. The real variable associated to the state is called 
the reward rate [41]. The structure-state process, together 
with the reward rates, forms the Stochastic Reward Model.

The properties of stochastic processes with a super­
imposed reward variable have been studied since a long 
time [58], [18], [50], [51], [41]. However, only recently, 
SRM have received attention as a modelling tool in perfor- 
mance/reliabilify evaluation. The possibility of associating 
a reward variable to each structure-state increases the flex­
ibility and the descriptive power of the model, and makes 
it more useful in the analysis of actual systems.

Different interpretations of the structure-state process 
and of the associated reward structure give rise to different 
applications [62]. For instance, the classical reliablity the­
ory [4] can be considered as a particular case of SRM ob­
tained by assigning a { 0 , 1 }  binary reward variable to the 
structure-state process. In applied stochastic modelling, 
common assignements of the reward rates are: execution 
rate o f tasks in computing system (the computational ca­
pacity) [5], [83], number of active processors (or process­
ing power) [7], [35], throughput [60], [29], [39], average 
response time [42], [52], [57] or response time distributions 
[85], [72], [65].

Tb be concrete, in the present setting, we assume that 
the reward variables represent the computation capacity 
of a degradable computing system so that the reward ac­
cumulated over a finite horizon is a measure of the total 
computation performed by the system. With the aim of 
characterizing a system modelled by a SRM, various sig­
nificant measures can be defined [30], [83], [79]. Instan­
taneous measures reflect the system condition at a given 
point in time (or in steady state), while cumulative mea­
sures reflect the system’s operational characteristics over a 
finite interval.

Two main different points of view have been assumed 
in the literature when dealing with SRM for degradable 
systems [55]. In the system oriented point of view, the 
most significant measure is the total amount of work done 
by the system in a finite interval. This measure is a random 
variable that corresponds to the reward accumulated by 
the SRM over the considered interval. The distribution 
function of the accumulated reward is sometimes called 
performability [61], and its efficient numerical evaluation is 
a challanging task considered in a number of papers: [60], 
[44], [21], [32], [79], [23]. In the task oriented point of 
view, the system is regarded as a server, and the emphasis 
of the analysis is on the ability of the system to process a 
task whose execution requires a known amount o f compu­
tational work. In this latter case, the most significant mea­
sure is the probability that the task will be completed in a 
given time, taking into account the system degradation and 
the recovery capabilities subsequent to a failure. Even if 
the final target of a dependable computation is the quality 
of the service, the task oriented point of view is not very 
commonly assumed in the literature.
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Gaver [28] analyzed the distribution of the completion 
time for a two state server with different mechanisms 
of interruption and recovery policies. Extensions to the 
above model were provided in [67], while the completion 
time problem for fault-tolerant computing systems was ad­
dressed in [13]. A  unified framework to the system ori­
ented and the user oriented point o f view was provided by 
Kulkami et al. in [55], [54], [69], where the degradable 
server is represented by a SRM and the task in progress 
interacts with the system following different preemption 
and recovery policies.

A formal definition of SRM is stated in Section 2, and 
the most significant instantaneous and cumulative mea­
sures are defined. The computational load to evaluate 
the instantaneous measures or the expected values of the 
cumulative measures is of the order of the load needed to 
compute the state probabilities o f the underlying structure- 
state process. The evaluation o f the distribution function 
of the cumulative measures over a finite time horizon is 
more intricate. Section 3 reviews the numerical techniques 
that have been proposed in the literature for evaluating 
the Cdf o f the cumulative measures when the underlying 
structure-state process is restricted to be a continuous time 
homogeneous Markov chain (CTMC).

2 . S T O C H A S T IC  REW ARD M O D E L S  (SR M )
Let Z(t) ,  (t  >  0) denote a stochastic process defined 

over a discrete and finite state space fi of cardinality n. 
Z ( t ) is called the structure-state process and models the 
stochastic behaviour of the system in time. Let P ( f )  be 
the state probability vector such that each entry 5 ;(f) ,  
(г =  1 , 2 , . . . ,  n)  is the probability that the process is in 
state г at time f , and let Eo be the initial probability vector.

In the sequel of the paper, we often consider the case 
in which Z( t )  is a continuous time homogeneous Markov 
chain (CTMC). This choice is motivated by the observation 
that almost all the numerical algorithms available in the 
literature for determining performability measures have 
been built up under the CTMC restriction. On the other 
hand, some theoretical results are available in the more 
general setting of semi-markovian or non-homogeneous 
markovian processes, and the pertinent references will be 
mentioned when appropriate.

Let Z(t )  be a CTMC with infinitesimal generator Q =  
=  [q, j]. The state probability vector 5 ( f )  may be com­
puted by solving the standard Markov Equation

The i — th entry of 5 ( f )  is the expected time spent by 
the process Z( t ) in state i during the (0, i)  [4], [30]. By 
direct integration of (1), Equation (2) takes on the form 
[30]:

5 ( f )  =  5 ( f )  Q +  P °  (3)
with initial condition 5 ( 0 )  =  0. The system of linear dif­
ferential equations (3) can be solved with the same meth­
ods used for solving (1) [75], and thus with approximately 
the same computational load.

Let X ( t ) be a non-negative real-valued function, de­
fined on Cl. X( t )  is the instantaneous reward function, 
and is assumed to have the following expression:

X{ t )  = r { if Z( t )  =  i. (4)
This definition implies that a reward r ,r , is accumulated 
when the sojourn time of the process Z{t)  in state г is 
T{. For notational convenience we introduce the following 
vector and matrix of reward rates:

1 =  [ f i T 2 , - - - , r „ ] T and R =  d iag [rb r2, . . . , r n],
(5)

The structure-state Markov process Z[t),  together with 
the reward rates attached to each state, form the Markov 
Reward Model (MRM).

2.1. Instantaneous measures
The expected instantaneous reward rate at time t is 

given by:

E[X{t)] =  E  r . 'P r o b  { Z(t ) =  г} =  £  r , 5 , ( f )  (6)
Í  X

The distribution of X ( f )  (i.e. Prob ( X ( f )  <  x})  can also 
be computed easily as:

Prob ( X ( f )  < x}  — E  « ( < )  o )
r ,< r ,i6 Q

An exhaustive list of appropriate performance reliability 
measures defined on a SRM (including various passage 
times and interval measures), has been presented in [30], 
[83], while in [65], different interpretations of the reward 
variables in applied problems are reviewed. Equation (7) 
has been proposed by different authors as a unified mea­
sure of performance and reliability [42], [64], [57].

2.2. Cumulative measures
Cumulative measures are related to the accumulation of 

the reward during a finite time interval.

5(f) = 5(f)Q (1)
whose formal solution is

5 ( f )  =  5 °  ex p (Q  f).

A discussion on various numerical algorithms to solve ef­
ficiently Equation (1) in the transient domain has been 
presented in [74]. The classical instantaneous measures, 
like reliability, availability and maintainability are directly 
derived from (1) by summing up the state probabilities 
over suitably defined partitions o f  the state space [4]. 
Define the vector

t

5 ( f )  =  J  P{r )dT  (2)

о

2.2.1. The accumulated reward
The total accumulated reward up to time t is the ran­

dom variable defined as:
t

Y(t )  = J  X ( r ) d r  (8)
0

From (8), the expected accumulated reward is given by: 
t

E[Y(t)} = E[ f  X(r)dr]  =

° t О )

=  ri I  P'(r)dT =  r , 5 t(i)
’ о 1
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so that (9) can be computed by solving (3). The distribu­
tion function F y ( t , x ) of Y ( t ) is defined as:

Fy( x , t )  =  Prob ( Y( f )  <  x}  (10)
and is sometimes called the performability [61].

The double Laplace—Stieltjes transform o f F y ( x , t ) 
has been independently derived by different authors [44], 
[55], [83] resorting to a renewal argument. From [55] let 
us introduce the vector valued function F_Yi(x,  t) whose 
entries Fyi(x,  t), (г =  1 , 2 , . . . ,  n)  are defined by:

Fyi (x , t )  =  Prob ( Y ( f )  <  X I Z(0) =  г},  X >  0
( И )

From the above definitions, it is proved in [55] that 
F_y*(u,s) satisfies the following matrix equation:

F_y*(u, s )  =  [s i -f uR — Q]- 1 e (12)

where I is the identity matrix, e a column vector of 
size n with all elements equal to 1, superscript “ denotes 
the Laplace —Stieltjes transform with respect to x (being 
the transformed variable и) and superscript * the Laplace 
transform with respect to t (being the transformed vari­
able s).

2.2.2. The accumulated reward up to system failure
If the structure-state process Z(t)  contains a subset of 

absorbing (failed) states, the accumulated reward up to 
absorption is a finite random variable Yqo, given by:

Y ^ =  lim  Y( t )  (13)t—*-oo
The Cdf o f Yoo was first investigated by Beaudry in [5] 

being Z(t ) a CTMC. Beaudry’s approach is based on the 
observation that an exponentially distributed sojourn time 
in state i with parameter A, accumulates an exponentially 
distributed reward with parameter A, / r , , where r, >  0 
is the reward rate assigned to state i. Hence, Y ^  can 
be computed as the absorption probability in a modified 
CTMC where the original transition rates outgoing from 
a generic state i are scaled by means of the reward rate 
associated to state i. The proposed transformation from 
the time domain to the computational domain falls short 
if a reward rate r, =  0 is associated to a non-absorbing 
state, since in the modified chain the scaled transition rate 
becomes undefined. If state i is transient and r, =  0, 
no reward is gained during the sojourn of the system in 
state i, and in the computational domain state г behaves 
as an instantaneous state (a state transversed in zero time). 
Handling CTC with instantaneous states has become quite 
popular in recent years in connection with Petri nets with 
timed and immediate transitions [1] and with the analysis 
of stiff Markov chains [11].

The extension of the Beaudry’s approach to the evalu­
ation of the Cdf of Yqo, including zero reward rates, has 
been investigated in [83] for CTMC and in [15] for semi- 
Markov processes.

2.2.3. The completion time
Let us suppose that the system must process a task 

whose execution requires W  units of work. W  is, in gen­
eral, a random variable with distribution G(x).  The degen­
erate case in which W  is deterministic and the distribution 
G(x)  becomes the unit step function located at W  =  x, 
can be considered as a particular case. Given W  — x,

the task completion time T(x)  is the random variable 
representing the time to complete a task whose work re­
quirement is x. In order to completely characterize the 
problem, the interaction between the task in progress and 
the change of state in the structure-state process should 
be defined.

Tb this end, following [28], [55], three different interac­
tion policies are considered:

•  prs policy — When a change of state occurs in the 
structure-state process, the system keeps memory of 
the work already done and the task in progress is re­
sumed in the new state. This policy is called preemp­
tive resume (prs).

•  pri policy — When a change of state occurs in the 
structure-state process, the system cannot keep track 
of the past, and the work already done is lost; the task 
in progress must be restarted from scratch in the new 
state and the repeated task has a work requirement 
identical to the one of the preempted task. This policy 
is called preemptive repeat identical (pri).

• prd policy — As in the pri case, the system cannot 
keep track of the past, and the work already done is 
lost at any change of state. The repeated task has a 
work requirement sampled from the same distribution 
of the original preempted task. This policy is called 
preemptive repeat different (prd).

Let Ft {1,x ) be the Cdf of the task completion time
T ( x ) :

Fr(t ,  x) =  Prob (T (x )  < f} (14)

The unconditional completion time T  is characterized by 
the following distribution:

OO

FT(t) =  Prob { T  < t }  =  J  FT{t ,x)dG(x) (15)

о

The distribution of the completion time, F r ( t , x ) incor­
porates the effect of a random variation of the execution 
speed consequent to a degradation and reconfiguration 
process, combined with the effect of the preemption and 
recovery policy on the execution of the task.

A unified framework for the evaluation of the Cdf of 
the accumulated reward and the task completion time has 
been proposed in [55] by resorting to a SRM. The task in 
progress is served at a rate r, when the system is in the 
structure state i. When a transition from state i to state 
j  occurs in Z(t),  the task execution resumes in state j  at 
the new rate if state i is o f prs type. If state г is of 
pri type, the preempted task is restarted with rate r; in 
the new state j  and with a work requirement identical to 
the one of the preempted task. If state i is of prd type, 
the preempted task is restarted in the new state j  with the 
reward rate r,-, and with a work requirement W  resampled 
from the same distribution G(x).

The following relationships between the different pre­
emption policies can be easily established. If the work 
requirement W  is an exponential random variable, the 
two policies prs and prd give rise to the same completion 
time (due to the memoryless property of the exponential 
distribution, the residual task requirement under the prs 
policy coincides with the resampled requirement under the 
prd policy). On the other hand, if W  is deterministic, the 
two policies pri and prd are coincident (resampling a step 
function provides always the same constant value).
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Moreover, assuming that the structure-states are all of 
prs type, so that no loss of reward occurs, the distribution 
of the completion time is closely related to the distribution 
of the accumulated reward by means of the following rela­
tion:

P rob  { Y ( f )  <  x}  =  P ro b  { T ( x )  >  f}  (16)  

so that:
Fy(x, t)  =  1 -  FT(t,x)  (17)

Kulkarni et al. [55] derived the closed form Laplace trans­
form equations of Fj (x , t ) when Z(t)  is a CTMC and all 
the states belong to the same preemption class. The ex­
tension to a semi-Markov Z( t ) process whose state space 
is partitioned in the three preemption classes has been 
considered in [54]. Bobbio and Tfivedi [12] studied the 
case where Z(t)  is a CTMC, the work requirement W  is 
a PH random variable [66] and the task execution policy is 
a probabilistic mixture of prs and prd policies. The com­
bination o f prs and pri policies has been investigated in 
[14] having as an object the evaluation of the completion 
time of a program on a gracefully degradable computing 
system.

An alternative interpretation o f the completion time 
problem can be given in terms o f  the hitting time of an 
appropriate cumulative functional [18], defined on Z(t), 
against an absorbing barrier. The idea of a cumulative 
functional was first suggested by Kulkarni et al. [55] and 
then explicitly stated and exploited in [10]. Let S ( t ) be 
a functional that depends on Z ( x )  for x <  t [18] and 
that represents the accumulation o f the reward in time ac­
cording to the preemption policies assigned to each state. 
Hence, if all the states are prs, the functional 5 (f )  co­
incides with the accumulated reward Y(t)  in (8), while 
in the presence of a mixture o f  policies, 5(f) is the re­
ward accumulated since the last passage in a pri or prd 
state. Furthermore, let the work requirement W  act as 
an absorbing barrier for the functional 5(f). Then, the 
completion time T(x)  can be interpreted as the time at 
which the functional 5(f) hits an absorbing barrier located 
at W  — X  for the first time. The above interpretation 
of the completion time problem has proved to be useful, 
for instance, in association with the use of Stochastic Petri 
nets [9] and with the extension to multi-reward models for 
the representation of the simultaneous execution o f paral­
lel tasks with different rates [10], [8].

2.3. Cumulative measures with a binary reward variable
When the reward rates take only integer binary values 

in the set ( 0 , 1 } ,  the SRM reduces to a standard reliability 
model in which each structure-state can represent either 
an up or a down condition. The SRM model provides, 
in this case, a unified theoretical framework for a variety 
of problems that have been separately considered in the 
reliability literature. Two typical examples are illustrated.

CASE 1 Г{ =  1; i G UP S T  AT ES  and 
П =  0; D O WN  S T A T E S

A reward rate equal to 1 is assigned to the up states, 
so that the accumulated reward provides the total up time. 
The interval availability Aj(t)  becomes:

A,(l)  =  Ш  ( 1 8 )

A closed form expression for the Cdf of the interval 
availability has been derived in [22] for a two state system; 
this expression involves an infinite series of Bessel func­
tions. The numerical computation of the interval availabil­
ity has been addressed in [33] by using a finite difference 
equation and in [24] by resorting to the randomization 
technique (see Paragraph 3.2.4).
CASE 2 г, =  0; i ( L U P  S TATES  and 

r, =  1; D O W N  S TATES
A subtle and interesting reliability problem concerns the 

determination of the system lifetime when the downtime 
exceeds a fixed threshold. In [25], a solution has been 
formulated for a two state exponential system; the case 
with general distributions has been analyzed in [76] and 
generalized in [71], [77]. In [31], the lifetime of a system 
under various critical constraints, including single and cu­
mulative downtime thresholds, has been examined. In the 
framework of the present theory, the system lifetime can 
be formulated in terms of the completion time of a task 
whose work requirement is equal to the assigned downtime 
threshold [68]. In fact, due to the reward rate assignments, 
"useful" work is consumed only when the system is in the 
down states, so that the completion time is related to the 
sojourn time in the down states. If the down states are 
either of pri or prd type, a fatal failure occurs when a 
single sojourn in the down states exceeds the threshold, 
while if the down states are all of prs type, the fatal failure 
arises when the total accumulated downtime reaches the 
threshold level. Nicola et al. [68] have calculated the 
completion time under fairly more general conditions, and 
have directly derived several related measures from the 
knowledge of the completion time distribution.

3. NUMERICAL A L G O R ITH M S
Even if there is an intimate connection between the ac­

cumulated reward and the completion time, the numerical 
evaluation of the respective CdFs has usually been con­
sidered separately. Almost all the algorithms have been 
worked out for the Cdf of the accumulated reward; then, 
by virtue of (17), they can be adapted to the computation 
of the distribution of the completion time if all the states 
are prs. The incorporation of preemption policies other 
than prs does not seem always easy or even compatible 
with the developed algorithms. A few efforts have been 
devoted to the problem of computing the distribution of 
the completion time taking into account execution policies 
which entails the loss of work. A common assumption to 
the numerical procedures presented in the literature is that 
the underlying structure-state process Z(t)  is a CTMC. 
This assumption is tacitly implied in the sequel, unless oth­
erwise stated.

3.1. Acyclic CTMC
Meyer [60] elaborated a closed form solution of F y ( x , t ) 

for a non-repairable two-processor system with input 
buffer. Meyer’s methodology has been generalized in [26] 
to any acyclic-CTMC. The method is based on the enu­
meration of all possible connected paths (i.e. sequences of 
visited states) in the Markov graph from the initial good 
state to an absorbing failed state, and in the computation 
of the Cdf of the accumulated reward conditioned to a 
single path. The complexity of the algorithm grows with 
the number of paths, and therefore, is exponential in the 
number of states.
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A restricted class of SRM with acyclic CTMC has been 
considered in [32]. The restriction implies a progressive 
reduction in the computation capacity going from the good 
state to the absorbing state so that the reward rates are 
decreasing over all the trajectories (i.e. r; >  r j if a tran­
sition is possible from state i to state j ).  A time-domain 
closed form solution of the problem has been determined 
under the conditions:

dent for stiff matrices where an integration step very short 
with respect to the interval of integration is required. The 
second method employs diagonal Pade approximation to 
compute the exponential o f a matrix over a small interval 
coupled with the concept of doubling which provides a sig­
nificant saving particularly for long mission time analysis.

3.2.2. Inversion of the double Laplace Transform
1 j  л 1 ~ л * ±  r i ~ r k
4  ^ r j - r t

, and ng)
2) either Aj ф A j
3) or п  ф re­

condition 2) prevents the CTMC to have equal eigen­
values (distinct states must have distinct holding times), 
while condition 1) is violated for models in which the re­
ward rates are proportional to the holding times. The 
proposed recursive algorithm has a complexity of the order 
of 0 ( n 3 ), being n the cardinality of Z(t).

The restriction on the decreasing ordering of the reward 
rates is relaxed in [21] and [17], but conditions 1 and 2 in 
(19) are still maintained. The double Laplace transform 
of (10) is evaluated ancf then inverted by means of a par­
tial fraction expansion (with different eigenvalues) to get 
a closed form for the residues. The proposed recursive 
algorithm has a complexity of 0 ( n 3) for the computation 
of the Cdf and a complexity of 0 ( n 2) when the procedure 
is limited to the computation of the moments.

3.2. General CTMC
For general CTMC, the solution procedures are much 

more intricate [73]. For a two-state CTMC with binary 
reward rates the closed form expression of the distribu­
tion of the interval amiability involves an infinite series of 
Bessel functions [22]. Therefore, no closed form solution 
can be practically invoked as a basis for computational 
procedures. The evaluation of the Cdf should be based on 
numerical algorithms. Distinct methodologies have been 
proposed in the literature.

3.2.1. Evaluation of the moments of the Cdf
From the matrix equation (12), Iyer et al. [44] have 

derived a recursive expression for generating the (m+1)— 
th moment of Fy(x, t ) knowing the тп- t h  moment. The 
recursion involves the exponential of matrix Q, so that any 
algorithm able to solve a matrix exponential [63] can be 
applied to this problem. The authors developed an algo­
rithm based on the spectral representation of the transition 
rate matrix Q of Z (t) that requires the prior computation 
of the eigenvalues of Q. In the general case, the algorithm 
to compute the first m  moments has a complexity of the 
order o f О (n 4m2), while in the acyclic case the algorithm 
reduces to the one described in [22].

Pattipati and Shah [70] extend the moment recur­
sion to a non-homogeneous Markov process and propose 
a cascade system representation. Moreover, since the 
eigenvalue-eigenvector method to compute the exponen­
tial of the Markov generator is known to be unstable es­
pecially when Q has a set o f nearly equal eigenvalues, they 
propose two alternative algorithms. The first one is based 
on the representation of the exponential of the generator 
by a power series expansion which in turn is not very effi-

Equation (12) provides a natural starting point for the 
development of numerical procedures based on the inver­
sion of the double Laplace transform. A two-phase trans­
form inversion of Equation (12) has been first suggested 
by Kulkarni et al. in [53], [81]; an improved algorithm 
along the same line has been presented in [79]. The first 
phase consists in determining the eigenvalues o f the ma­
trix (uR  — Q) by a QR numerical technique and then 
in inverting analytically Equation (12) with respect to the 
time transform variable s by a partial fraction expansion. 
This last operation requires the computation of the coef­
ficient of the expansion by solving a set of n linear equa­
tions. The second phase involves the numerical inversion 
of the resulting single Laplace transform, with respect to 
the reward transform variable u. This second inversion is 
performed by approximating the Laplace transform by a 
truncated Fourier series [45]. A substantial speed-up of 
the algorithm [79] has been achieved over earlier versions 
[53], by reducing the computational cost to the order of 
0 ( n 3l ) where / is the number of terms in the truncated 
Fourier series.

A different approach has been proposed in [43] by re­
sorting to the Laguerre transform method, introduced by 
Keilson and Nunn [48], Keilson et al. [49], and further 
studied by Sumita [82]. The method provides an algo­
rithmic framework for mapping continuum operations into 
lattice operations, and can be applied to invert the double 
Laplace transform equation (12) in terms of a double infi­
nite series o f Laguerre functions. The coefficients of the 
Laguerre functions are computed by a recursion involving 
various operation (including an inversion) on the matrices 
Q and R. The method can be adapted to solve the Cdf of 
the accumulated reward, the density or the moments. The 
algorithm contains a criterion for estimating the error in­
herent in the truncation of the infinite series after l terms 
and its computational complexity is 0(n3l).

3.2.3. Solution of a set of Partial Differential 
Equations

The density of the accumulated reward / у ; ( х ,  f), con­
ditioned to the initial state o f Z(t)  is:

Г /_  ,4  dFYi{x,t)  ^jY i(x ) t ) =  --—-----  (20)

By denoting with f  Y{x i 0  the n-dimensional vector whose 
entries are the conditioned densities of (20), the following 
partial differential equation has been derived in [80]:

d f v ( x , t ) d f  (x , t )
= « № < >  <2 1 >

This linear hyperbolic system may be solved by explicit
finite difference methods. The complexity of these meth­
ods depends in general on qt, being q the maximum di­
agonal element of Q in absolute value, and t the interval
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of integration. On the other hand, these methods can 
be easily implemented using sparse matrix storage, while 
those based on the transform inversion require full-matrix 
computation.

A comparison of the above technique with those based 
on the double transform inversion has been discussed in 
[73], where it is suggested that methods based on the solu­
tion of the set o f partial differential equations may be more 
effective for relatively large problems (hundreds of states) 
with moderate degree of stiffness. Further research and 
experimentation is needed to fully understand and exploit 
the capabilities o f the direct numerical solution of Equa­
tion (21) in the time domain.

3.2.4. Uniformization
The theoretical bases for the technique called uni­

formization (or randomization) have been set by Keilson 
[47], who showed that a CTMC can be converted into a 
discrete-time Markov chain subordinated to a Poisson pro­
cess.

The technique has gained widespread acceptance for the 
numerical handling of problems involving CTMC [37], [38], 
[59], [74], because of the following main advantages:

a) the procedure involves a power series of matrices 
whose elements are all non-negative, thus avoiding 
the numerical troubles that arise in methods based 
on the infinitesimal generator o f  the CTMC whose 
diagonal elements are negative;

b) error bounds are easily computed so that the infinite 
series may be truncated at a level of predetermined 
accuracy;

c) the procedure is easily implementable;
d) the procedure can be adapted to compute cumulative 

measures [59], [75] and sensitivities [40].

These favourable properties have driven some 
researchers to explore the applicability of the uniformiza­
tion technique also in the area o f SRM  for the numerical 
evaluation of the Cdf of cumulative measures. The first 
attempts were addressed to the computation of the first 
two moments either of the total time spent in a subset of 
states [36], or o f the accumulated reward [83].

De Souza e Silva and Gail [24] have applied the uni­
formization procedure to the computation of the distri­
bution of the cumulative operational time. They have 
then extended the approach to several other performability 
measures in [23]. The esssence o f  the method consists 
in marking the time intervals o f a possible realization of 
Z ( t ) with different colors depending on the reward rate 
value associated to each state (equal rate-equal color), and 
then in studying the statistics of the marked intervals. This 
procedure is intuitively very appealing but, since the enu­
meration of all possible combinations of к different col­
ors (reward rates) over n > к time intervals is required, 
the computational complexity grows exponentially with the 
number of different reward values. Recently, Donatiello 
and Grassi [20] have proposed a uniformization algorithm 
for the Cdf of the accumulated reward which is polinomial 
in the number o f states of the CTMC and in the number 
of the different reward rates. Their method is based on 
the inversion of the Laplace transform of the uniformized 
distribution function. An application o f the technique to 
the computation o f the sensitivity o f  cumulative measures 
has been presented in [34].

3.2.5. Markovianization (The hitting time problem)
This method has been particularly addressed to the com­

putation of the distribution o f the completion time; the 
adjustment to the more classical problem of the computa­
tion of the distribution of the accumulated reward is dis­
cussed next. The method is based on the interpretation 
of Fx(t,x)  as the distribution of the hitting time of a 
properly defined functional against an absorbing barrier of 
height W  =  X.  The construction of the functional may 
accomodate complex mixtures o f prs and prd policies.

The method is further based on the notion of Phase 
Type (PH) random variable. A random variable is PH 
of order m [66], [19] if it is the time to absorption of a 
CTMC with m  transient states and one absorbing state. 
PH distributions have found wide application as a compu­
tational valuable tool in many areas of applied stochastic 
modelling, since they offer a bridge for representing non­
exponential random variables by means of combinations of 
exponential stages.

It has been proved in [12] that, if the work requirement 
IT is a PH random variable of order m the distribution 
of the unconditional completion time Fj-{t) in (15) can 
be computed as the time to absorbtion of a CTMC with 
(n X m ) transient states and one absorbing state. The 
completion time is thus a PH random variable of order 
(n X m ). This result extends the reliability operations for 
which the closure property of PH distributions was known 
to hold [2].

This technique converts the continuum problem in the 
Laplace transform domain into a discrete problem in the 
time domain; the (n  X m ) transition rate matrix of the 
transformed CTMC has been derived in closed form in [12] 
as a function of Q and R under a probabilistic mixture of 
prs and prd policies. By probabilistic mixture of policies it 
is meant that each transition outgoing from a generic state 
i has a probability p, of behaving as a prs transition and a 
complementary probability (1 — p*) of behaving as a prd 
transition.

The technique is exact if the work requirement W  is ac­
tually a PH distribution, while provides approximate results 
if IT is non-PH and is approximated by a PH distribution. 
The computational complexity of the method equals that 
of solving a transient CTMC with (n  X m ) transient states 
(see, for instance [74]). The minimal completion time in 
a multi-reward Markov model has been discussed in [10] 
following the same idea.

In order to exploit the above procedure for the evalua­
tion of Fy(x,  t), the original problem should be recast in 
the following way:

• the problem scale should be converted from the 
time domain to the computational domain following 
Beaudry’s technique [5] (see Paragraph 2.2.2), with 
the extensions proposed in [83], [15] when a zero re­
ward rate is assigned to a transient state;

• the time t at which Fy(x,  t) is computed should be 
considered as a random variable U with distribution 
Г(ж) [27]. We can thus define an unconditional ac­
cumulated reward Y  as:

OO
Fy(x) = Prob {Y < z} = J Fy(x, t )dr( t )  (22)

о

The unconditional accumulated reward Y  converges 
to the accumulated reward Y (f) when T(t) con­
verges to the step function located U =  t.
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If the observational time U is assumed to be a PH random 
variable of order m , the unconditional Cdf in (22) can be 
modelled as the time to absorption o f the ( n  X m )  CTMC 
generated in the computational domain.

4. C O N C LU SIO N
The paper has surveyed the motivation for a combined 

evaluation of performance and reliability measures in com­
plex degradable systems, and has shown that a fruitful ap­
proach for merging into a unified framework the fault-free 
characteristics of a system and the variation of these char­
acteristics in time is the use of SRM.

The superposition of a reward rate variable to the state 
space o f the structure-state process increases the flexibil­
ity and the modelling power of the technique. Various 
measures can be introduced in order to characterize dis­
tinct aspects of a SRM. The instantaneous measures and 
the expected values of the cumulative measures require a 
computational load o f the same order of magnitude as the 
one needed for evaluating the transient state probabilities 
of the original structure-state process.

The computation o f the Cdf of the cumulative measures 
is, on the other hand, a more intricate and challenging 
task. The paper has introduced two cumulative measures, 
namely, the accumulated reward and the completion time, 
and has discussed their physical meaning and their mutual
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A  Joint European Project — Extended European Mas­
ters Course Network in Safety and Reliability — has been 
started within TEMPUS aimed at promoting reliability en­
gineering education at the Tfechnical University of Bu­
dapest.

TEM PUS is the acronym for the Tfans-European Mo­
bility Scheme for University Studies, adopted by the Eu­
ropean Community. The main goals of TEMPUS scheme 
are to promote the quality and support the development 
and renewal of the higher education systems in the coun­
tries o f  Central/Eastern Europe, and to encourage their 
growing interaction and cooperation with partners in the 
European Community, through joint activities and rele­
vant mobility.

Three years ago the European Masters Course in Safety 
and Reliability was set up with financial support from 
COMETT. This is a modular course consisting of intensive 
one-week modules, the number currently on offer being 
up to 24. Some modules recently offered are:
• Statistics for Reliability
• Reliability Assessment
• Systems Reliability Calculations
• Applied Fault Tree Analysis
• Maintenance and Safety
• Human factors in Reliability
• Emergency and Crisis Management
• Hazard and Risk in the Process Industry
• Software Reliability

Candidates for the course will normally be expected to 
hold a first degree, or equivalent qualification in a science, 
engineering or mathematical subject.

Students are required to complete ten modules within a 
period o f three years. Each module is assessed by exam­
ination, case study or project. On completion of the ten 
modules the student submits a major dissertation.

The European dimension is imparted by the fact that 
the courses are presented at different centres, mostly at 
universities throughout Europe by experts in each area of 
safety and reliability studies. Coordination of the scheme 
is undertaken by the University of Bradford.
The participants of the TEMPUS project are:
University of Bradford,
Department of Industrial Technology 
Technical University of Eindhoven, Netherland 
Delft University of Tfechnology, Netherland 
Hogeschool Zeeland, Vlissingen, Netherland 
University of Würzburg, Germany 
Institute für Angewandte Mathematik und Statistik
Universidad Politecnica de Madrid
Escuela Tfecnica Superior de Ingenieros Navales
University of Limerick, Ireland 
European Liaison Centre
Norges Tekniske Hogskole
Institute for Maskinkonstruksjon
Technische Universität Wien
Institut für Statistik und Wahrscheinlichkeitstheorie
Technical University of Budapest 
Department of Precision Mechanics and Optics
Paks Nuclear Power Plant, Hungary

Events
Each participant in the network will bring into the 

project its own specific expertise in the field of Safety 
and Reliability and related studies as well as its experi­
ence gained to date in running modular courses for the 
European Masters Course in Safety and Reliability. The 
Department of Precision Mechanics and Optics will be the 
coordinator on behalf of the Tfechnical University of Bu­
dapest.

The following courses held by guestjecturers would run 
before August 1992 in Budapest:

Risk Management (University o f  Bradford),
Design of Experiments (University of Limmerick),
Product Control (University o f  Würzburg).

Industrial partners — Paks Nuclear Power Plant, and 
Digital Equipment (Hungary) Ltd — attending the meet­
ing pointed out their interest in the TEMPUS programme 
and assured the participants about considering futher 
support.

György Barta

■  C O O P E R A T IO N  B E T W E E N  AN ITALIAN IN S T IT U T E  
AND A HUNGARIAN U N IV E R S IT Y _ _ _ _ _ _ _ _ _ _ _ _

In 1988 László Jereb, associate professor at the Tech­
nical University of Budapest (TUB) spent some months 
in Tbrino on the basis of a bilateral scientific agreement 
between Italy and Hungary. During that visit he got in 
touch with Andrea Bobbio from Instituto Electrotecnico 
Nazionale Galileo Ferraris (IEN GF) who was engaged in 
similar researches in the field o f  reliability theory.

In the following years the cooperation went on harder. 
Andrea Bobbio visited the TUB several times, he gave 
some lectures on conferences and as a guest professor at 
TUB.

In the last phase the President of the IEN GF and the 
Dean of the electrical engineering faculty of TUB recog­
nized officially the cooperation, and the President of the 
IEN GF offered a scholarship to a Hungarian researcher 
for two months in the autumn o f 1991.

With the agreement of Andrea Bobbio and László 
Jereb, I arrived in Tbrino for studying numerical methods 
for the transient analysis of stiff continuous time Markov 
chains and for implementing them in computer programs 
and comparing their behaviours. The investigated methods 
are the Taylor series of matrix exponential, the randomiza­
tion (or uniformization) method and implicit and explicit 
differential equation solvers like Runge-Kutta and Heun 
(or trapezoid rule) associated to BDF2. The result of this 

, visit is that the methods are implemented not only in a test 
program, but also in a Petri net analyzer program package 
(called ESP) developed at IEN in previous years.

This cooperation is very fruitful because the ESP pack­
age becomes a more powerful integrated tool for system 
analysis, and moreover it opens the way to examine the 
reliability behaviour of such kind o f large systems like com­
munication networks.

Some opportunities for further steps in the field of 
reliability and safety theory can be envisaged. Moreover 
a possible matter of future work is the implementation 
of theory in computer programs even as in Torino as in 
Budapest. The chance will be explored to take part in 
common projects.

M iklós Telek
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■  IEEE HUNGARY S E C T IO N _ _ _ _ _ _ _ _ _ _ _ _ _ _
The Institute o f Electrical and Electronics Engineers 

(IEEE), the world’s largest technical professional society, 
was founded in 1884, and now it has about 350000 mem­
bers from more than 130 countries. The organization of 
IEEE contains 10 Regions which are divided into Sections. 
The technical objectives of the IEEE focus on advanc­
ing the theory and practice of electrical, electronics and 
computer engineering and computer science. To realize 
these objectives, the IEEE sponsors technical conferences, 
symposia and local meetings all over the world, publishes 
nearly 25% of the world’s technical papers in electrical, 
electronics and computer engineering and provides educa­
tional programs. The IEEE, through its members, provides 
leadership from areas ranging from aerospace, comput­
ers and communications to biomedical technology, electric 
power and consumer electronics.

IEEE membership is open to professionals with varying 
levels of academic accomplishment and work experience. 
Student members have substantially discounted dues and 
fees. IEEE membership includes a subscription to the 
award winning monthly magazine, Spectrum, edited for the 
scientific and engineering professional. The members also 
receive The Institute, a monthly news supplement to spec­
trum. The members residing in Region 8 (Europe, Africa, 
Middle East) receive one more newsletter, it is the Region 
8 News. The members may subscribe to the Proceedings 
of the IEEE, a monthly publication containing papers of 
broad significance in all areas o f electrical science and 
technology.

IEEE members have the option o f joining one or more 
of 35 specialized technical societies. As the IEEE serves 
the breadth of some common interests, the technical soci­
eties serve the depths of specialization. The IEEE and its 
35 technical Societies publish more than 70 transactions, 
magazines and journals.

IEEE technical activities — through sponsoring con­
ferences, conducting educational programs and local meet­

ings, symposia and special events, publishing nearly 300000 
pages o f  technical journals, books, conference records, 
standards, etc. — offer you a world of technical research, 
information and opportunities in order to keep the mem­
bers’ knowledge and expertise state-of-the-art.

The Hungary Section (HS) was founded in June 1987 
by 51 members, as the smallest Section of the IEEE. The 
activity o f  HS is assisted by the Executive Committee con­
taining eight professionals. The section has 5 committees: 
Nomination Awards, Programme, Conference, Member­
ship Development, Ed’.:« ation and Sflident Activities. To 
hold up the members interested in a narrow professional 
area the first Chapter within HS (MTT/AP/SS/COM Joint 
Chapter) was established in 1990. The second Chapter 
is recently formed. The Student Branch was formed by 
Tfechnical University of Budapest in the end of 1989.

A Hungarian Newsletter is produced four times in a 
year. It contains a short summary of the latest Executive 
Committee Meeting and some important information com­
pleted by advertisements of IEEE conferences and meet­
ings.

Many technical conferences have been held in Bu­
dapest by co-sponsorship of IEEE: European Microwave 
Conference (EuMC), International Conference on Har­
monics in Power Systems (ICHPS’90), International Work­
shop on Celluar Neural Networks and their Applications 
(CNNA-90), Mid-European Custom Circuits Conference 
(CCC-91), International Conference on Information The­
ory, etc.

From this year, it is possible to convert membership 
dues for every HS members. This is a great advantage 
in Membership Development. The newsletter subscription 
fees can bee also paid in HUF by members hold scientific 
degree.

If you interested in more detailed information on IEEE 
and would like to be member of IEEE, please contact the 
IEEE HS Treasurer (Prof. János Bitó, Tungsram TH Co. 
Ltd., Váci út 77., H-1340 Budapest). |
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3rd EUROPEAN SYMPOSIUM ON 
RELIABILITY OF ELECTRON DEVICES 

FAILURE PHYSICS AND ANALYSIS
Schwäbisch-Gmünd, Germany 

5-8 October, 1992 
Organized by

Informationstechnische Gesellschaft im  VDE (ITG)

Symposium on Reliability of Electron Devices, Failure Physics and Analysis (E SR E F ) is the annual 
event on reliability physics of electronic components in Europe.
Symposium ESREF 92 will act as a forum for activities in Microelectronics Reliability in all phases 
of design, technological development, manufacturing, application, evaluation, control, specification 
and analysis. The technical programme is dedicated but not limited to the following main areas 
of interest:

•  building-in reliability by design and manufacturing and integration of associated disciplines,
•  advanced techniques for reliability evaluation of technologies and products,
•  failure analysis case studies and advanced analysis techniques,
•  standardization of reliability evaluation.

The deadline for submission of abstracts is the 2nd o f  M a rch ,  1 9 9 2 .

For further information please contact:

P r o f .  H .  B e r g e r  
P r o g r a m m e  C h a i r m a n  
T e c h n i s c h e  U n i v e r s i t ä t  B e r l i n  
I n s t i t u t  f ü r  M i k r o e l e k t r o n i k  
J e b e n s t r a s s e  1 
D - 1 0 0 0  B e r l i n ,  G E R M A N Y  
T e l .  + 4 9  3 0  3 1 4  2 5 8 8 0  
F a x  + 4 9  3 0  3 1 4  2 4 5 9 7

D r .  W .  G e r l i n g  
C o n f e r e n c e  C h a i r m a n  
S I E M E N S  A G  
H L  Q S
B a l a n s t r a s s e  73
D - 8 0 0 0  M ü n c h e n  80 ,  G E R M A N Y  
T el.  + 4 9  8 9  4 1 4  4 2 8 2 5  
F a x  + 4 9  8 9  4 1 4  4 3 8 2 8

SEMINAR AND EXHIBITION ON TELECOMMUNICATIONS 
IN THE ENERGY INDUSTRY (PRIVATE NETWORKS)

will be organized by the Scientific Society for Telecommunications at Balatonaliga, Hungary
7-9 October, 1992

This traditional bi-annual event is a platform for users of technology oriented private networks 
(petroleum and gas industry, electric energy industry, railway-, urban-, highway-, air- and shipping 
transport, etc.).
There is no limitation in the subjects of papers and the objects of exhibition, however special 
emphasis is placed on the following topics:

•  realization of intelligent and complex networks
•  computer aided supervisory systems
•  cooperating and/or integration of private and public networks
•  value added networks
•  packet switching system s
• mobile systems for data and voice

Intention for presenting a paper should be announced by submitting a half-page abstract until 
30 April, 1992, application for participation at the exhibition should be made not later than 31 
August, 1992, at the Secretariat of the Scientific Society for Telecommunications.

A d d r e s s :

M r s .  K a t a l i n  M i t ó k ,  O r g a n i z i n g  A s s i s t a n t  

B u d a p e s t ,  K o s s u t h  L a j o s  t é r  6 - 8 .  H u n g a r y  H - 1 0 5 5  

P h o n e :  ( 3 6 1 ) 1 5 3 - 1 0 2 7 ;  Fax: ( 3 6 1 ) 1 5 3 - 1 0 2 7

Any further information including participation and exhibition fees, accomodation and transport 
possibilities.
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RELCONT — RELIABILITY AND PERFORMANCE EVALUATION PROGRAM

During the design or purchase of computer system s the following question should be answered:
Does the chosen configuration meet the demands of the application by taking into account the possible 
failures?

The RELCONT software package has been designed to answer this question.
RELCONT is the product o f INNOTECH Innovation Park Ltd. and the Technical University of Budapest. 
RELCONT consists of 7 modules which can analyze the reliability and performance parameters at all levels 
of the considered system. These modules are the following:
1. RELCOM
Component level evaluation. This package calculates the FAILURE RATE and MTTF of single electronic 
components using MIL HBDK 217/E or other user defined standards according to component type, charac­
teristics and the application environment (stresses).
2. RELSER
Module level analysis. This software determines the FAILURE RATE and M TTF of various functions of 
non-redundant modules using the component list, the definition of application environment and realized 
function —  component set relation.
S. COVER
Failure detection and diagnosis. This m odule computes the measures of hardware failure detection and 
diagnosis according^to the component list, description of test strategy and transient error parameters. The 
computed measures include the failure rates and coverage parameters.
I  UNIREL
Markovian evaluation of redundant, gracefully degrading, repairable systems consisting of similar redundant 
modules. All kinds of redundancy structures (voting, hybrid, standby etc.) can be modeled, failure coverage, 
cold standby, repairability can also be taken into consideration. Very complex systems (up to 100 modules 
depending on the structure of redundancy) can be analyzed. The provided measures are reliability function, 
availability function, failure flux, probability of incorrect active operations etc.
5. RELSYS
Markovian analysis of redundant, gracefully degrading, repairable systems including arbitrary modules and 
different repair policies. Any redundancy scheme can be described by the interactive system definition 
method implemented by RELSYS. RELSYS builds up the state space of the defined system automatically 
by using straightforward state space compaction methods which makes it possible to evaluate very large 
systems having originally thousands of states with no significant approximation errors. The calculated 
results includes the parameters determined by UNIREL and MUT, MDT, MCT, MTTF, MTFF, etc.
6. BOOREL
Combinatorial reliability estimation program which calculates the AVAILABILITY, MUT, MDT, MCT, 
FAILURE FREQUENCY o f redundant system s depending on the reliability parameters of the elements and 
the reliability graph.
7. PEPSY
Performability evaluation of systems. This software takes account of the hardware system defined by UNIREL 
or RELSYS, the description of the phases o f the mission, the necessary tasks in various phases, and the 
probability of the activation of the environment dependent functions and calculates the probability (PE R ­
FORMABILITY) of the mission objectives and the EXPECTED BENEFIT (EFFECTIVENESS) or the 
single mission of the system.

The various components of RELCONT have common interactive, window based user interface, documenta­
tion capability and support undo/redo operations in complex system definitions. The components can rely 
on each other’s result so the user can evaluate a system from the component level up to the system mission 
level building up the system hierarchically and with no additional overhead.
The hardware requirements of RELCONT are: IBM AT, 640 kbyte base memory, CGA, EGA or VGA  
graphics card. Math coprocessor is highly recommended.

If you are interested in RELCONT please ask for a FREE demonstration diskette.
Further information:

Address: INNOTECH, Budapest, Andor u. 60. Hungary H-1119 
Letters: INNOTECH, Budapest, P.O.B. 350. Hungary H-1525

Fax: (361)181-2959
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In the year 1992 we are continuing to publish the JOURNAL ON COMMUNICATIONS alternately in 
English and Hungarian, focusing each issue on a selected significant topic guest edited by an outstanding 
expert in the field. The planned issues are the followings:

RELIABILITY IN ELECTRONICS (in English)
Guest editor: Dr. Albert Balogh 
ACOUSTICS (in Hungarian)
Guest editor: Dr. Tamás Tarnóczy
COMPUTER AIDED CIRCUIT DESIGN (in English)
Guest editor: Dr. Kálmán Tárnay 
IC TESTING (in Hungarian)
Guest editor: Dr. Ferenc Kovács 
SPEECH PROCESSING (in English)
Guest editor: Dr. Géza Gordos 
TELECOMMUNICATION SERVICES (in Hungarian)
Guest editor: Dr. Gyula Sallai 
MEDICAL ELECTRONICS (in English)
Guest editor: Dr. Attila Naszlady 
TELECOMMUNICATION SOFTWARES (in Hungarian)
Guest editor: Dr. Gyula Csopaky 
PERSONAL COMMUNICATIONS (in English)
Guest editor: Dr. István Frigyes
DIGITAL AUDIO BROADCASTING (in Hungarian)
Guest editor: Dr. Gábor Heckenast 
OPTICAL COMMUNICATIONS (in English)
Guest editor: Dr. Tibor Berceli
DIGITAL SATELLITE COMMUNICATIONS (in Hungarian)
Guest editor: Dr. István Kása

The subscription rates will not be changed in 1992.
1 year 6 English issues USD 60.
1 year 12 English and Hungarian issues USD 90.

Subscription orders can be sent to the publisher TypoTgX Ltd. H-1015 Budapest, Batthyány u. 14., 
phone: (361)201-3317. Transfers should be made to the Hungarian Foreign Trade Bank, H-1821, Bu­
dapest, Account number: 203-21411.

Information for authors
JOURNAL ON COMMUNICATIONS is published monthly, alternately in English and Hungarian. In each issue 

a significant topic is covered by selected comprehensive papers.
Other contributions may be included in the following sections:

• INDIVIDUAL PAPERS for contributions outside the focus of the issue,
• PRODUCTS-SERVICES for papers on manufactured devices, equipments and software products,
• BUSINESS-RESEARCH-EDUCATION for contributions dealing with economic relations, research and develop­

ment trends and engineering education,
• NEWS-EVENTS for reports on events related to electronics and communications,
• VIEWS-OPINIONS for comments expressed by readers of the journal.

Manuscripts should be submitted in two copies to the Editor in chief (see inside front cover). Papers should have 
a length of up to 30 double-spaced typewritten pages (counting each figure as one page). Each paper must include a 
100 — 200 word abstract at the head of the manuscript. Papers should be accompanied by brief biographies and clear, 
glossy photographs of the authors.

Contributions for the PRODUCTS-SERVICES and BUSINESS-RESEARCH-EDUCATION sections should be 
limmited to 16 double-spaced typewritten pages.

Original illustriations should be submitted along the manuscript. All line drawing should be prepared on a white 
background in black ink. Lettering on drawings should be large enough to be readily legible when the drawing is 
reduced to one- or two-column width. On figures capital lettering should be used. Photographs should be used 
sparingly. All photographs must be glossy prints. Figure captions should be typed on a separate sheet.

For contributions in the PRODUCTS-SERVICES section, a USD 110 page charge will be requested from the 
author’s company or insitution.



E v e r y  m a c h i n e  a n d  p i e c e  o f  e q u i p m e n t  w i l l  b e c o m e  o b s o l e t e  

s o m e  d a y  p r e s e r v e d  i n  a  m u s e u m  a s  a  r e l i c  o f  t h e  p a s t .

T h i s  f i f t y - y e a r - o l d  c r o s s b a r  s e l e c t o r  w e n t  o u t  o f  u s e  l o n g  a g o .

B u t  e v e r y t h i n g  h a s  c h a n g e d  a r o u n d  u s .

O u r  m o s t  m o d e r n  t e c h n o l o g y  i s  d e s i g n e d  t o  a s s i s t  e f f e c t i v e  

c o m m u n i c a t i o n  b e t w e n  p e o p l e .

W e  a r e  w o r k i n g  o n  i t .
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BHG TELECO M M U N ICA TIO N  W O R K S
H—1509 B udapest, P.O.Box 2.
Phone: (36-1) 181-3300  
Fax: (36-1) 161-1288 
Telex: 225077

-  EPEX System  
full-electronic Stored Program 
Controlled PABX family

-  ER-256 Stored Program Controlled 
electronic rural telephone 
exchange capable of handling
the automatic telephone traffic 
of 200-1000 subscribers from 
internal calls to  international calls

-  Electronic Cash Register
It has connecting capabilities 
to computer system s
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