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Abstract: Sawmills play a key role in the primary sector of the wood industry producing lumber from tree logs 
through a multi-stage process including inspections, classification, sawing, drying, etc. The sawing 
step can become a bottleneck due to the high investment costs the necessary equipment present. Thus, 
their schedule can be of significant economic importance, resulting in several studies over the years. 
While most of the approaches in the literature consider a simple model of production and focus on 
the stochastic nature of real-life problems, present work details a more in-depth model to better tackle 
practical considerations of less automated and smaller sawmills. The proposed Mixed-Integer Linear 
Programming model addresses volatile labour availability and differences between the two most 
dominant sawing technologies. The efficiency of the model is tested on randomly generated instances. 
The proposed approach can provide the optimal solution within reasonable time for short-term 
instances.  
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I. INTRODUCTION AND LITERATURE 

REVIEW 

As sustainability becomes an increasingly pressing 
issue, the application of renewable materials gains 
ever growing focus. Wood is one of nature's CO2 
sequestration technologies, and the timber industry 
plays a key role in producing products that can store 
the captured carbon in the long-term. However, the 
widespread application of wood-based products 
requires not only feasible technologies and sufficient 
quality. The whole value chain of these products 
must be financially competitive to that of other non-
renewable options such as plastic. As a result, 
improving the efficiency of the supply chain and 
each individual facility can be vital to real-life 
adaptation. 

While many works in the literature focus on high-
level optimization of supply chains in the wood 
industry [1, 2, 3], present work addresses the optimal 
operation of sawmills that play a key role in the 
primary wood industry. Sawmills are responsible to 
produce various primary wood products such as 
lumber and plank from unprocessed wood logs. The 
production process is a complex sequence of steps 
from inspection and classification via the actual 
sawing to various treatments as shown Fig. 1. 
Sawing equipment present a significant cost of 
investment in such facilities, thus, their optimized  
 

 
utilization is of importance for the overall efficiency 
of the plant.  

The decision flexibility of the production planner 
is the selection of log classes to be processed and the 
applied cutting pattern for the span of the entire time 
horizon. Optimization of cutting pattern is another 
well-researched field [4] whose goal is generally to 
minimize waste. At this stage of production 

 

Figure 1. Sawmill production process 
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planning, it is assumed that the list of cutting patterns 
to apply are determined a-priori. Each pattern is 
applicable to a different log class with a specific 
range of diameter and yields different quantities of 
various products. An example for such a cutting 
pattern is shown in Fig. 2.  

Cost-optimal planning of the sawing step was first 
examined by [5], where the time horizon was split to 
intervals and subintervals. For each subinterval, the 
model could determine the portion of that time 
allocated for each cutting pattern. The objective was 
to minimize the cost consisting of both late or missed 
deliveries and storage.  The presented model 
considered only a single cutting pattern for each log 
class, a single saw, and deterministic behaviour. This 
model has been extended and generalized many 
times in the literature. In [6] and [7] the possibility 
for deciding the cutting pattern for the logs with the 
same diameter were introduced, while [8] extended 
the model to address multiple sawing equipment. 
Another direction of research focused on 
incorporating non-deterministic behaviour into the 
optimization process, mostly via robust scheduling 
as presented in [9] and [10].  

All of these models, however, consider a 
simplified, high-level model of the sawing procedure 
itself, as a single-stage continuous process. This 
estimation is adequate for high level planning, and 
precise enough for highly automated sawmills with 
huge annual throughput. However, as the scale of the 
facility decreases, technological details become 
more prevalent, providing the motivation for the 
proposed investigation and model of this work. 

II. MOTIVATION AND PROBLEM DEFINITION 

Sawmills show vast variety in both scale and the 
age or modernity of equipment. Large-scale facilities 
tend to be highly automated requiring minimal 
human interventions for either its operation or 
material movement. On the other end of the 
spectrum, family-owned small businesses tend to 
have older equipment whose operation requires more 
human work both for moving the logs and lumbers 
and for the operation of saws. Moreover, special 
domain specific knowledge is needed for issues like 
the ideal positioning of logs, avoiding defects, etc., 

which are overcome by cutting-edge sensors and 
actuators at their modernized counterparts. From the 
modelling point of view, high-volume facilities with 
modern equipment can be adequately addressed as a 
single-stage continuous process, sometimes with 
optional setup times. For this case, simple linear 
scheduling models can provide sufficient accuracy. 
For small-scale facilities, many assumptions of these 
models are not met. In this work we address some of 
these, as a first step towards a more process specific 
model. 

One key domain specific feature not addressed in 
literature models is the basic technology used for 
sawing. While new techniques are being developed 
at several companies, often mixing previous ideas 
and new innovations in sensor technology, robotics, 
and artificial intelligence [8, 9], most existing 
equipment can be categorized into two major groups: 
frame saws and band saws. Frame saws have been 
around for a long time and are ideal when many logs 
of the same size are to be sawed with a plain cutting 
pattern. The saw operates several bands in parallel, 
thus, a single pass produces all the lumbers from the 
log. In contrast, band saws cut lumbers in a layer-by-
layer fashion in each pass. This operational 
difference influences several parameters of these 
family of saws, that are relevant from the scheduling 
point of view. While each specific brand of 
equipment has their own specifications, in general, 
framesaws tend to be faster, cheaper to operate. 
However, the bands must be thicker resulting in 
more waste, and changing the cutting pattern 
requires non-negligible time. On the other hand, 
band saws can switch easily from one cutting pattern 
to another, moreover, if deficiencies in the log are 
detected (either by sensors or by experts operating 
the saw), agile decisions can be made mid-process to 
ensure quality products and minimize waste.  

Another aspect often disregarded by literature 

models is the human resource requirement of the 

entire process, that has a wide range for the various 

equipment available. Highly automated modern 

equipment tends to require less human intervention 

from a highly trained employee. Facilities with large 

throughput and thus, revenue, tend to have less 

difficulty securing and training this smaller but 

specialized workforce. On the other hand, smaller 

facilities with older equipment require more workers 

for moving the logs, lumber and operating the saw. 

While the actual numbers depend on the specific 

unit, the difference between framesaws and 

bandsaws may also show in this segment, the former 

tending to require more people. The human-resource 

aspect highlights another issue that is more prevalent 

in smaller businesses: smaller production scale leads 

to less revenue, which implies smaller budget for 

investment, thus equipment is older and less 

modernized, requiring more employees with basic 

 

Figure 2. Cutting pattern example 
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skillset. In the current workforce market, these 

companies with lower budget often have difficulty 

securing the additional operators needed for this 

older equipment. Shortage of such workforce is 

becoming a pressing issue for such companies. 

The aim of this work is to provide an approach, 

that takes into account several of the aforementioned 

aspects of the sawmill industry, in order to better 

model its specific features, and provide more 

meaningful results. There are many productions 

specific details not yet addressed here, such as the 

maintenance frequency and cost, moisture content, 

and its effects, etc. The goal of this work is to make 

the first step in the direction of a very specific and 

detailed model, while evaluating the cost in 

complexity and computational time needed to solve 

it. 

The overall objective is to minimize cost 

associated with under-delivering for the accepted 

orders. The facility has both a framesaw and a 

bandsaw to utilize. Each equipment has its human 

resource requirement, and the employees are 

categorized into two groups: specialists, from whom 

at least one is needed for the operation of both 

equipment, and assistant workers – referred to 

workers later – for tasks like log and lumber 

movements, etc.  

For each day of the planning horizon given are the 

available workers and specialists, the quantity in 

each lumber type to deliver. The facility has limited 

storage capacity for overproduction and there is a 

limited budget for daily hires as workers. Specialists 

may also substitute as workers if only one of the 

saws are operated. 

The bandsaw may change cutting patterns any 

number of times during the shifts, however, 

framesaws are only allowed to do that once in a 

single shift. This limitation stems from industrial 

best practice. The cutting pattern of the framesaw 

may also be changed on its idle days. 

Logs are presumed to be sorted into a finite 

number of classes, each having one or several cutting 

pattern, yielding predetermined ratio in a finite 

number of lumber types. Logs are presumed to be 

readily available and the beginning of the planning 

horizon, and of the same wood type. 

The production planner has the flexibility to 

decide: 

 On which days are additional hires 

employed. 

 Which equipment is operated on each day. 

 If the bandsaw is operated, how long each 

cutting pattern is used during the shift. 

 If the framesaw is operated, what cutting 

pattern is used, and whether there is a 

change in the cutting pattern during the day. 

If so, when, and what is the new cutting 

pattern.  

 The selection of the new cutting pattern if 

the framesaw is not operated. 

III.  PROPOSED MODEL 

We propose a Mixed-Integer Linear Programming 
(MILP) model to provide the optimal short- or mid-
term schedule of the sawmill under investigation. 
The objective function can be summarized as 
follows: min ∑ ∑ 𝐿𝐹𝑡 ∙ 𝑢(𝑝)𝑑,𝑡𝑡∈𝒯𝑑∈𝒟  (1) 

Where 𝐿𝐹𝑡  is the proportional late fee for lumber 

type 𝑡, and 𝑢(𝑝)𝑑,𝑡 is the underproduction for that 

lumber type on day 𝑑. Over- and underproduction 
for a day is managed by the following constraint: 𝑦𝑑,𝑡 + 𝑜(𝑝)𝑑−1,𝑡 − 𝑜(𝑝)𝑑,𝑡 + 𝑢(𝑝)𝑑,𝑡 ≥ 𝐷𝑀𝑡,𝑑                                                               ∀𝑑 ∈ 𝒟, 𝑡 ∈ 𝒯 

(2) 

Where 𝑦𝑑,𝑡  denotes the daily production, 𝐷𝑀𝑡,𝑑 the 

delivery requirement. 𝑜(𝑝)𝑑−1,𝑡 is the 

overproduction from the previous day, that equals to 

the amount stored. Similarly, 𝑜(𝑝)𝑑,𝑡 represents the 

amount to be stored for the next day. This quantity is 
limited by overall storage capacity of the facility 

denoted by 𝐶, and shared by all lumber types, as 
expressed in Equation (3): ∑ 𝑜(𝑝)𝑑,𝑡𝑡∈𝒯 ≤ 𝐶     ∀𝑑 ∈ 𝒟 (3) 

Daily production quantity is calculated based on 
Equation (4): 𝑦𝑑,𝑡 = ∑ 𝑌𝑡,𝑝 ∙ 𝑉𝑙𝑝 ∙ (𝑞𝑑,𝑝𝐹,− + 𝑞𝑑,𝑝𝐹,+ + 𝑞𝑑,𝑝𝐵 )𝑝∈𝒫                                                       ∀𝑑 ∈ 𝒟, 𝑡 ∈ 𝒯 

(4) 

Where 𝑉𝑙𝑝  indicates the volume of a log type 𝑙𝑝 of 

the cutting pattern p, the parameter 𝑌𝑡,𝑝 expresses the 

ratio of the volume of lumber type 𝑡 produced when 

using pattern p. Integer variables 𝑞𝑑,𝑝𝐹,−, 𝑞𝑑,𝑝𝐹,+, and 𝑞𝑑,𝑝𝐵  

indicate the number of logs cut by pattern 𝑝 on day 𝑑 by the frame saw before pattern change, after 
pattern change, and by the band saw respectively. 

Naturally, the number of logs processed by both 
saws during the whole production horizon cannot 
exceed the stock available, denoted by 𝐼𝑙  for each log 
type 1, as expressed in Equation (5): 
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∑ ∑(𝑞𝑑,𝑝𝐹,− + 𝑞𝑑,𝑝𝐹,+ + 𝑞𝑑,𝑝𝐵 )𝑝∈𝒫𝑙𝑝=𝑙𝑑∈𝒟 ≤ 𝐼𝑙     ∀𝑙 ∈ ℒ 
(5) 

The number of logs processed by the band saw is 
limited by the length of the shift 𝐻, and the sawing 

time 𝑆𝑇𝑝𝐵  for pattern 𝑝. Moreover, if the bandsaw is 

idle on day 𝑑, as indicated by a 0 value of the binary 

variable 𝑤𝑑𝐵, the overall production is zero. ∑ 𝑞𝑑,𝑝𝐵 ∙ 𝑆𝑇𝑝𝐵𝑝∈𝒫 ≤ 𝐻 ∙ 𝑤𝑑𝐵      ∀𝑑 ∈ 𝒟 (6) 

Modelling the specific behaviour of the framesaw 
requires several constraints: 𝑞𝑑,𝑝𝐹,− ≤ 𝑡𝑑𝑆𝑇𝑝𝐹 + 𝐻𝑆𝑇𝑝𝐹 ∙ (1 − 𝑠𝑑,𝑝𝐹,−)                                  ∀𝑑 ∈ 𝒟, 𝑝 ∈ 𝒫 

(7) 

𝑞𝑑,𝑝𝐹,− ≤ 𝐻𝑆𝑇𝑝𝐹 ∙ 𝑠𝑑,𝑝𝐹,−     ∀𝑑 ∈ 𝒟, 𝑝 ∈ 𝒫  (8) 

𝑞𝑑,𝑝𝐹,+ ≤ 𝐻 − 𝑡𝑑 − 𝐶𝑇𝐹 ∙ (1 − 𝑠𝑑,𝑝𝐹,−)𝑆𝑇𝑝𝐹            + 𝐻𝑆𝑇𝑝𝐹 ∙ (1 − 𝑠𝑑,𝑝𝐹,+)     ∀𝑑 ∈ 𝒟, 𝑝 ∈ 𝒫 

(9) 

𝑞𝑑,𝑝𝐹,+ ≤ 𝐻𝑆𝑇𝑝𝐹 ∙ 𝑠𝑑,𝑝𝐹,+     ∀𝑑 ∈ 𝒟,  p ∈ 𝒫 (10) 

In these constraints, continuous non-negative 
variable td indicates the time of changing the cutting 
pattern during the shift, if such an event occurs. 

Binary variables 𝑠𝑑,𝑝𝐹,− and 𝑠𝑑,𝑝𝐹,+ indicate if pattern 𝑝  

is used before or after the change, respectively. 

Equations (7) and (8) express the relation 𝑞𝑑,𝑝𝐹,− ≤ 𝑡𝑑 ∙𝑠𝑑,𝑝𝐹,−𝑆𝑇𝑝𝐹  in a linear form, where 𝑆𝑇𝑝𝐹 is the time needed to 

saw a log with pattern p on the framesaw. Equations 
(9) and (10) express the same relation after the 
change of the cutting pattern, excluding the 

changeover time for the new pattern, 𝐶𝑇𝐹. 

Similar to the bandsaw, if the framesaw is idle on 
day d, no logs can be processed by it, as expressed 
by Equations (11) and (12), where binary variable 𝑤𝑑𝐹  indicates if the framesaw is operated on day d or 
not: ∑ 𝑠𝑑,𝑝𝐹,−𝑝∈𝒫 = 𝑤𝑑𝐹      ∀𝑑 ∈ 𝒟 (11) 

∑ 𝑠𝑑,𝑝𝐹,+𝑝∈𝒫 = 𝑤𝑑𝐹      ∀𝑑 ∈ 𝒟 (12) 

The persistence of the same cutting pattern on 
subsequent non-idle days is expressed by constraints 
(13) and (14): 𝑠𝑑,𝑝𝐹,+ ≥ 𝑠𝑑+1,𝑝𝐹,− − 1 ∙ (2 − 𝑤𝑑𝐹 − 𝑤𝑑+1𝐹 )                                                ∀𝑑 ∈ 𝒟, 𝑝 ∈ 𝒫 

(13) 

𝑠𝑑,𝑝𝐹,+ ≤ 𝑠𝑑+1,𝑝𝐹,− + 1 ∙ (2 − 𝑤𝑑𝐹 − 𝑤𝑑+1𝐹 )                                             ∀𝑑 ∈ 𝒟, 𝑝 ∈ 𝒫 
(14) 

The following constraints address the human 
resource requirements posed by both sawmills: 
 𝑅𝑅𝑆𝑃,𝐹 ∙ 𝑤𝑑𝐹 + 𝑅𝑅𝑆𝑃,𝐵 ∙ 𝑤𝑑𝐵 ≤ 𝐻𝑅𝑑𝑆𝑃

                                                       ∀𝑑 ∈ 𝒟 
(15) 𝑅𝑅𝐴𝑊,𝐹 ∙ 𝑤𝑑𝐹 + 𝑅𝑅𝐴𝑊,𝐵 ∙ 𝑤𝑑𝐵 ≤ 𝐻𝑅𝑑𝐴𝑊 + 𝑥𝑑         + (𝐻𝑅𝑑𝑆𝑃 − 𝑅𝑅𝑆𝑃,𝐹 ∙ 𝑤𝑑𝐹 − 𝑅𝑅𝑆𝑃,𝐵 ∙ 𝑤𝑑𝐵)                                                                        ∀𝑑 ∈ 𝒟 

(16) 

Where integer parameters 𝑅𝑅 represent the 
number of workers (𝐴𝑊) and specialists (𝑆𝑃) for the 

framesaw (𝐹) and bandsaw (𝐵). Parameters 𝐻𝑅𝑑𝑆𝑃  

and 𝐻𝑅𝑑𝐴𝑊  indicate the daily availability of 
specialists and workers, respectively. The non-

negative integer variable 𝑥𝑑 denotes the number of 
additional hires for day 𝑑, who can only be employed 
in the role of workers, and Equation (16) also 
accounts for specialists substituting as workers.  

Finally, the number of additional hires cannot 
exceed the predetermined number, as expressed in 
Equation (17): 

∑ 𝑥𝑑𝑑∈𝒟 ≤ 𝑋𝐴𝑊 (17) 

IV. EMPIRICAL RESULTS 

The model proposed in Section III need to be 

investigated from two different aspects: practical 

applicability and efficiency. Thus, two different 

investigations are presented in this section. First, an 

example based on data from domain experts is 

investigated in more detail with special attention on 

the effect of workforce limitations. Second, 

computational performance is evaluated on a large 

number of randomly generated instances. 

The implemented model was solved by Gurobi 

Optimizer 10.0.1 on a computer with an Apple M2 

CPU and 16 GB of RAM available.   

1. Practical investigation and preliminary 

efficiency tests 

For the practical tests, 3 log sizes and 12 different 
lumber types were considered. The yield of the 5 
cutting patterns were calculated with Pitago 
Optimizers [13] software. The time required to cut a 
single log on each machine for each cutting pattern 
was determined based on consultation with field 
experts, just as the changeover-time for the 
framesaw. The planning period was 1 week with a 
total number of 5 shifts of 8 hours. As stated before, 
both saws require one specialist, and for the scope of 
this study it was assumed that an additional worker 
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is needed for the bandsaw while 3 more is required 
for the framesaw. The availability of the employees 
for this study are given in Table 1 for the planning 
horizon: 

The total demand was set for 366 𝑚3, distributed 
among the days with 20 𝑚3 of storage capacity. The 
lateness cost 𝐿𝐹𝑡 for each lumber was set 

homogeneously to 1 𝑐𝑢/𝑚3, thus the objective is 
equivalent to minimizing undelivered quantity. 

With no budget for additional hires the model was 
solved to optimality in 0.8328 seconds, and a 
schedule that could satisfy 38.19% of the demand. 
This schedule is shown on the first Gantt diagram in 
Fig. 3, and utilizes only the band saw, frequenting 
cutting patterns C and E.  

In order to test the effect of potential additional 
hires, the model was solved repeatedly while 

incrementing the value of 𝑋𝐴𝑊. As shown in Fig. 4, 
additional workers managed to increase the 
production to reduce the unmet demand.  The first 
additional hire allowed the operation of the frame 
saw on the first shift, introducing cutting pattern A 
to the schedule, and reducing the unmet demand 
from by 17.29%. The introduction of a second 
additional hire reduced the optimum by a similar 
magnitude, 19.14%. This additional hire was utilized 
on the 4th shift, allowing the frame saw to operate on 
that day too. Interestingly, the prevalence of the 
cutting pattern C diminished, while B became 
favoured on both saws. The third addition provided 
a smaller effect of 13.07% and allowed the frame 
saw to operate on the second day too. The fourth 
additional hire shows the first schedule, where the 
band saw is idle on one of the days. The same change 
can be observed by allowing a 5th hire. In this 
schedule the frame saw is working every day, while 
the band saw is idle for 2 days. The unmet demand 
is reduced to 16.25%. The Gantt diagrams of the 

optimal schedules for each 𝑋𝐴𝑊 value can be seen in 
Fig. 3. Any further increase in the temporary 
workforce did not result in economic benefit. The 
sensitivity analysis on the diagram in Fig. 4 can be a 
valuable tool for the production planner to determine 
whether additional hires are worth investing into or 
not. 

Fig. 4 also shows the CPU time needed to solve 
the model. It can be seen from the data, that the 
option for additional hires also increases the search 
space, thus the computational need as well. 
However, when no additional benefit can be gained 
by additional hires, no computational costs are paid 
for that flexibility either. 

2. Computational tests on randomly generated 

examples 

For a more extensive computational test, 6 groups 
of 50 examples were randomly generated and solved 
for planning periods ranging from 1 to 6 weeks. For 

 

Figure 4. Result of additional worker increase 

Table 1. Availability of employees 

Day Specialists 
Assistant 

workers 

1 2 1 

2 2 1 

3 1 3 

4 2 1 

5 1 3 

Figure 3. Gantt chart with 0 additional workers 
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these 300 test cases, the technical parameters of the 
facility remained the same, and no additional hires 
were allowed. Within in each instance group 
corresponding to a planning period, the initial stock 
size and the cumulative demand of all lumber types 
were fixed, only the distribution of the demand and 
staff availability were altered.  The stock size and 
cumulative demand was set proportional to the 
length of the corresponding planning period. For the 

instances of 1 week of planning period, 250 𝑚3 of 
initial stock of each log type and a total of 400 𝑚3 of 
demand was set.  

In each test run, the time limit for the optimizer 
was set to 1500 seconds, which was only reached for 
outlier cases as shown on the box plot diagram with 
an exponential y scale in Fig. 5. 

The computational tests showed a surprising 
result. As the number of binary variables in the 
models increased linearly for each extension of the 
planning horizon, the required CPU time to solve the 
instances was expected to increase exponentially. 
This behaviour can be observed between the instance 
groups of 1 and 2 weeks of planning horizon. While 
later increases in the time horizon still resulted in 
larger CPU times, the change is less drastic, and by 
week 5 this seems to flatten out. Much larger 
examples for long-term planning would probably 
still become unsolvable in a reasonable amount of 
time. However, practical significance of short- and 
mid-term planning is much higher, thus these tests 
focused on planning periods up to one and a half 
months, where the proposed model proved to be 
applicable. This also means, that there is potential 
room to include further practical details while 
keeping computational needs on a reasonable level. 

V.  CONCLUDING REMARKS 

We developed a MILP formulation for the 

scheduling of smaller sawmills whose novelty lies in 

addressing several domain specific features of this 

production process, such as the different parameters 

of framesaws and bandsaws, and the workforce 

challenges facing the industry. The aim of 

integrating these features into the mathematical 

model responsible for production planning was to 

provide solutions that adhere to these practical 

considerations instead of risking sub-optimality by 

adjusting the schedule in a later phase of the 

decision-making process. The sensitivity analysis on 

the workforce availability showed the significance of 

these parameters on the optimal schedule, 

underlining the importance of its integration. The 

computational efficiency of the model has been 

tested on numerous examples and proved to be a 

suitable tool for short- and mid-term problems, that 

enables further research towards more detailed and 

complex models. 
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Abstract: Routing represents a pivotal concern in the context of Wireless Sensor Networks (WSN) owing to its 
divergence from traditional network routing paradigms. The inherent dynamism of the WSN 
environment, coupled with the scarcity of available resources, engenders considerable challenges for 
industry and academia alike in devising efficient routing strategies. Addressing these challenges, a 
viable recourse is applying heuristic search methodologies to ascertain the best path in WSNs. Ant 
Colony Optimization (ACO) is a well-established heuristic algorithm that has demonstrated notable 
advancements in routing contexts. This paper presents an altered routing protocol that is based on ant 
colony optimization. In this protocol, we incorporate the inverse of the distance between nodes and 
their neighbours in the probability equations of ACO, along with considering pheromone levels and 
residual energy. These formulation modifications facilitate the selection of the most suitable candidate 
for the subsequent hop, effectively minimising the average energy consumption across all nodes in 
each iteration. Furthermore, in this protocol, we iteratively fine-tune ACO's parameter values based 
on the outcomes of several experimental trials. The experimental analysis is conducted through a 
diverse set of network topologies, and the results are compared against well-established ACO 
algorithms and routing protocols. The efficacy of the proposed protocol is assessed based on various 
performance metrics, encompassing throughput, energy consumption, network lifetime, energy 
consumption, the extent of data transferred over the network, and the length of paths traversed by 
packets. These metrics collectively provide a comprehensive evaluation of the performance 
attainments of the routing protocols. 

Keywords: WSN; Energy consumption; Optimization; ACO 

 

I. INTRODUCTION 

Wireless Sensor Networks (WSNs) encompass a 
set of miniature sensors designed to gather data from 
the observed environment and transmit it to a central 
base station known as the Sink [1]. Based on the 
specific application or purpose, these sensors can 
collect diverse data types, including temperature, 
noise, and pressure. The Sink processes the received 
data and may forward it to remote users or cloud 
platforms, facilitating integration with the Internet of 
Things (IoT). The IoT finds extensive applications in 
various domains, such as forest and ocean 
monitoring, nuclear reactor area management, and 
healthcare [2]. Fig. 1 depicts the integration of WSN 
with IoT. Each sensor comprises three principal 

components: the sensing unit responsible for data 
acquisition, the processing unit housing storage 
memory, and the communication unit for data 
transmission and reception. Additional elements, 
such as GPS and mobilisers for mobility 
management in the case of mobile sensors, may also 
be incorporated, albeit at the expense of higher 
energy consumption [3]. Solar cells can be integrated 
as an auxiliary power source to address energy 
constraints [4]. However, the primary power source 
for sensors remains batteries, posing a significant 
challenge in WSNs, as these batteries are typically 
non-rechargeable and non-replaceable due to the 
sensors' remote and hazardous deployment 
locations, their small size and low cost [5]. The 
communication phase incurs the highest energy 
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consumption, surpassing that of sensing and 
processing. Given the extensive deployment of 
sensors over vast geographical areas, manual 
management becomes impractical, necessitating 
dynamic routing techniques in WSNs to minimize 
energy consumption during communication. 
Achieving this objective involves leveraging 
artificial intelligence techniques and distributed 
algorithms to learn the network topology and 
determine energy-efficient paths [6][7]. This study 
proposes enhancing flat routing protocols for WSNs 
by modifying the traditional ACO algorithm. 

 

Figure 1. Wireless Sensor Network components 

and their integration with IoT [4] 

Routing in Wireless Sensor Networks (WSNs) 
presents several formidable challenges, including 
those about energy consumption, communication 
range, and the establishment of peer-to-peer (P2P) 
communications. In P2P networks, all devices are 
interconnected with equal permissions and shared 
responsibilities for data processing. Unlike client 
and server networks, no specific devices in P2P 
networks are designated solely for sending or 
receiving data [8]. Each device possesses the same 
rights as its peers and can fulfil analogous functions. 
Consequently, in WSNs, each sensor must 
judiciously select the most suitable neighbour within 
its communication range, facilitating the formation 
of efficient multi-hop paths leading to the sink node. 
The goal is to minimize the distance traversed and, 
thus, conserve energy during data transmission. Fig. 

2 visually depicts the sensing and communication 
ranges of the sensors. 

Routing in Wireless Sensor Networks (WSNs) 
determines network lifetime and overall 
performance. Given the reliance of sensors on 
battery power and the significant energy 
consumption in communication, efficient routing 
management is essential to reduce energy 
consumption while maintaining high throughput. 
This study proposes leveraging Artificial 
Intelligence (AI) algorithms to determine the next 
hop or candidate neighbour for packet transmission, 

a key distinction of WSN routing from other network 
types. Each sensor possesses limited knowledge of 
its immediate neighbours within its communication 
range rather than the entire network, necessitating 
novel approaches for flat routing protocols that do 
not rely on central nodes. In order to tackle this 
problem, we are presenting smart routing protocols. 
This protocol uses a modified (ACO) algorithm to 
select the next node while searching for the sink 
(destination). The modification involves performing 
thorough testing and analysis of various network 
topologies to determine the optimal parameter values 
(α, β, 𝜌, γ, and Q) for ACO in the flat routing 
protocol within WSNs. To mitigate energy 
consumption, we propose reducing the 
communication range of the sensors to prevent 
packets from being transmitted across long 
distances, a strategy based on the energy model 
discussed later. Additionally, we aim to minimise the 
Time-to-Live (TTL) value (number of hops) based 
on the network size. Furthermore, to address the 
issue of fast node depletion in flat protocols, we 
propose using super sensors near the sink to handle 
high loads efficiently, mitigating the risk of nodes 
dying prematurely. These suggested strategies are 
expected to improve the efficiency and performance 
of flat routing protocols in WSNs, leading to 
prolonged network lifetime and enhanced overall 
operation. 

 

Figure 2.  Shows the packet routing in WSN based 

on the communication range 

This paper is organised as follows: Section Two 
presents the related work, and Section Three presents 
the materials and proposed models of this work, 
followed by a result analysis illustrated in Section 
Four. Section five concludes all the concepts and the 
future direction in this research field. 

II. RELATED WORK 

This section reviews various research studies 
focused on reducing energy consumption in Wireless 
Sensor Networks (WSN) through hierarchical and 
flat routing approaches. In one study [8], the 
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researchers employed Capsule Neural Network to 
develop a learning model for identifying suitable 
cluster heads within the cluster based on identity 
records. They also utilized shortest path selection to 
identify forward nodes outside the clusters, reducing 
energy consumption. In another research effort [9], 
gravitational force and fuzzy rules were integrated to 
construct clusters and manage routing, improving 
network lifetime. Where the fuzzy logic has been 
used to select appropriate nodes as cluster heads, on 
the other hand, the Energy-efficient Scalable 
Clustering Protocol [10] addressed distances 
between and within clusters to generate 
equiponderant clusters. The Particle Swarm 
Optimization technology based on Dragonfly's 
algorithm (DA–PSO) was employed to select a 
cluster head, along with a new energy-efficient 
fitness function for optimal CH selection. However, 
hierarchical routing protocols suffer from 
inefficiencies in cluster head selection and frequent 
cluster head changes during the network's lifetime, 
along with the rapid depletion of cluster heads due to 
their dual roles of collecting sensing data and 
forwarding it to the sink. 

In another study [11], the researcher proposed an 
intelligent opportunistic routing protocol (IOP) 
using a machine learning technique to select the next 
hop based on residual energy. 

It is important to note that the heuristic function 
based solely on save the residual energy in [12][13] 
did not guarantee to reach the sink in fewer hops, 
resulting in decreased throughput despite high 
energy consumption. One significant limitation of 
flat routing protocols is the rapid energy depletion of 
sensors near the sink due to the heavy load of 
transmitting sensing data from other sensors. In 
contrast, the proposed protocol addresses this 
limitation by utilizing solar cells as a power supply 
for the sensors near the sink and leveraging methods 
based on artificial intelligence to find the minimum 
length of the success path, thereby enhancing energy 
efficiency. 

III. MATERIALS AND METHODS 

1. Network setting 

Two distinct models govern the distribution of 
sensors within the monitoring area: the pre-planned 
mode, wherein the monitoring area is readily 
accessible for manual sensor deployment and 
management, resulting in efficient coverage with a 
reduced number of sensors, and the ad-hoc mode, 
which assumes greater significance in challenging or 
distant environments where manual access is 
impractical. In the ad-hoc mode, a larger number of 
sensors are deployed randomly to achieve the 
required coverage [14][15][16]. The latter 
distribution model was adopted during the network's 
construction phase, randomly deploying N sensors 

within a square area. The network configurations 
encompassed three setups, each varying in the 
number of nodes and network area: 80 nodes in a 
100x100-meter region, 160 nodes in a 200x200-
meter region, and 240 nodes in a 300x300-meter 
region. 

During the network operation, each sensor initiates 
communication by sending a hello packet to its 
neighbouring sensors, conveying essential 
information such as ID, location, and energy status. 
Data transfer within the network was categorized 
into three modes: event-driven, where data 
transmission commences upon specific events; time-
driven, wherein sensed data is transmitted to the sink 
at predetermined intervals; and query-driven, where 
data transmission is triggered in response to sensor 
requests [6]. In the proposed model, the first type, 
i.e., event-driven data transfer, was adopted to 
enable a specific group of sensors to transmit their 
sensing data during each operational round. To 
simulate this behaviour, the set of sensors 
responsible for data transmission during each round 
was randomly selected. 

2. Energy model  

This study assumes that all sensors initially possess 
equal energy levels. However, over time, each 
sensor's energy varies due to energy depletion during 
the sensor operations (sensing, data processing, and 
communication). The energy expended on sensing 
and processing is minimal compared to the energy 
used for communication [17].  

Every sensor keeps an information table about 
neighbouring nodes: their IDs, remaining energy 
levels, and positions. The Euclidean distance 
formula calculates the distance between nodes, and 
any changes in energy levels are promptly updated 
in the table. We utilize the equations specified in 
reference [18] to evaluate energy consumption 
during communication. Specifically, one of two 
equations is applied depending on the distance 
between sender and receiver sensors. When the 
distance is below a predefined threshold "d0," the 
free space model is employed. On the other hand, if 
the distance surpasses this threshold, the multipath 
fading model calculates the energy needed for 
transmitting a 1-bit packet. 𝐸𝑇(𝑙, 𝑑) = {𝑙𝐸𝑒𝑙𝑒𝑐 + Ɛ𝑓𝑠𝑑2   𝑖𝑓   𝑑 <  𝑑𝑜𝑙𝐸𝑒𝑙𝑒𝑐 + Ɛ𝑚𝑝𝑑4   𝑖𝑓 𝑑 ≥  𝑑𝑜 (1) 

where Eelec is the energy of the electronic circuit, 
while Ɛfs and Ɛmp are the energy consumed. In the 
receiver sensor, energy lost in receiving l bits is: 𝐸𝑅(𝑙) = 𝑙𝐸𝑒𝑙𝑒𝑐 (2) 

3. Ant colony optimization  

Ant Colony Optimization (ACO) Wireless Sensor 
Networks (WSNs) use pheromone information to 
help sensor nodes select suitable neighbors. In this 
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study, we propose enhancement of Ant Colony 
Optimization for flat routing protocol, an intelligent 
protocol based on ACO. Initially, all connections 
between sensors are assigned uniform initial 
pheromone values. Consequently, during the first 
hop, sensor nodes make their next-hop selections 
without being influenced by pheromone 
concentration. However, the pheromone values are 
updated with each successive round, impacting the 
subsequent next-hop selections. 

To enhance the heuristic function in the probability 
equation, we suggest two methods in the proposed 
Modified ACO. Firstly, we employ the inverse of the 
distance between nodes i and j to establish the 
heuristic function 𝜂ij, favouring a higher probability 
for shorter distances, thereby encouraging the 
selection of closer sensors. Secondly, we incorporate 
two additional heuristic functions, along with the 
pheromone value, by incorporating the distance 
between nodes i and j and the residual energy of the 
neighbour sensor. Consequently, the probability 
equation takes the form of equation (3): 𝑝𝑎𝑟𝑒𝑛𝑡𝑝𝑖𝑗𝑚(𝑡)= [𝜏𝑖𝑗(𝑡)]𝛼  .  [𝑛𝑖𝑗 (𝑡)]𝛽  ∑ [ 𝜏𝑖𝑚 (𝑡)]𝛼𝑚∈𝑁𝑖𝑘 . [𝑛𝑖𝑚 (𝑡)]𝛽  ,    𝑖𝑓 𝑗 ∈ 𝑁𝑖𝑘 

(3) 

where 𝜂ij represents the inverse of the distance 
between nodes i and j, and 𝛿j denotes the difference 
between the initial and residual energy of node j. 

To perform pheromone updates, we utilized 
equations 4 and 5. 𝜏𝑖𝑗(𝑡 + ∆𝑡) = (1 − 𝜌). 𝜏𝑖𝑗(𝑡) (4) 

for all edge in the network, and  𝜏𝑖𝑗(𝑡 + ∆𝑡) = 𝜏𝑖𝑗(𝑡) + ∆𝜏𝑖𝑗(𝑡) (5) 

for all success paths. 

The ACO's parameters (α, β, 𝜌, γ, and Q) were 
systematically adjusted after conducting rigorous 
testing and analysis across the three network 
topologies to determine the values that optimise high 
throughput while minimising energy consumption, 
rendering ACO suitable for this particular context. 
Algorithm 1 illustrates the modified ACO algorithm. 
Ant Colony Optimization 1 and 2 focus on minimum 
distance and energy, respectively. 

IV. EXPERIMENT RESULT AND ANALYSIS 

This section provides a comprehensive overview of 
the networks' attributes, the simulation environment 
employed, the designated parameters, and the 
performance evaluation results for the two proposed 
protocols. Additionally, we present a comparative 
analysis of the outcomes of these protocols 
concerning the performance metrics adopted for the 

evaluation. Furthermore, we juxtapose the results of 
the proposed protocols against other algorithms, 
which are utilities in flat routing approaches used in 
Wireless Sensor Networks (WSNs). 

1. Environment simulations  

In the simulation of network configuration, 
implementation of routing protocols, and subsequent 
result analysis, we utilised the Python programming 
language, complemented by the NetworkX package. 
To substantiate the efficacy of our proposed 
protocols, we conducted simulations on three 
distinct networks. These networks comprised 80 
nodes in a 100x100-meter area, 160 nodes in a 
200x200-meter area, and 240 nodes in a 300x300-
meter area. Table 1 shows the network scenarios in 
our experiment, parameters of the network’s 
scenarios. 

Table 1. Network scenarios 

Parameters Scenario 

1 

Scenario 

2 

Scenario 

3 

Network 
Area 

100x100 
m2 

200x200 
m2 

300x300 
m2 

Base station 
location 

(50,50) (100,100) (150,150) 

Number of 
sensors 

80 160 240 

Deployment Random 
scale free 

Random 
scale free 

Random 
scale free 

Communica
tion range 

20 m 28 m 35 m 

Furthermore, Table 2 accounts for the parameters 
employed in the network model, energy model, and 
the Ant Colony Optimization (ACO) algorithm. We 
maintained consistent parameters throughout our 
experimental analysis for all the cases. 

Table 2. Experimental parameters 

Parameters Value  

Initial energy of 
sensors 

5 J 

Number of sinks  1 

Location of sink  Centre of area 

Packet size 1024 

Eelec 50 nJ/bit 

Ɛmp 0.0013 pJ/bit/m4 

Ɛfs 10 pJ/bit/m2 

d0 50 

α 2 

β 3 

Initial pheromone 1 𝜌 0.5 – 1 

Q  1 
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2. Result and analysis  

This study comprehensively assessed the 
simulation outcomes encompassing throughput, 
energy consumption, network lifetime, and success 
message ratio travelled by data packets. We have 
juxtaposed the performance of our proposed ACO-
based routing algorithm, outlined in [16], with that 
of the conventional ACO routing protocol under 
identical simulation conditions, thus substantiating 
the efficacy of the algorithms in question. In the 
subsequent section, we will expose each of the 
metrics above, delineated to two distinct scales: the 
count of network operation iterations or rounds and 
the progressive Time-to-Live (TTL) range. Each 
TTL value corresponds to the network's performance 
following 1000 iterations of network operation. 
Furthermore, these metrics will be illustrated across 
three distinct network topologies, explained in Table 

1. 

The throughput metric indicates the successful 
delivery of packets to their intended destinations, 
with the success ratio employed as an illustrative 
measure in our calculations. The figures presented 
above conspicuously demonstrate the notable 
superiority of the ACO-based routing protocol 
(Table 3) in achieving elevated throughput 
compared to both the traditional ACO protocol and 
the energy and randomness-based routing 
approaches. Fig. 3 and 4 visually depict the success 
rates across the three network topologies during 
varying operational iterations and energy 
consumption. Additionally, Fig. 5 showcases the 
metrics as mentioned above in scenarios involving 
different TTL values, thereby further substantiating 
the superior throughput performance of our proposed 
ACO-based routing protocol. Fig. 6 shows a final 
comparison of the Network's lifetime among three 
scenarios, which is explained in Table 1. And it 
shows the proposed ACO achieved high 
performance compared to the traditional methods. 

 

 

Figure 3. Success message ratio based on 160 

network nodes. 

 

Figure 4. Energy consumption ratio based on 

160 network nodes. 

Table 3. ACO-based routing protocol algorithm 

Input: 

          Energy nodes: 5 j  

          Set No of hops  

           Energy:  electronic circuit, amplifier in free space ,    
amplifier in multi path  

           Set L: Packet size  

Output:  

            Successful path  

Steps: 

Received energy= L* electronic circuit 

While no of hops!=0 do: 

           Sort the neighbors based on distance and maximum 
ACO probability using Eq(3) 

           Create node list to visit 

           If no of hops ==0 then: 

                     Return (fail) 

           Else: 

                     Visit the  nodes list  

                      Update the success path 

Figure 5. TTL values over 160 network nodes 
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Figure 6. Comparison of Network’s lifetime for 

three models and three scenarios 

V. CONCLUSION  

In this research endeavour, we present a series of 
intelligent routing protocols designed to enhance the 
operational longevity of Wireless Sensor Networks 
(WSNs). Our primary objective revolves around the 
optimisation of energy utilisation within these 
networks. To achieve this, we leverage the heuristic 
search optimisation approach known as Ant Colony 
Optimization (ACO). Our efforts encompass 
refining the underlying pheromone concentration 
equations within the ACO algorithm. Moreover, we 
meticulously fine-tune the pivotal ACO parameters 
(α, β, 𝜌, γ, and Q) based on an iterative process 
involving comprehensive testing across diverse 
network topologies. This meticulous parameter 
calibration is geared towards rendering the ACO 
algorithm conducive to seamless integration within 
the framework of flat routing protocols within 
WSNs. The proposed algorithm's efficacy is 
examined across three distinct yet controlled 
network scenarios. These scenarios encapsulate 80 
nodes deployed within a 100x100 meter area, 160 
nodes spanning a 200x200 meter expanse, and 240 
nodes dispersed across a 300x300 meter terrain. 

Notably, all evaluated scenarios are governed by 
identical network and energy parameters, ensuring 
an equitable basis for comparison. The evaluation 
outcomes compellingly underscore the superior 
performance of the proposed modified ACO 
algorithm. This superiority contrasts not only with 
the conventional ACO algorithm, as documented in 
[16], but also against a spectrum of alternative 
protocols. This performance is consistently evident 
across all dimensions of performance metrics 
embraced within this comprehensive study. 
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Abstract: This research explores strategies to minimise energy consumption and enhance environmental 
sustainability in road construction. Focusing on concrete pavement structures, the study evaluates the 
impact of substituting Portland cement with environmentally friendly alternatives such as fly ash and 
blast furnace slag. A comprehensive model is employed to analyse the energy demands of different 
pavement types, considering various cement replacements over their lifetime, from the initial 
extraction of materials to the conclusion of construction. Results indicate an energy saving potential 
of 8.63% by substituting 10% of Portland cement with fly ash, while an impressive reduction of 
58.63% in cement production energy is achieved by replacing Portland cement with 80% blast furnace 
slag. The study underscores the significant role of cement variations in mitigating energy 
consumption, emphasizes the potential of blast furnace slag as a sustainable alternative as well as 
highlights the significance of alternative cement types in reducing energy consumption in concrete 
pavement construction, aligning with environmental sustainability goals and offering insights for 
more eco-friendly infrastructure development. 

Keywords: Sustainability;Blended cements; Concrete structures; Energy; Reduction of energy consumption 

 

I. INTRODUCTION 

The energy and climate crises call for urgent action 
by decision-makers, road project investors, and 
others. The European Parliament and the Council 
made significant strides toward achieving carbon 
neutrality in Europe by ratifying the Climate Change 
Act in 2021, elevating the EU's interim emissions 
reduction target for 2030 from 40% to a minimum of 
55%. "Fit for 55" includes emissions regulations and 
decarbonisation efforts in various sectors, including 
road management, targeting the concrete and asphalt 
industries to reduce emissions and energy 
consumption. 

AzariJafari et al. [1] found that achieving carbon-
neutral pavements by 2050 is only feasible with 
policy and industry interventions. Without 
decarbonization efforts, US road construction 
material emissions could increase by 19.5% by 2050. 
Transitioning to renewable energy sources for road 
materials is crucial for meeting decarbonization 
goals. 

Understanding the anticipated energy demand 
throughout each infrastructure layer's production, 

construction, and operational phases is vital for 
making informed construction and renewal 
decisions. Implementing an efficient management 
system, as proposed by Volkov et al. [2], could 
further optimize the energy demand in concrete 
pavement projects by streamlining resource 
allocation and operational processes. Concrete 
pavements offer greenhouse gas savings and 
longevity, reducing maintenance and improving fuel 
efficiency. They also have a cooling effect and 
contribute to carbon dioxide removal [3]. A previous 
study conducted in Hungary investigated the energy 
consumption of various construction processes [4]. 
The findings revealed that concrete pavements had, 
on average, 60% higher energy demand than asphalt 
structures in the examined pavement types. This 
notable disparity predominantly stemmed from 
utilizing high-energy-demand Portland cement 
(CEM I). In this article, we extend this research by 
exploring the potential reduction in the modelled 
energy demand of these Hungarian concrete 
pavements by adopting environmentally friendly 
cement types. 

https://dx.doi.org/10.14513/actatechjaur.00749
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II. STRATEGIES TO REDUCE ENERGY 

DEMAND IN CEMENT PRODUCTION 

According to CEMBRUREU (The European 
Cement Association), the total cement production 
for 2020 reached 4.17 billion tonnes.  

The breakdown is as follows [5] (Mt means a 
million tonnes): 

 China: 2377 Mt; 

 India: 290 Mt; 

 EU27: 171.5 Mt; 

 USA: 89 Mt. 

The carbon dioxide emissions averaged 783 kg 
CO2/tonne of cement in 1990. The Association aims 
to cut CO2 emissions from cement production to 472 
kg CO2/tonne by 2030 and achieve carbon neutrality 
by 2050, which aligns with the Paris Agreement. The 
report outlines the potential for reducing CO2 
emissions during clinker, cement, concrete 
production, construction, and (re)carbonation. 
Implementing the following measures plays a 
significant role in achieving emission reductions: 
technological investments, policy adjustments, and 
production changes throughout the life cycle, 
spanning from production and clinker production to 
concrete recarbonation and recycling [6-11]. For 
instance: 

 incorporating alternative fuels like non-
recyclable waste and biomass-derived sources to 
substitute fossil fuels; 

 implementing more energy-efficient furnaces;  

 advancing the utilization of innovative, low-
clinker concrete; 

 introducing and enhancing carbon capture and 
storage/utilization technologies (CCUS); 

 Optimization of concrete blends and construction 
methodologies leveraging concrete's potential to 
capture carbon and reduce production emissions 
by up to 23%. 

Highlighting the potential to decrease energy 
demand through mechanical engineering solutions 
and adopting alternative energy sources, coupled 
with the considerable capacity of concrete surfaces 
for CO2 absorption, it is worthwhile to concentrate 
on optimizing the clinker-cement ratio for road 
concretes. 

In Europe, 44% of cement production comprises 
Portland cement composite, with blast furnace and 
pozzolanic cement contributing 12%. The estimated 
thermal energy savings and emission reductions 
achieved through blended cement range from 0.009 
to 1.4 GJ per ton and 0.3 to 213.54 kg CO2 per ton, 
respectively [6]. 

In the publication [12], a study was carried out on 
the lifecycle greenhouse gas emissions associated 
with different cement mixes, considering factors 
such as carbonation and durability. Their analysis 

involved the addition of blast furnace slag and fly ash 
to clinker, revealing that more substantial reductions 
in emissions were attainable with blast furnace slag. 
This is primarily because the proportion of Portland 
cement replaceable by fly ash is lower than that of 
blast furnace slag replaceable by fly ash. The most 
significant impact was observed with an 80% 
substitution of blast furnace slag, resulting in a 
remarkable 70% reduction in production stage 
emissions. Meanwhile, fly ash mixtures achieved a 
36% reduction compared to Portland cement when 
replacing 35% of the clinker. Comparing cement 
with equal substitution amounts for both blast 
furnace slag and fly ash indicated that fly ash usage 
is more environmentally favourable. Fly ash 
involves fewer downstream processes (e.g., 
grinding) compared to blast furnace slag, resulting in 
lower emissions. However, it is essential to note that 
the article calculated considerably longer transport 
distances for blast furnace slag (1640 km) in contrast 
to fly ash (180 km). 

Karadumpa and Pancharathi [13] present the 
energy consumption of different types of cement in 
five different manufacturing plants in India. It is 
shown that the 15% fly ash (FA) content in the 
Portland cement leads to an average 14,69% lower 
energy consumption than the reference Portland 
cement (OPC). In the case of the highest examined 
granulated blast furnace slag (GBFS) content studied 
(45%), the average energy reduction was 35,29%. 
The study also examines the composite cements' 
energy reduction, combining 20% or 25% FA with 
20%, 30%, or 35% GBFS content. The highest 
energy reduction was obtained with 45% 
OPC+20%FA+35%GBFS with an average of 47%. 

Anastasiou et al. [14] investigated the 
environmental impact of concrete pavements in 
Greece, incorporating fly ash and slag across six 
variants. The energy input per kg to produce the 
clinker, cement, limestone, fly ash, steel slag, and 
concrete was presented in the paper, where the data 
was collected from the relevant industries in the 
region of Northern Greece. Results show significant 
CO2 emission reduction compared to standard 
concrete pavements, with fly ash substitution 
remaining beneficial even over long distances. 

The study by [15] analyses 20 papers (2017-2022) 
on blast furnace slag as cement replacement in 
pavements. The article provides a useful overview of 
the values of the physical properties of OPC, GBFS, 
and BFS, such as specific gravity, surface area and 
loss on ignition, and the chemical composition of the 
materials. It gives a summary of the results of the 
different replacement methods based on the papers 
analysed. They found that 50-70% substitution was 
satisfactory, with 60% being the most common. 
Only 7 papers addressed cost and eco-efficiency, 
suggesting that 60% GGBFS replacement could 
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reduce embodied energy by 37% and CO2 emissions 
by 48% compared to control measures. 

In Germany, the average clinker-cement ratio was 
approximately 71% in 2017, indicating that, on 
average, cement production comprised 71% clinker. 
Substituting clinker with alternative primary 
components like granulated blast furnace slag (from 
the steel industry) or fly ash (from 
energy/conversion sources) within the clinker rotary 
kiln process leads to fuel conservation required for 
clinker production [16]. This results in an 
environmentally and energy resource-conscious 
solution, aiding the concrete industry in striving 
toward its objectives of achieving carbon neutrality, 
energy efficiency, and cost-effectiveness. (Kurhan 
[17] demonstrated that entropy-based simulation 
techniques could effectively model the stability of 
railway ballast, and similar methodologies could be 
explored to assess the energy dynamics within 
concrete pavement layers.) 

The German Cement Works Association 
demonstrates in its publication [18] the impact of 
increasing blast furnace slag content on CO2 
emissions in cement production. Fig. 1. illustrates 
this impact, indicating that while emissions for 
CEM I (Portland cement) are estimated to be around 
0.9 CO2/t of cement, emissions for CEMIII/B (blast 
furnace slag cement), the emissions of CEMIII/B 
(blast furnace slag cement), which contains 80% 
blast furnace slag and is the maximum permissible 
level according to the Hungarian standard e-UT 
06.03.37 [19], are below 0.3 CO2/t of cement. The 
figure also depicts that the electrical energy demand 
remains relatively constant with increased blast 
furnace slag content, attributed to the 'savings' from 
reducing clinker burning and substituting primary 
raw materials. 

 

Both fly ash and blast furnace slag additive 
cements are accessible in Hungary, and their impact 
on concrete is widely recognized. The types of 

cement admixtures utilized in Hungarian cement 
production include: 

 fly ash – Nyitranovák (SK), Visonta, Oroszlány; 

 blast furnace slag – Kassa (SK), Dunaújváros. 

The upcoming paragraph III.1 outlines the 
alternative cement variations approved by the 
Hungarian Standards for constructing concrete road 
structures. 

III. VARIETIES OF CEMENT FOR CONCRETE 

PAVEMENTS IN HUNGARY 

Clause 8.2.1 of the relevant Hungarian 
specification 'Design and Construction of Concrete 
and Composite Pavements' (e-UT 06.03.37:2021, 
[19]), stipulates the selection of cement type aligned 
with Hungarian Standard MSZ 4798 [20] and 
corresponding to the specified concrete types. 
According to the specification and MSZ EN 197-1 
[21], the permitted cements applicable for concrete 
pavements include: 

 portland cement: CEM I 42.5; CEM I 32.5 and 
CEM I 32.5N LH; 

 blast furnace slag - Portland cement: CEM II/A-
S 42.5; CEM II/A-S 32.5; CEM II/B-S 42.5 and 
CEM/II B-S; 

 fly ash - Portland cement: CEM II/A-V 42.5 and 
CEM II/A-V 32.5; 

 blast furnace slag cement: CEM III/A 32.5 N-M-
SR, CEM III/A 32.5 R-M-SR and CEM III/B 
32.5 N-SR. 

The third element within these symbols (A, B) 
denotes the proportions of the mixture's components, 
which include: 

 CEM II "A" 6-20%; 

 CEM II "B" 21-35%; 

 CEM III "A" 36-65%; 

 CEM III "B" 66-80%. 

Nevertheless, the regulation also specifies that the 
blending material content in fly ash Portland cement 
(CEM II/A-V) should not surpass 10 percent of the 
cement mass. While there are no further 
specifications in the standard, blast furnace slag 
Portland cement (composite Portland cement) 
permits up to a 35% replacement. In the case of blast 
furnace slag cement (CEM III/B), this replacement 
rate can reach up to 80%. Typically, manufacturers 
anticipate a blast furnace slag content of around 75% 
for CEM III/B, utilizing the standard's allowance of 
5%t for other materials in the mixture. 

However, it is essential to note that within 
exposure class XF4 (characterized by high water 
saturation and the requirement for ice melting agents 
or seawater), only blast furnace slag cement of type 
CEM III/A 42.5 N or CEM III/A 32.5 R, containing 
a blast furnace slag major constituent of less than 
50% by weight, is permissible for use [22]. 

 

Figure 1. Comparison of CO2 emissions from the 

production of blast furnace slag cement and 

Portland cement, VDZ [17] 
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According to the German General Circular for 
Road Construction (Allgemeine Rundschreiben 
Strassenbau Deutschland, ARS 04 2022), the 
following cement types can be utilized, from those 
available as per DIN EN 197-1, for road paving, with 
the contractor's consent: CEM II/B-S, CEM II/A-T, 
CEM II/B-T, CEM II/A-LL, CEM III/A (with a 
maximum blast furnace slag content of 50% and a 
minimum strength class of 42.5 N) [3,23]. 
Considering the more advantageous availability of 
limestone in Hungary, it would be advisable to 
explore its potential use (CEM II/A-LL) in cement 
mixtures for concrete road pavement structures in 
Hungary. 

IV. ENERGY DEMAND OF CONCRETE 

PAVEMENTS FOR COMPLEX PORTLAND 

CEMENT AND BLAST FURNACE SLAG 

CEMENT 

Concrete production is a complex, energy-
intensive process. Fig. 2. illustrates key aspects of 
the concrete life cycle. A comprehensive 
understanding of these processes can be found in the 
article titled 'Energy demand assessment of domestic 
pavement structures' [4]. The article gathered 
pertinent energy data from literature sources, such as 
[24-32], concerning raw material extraction, cement 
production, concrete mixing, and various raw 
material production. The average energy values 
derived from this data collection include: 

 production of Portland cement: 6.04×109 [J/t]; 

 mining of additives: 41.67×106 [J/t]; 

 concrete plant and the mixing: 7.67×106 [J/t]. 

 

On the basis of the values provided, it is clear that 
the production of Portland cement requires the 
highest energy input (6.04×109 [J/t], which is 
significantly higher than the energy required for the 
production, i.e., the mixing of the concrete mixture 
(7.67×106 [J/t]). 

Furthermore, the paper [4] compared the energy 
requirements between concrete pavements and 
asphalt pavements designed for the same traffic 
category. The findings reveal that, on average, 
concrete pavements exhibit a 60% higher energy 
demand, primarily attributed to cement production. 
However, it is essential to note that these results 
represent the specific energy demands observed in 

the case study, and variations in pavement structure 
combinations might yield slightly different 
outcomes. 

The aim of the present paper is to recompute the 
calculations for fly ash Portland cement and blast 
furnace slag cement. The model assumes the 
maximum permissible content of blended material 
outlined in the standard [19]. The calculation does 
not account for the potential addition by the 
manufacturer of other materials up to 5% in addition 
to clinker, gypsum, and the specific additive being 
studied (blast furnace slag or fly ash). Fig. 3. 
illustrates a simplified depiction of the production 
process chain. 

 

Figure 2. Production of Concrete Mix and Life Cycle Components 
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To ensure comparability of the obtained results, 
this article also adopts the energy demand of 
6.04×109 [J/t] for Portland cement production. Based 
on the article by Huntzinger and Eatmon [33], the 
estimated energy demand for Portland cement 
production can be broken down as follows: 

 raw material extraction: 5%; 

 thermal energy demand: 70%; 

 electric power: 25%. 

 

As the preceding literature cited in this article – i.e. 
[6,10,12,18] – has presented a range of electricity 
demand from 12% to 38% and thermal energy 
demand from 62% to 88%, this study adopts 
averages that align with the findings of Huntzinger 
and Eatmon [31]. Consequently, the estimated 
energy demand for cement production is applied as 
follows:  

 Raw material extraction: 0.302×109 [J/t] 

 Thermal energy demand:  4.228×109 [J/t] 

 Electric power:   1.510×109 [J/t] 

The incorporation of additives, such as fly ash and 
granulated blast furnace slag into clinker is evaluated 
based on these energy distributions. 

1. Procedure for calculation and model's 

dimensions 

The modelled 1 km hypothetical road segment 
near Budapest in this study adheres to Hungarian 
standards. It was specifically designed for the 
"extremely heavy" traffic load class, where the 
design traffic (TF) F100 surpasses 30,000,000 axle 

units. Considering the road class and environmental 
conditions, the designated speed was set at 110 km/h. 
The analysed cross-section involved a single traffic 
lane. As the primary focus of this article is to 
compare the energy demand of various concrete 
pavement structures, aspects unrelated to the 
different pavement designs, such as earthworks or 
road components like signs, pavement markings, 
safety elements, and barriers, were excluded from 
the calculations. 

Dimension of the calculated section:  

 traffic lane width: 3,75 m; 

 number of traffic lanes: 1; 

 section length: 1000 m. 

The pavement structures have been designed in 
accordance with the Hungarian regulations of the 
Technical Specification for Hungarian Roads listed 
in this Section. 

Based on the specified traffic category (extremely 
heavy), five distinct design alternatives for concrete 
pavement were examined. This is visually 
represented in Fig.4. 

 

The transportation distance from the mixing plant 
to the construction site has been established at 
50 km, employing heavy goods vehicles with a 32-

tonne capacity. These vehicles will traverse the 
distance twice, once when fully loaded and once 
while empty. 

 

Figure 3. Illustration of Cement Production Processes with blending material 

 

Figure 4. Analysed variations of concrete pavement structures, where CP stands for pavement concrete, C for 

normal concrete and CKt-4 represents hydraulically bound concrete base layer in C4 quality class 
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According to Stripple's study [28], the diesel 
consumption of these vehicles is recorded at 
0.47 l/km (full) and 0.29 l/km (empty), resulting in 
energy consumption under these conditions (full and 
empty) equating to 13.3 MJ/km. 

The quantity of load-bearing reinforcement for the 
concrete pavement remains consistent with the 
previous article [4], determined in accordance with 
the applied Hungarian standard specification [19]. 
Considering the surface area of the section, which 
measures 3750 m², the calculation indicates that this 
section necessitates 29,250 kg of reinforcing steel. 

Based on the cross-sectional and thickness data, it 
can also be determined that the section under 
investigation contains 154 transverse joints. To fill 
these voids, the article considers employing 
bitumen-based filling material complying with 
relevant Hungarian specification e-UT 05.02.42 for 
Joint Filling Materials of Road Pavements [34]. 

The mixture design employed for the computation 
aligns with e-UT 06.03.37:2021 Construction of 
Concrete Pavements: Specifications, Requirements 
[19]. Furthermore, the design of the base course 
aligns with specifications outlined in e-UT 06.03.32 
"Concrete Subbases for Road Building: 
Requirements" [35], e-UT 06.03.33 "Concrete Base 
Course of Pavement Design Requirements" [36], and 
e-UT 06.03.53:2018 "Requirements of non-bonded 
and hydraulic bonded concrete base layers" [37]. 

2. Energy demand of concrete pavement 

structures utilizing 10% fly ash-Portland 

cement 

According to Clause 8.2.1 Cement of the 
specification [19], the article calculates with a 
maximum permissible fly ash content of 10% of 
CEM II/A-V fly ash Portland cement. This implies 
that 10% of the Portland cement clinker is 
substituted with fly ash. The benefit lies in regarding 
the production of fly ash as a secondary by-product, 
which is considered CO2 emission neutral. Its 
utilization not only diminishes waste production but 
also conserves 10% of the substantial thermal energy 
demand incurred during clinker production. 
Nevertheless, it is vital to consider the energy 

demand associated with transporting the fly ash 
additive. 

In the model, the estimated energy demand for 
cement production was calculated as follows:  

 raw material extraction:  
0.302×109 [J/t] (PC)  0.355×109 [J/t] (VPC); 

 thermal energy demand:   
4.228×109 [J/t] (PC)  3.805×109 [J/t] (VPC); 

 electric power:   
1.510×109 [J/t] (PC)  1.359×109 [J/t] (VPC). 

Since the Hungarian fly ash sites (Oroszlány, 
Visonta, Nyitranovák) are situated at varying 
distances from Budapest (approximately 75 km, 90 
km, 215 km), the article approximates an average 
distance of 100 km. The energy required for 
transportation is calculated at 13.3 MJ/km for 32-ton 
trucks, considering one full and one empty run, as 
per Stripple's research. Consequently, it results in an 
energy requirement of 2660 MJ for 32 tonnes, 
roughly equating to 0.083 [J/t]. It has been 
considered in the energy demand for raw material 
extraction. The quantity required for producing 
Portland cement has been adjusted by a 10% 
reduction to determine thermal and electrical energy 
demands. Optimization of logistics, such as early 
garbage collection schedules in urban environments, 
as studied by Saukenova et al. [38], could similarly 
be applied to transporting raw materials in road 
construction, reducing overall energy consumption. 
The multi-body simulation approach used by 
Benmeddah et al. [39] for modeling vehicle 
dynamics could also be adapted to simulate the 
energy demands of different pavement types, 
offering more precise predictions and optimizations. 
As comprehensive data regarding the distribution of 
grinding and mixing energies in the literature is 
scarce, further refinement of the model in this aspect 
may be beneficial. 

The calculated energy demand for 10% fly ash 
Portland cement is roughly equal to 5.519×109 [J/t], 
reflecting an energy saving of 8.63% in comparison 
to Portland cement (6.04×109 [J/t]). 

When transitioning from Portland cement to fly 
ash Portland cement for C1-C5 pavement types, the 
energy demands presented in Table 1. can be 
attained. 

 

Table 1. Energy savings in cement production for C1-C5 pavement types using 10% fly asphalt-Portland 

cement (PC: Portland cement, VPC: fly ash Portland cement) 

Pavement structure 

 

Cement quantity 

[kg] 
Energy PC 

[MJ] 
Energy VPC 

[MJ] 
Energy savings 

[MJ] 
C1 675 000.00 4 077 000.00 3 725 325.00 351 675.00 
C2 615 937.50 3 720 262.50 3 399 359.06 320 903.44 

C3 438 750.00 2 650 050.00 2 421 681.25 228 588.75 

C4 675 000.00 4 077 000.00 3 725 325.00 351 675.00 

C5 639 562.50 3 862 957.50 3 529 745.44 333 212.06 
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The values in Table 1. represent the life cycle 
stage of the investigated pavement types until 
cement production, where Portland cement was 
substituted by 10% fly ash in the model under 
investigation. The most substantial savings are 
notably observed in the C1 and C4 pavement types, 
which contain the highest cement content. In these 

cases, energy savings of up to 3.51×104 MJ can be 
attained. 

Table 2 shows the change in energy demand for 
the entire model, from extraction of raw materials to 
construction of the road section, for a 10% fly ash 
substitution. 

 

The most significant energy savings are observed 
for the C2 pavement types (32.09×104[MJ]; 7.25%, 
followed by C1 and C5. This outcome aligns with 
expectations, as the C2 pavement types do not 
contain an asphalt layer. Thus, substituting cement 
clinker with fly ash can have a greater impact on the 
total energy demand than the other solutions. 

3. Energy demand of concrete track 

structure with 80% granulated blast 

furnace slag cement 

The literature indicates that while fly ash is 
considered more environmentally friendly than blast 
furnace slag due to requiring less additional 
processing (like grinding), resulting in lower 
emissions, granulated blast furnace slag can replace 
a higher percentage of clinker, as per regulations. 
This is attributed to its latent hydraulic properties, 
which enhance concrete's resistance to sulphate 
groundwater. 

The paper employs the maximum permissible ratio 
of 80% slag to clinker for calculation purposes, 
which determines the estimated energy demand for 
cement production as follows: 

 raw material extraction:  
0.302×109 [J/t] (PC)  1.351×109 [J/t] (SC); 

 thermal energy demand:   
4.228×109 [J/t] (PC)  0.846×109 [J/t] (SC); 

 electric power:   
1.510×109 [J/t] (PC)  0.302×109 [J/t] (SC). 

The article also assumes 100 km for transportation 
distance, accounting for the varying locations of 

Hungarian and nearby sites (Kassa, Dunaújváros) 
from Budapest (approximately 80 km, 265 km). 
Consequently, an energy value of 0.083×109 [J/t] has 
been considered in the model's energy demand 
calculation for raw material extraction. 

Little information about the energy requirements 
for grinding granulated blast furnace slag is 
available. The distribution of energy requirements 
has been approximated based on the VDI publication 
(see Fig. 1). In the model, it is assumed that the 
grinding energy of blast furnace slag is equal to the 
grinding energy of clinker. Accordingly, the 
estimated value for blast furnace slag's energy 
demand during raw material extraction is 1.291 J/t. 
Adding this to the energy requirement for clinker 
raw material extraction results in a total of 
1.351×109 J/t. To determine the thermal and 
electricity energy demand, the quantity required for 
the production of Portland cement has been 
considered and reduced by 80%. Given the scarcity 
of precise data on grinding and mixing energy 
distributions in the available literature, further 
refinement of the model regarding this aspect might 
also be beneficial. 

The resulting energy demand for the 80% 
granulated blast furnace cement is 2.499×109 [J/t], 
which resulted in an energy saving of 58.63% 
compared to Portland cement (6.04×109 [J/t]). 

By shifting from Portland cement to blast furnace 
cement for C1-C5 pavement types, the resulting 
energy savings are shown in Table 3. 

Table 2. Total energy savings [%] for C1-C5 track structure types 

Pavement structure 

 

Energy PC 

[MJ] 
Energy VPC 

[MJ] 
% 

C1 4 915 169.99 4 563 494.99 7.15 

C2 4 428 883.27 4 107 979.83 7.25 

C3 3 802 448.60 3 573 858.85 6.01 

C4 5 064 576.62 4 712 901.62 6.94 

C5 4 741 580.90 4 408 363.83 7.03 



R. Szpotowicz and C. Tóth – Acta Technica Jaurinensis, Vol. 17, No. 3, pp. 118-129, 2024 

125 

 

 

The values in Table 3 represent the life cycle stage 
of the studied road structure types up to cement 
production. Substituting Portland cement with 80% 
blast furnace slag, the most significant savings are 
noted in C1 and C4 pavement types, with higher 
cement content, yielding up to 23.90×104 MJ. 
Meanwhile, the highest energy requirement persists 
in the C4 pavement structure type. 

Table 4 shows the change in energy demand for 
the whole model, from extracting raw materials to 

constructing the road section. The most significant 
energy savings are observed for the C2 pavement 
types (218.10×104[MJ]; 49.25%), followed by C1 
and C5. This outcome aligns with expectations again 
since the C2 pavement structure type does not 
contain an asphalt layer. Therefore, substituting 
cement clinker with fly ash can have a greater impact 
on the total energy demand than the other solutions. 
Meanwhile, the highest energy requirement persists 
in the C4 pavement structure type. 

 

V. COMPARISON OF ENERGY 

REQUIREMENTS OF ASPHALT AND 

CONCRETE PAVEMENTS AND 

POSSIBILITIES FOR FURTHER 

DEVELOPMENT OF THE MODEL 

The comparison between concrete and asphalt 
pavements in terms of energy requirements is crucial 

for evaluating their sustainability and environmental 
impact. The paper aims to reassess the energy 
demand of concrete pavement structures on road 
section R classified under the "extremely heavy" 
traffic category, using CEM II/A-V and CEM III/B 
type cement [4]. Asphalt pavement structures used 
for comparison are shown in Fig. 5. 

 

While the previous findings [4] suggest that 
concrete pavements using Portland cement (OPC) 
require approximately 60% more energy than asphalt 

pavements, the results presented in this article for 
concrete pavement structures are comparable to the 
energy requirements of asphalt pavements, as 
demonstrated in Table 5. 

Table 3. Energy savings in cement production for C1-C5 pavement types by replacing 80% of Portland cement 

with granulated blast furnace slag (PC: Portland cement, SC: Blast furnace slag cement)) 

Pavement structure 

 

Cement quantity 

[kg] 
Energy PC 

[MJ] 
Energy SC 

[MJ] 
Energy savings 

[MJ] 
C1 675 000.00 4 077 000.00 3 725 325.00 351 675.00 
C2 615 937.50 3 720 262.50 3 399 359.06 320 903.44 

C3 438 750.00 2 650 050.00 2 421 681.25 228 588.75 

C4 675 000.00 4 077 000.00 3 725 325.00 351 675.00 

C5 639 562.50 3 862 957.50 3 529 745.44 333 212.06 

Table 4. Total energy savings [%] for C1-C5 track structure types 

Pavement structure 

 

Energy-need PC  

[MJ] 
Energy-need SC  

[MJ] 
% 

C1 4 915 169.99 2 524 994.99 48.63 

C2 4 428 883.27 2 247 848.58 49.25 

C3 3 802 448.60 2 248 833.85 40.86 

C4 5 064 576.62 2 674 401.62 47.19 

C5 4 741 580.90 2 476 890.08 47.76 

 

Figure 5. Analysed variations of concrete pavement structures, where PmB means polymer-modified bitumen  
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Looking at Table 5, several observations can be 
made. If we compare these values, we can see that 
the energy values of the concrete pavements (C1-C5) 
are similar to those of the asphalt pavements A2-A4, 
so the concrete pavements with 80% blast furnace 
slag cement are real competitors of the asphalt 
pavements in terms of lower energy consumption. 
Moreover, the results for concrete pavement types 
C2 and C3 are notably lower than asphalt pavement 
types A3 and A4. Despite this, it is crucial to note 
that asphalt pavement type A1 demands significantly 
(about 63%) less energy.  

This finding underlines the importance of 
pavement design and the potential for optimising 
energy consumption in the construction of both 
concrete and asphalt pavements, as well as 
demonstrates that the negative climate impact of 
concrete pavements can be reduced using alternative 
cementitious by-product materials such as fly ash or 
slag. (As explored by Barać et al. [40], innovative 
educational platforms for clean production 
emphasize the importance of incorporating 
sustainability into engineering curricula, which 
could lead to more energy-efficient practices in 
concrete pavement construction.) 

The differences presented in Table 5 can be 
further nuanced by considering the whole life cycle, 
where the energy requirements for maintenance and 
renovation works are included in the model. 
Furthermore, expanding the model by introducing a 
cement variation that aligns with environmental 
class XF4 could be valuable. Additionally, 
considering the favourable availability of limestone 
in Hungary, exploring the domestic use of CEM 
II/A-LL in concrete pavement structures might prove 
worthwhile. The performance and mechanical 
properties of concrete pavements with such high 
levels of blended cements also will require 
investigation for long-term life cycle objectives. 

To compare asphalt and concrete structures, it is 
also advised to extend the research to the whole life 
cycle, including the use phase and the end-of-life 
processes. 

VI. CONCLUSIONS 

The construction sector, known for its high energy 
demands and significant CO2 emissions, notably 
contributes through cement production [41]. The 
Paris Agreement aims to limit global warming to 
1.5-2.0 °C and achieve carbon neutrality by 2050. In 
order to achieve this, it is essential to reduce 
emissions and modernise industries such as 
construction. Blended cements such as fly ash and 
blast-furnace slag are used worldwide to replace 
cement in concrete mixes partially. 

In Hungary, fly ash in Portland cement is limited 
to 10%, while blast-furnace slag cement allows up to 
80% replacement of clinker. Calculated with these 
values, replacing 10% of Portland cement with fly 
ash in the model shows an energy saving of 8.63% 
in cement production. This substitution could 
potentially result in energy savings of up to 7.25% 
for the pavement structures studied from material 
extraction to the end of construction. Replacing 
Portland cement with 80% blast-furnace slag can 
reduce the energy required for cement production by 
58.63%. This change could result in up to 49.25% 
energy savings for the road structures studied. The 
result is consistent with the existing literature 
presented in Section 2. Considering the study 
examines the highest possible fly ash and blast 
furnace content, a lower Portland cement 
replacement to maintain concrete performance in the 
design situation could still result in relevant costs, 
waste, natural resources, CO2 emissions, and energy 
savings. 

Both fly ash and granulated blast furnace slag have 
been widely used in concrete production, but their 
use in pavements is limited [42,43]. However, even 
though their mechanical properties and performance 
have been successfully investigated in numerous 
publications, such as [44-51], there seems to be some 
doubt among designers and decision-makers about 
the use of this technology. After reviewing the 
literature, it also became clear that relatively few 
articles investigated the energy saving of blended 
cement concrete for pavements. One of the aims of 
this publication is to demonstrate the environmental 
benefits of using fly ash and blast furnace slag to 
promote their use in road construction. The results 

Table 5. Load class R comparison of concrete and asphalt pavement structures applying blast furnace slag 

cement (SC, 80%) 

Pavement structure 

 

Energy-need 

SC Concrete [MJ] 

 

Pavement structure 
Energy-need 

HMA Asphalt [MJ] 

C1 2 524 995 A1 1 430 375 

C2 2 247 849 A2 2 335 698 

C3 2 248 834 A3 2 766 590 

C4 2 674 402 A4 2 465 943 

C5 2 476 890 - 
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show that concrete can become an excellent 
alternative to asphalt pavements in environmental 
design decisions. As there are environmental, 
geographical, and regulatory (EU directives and 
regulations) similarities between Hungary and many 
European countries (such as Poland, Czech 
Republic, Slovakia, Germany etc.), the results of this 
study may be helpful for policymakers in many 
countries.  
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Abstract: This research emphasizes the visualization of spatial data for statistical modelling and analysis of the 
relative risk associated with the COVID-19 pandemic in Alabama, USA. We used Bayesian analysis 
and the Integrated Nested Laplace Approximation (INLA) approach on data ranging from March 11, 
2020, to December 31, 2022, which included observed COVID-19 cases, the population for each of 
the Alabama counties, and a Geographical map of the state. The geographical distribution of COVID-
19’s relative risk was determined using various spatial statistical techniques, indicating high-risk 
locations. The study used Besag-York-Mollié (BYM) models to assess the posterior relative risk of 
COVID-19, and it found a statistically significant average decrease in COVID-19 case rates across 
the 67 counties evaluated. These findings have practical implications for evidence-based 
policymaking in pandemic prevention, mitigation, and preparation. 

Keywords: COVID-19; Spatial Data; Disease mapping; Bayesian analysis; hot spot 

 

I. INTRODUCTION 

Spatial statistics revolves around the fundamental 
concept of spatial processes, which involves com- 
prehending and modelling the variations of variables 
or phenomena across different spatial locations [46]. 
This concept is essential for capturing and analysing 
spatial dependencies and patterns exhibited by the 
variable of interest. In the context of the global 
COVID-19 pandemic, understanding the spread and 
impact of the virus is crucial for effective decision-
making, resource allocation, and public health 
interventions [26]. Spatial data and modelling 
techniques provide a powerful approach to gaining 
insights into the dynamic nature of the pan- demic 
[49]. Spatial data about COVID-19 goes beyond 
temporal trends by considering the geographic 
location and spatial relationships of cases, deaths, 
and other relevant variables [31]. This encompasses 
data on COVID-19 cases, hospitalizations, deaths, 
testing rates, and vaccination coverage collected at 
various geographical resolutions, such as countries, 
states, counties, or smaller administrative units. By 
incorporating the spatial dimension, analysts can 
examine patterns, clusters, and disparities in the 
spread and impact of the virus across different 

regions [16]. Spatial modelling techniques enable re- 
searchers to explore and analyse spatial data, 
facilitating the identification of underlying patterns, 
assessing spatial dependencies, and predicting. 
These models consider spatial relationships and 
autocorrelation, recognizing that nearby locations are 
likely to exhibit similar values due to shared 
characteristics or proximity [29, 50]. By considering 
spatial effects such as the spatial spread of infections 
or the influence of local contextual factors, spatial 
models improve prediction accuracy and offer 
valuable insights for policymakers, healthcare 
professionals, and the general public [23]. COVID- 
19 spatial modelling encompasses a wide range of 
approaches [14].   One commonly used technique is 
spatial clustering analysis, which identifies areas 
with concentrated high or low COVID-19 incidence, 
aiding in targeted interventions and resource 
allocation. Other modelling approaches include 
graphically Weighted Regression, which accounts for 
spatial heterogeneity in the relationship between 
Covid-19 outcomes and potential predictors, and 
spatial auto-regressive models such as spatial lag or 
spatial error models, which capture spatial 
dependencies among neighbouring regions [18, 30, 
48]. In addition to analysing the spread of the virus, 
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spatial modelling can also assess the impact of 
interventions and policies. By integrating spatial 
data on containment measures, vaccination 
campaigns, or mobility restrictions, researchers can 
evaluate their effectiveness and explore spatial 
variations in out- comes. Spatial statistics, at its 
essence, entails com- prehending and modelling the 
variations of variables or phenomena, while also 
capturing and representing the outcomes or 
observations linked to spatial locations [28]. The 
data can be represented as measurements conducted 
at spatial units within a fixed spatial domain. This 
domain can be either a continuous surface or a 
countable collection of spatial units, such as census 
tracts or ZIP codes [6]. Areal data is generated 
through the division of a fixed geographic region into 
smaller sub-regions, which act as units for 
aggregating diverse outcomes or events [7]. This type 
of data finds applications across various fields, 
including the assessment of cancer cases in different 
counties [32], the docu- mentation of road accidents 
in various provinces [38], and the measurement of 
the proportion of individuals living below the 
poverty line in census tracts [40]. Researchers can 
analyse and understand patterns and trends within 
specific sub-regions by utilizing areal data, enabling 
insights and informed decision-making in these 
respective domains. 

In this study, we focus on examining the spatial 
pattern of Standardized Incidence Rate of COVID- 
19 observed across the 67 Alabama Counties rather 
than individual points. The variable of interest rep- 
resents a suitable summary, such as the number of 
case rates within each respective area. Fig. 1 presents 
the Population distribution of Alabama in 67 
counties in, the USA. 

1. Related works 

The COVID-19 pandemic demanded the quick 
development and implementation of new statistical 
approaches for modelling and predicting viral 
propagation [1]. Bayesian analysis and the INLA 
method have emerged as useful techniques for 
dealing with complicated spatial and spatio-temporal 
data [36, 44, 52]. 

Bayesian analysis and the INLA method have 
proven essential in tackling the complex spatial and 
spatio-temporal data associated with COVID-19. 
These techniques enable the incorporation of prior 
information and hierarchical structures, offering 
robust frameworks to handle the uncertain- ties and 
variability in epidemiological data. For instance, 
hierarchical Bayesian models have been applied to 
COVID-19 case data in Bangladesh to account for 
spatial autocorrelation, thus identifying clusters of 
high prevalence and providing more accurate risk 
assessments [22]. 

Figure 1. Population distribution of Alabama per 

county 

Similarly, in Europe, spatio-temporal Bayesian 
models have been utilized to study the spread and 
control measures’ impact across Spain, Italy, and 
Germany, demonstrating how these models can 
inform public health decisions by capturing the 
temporal dynamics and spatial heterogeneity of the 
pandemic [20]. Furthermore, addressing data 
reporting issues, hierarchical Bayesian models 
correct misreporting in the U.S., enhancing the 
reliability of spatial risk estimates [10]. As far as the 
authors are aware, this research represents the 
pioneering effort in utilizing visualization 
techniques for spatial data in the con- text of 
statistical modelling and analysis of the relative risk 
linked to the COVID-19 pandemic specifically in 
Alabama, USA, using Bayesian analysis coupled 
with the INLA method. 

2. Spatial Data 

Spatial data can be described as outcomes or 
observations of a random process that is associated 
with specific spatial locations [5, 46]: 𝑌 ≡ {𝑦(𝑠), 𝑠 ∈  𝐷} (1) 

where Y represents a set of measurements 

conducted at the spatial units’ s D . The subset D in Rd 

(d = 2 in this context) establishes the spatial domain. 

Using the characteristics of the domain D, spatial data 

can be categorized as areal (or lattice) data, geo 
statistical data, or point patterns data. 

Areal or lattice data is a type of spatial data that 
emerges when a specific geographic region, known 
as a fixed domain, is divided into a finite number 
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of sub-regions [3]. These sub-regions serve as units 
for aggregating various outcomes or events. Areal 
data find applications in a range of fields and can 
be found in diverse contexts. Understanding the 
data’s structure is crucial because specific 
analytical methods are better suited for certain data 
types. Being aware of the data’s characteristics helps in 
selecting the most suitable analytical approaches. 

In                     the case of data referring to areas, the location 
of each object needs to satisfy an agreed convention 
[19]. If the areas are irregular shapes, then one 
options is to select a representative point such as 
the area or population-weighted centroid, and then 
use the same procedure as for a point object to 
provide        si. Alternatively, each area can be labelled, 
and a lookup table can be provided to match rows of 
the data matrix to the corresponding areas on the 
map. 

In disease mapping, the fundamental situation in- 
volves utilizing spatial data specifically related to 
distinct, non-overlapping n sub-regions [12]. A few 
examples of areal data include the count of cancer 
cases in different counties, the number of road accident 
reported in various provinces, and the proportion of 
people living below the poverty line in census tracts 
[34], etc. In each case, the fixed domain, such as a 
county, province, or census tract, is divided into 
smaller sub-regions, enabling the aggregation of 
relevant information within those subregions. In 
general, data related to a specific area are often 
observed and recorded within spatially aggregated 
domains, such as administrative geographies like 
postcodes, counties, or districts. 

Rather than focusing on specific locations, Our 
study encompasses all 67 counties in Alabama, 
utilizing a dataset obtained from the official Kag- gle 
repository source. The dataset contains daily- 
updated information on reported cases and deaths in 
the United States, documented at both state and 
county levels. The dataset consists of two primary 
CSV files: ’covid_us_county.csv,’ containing 
columns such as fips, county, state, latitude, long, 
date, cases, state-code, and deaths; and 
’us_county.csv,’ featuring columns like fips, county, 
state, state-code, male, female, median-age, 
population, female-percentage, latitude, and long. 
Addition- ally, the collection includes US county 
shape files for geospatial plots in formats like 
’us_county.shp,’ ’dbf,’ ’prj,’ and ’shx’.  

However, the earliest reported incidents in the 
original dataset traced back to January 22, 2020. For 
the scope of our study, which centred on the state of 
Alabama, we rigorously filtered the information, 
yielding a total of 1,024 records. During the 
preprocessing and cleaning step, certain entries were 
eliminated, notably those with duplicate geo- 
identifier fields and unsigned county values. Our 
investigation is limited to the period between March 

11, 2020, and December 31, 2022, encapsulating the 
period with the first nonzero values. The refined 
dataset will be employed in our analysis, 
emphasizing key fields such as county (the English 
name for the county), longitude, latitude (geographic 
co- ordinates of the region’s centroid), cases 
(number of confirmed COVID-19 cases), population 
(population of the county), and geometry (polygon 
de- scribing the geographical area). 

3. Data Processing and plot Generation for 

COVID-19 Dataset Analysis 

In the data processing and categorization phase of 
our COVID-19 dataset analysis, we utilized the R 
programming language, leveraging key packages 
like "Simple Features in R" (sf), more over a set of 
packages called "tidyverse" that share a high-level 
design philosophy and low-level grammar and data 
structures [54]. The "sf" package facilitated spatial 

data manipulation, notably through the st_sf() 

function, creating spatial data frames with seamless 

geographic integration. Functions like st_read() 

and st_write() ensured efficient reading and writing 

of spatial data in various formats. Concurrently, the 
"tidyverse" package, encompassing vital R packages, 
streamlined general data manipulation tasks. 
Functions from "dplyr" within the tidyverse, such as 
filter (), mutate (), and summarize (), played a crucial 
role in non-spatial data processing, ensuring a 
consistent and efficient methodology. The technical 
integration of "sf" and "tidyverse" contributed to a 
well-structured approach in handling both spatial and 
non-spatial aspects of the COVID-19 dataset. 

Understanding the organization of COVID-19 data 
frames is crucial for accurately analysing and 
interpreting pandemic-related information. Fig. 2 
illustrates the fundamental structure of the COVID-
19 data frame and the method for man- aging 
Alabama county shapefiles.  

 

Figure 2. Structure of Covid-19 Data frame 

and Alabama county shapefile process. 

Additionally, it highlights the key statistical 
functions utilized for data analysis. In this process, 
we merge these two tables using a shared key aligned 
with our research objectives. This merging approach 

https://www.kaggle.com/datasets/headsortails/covid19-us-county-jhu-data-demographics
https://www.kaggle.com/datasets/headsortails/covid19-us-county-jhu-data-demographics
https://www.kaggle.com/datasets/headsortails/covid19-us-county-jhu-data-demographics


G. Dejene and Gy. Terdik – Acta Technica Jaurinensis, Vol. 17, No. 3, pp. 130-142, 2024 

133 

allows us to integrate  pertinent data from both 
sources, facilitating a more comprehensive 
investigation and interpretation of COVID-19 trends 
at the county level. By amalgamating data from the 
COVID-19 data frame with Alabama county 
shapefiles, we are equipped to get insights into the 
geographical distribution of cases, demographics, 
and other relevant factors influencing the 
pandemic’s trajectory. 

To enhance the presentation of selected data such 
as COVID-19 cases, expected cases, SIR, and 
relative risk, we apply a statistical technique:  𝑔𝑟[1] = 𝑚𝑖𝑛 + 𝑚𝑒𝑑𝑖𝑎𝑛 − 𝑚𝑖𝑛2.5   (2) 

𝑔𝑟[2] = 𝑚𝑖𝑛 + 2 (𝑚𝑒𝑑𝑖𝑎𝑛 − 𝑚𝑖𝑛2.5 ) 
(3) 

𝑔𝑟[3] = 𝑚𝑎𝑥 − 2 (𝑚𝑎𝑥 − 𝑚𝑒𝑑𝑖𝑎𝑛2.5 ) 
(4) 

𝑔𝑟[4] = 𝑚𝑎𝑥 − 𝑚𝑎𝑥 − 𝑚𝑒𝑑𝑖𝑎𝑛2.5  
(5) 

following the consolidation of all data frames. This 
technique involves defining groups (denoted as gr) 
using quartile splits, incorporating statistical 
measures like minimum (min), maximum (max), and 
median. 

The vector "gr" plays a pivotal role in capturing 
these quartile breakdowns, facilitating more de- tailed 
data segmentation and analysis. Quartile borders are 
determined systematically as follows: - The lower 
boundary of the first quartile, gr[1], is computed by 
adding a fraction of the range between the lowest and 
median to the minimum value. The up- per boundary 
of the first quartile, gr[2], expands proportionally on 
that range. Similarly, the lower boundary of the third 
quartile, gr[3], is calculated by subtracting twice the 
proportion of the range be- tween the maximum and 
median from the highest value. In contrast, the upper 
boundary, gr[4], is determined by deducting the 
fraction of that range. The resulting rounded values 
of gr (rounded to three decimal places) lead to the 
segmentation of the dataset into five distinct groups: 
"Very Low," "Low," "Medium," "High," and "Very 
High," based on the distribution of "confirmed cases" 
versus "expected cases". This approach ensures a fair 
and meaningful classification, contributing to a 
comprehensive understanding of the variables’ 
distribution                              within the dataset. 

II. METHODOLOGY 

The dataset, sourced from Kaggle, underwent 
initial filtration to focus specifically on Alabama 

counties ties. Subsequently, relevant information 
about population, COVID-19 cases, and counties 
was systematically extracted and organized. To 
enhance data interpretability, temporal 
considerations were integrated, limiting the dataset 
to the period from March 11, 2020, to December 31, 
2022. This inspection will endorse the statistical 
analysis method that will be useful in summarizing 
the information in the data set. 

In Table 1 statistical summary of the data is 
presented. From 2020-03-11 to 2022-12-31, for 147 
weeks an average of 23417 people were infected 
with COVID-19 in different counties of Alabama, 
USA. According to the data, the maximum number 
of cases is 225876 and the minimum is 2196 
registered in counties Jefferson and Greene 
accordingly. It is worth mentioning that these latter 
statis- tics also depend on the counties’ population. 
These counts are influenced by both the size and 
demographic makeup of the populations residing in 

each area. The relative COVID-19 cases ri= Yi/Popi 
provide more specific information according to the 
counties where Popi is the population of county i. 
Now let us assume that the COVID-19 has uniformly 
spread throughout the state. Then the number of 
cases in the state is proportional to the population of 
the state with the ratio 

ρ = ∑ 𝑌𝑖/67
𝑖=1 ∑ 𝑝𝑜𝑝𝑖67

𝑖=1  
(6) 

i.e., the rate ρ is calculated by dividing the total 
number of cases by the state’s total population. We 
have ρ = 0.32%. To address the influence of the 
counties, the expected numbers of dis- ease risk E1, 
..., E67 are determined through indirect 
standardization. The expected counts Ei for each 
county i, where i = 1, ..., 67 is computed as: 𝐸𝑖 = ρ × 𝑝𝑜𝑝𝑖  (7) 

We normalize the relative cases such that we divide 

it with ρ, i.e. ri/ρ = Yi/ (ρPopi), this latter quantity 

is Yi/Ei and is called Standard Incidence Rate (SIR) 
[44]. We concentrate on modelling and investigating 
the SIR of COVID-19. The SIR is a straight- forward 
metric used to assess disease risk in specific areas 
[33, 34]. It is calculated as the ratio between the 
number of observed cases Yi and the number of 
expected cases Ei in the ith area,  𝑆𝐼𝑅𝑖 = 𝑌𝑖/ E𝑖 (8) 

Thus, an area with an SIRi > 0.893 corresponds to 
a high-risk area as there are more cases observed 
than expected. On the other hand, an area with an 

Table 1. Summary for COVID-19 cases data per county in Alabama State 

Min. 1st Qu. Median Mean 3rd Qu. Max. Var 

2194 5634 10357 23417 28833 225876 225876 



G. Dejene and Gy. Terdik – Acta Technica Jaurinensis, Vol. 17, No. 3, pp. 130-142, 2024 

134 

SIRi < 0.708 corresponds to a low-risk area. Figure 4 
and 5. provides a visual representation of the SIR 
map. However, the SIR becomes an unreliable 
measure of disease risk, particularly when dealing 
with rare diseases or small populations at risk, 
resulting in small values for the expected number of 
cases Ei. Due to this instability, researchers often opt 
for an alternative approach to estimate risk by 
utilizing model-based methods [11, 13]. 

To visually represent each group, a custom colour 
palette was defined. Utilizing the ggplot2 pack- age, 
we crafted an informative choropleth map, 
employing distinct colours to distinguish and 
delineate geographical locations based on their 
respective value of case groups. 

Improved interpretability was achieved by adding 

labels to the map using the  geom_sf_text function. 

This methodology facilitated the creation of 
insightful plots, as exemplified by Fig. 3 and Fig. 4, 
offer a comprehensive dataset representation. 

Fig. 3a and 3b provide insightful visualizations of 
the pandemic’s impact across diverse counties in 
Alabama. Each county is represented by a shaded 
area, with colours indicating the disparity between 
actual confirmed actual cases and expected cases. 
The accompanying legend serves as a reference, 
establishing a connection between colours and 
specific categories of cases and expected cases. 
Counties shaded in green, like Choctaw, 
Washington, Wilcox, and Clay, indicate a "Very 

Low" number of expected cases compared to the 
actual confirmed cases. Conversely, yellow areas, 
covering counties such as Pickens, Randolph, and 
Geneva, signify a "Low" number of actual cases 
compared to the expected ones. White regions, 
encompassing counties like Chilton, Lee, Coffee, 
and others, signal a "Medium" difference between 
observed and expected cases. Counties shaded in 
light blue, such as Madison, Tuscaloosa, Shelby, and 
others, demonstrate a "High" difference, while 
areas shaded in pink, including counties like 
Jefferson and Mobile, are associated with "Very 
High" disparities in the numbers of actual confirmed 
and expected cases. 

The visual presentation depicted in Fig. 4 offers a 
comprehensive overview, facilitating the 
identification of regions exhibiting heightened SIR 
on the left Fig. 4a and, juxtaposed with the posterior 
relative risk on the right Fig. 4b, about COVID-19. 
This aids in grasping the spatial spread of disease 
prevalence and plays a pivotal role in pinpointing 
hotspots or areas of particular concern. Specifically, 
nine counties: -Colbert, Franklin, Morgan, Winston, 
Cullman, Walker, St. Clair, Clay, and Hale have 
been classified as hotspots due to their SIR values 
exceeding 0.893 on the SIR map. Similarly, al- most 
identical results were achieved using the same 
classification threshold value, except for two 
counties Choctaw and Russe which were classified 
as low-risk counties based on SIR but as high-risk 
hotspots in the posterior risk maps. 

 

(a)       (b)  

Figure 3. Map of Alabama: Covid-19 Confirmed cases (a) and Expected cases (b) per Counties. 
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This highlights the effectiveness of utilizing both 
SIR and posterior relative risk in tandem for dis- ease 
surveillance and hotspot identification. The SIR 
values provide insight into the standardized 
incidence rates, enabling comparisons across regions 
while considering population differences. 
Conversely the posterior relative risk offers a 
nuanced understanding of the risk of disease 
occurrence in one area compared to a reference 
group, allowing for a more localized assessment of 
risk. In this case, the discrepancies between SIR 
and relative risk classifications for Choctaw and 
Russe counties underscore the importance of 
considering multiple metrics for a comprehensive 
understanding of disease distribution and risk 
assessment. 

1. Model 

In epidemiology, disease mapping has a long his- 
tory, and one of its main objectives is to look into the 
spatial distribution of disease burden [15, 27].  At 
the county level, the BYM model [2, 4, 39] was 
utilized to investigate the geographical 

distribution of the SIR of COVID-19 connected to 
Relative risk It is a widely used spatial model that 
acknowledges the spatial correlation of data and 
recognizes that neighbouring areas exhibit greater 
similarity than distant areas [6, 10, 44, 49]. 

This model incorporates a spatial random effect 
that smooths the data based on a neighborhood 
structure. Additionally, it includes an unstructured 
exchangeable component that captures uncorrelated 
noise [34,51]. To visualize and understand the 
relationships between variables and COVID-19 
relative risk, we consider COVID-19 dataset with 
spatially referenced dataset with spatially referenced 
observations Yi at location i, and let S be the set of 
all locations in Alabama state. The Poisson 
distribution is commonly employed as a standard 
model for count data [21, 47]. It serves as the 
foundation for many of the count models utilized by 
analysts today within a hierarchical Bayesian 
framework [9, 35]. The Bayesian spatiotemporal 
model is critical for assessing disease propagation 
and identifying places with high incidence rates 
across time and space [25]. This model, which 
incorporates the susceptibility infection recovery 
paradigm, enables a complete examination of illness 
trends within populations. It successfully considers a 
variety of factors that influence illness prevalence, 
including physical geographical components such as 
temperature, rainfall, and air pollution, as well as 
socioeconomic elements such as economic 
indicators, healthcare accessibility, and 
demographic characteristics. The applications of 
Bayesian spatiotemporal models are numerous and 
important [53]. Firstly, in dis- ease surveillance, 
these models provide real-time risk assessments and 
dynamically monitor disease spread. Secondly, they 

 

(a)        (b)  

Figure 4. Visualization of SIR (a) and postier risk ζ (b) for cases per Counties, Alabama. 
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assist in epidemic forecasting by simulating 
spatiotemporal disease patterns, enabling accurate 
predictions and timely interventions. Numerous case 
studies have validated the effectiveness of these 
models [42, 43, 45]. The BYM model assumes that 
the observed counts follow a Poisson distribution: 𝑌𝑖 ∼ poisson (𝜆𝑖) (9) 

where λi is the expected rate at location i. The key 
feature of the BYM model is the decomposition of 

the expected rates λi = ρiEi where ρi corresponds to 
the relative risk in area i. Here Ei denotes the 
expectation of the number of cases for each area and 
acts as an offset to the Poisson model. In this case, 
the linear predictor is defined on the logarithmic 
scale 𝜂𝑖 = log(ρ𝑖) =  𝑎0 + 𝑢𝑖 + 𝑣𝑖 (10) 

such that ρi = exp (α + ui + vi). In this equation α 

represents the average rate across all areas, ui is the 
spatially structured residual, and vi is an 
unstructured exchangeable component that is 
modeled as independent and identically distributed 

normal variables with zero mean and variance σ 2. In 
the BYM model, the spatially structured residual, ui, 
of (6) is modeled using the intrinsic conditional on 

neighbors u−i autoregressive (iCAR) specification 

𝑢𝑖⎹ 𝑢−𝑖 ∽ 𝑁𝑜𝑟𝑚𝑎𝑙 (µ𝑖 +  ∑ 𝑟𝑖𝑗(𝑢𝑖 − 𝑢𝑗)𝑛
𝑗=1 , s𝑖2  ) 

(11) 

In the context of equation (6), µi represents the 
mean value for area i, and s2 = σ 2/Ni corresponds to 
the variance within the same area. The variance de- 
pends on the number of neighbours Ni that an area 
has, meaning that if an area has a larger number of 
neighbours, its variance will be smaller [37]. This 
variance structure acknowledges that when there is a 
strong spatial correlation, areas with more 
neighbours contain more information in the data 
regarding the value of their random effect. The 
variance parameter σ 2 controls the amount of 
variation be- tween the spatially structured random 
effects. The value of ri j represents the spatial 
proximity between areas and can be computed as: 𝑟𝑖𝑗 = {1/𝑁𝑖 , 𝑖𝑓 𝑎𝑟𝑒𝑎𝑠 𝑖 𝑎𝑛𝑑 𝑗 𝑎𝑟𝑒 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (12) 

It is important to note that rii is set to 0. County 
specific relative risks of cases are estimated as ζi = 
eα+ ui + vi. The above formulae of the BYM model 
are used for mapping COVID-19 incidences and are 
implemented using R-INLA see [24, 36, 45]. 

2. Integrated Nested Laplace Approximation 

The INLA is a powerful computational approach 
designed for approximate Bayesian inference in 
complex hierarchical models, particularly when 
dealing with latent Gaussian models [41]. The core 

idea behind INLA is to use a combination of nested 
Laplace approximations to efficiently compute 
posterior distributions without resorting to 
traditional, often computationally expensive, 
Markov Chain Monte Carlo (MCMC) methods [17]. 
INLA has gained popularity due to its ability to 
handle high-dimensional problems and provide 
accurate approximations quickly [34, 41]. It is 
particularly well-suited for spatial and 
spatiotemporal models, allowing for the analysis of 
complex data structures in fields such as 
epidemiology, environmental science, and disease 
mapping. INLA’s flexibility and efficiency have made 
it a valuable tool in various application areas, 
including risk assessment, ecology, and public 
health, where researchers of- ten needs to model 
intricate dependencies and un- certainty in data. 

A practical example of INLA’s application is in 
analysing the spread of infectious diseases like 
COVID-19 [36]. For instance, public health officials 
seeking to understand the geographic distribution of 
COVID-19 cases within a state like Alabama might 
consider factors such as population density, 
healthcare access, and socioeconomic conditions. By 
employing the INLA model, they can construct a 
spatial regression framework that incorporates these 
variables while accounting for spatial relationships 
between neighbouring regions. 

3.  Dataset Analysis 

In this study, the BYM model [8] was used to 
explore the spatial distribution of COVID-19 risk in 
Alabama. We estimated the relative risk (RR) of 
COVID-19 incidence for each county in Alabama 
state and compared it to the SIR and RR, which were 
used as the baseline reference, and calculated 95% 
credible intervals (CrI). The RR was significantly 
higher than 1 when the 95% CrI was over 1.  A map 
of the incidence patterns or probability risk was then 
generated using the RStudio 2023.06.2 version. 

III. RESULTS 

This study was initiated to investigate the relative 
risk of COVID-19 cases in Alabama counties and 
yields significant findings. 

This outcome implies an average decrease of 4.3% 
in the COVID-19 cases rate across the 67 surveyed 
counties. The incorporation of a 95% credibility 
interval enhances precision, supplying a range 
within which we can confidently assert that the ex- 
potentiated intercept’s true value exists. The interval, 
ranging from 0.927 to 0.987, corresponds to a 95% 
probability that the real impact lies within this 
bracket. To be more specific, the interval suggests a 
potential reduction in the COVID-19 cases rate, 
spanning from 7.3% to 1.3%. In essence, the 
combined implications of the posterior mean and 
credibility interval indicate a statistically 
substantiated average decline in the relative risk of 
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COVID- 19 across Alabama counties, providing 
valuable insights for shaping public health decisions 
and policies. In the risk classification process, it is 
crucial to prioritize areas for intervention and 
address heightened morbidity and mortality in future 
outbreaks by examining the geographic spread of 
extreme relative risks. To achieve this goal, we 
utilize a combination of data manipulation and 
visualization techniques to develop an informative 
and visually captive risk. To pinpoint regions with 
increased, occurrence of a specific phenomenon, we 
adopt criteria rooted in exceedance probability. The 
probability that the relative risk of area i is higher 
than a value c can be written as P (ρi > c). This 
probability can be calculated by subtracting P (ρi c) 
to 1 as follows: 

P (ρi > c) = 1 − P (ρi ≤ c) (13) 

To compute the probability P (ρi c) in R-INLA, use 
the inla.pmarginal() function with ρi’s marginal 
distribution and c as the threshold value. The spatial 
exceeding probability is calculated using the 
posterior distribution of the relative risk. This 
analytical metric gives useful information about the 
likelihood of the calculated posterior relative risk 
exceeding a predefined threshold value inside a 
specific area.  

Fig. 5 illustrates the COVID-19 county SIR 
(Standard Incidence Rate) trends about Alabama 
mortality rates from March 11, 2020, to December 
31, 2022. This graphic has five unique color-coded 
groups. Some Alabama counties, including Walker, 

Etowah, Hale, Lowndes, and Crenshaw, have 
considerably higher relative risks of COVID-19 
incidence and mortality rates, above the baseline 
reference of > 1, placing them in the orange category. 
In contrast, about four counties, including Madison, 
Shelby, Lee, and Russell, had much reduced relative 
risks in both COVID-19 instances and mortality 
rates and so were allocated to the green group. It’s 
worth noting that the remaining counties typically 
fell somewhere in between these extremes, as 
indicated by the plot’s legendary different colour 
ranges. Identifying hotspots or regions of danger is 
crucial for evidence-based policymaking since these 
sites act as epicentres, playing an important role in 
the spread of phenomena, such as diseases or other 
occurrences. 

Fig. 6 presents hotspots with posterior prob- 

ability P (eρi > 1 y) of relative risk of COVID-19 
cases versus deaths. The figure shows that the bulk 
of relative cases hotspots emerged in the Northern 
and central counties of Alabama, including 
Lauderdale, Madison, Jackson, Franklin, Jefferson, 
and Shelby, to mention a few.  

Furthermore, certain northern and central counties 
nearby (though not neighboring) continued to be 
identified as hotspots for death risk, albeit in fewer 
numbers. These counties include Pickens, Greene, 
Lawrence, Etowah, Calhoun, Covington, among 
others. Fig. 6 shows the discrepancy between 
counties where the relative risk and likelihood of 
death are greater than one. 

 

(a)        (b) 

Figure 5. Visualization of SIR (a) and posterior risk ρ (b) of deaths per Counties, Alabama. 
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Using relative risk as an illustration, Fig. 6a and 6b 

demonstrates that the county at the center has a 
relative risk surpassing one (depicted in orange), yet 
it is not classed as a hotspot (marked by a green hue). 
This is because its exceedance probability is less 
than 0.398, hence it does not qualify as a hotspot. 

IV. DISCUSSION 

The fundamental goal of disease mapping is the 
identification of high-risk locations, which is 
essential for formulating effective public health 
strategies. The consequences of a disease mapping 
model inaccurately predicting cases or deaths in 
these high-risk regions could lead to misaligned re- 
source allocation decisions that do not address the 
actual health needs. Additionally, understanding 
areas with distinctly low risk is crucial, not only for 
optimizing resource allocation but also for 
discerning environments that foster a reduction in 
health risks.  

This study was centred on spatial data processing 
for statistical modelling and visualization, 
specifically utilizing the BYM model in R-INLA 
package for COVID-19 in the case of Alabama. We 
focused on estimating the relative risk of COVID-
19 across 67 counties, underscoring the critical 
importance of accurate disease mapping in public 
health endeavours. The results of our analysis, 
particularly the posterior mean of the exponentiated 
intercept, revealing a substantial 4.3% decrease in 
the COVID-19 case rate, offer indispensable in- 

sights. The 95% credibility interval of 0.927 to 0.987 
linked with our findings enhances the robust- ness of 
our estimations, presenting a nuanced range of 7.3% 
to 1.3%. 

V. CONCLUSION 

In conclusion, this study leveraged spatial data 
processing, Bayesian analysis, and advanced 
statistical modeling, specifically employing the 
INLA model, to investigate the relative risk of 
COVID-19 cases across Alabama counties. The 
calculated posterior mean of the exponentiated 
intercept α value for relative risk indicated a 
statistically significant average decrease of 4.3% in 
the COVID-19 risk rate. The incorporation of a 95% 
credibility interval (0.927 to 0.987) added precision to 
the findings, providing a range within which the true 
value of the exponentiated intercept is likely to 
exist, suggesting a potential reduction in the COVID-
19 cases rate ranging from 7.3% to 1.3%. It is worth 
noting that the posterior mean of the exponentiated 

intercept α = 1.1126 with credibility interval 

(1.0387 to 1.1903). This implies that α > 1 is 
significant, contrary to the cases when it is smaller           
than 1. 

These results hold substantial implications for 
public health decision-making, guiding 
policymakers in prioritizing areas for intervention 
based on the relative risk distribution. The 
classification of risk, depicted in the visual 
representation of COVID- 19 relative risk patterns 

  

(a)        (b)  

Figure 6. Visualization of posterior probability P (eρi > 1 y) of relative risks, per Counties, Alabama. 
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across Alabama counties from March 11, 2020, to 
December 31, 2022, revealed notable disparities. 
Counties such as Colbert, Franklin, Morgan, 
Winston, Cullman, Walker, St. Clair, Clay, and Hale 
exhibited significantly higher relative risks, 
categorizing them in the orange color group. In 
contrast, several counties with a relative risk range 
below 0.398 were designated as green, indicating 
lower risk. Notably, counties like Lowndes and 
Butler fell within the moderate risk range (0.398 to 
0.796), as depicted by the white                hue. 

This comprehensive analysis, combining statistical 
insights with visual representations, contributes 
valuable information for proactive public health 
measures. By identifying regions with elevated risk, 
authorities can strategically allocate resources, 
implement targeted interventions, and mitigate the 
im- pact of future epidemics. The integration of 
spatial data processing and visualization techniques 
enhances our understanding of the geographic 
distribution of relative risk, fostering informed 
decision- making for effective public health 
management. 

NOMENCLATURE 

ρ The autocorrelation 
BYM Besag, York, and Mollié 
E Expected value of a random variable, 
in unite of a random variable. 
GIS  Geographical Information Systems 
POP Population of county. 
RR Relative Risk. 

SIR Standardized Incidence Rate. 
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Abstract: Integration of distributed generators in micro grid causes bidirectional current flow as a result of the 
need for readjustment of the setting of the overcurrent protective relays in the electrical network. 
Adaptive coordination is one of the solutions that adjust the setting of protective relays according to 
the dynamics of the distribution network. Various algorithms had been reported on the adaptive 
coordination of time overcurrent relays. This paper reports a survey about the coordination of time 
overcurrent relays in micro grid electrical distribution network. The review found that there is limited 
research on distributed control rules of the multi agent coordination of protection relays. Furthermore, 
it was found that the trend of coordination algorithms focused on the nature inspired algorithms. 
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I. INTRODUCTION 

The electrical distribution network 
encompasses the electrical conductors transporting 
electrical energy from sources to sinks. In this 
context the sources are represented by the electrical 
generators and substations, and the sinks are 
represented the electrical loads. The electrical 
distribution networks are geographically distributed 
in a non-uniform arrangement based on the 
settlements of the societies who are the users of the 
electrical energy. Load current in electrical 
distribution networks varies close to the setting of 
protective relays the condition that causes false 
tripping commands of relays. In the legacy electrical 
distribution network the source of power is the utility 
source, however the higher demand on power and 
reliability issues have brought the need for 
installation of distributed generators in the electrical 
distribution network near the load centres. The 
modern electrical distribution network has different 
sources of power including solar power, distributed 
generators, and energy storage systems; all these are 
integrated in the distribution networks to supply 
power required for the loads. Along the distribution 
networks, there are protection devices to control the 
electrical power. Relays are among the protection 

devices that sense and send tripping commands to 
the circuit breakers on the occurrence of a fault. As 
the network expands the number of relays increases 
and their accuracy of operation depends on 
coordination. Coordination of relays in the electrical 
distribution network is among the classical 
protection problems with the objective to set the 
operating time for the relays as accurately as possible 
to allow the proper operation of the protection 
system when a fault occurs. The coordination of 
relays in electrical distribution networks is affected 
by the operating level of the electrical network, 
dynamics of the electrical current in the system, 
characteristics of protection devices, the type of the 
protection scheme, and the type of technology used. 
The operation of the power system protection 
devices involves current, and time. This approach 
had been a normal practice in the power system 
protection industry and its implementation had 
been revealed in transmission lines and 
substations. The need for installation of protection 
devices in the distribution networks brings 
attention about the parameters of the agents for 
protection.   
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Introduction of the overcurrent relays in 
power systems dates back in 1905 according to 
ABB products [1]. The coordination of 
overcurrent relays involves optimizing the setting 
of individual relay and was first reported in 1988 
[2]. The author in [2] used the minimax 
optimisation approach. Since the year 2012 
various articles about coordination of the 
overcurrent relays had been published. In 2012 the 
author in[3] reported the use of Seeker Algorithm 
for coordination of overcurrent relays. One of the 
drawbacks of the Seeker Algorithm is the high 
computational time requirement. In 2014 the 
Table based Algorithm was reported for use in 
inverse time overcurrent relay [4]. The 
disadvantage of the Table based Algorithm is the 
requirement for high memory resource but its 
advantage is high speed of performance [4]. The 
use of hybrid particle swarm optimization-
gravitational search algorithm for overcurrent 
relay coordination was reported in 2016[5]. The 
metaheuristic algorithm was reported in 2017 for 
coordination of overcurrent relays [6]. 
Advantages of metaheuristic algorithm is smaller 
processing time [6]. The use of metaheuristic 
algorithm was also reported in 2018 for 
coordination of overcurrent relays [7]. The hybrid 
Whale Optimisation algorithm and Grey Wolf 
optimizer algorithm was reported in 2019 for 
coordination of overcurrent relays [8]. The 
enhanced differential evolution multi-objective 
algorithm was reported in 2019 for coordination 
of overcurrent relays [9]. The Teaching Learning 
Based Optimisation algorithm was reported in 
2021 for coordination of overcurrent relays [10]. 
Advantage of the Teaching Learning Based 
Optimisation algorithm includes less 
computational efforts for problems of high 
dimensionality. According to the trend of 
publication, the research on new algorithms 
comes into application from time to time but no 
superior algorithms for every type of the problem 
[11]. The direction of research for optimisation 
algorithms shows that the nature inspired 
algorithms are among the state of the art methods 
for optimization [12]. 
With advancement of technology, the coordination 
of relays can be implemented either with 
communication or without communication. The 
coordination that is associated with communication 
builds up both the physical electrical connections 
and the communication between the relays. The 
combination of protection system and 
telecommunication results in teleprotection. Other 
literatures describe as the communication assisted 
adaptive protection. In teleprotection the relays are 
connected by the telecommunication network as 
shown in Fig.1.  

From Fig.1, the CB represents circuit breaker, IED 
represent the Intelligent Electronic Device, Tx 
represent transmitter, Rx represent the Receiver. The 
technology evolution of relays changed from static 
relays in 1974 to numerical relays in 1999 [1]. By the 
year 2000 the relays technology had advanced to 
digital relays and IEDs with high selectivity. 
Coordination of protective relays especially on 
overcurrent relays had been published by various 
researchers reporting different methods and 
techniques to improve the coordination of relays. 
There had been various review articles on the 
coordination of relays. A review of the protection 
challenges such as bidirectional fault current, and 
various levels of fault current under different 
operating conditions had been reported in [13]. The 
need for different settings for the protection devices 
placed along the network for micro grid had been 
addressed by the use of the logic selectivity method 
[14]. The Evolutionary Particle Swarm Optimisation 
algorithms based on Fuzzy systems had been used to 
address the challenges of designing robust and 
flexible power systems under a variety of operating 
conditions [15]. The method of Micro grid Central 
Controller reconfiguration algorithm based had been 
reported to address the change of topology of micro 
grids and dynamics in fault current magnitude [16]. 
Numerical optimisation-based solution to directional 
overcurrent relay coordination had been solved by 
Mixed Integer Linear Programming and 
Linearization of variables using disjunctive 
inequalities [17]. First Depth Search and Variable 
Neighborhood Search methods were applied to 
address the problem of difficulty in the 
determination of an optimal setting for relay 
coordination [18]. The need to have new protection 
schemes for modern power system had been 
addressed in [13]. Researches show that there are 
advantages of using teleprotection in coordination of 
relays [15-16, 19-20]. 

With the increasing complexity of modern 
distribution systems, the utilization of multi-agent 
coordination mechanisms has gained attention to 
enhance the performance and efficiency of 
teleprotection relays. Multi agent approach for 
coordination of relays had been reported in different 
articles [21-25]. Adaptive coordination has been 
reported in various articles about optimal 
coordination of overcurrent relays with the aim of 
overcurrent relays to self-adjust the setting of the 

Figure 1. Teleprotection Layout 
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protection when the operating limits change [24], 
[26-30].  In this paper there are four next sections. 
Section two contains the method that was used in the 
systematic review. Section three comprises of result. 
Section four is the section with the discussion. 
Section five provides conclusion from the review 
study. 

II. METHODOLOGY 

A systematic literature review was conducted to 
identify relevant research articles, conference 
papers, and technical reports. The selected research 
articles were those related to coordination of 
overcurrent relays and the use of multi-agent 
coordination in teleprotection relay systems. The 
selected studies were analyzed and synthesized to 
provide an overview of the current state of research 
in this area. The works of literature on the 
coordination of relays had been synthesized by a 
systematic review that employed the evidence-based 
practice methodology [31, 32], and used the results 
from various studies on the coordination of relays. 
Steps that were involved to carry out the systematic 
review included; identification, selection, 
assessment, extraction and synthesis. Selection 
involved screening the articles, extraction, and 
synthesis. The screening process was achieved by 
the use of the exclusion and inclusion criteria. To get 
an understanding of the research about coordination 
of relays the research questions were involved 
including; Where do the articles on coordination of 
relays in electrical networks are published? What 
types of articles had been published on the 
coordination of relays in electrical distribution 
networks? Which themes had been covered in the 
published literature on the coordination of relays? 
What method had been used in the published articles 
on the coordination of relays in electrical distribution 
networks?  

Searching of articles on the topic of protection and 
coordination of relays specified the publication time 
from January 2013 to December 2022. The articles 
were accessed from various online resources. The 
online resources included but were not limited to; 
google scholar, IEEE, web of science, Researchgate, 
arXiv, vendors of equipment, conference 
proceedings, and published standards. The inclusion 
and exclusion criteria were applied to screen the 
articles for further detailed review. The search 
involved the search theme and the search strategy 
(Table 1.). Some of the search theme included; 
coordination, adaptive, overcurrent relay. Some of 
the search strategies included: ‘relay’ OR ‘IED’ 
AND ‘coordination’ AND ‘adaptive’ AND 
‘protection’ AND ‘overcurrent’ AND ‘relay’ AND 
‘coordination’ AND ‘AC’ AND ‘microgrid’. ‘relay’ 
AND ‘coordination’ OR ‘multiagent’ OR ‘multi-
agent’. 

Inclusion criteria included analysis based on the 
theoretical papers, working paper, quantitative and 
qualitative empirical studies. There were many 
criteria for inclusion, to mention few criteria; the 
distribution network was also inclusion criteria, the 
microgrid was one of the inclusion criteria, and also 
the overcurrent protection was the inclusion criteria. 
Exclusion criteria included analysis based on the 
publication year beyond the specified, electrical 
transmission network, non-relevance of the contents 
of the article, and the article with language other than 
English. The searched articles were stored in the 
computer folder and the computer folder was added 
to the Mendeley Desktop [33]. The file name of the 
article had to have the author’s name, title of the 
article, journal name and year of publication. 
 

The published articles about coordination of relays 
that involved communication were further analysed 
in detail with the focus on the differential protection 
and overcurrent protection to obtain the extent of the 
application of the protection schemes. The methods 
for differential protection work on the principle of 
difference of the electrical current between two 
points. The sampled value packets loss was used for 
transformer differential protection, time-frequency 
transform-based differential protection had been 
reported for use in micro grid, also the Intelligent 
Differential Microgrid Protection Scheme had been 
reported. Other relevant published articles included 
the variable tripping time differential protection for 
micro grid, Feature Cosine and Differential Scheme 
for Micro grid, secure communication for line 
current differential protection systems over packet 
switched networks and Packet-Based Networks for 
Current Differential Protection Application. The 
overcurrent protection schemes work on the 
principle of pickup current setting of the protection 
device considering the constraint of the coordination 
time interval. 

In order to illustrate the involvement of the 
algorithms, this study adopted the three bus electrical 
network shown in Fig.2 [34, 35]. The set of data used 
in this study was as those in [35]. In this review the 
Genetic Algorithm (GA) was used to optimise the 
TMS of the backup relays and then the optimised 
TMS was used to compute the corresponding 
operating time. The results obtained by using GA 
were compared to the result from the literature [35].  

Table 1. Steps 

Step Output 

Searching  Total number of articles 

Screening  Abstract and title 

Eligibility Full text review 

Detailed analysis  
Quantitative/Qualitative 
Synthesis 
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The fault currents for the three bus network were 
as shown in Table 2 [35]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Equation (1) was the time current curve. 

t=TMS ( β
PSMα-1

) (1) 

Equation (2) was the objective function. 

F(t)=∑ ti

N

i=1

 (2) 

Equation (3) was the constraint. 

ti
backup- ti

primary≥CTI (3) 

where: 
ti is the operating time of individual relay in 

seconds. 
F(t) is the total operating time of all relays in the 

network. tiprimary
  is the operating time of the primary relay tibackup  is the operating time of the backup relay 

CTI   is the coordination time interval. 
N was the number of relays. 

The values of α and β were 0.02 and 0.14 
respectively. 

Equation (4) was used to compute the Plug Setting 
Multiplier(PSM). 

PSM=
CTRxFault current

Plug setting
 (4) 

The CTR was the current transformer ratio. The 
GA was implemented by python and the steps were: 

i. Start; 

ii. Initialise the parameters; 

iii. Initialise objective function; 

iv. Extract one parent in each iteration; 

v. Carry out crossover and mutation; 

vi. Return best result. 
 

The lower and upper limits of the TMS were 
0.1000 and 0.3000 respectively.  

III. RESULT 

Various articles used different types of networks for 
testing the proposed methods and algorithms. The 
operating time of the relay is the dependent variable 
that depends on the value of the load current and pick 
up current. The value of fault current was less than 
12 kA and the range of pickup current was between 
0.5 A to 1.15 A [36, 37]. Based on the time current 
curve characteristics, the published articles that 
mentioned the type of curve either used the IEC 
60255-3 or IEEE C37.112. However, some articles 
did not specify the reference type of the time current 
curve. There was high number of articles related with 
optimisation algorithms. The review identified 
several studies that explored the integration of 
multi-agent coordination to enhance 
teleprotection relay systems. These studies 
reported that the use of agents and 
communication-based protection demonstrated 
improvements in fault detection accuracy, 
reduction in communication delays, and increased 
reliability through collaborative decision-making 
among teleprotection relays. 

The articles focused on the areas such as 
coordination, algorithm, teleprotection, agent, and 
communication as shown in Fig. 3. Table 3. 
shows some of the algorithms that were used in 
the recent articles concerning the coordination of 
relays. Fig. 4. was the result for the extent of the 
use of the differential protection and overcurrent 
protection.  
 

 

 
 

 
 

 

Figure 2. Three bus network 

Table 2: Fault currents 

 

Primary 

Relay 

 Backup 

Relay 

 

Fault 

current 

(A) 

 Fault 

current 

(A) 

R1 2075.0 R5 400.7 

R2 1621.7 R4 700.64 

R3 1779.6 R1 760.17 

R4 1911.5 R6 622.65 

R5 1588.5 R3 558.13 

R6 1855.4 R2 380.70 



G. Mhagama et al. – Acta Technica Jaurinensis, Vol. 17, No. 3, pp. 143-151, 2024 

147 

IV. DISCUSSION AND CONCLUSION 

1. Discussion 

Although this article carried out the systematic 
review on coordination of relays in electrical 
distribution networks it does not lack limitation of 
the findings. Among the limitation that might have 
excluded the essential information for coordination 
of relays could be caused by specifying the year of 
publication because the year of publication was 
among the inclusion criteria, there could be best 
article in the topic under context that could have been 
excluded due to being out of the specified year of 
publication.  

With reference to the reviewed literatures, for 

teleprotection based coordination of relays, it had 
been reported that the Open Network Operating 
System controller based on the Software Defined 
Network had minimum failure occurrence compared 
to other controllers, which were tested for use in 
teleprotection. The optimisation of protection relays 
for the network with 14 protection relays 78.6 % of 
them were coordinated by an extremely inverse 
curve [15]. For two different methods; one used the 
potential energy boundary and another used the 
bisection, there was a difference of 2.028 cycles [15]. 
From the reviewed articles the percentage of studies 
based on differential protection method was 24%, 
while the percentage studies based on overcurrent 
relays was 76% as shown in Fig. 3. Most of the 
differential protection systems were implemented in 
power transmission lines in which the differential 
relays installed in transmission substations use the 
difference in currents to detect the faults while 
communicating with the remote relays through 
telecommunication channel. Further the analysis 
also was carried out moving from the power 
transmission line to the lower level of the power 
distribution line, the lower was the percentage of the 
application of the teleprotection with overcurrent 
relays. The implication was that there were few 
studies carried out using teleprotection with 
overcurrent relays in the power distribution 
networks. 

Based on the type of electrical network; when the 
benchmark IEC microgrid was used the result of the 
operating time for the relays had a minimum value 
of 0.0118s and a maximum value of 1.59s for 
individual relays [37]. The operating time for 
individual relays of the network with distributed 
generators had a minimum of 0.01s and a maximum 
of 1.3s [15].  The result of operating time for the 
backup relays in this review had greater spread in 
values as compared to the result from the literature. 
The average operating time for backup relays for 
three bus network was 0.63 seconds with the 
standard deviation of 0.24 in this review. The 
literature for comparison had average operating time 
of 0.62 seconds with the standard deviation of 0.1. 
The trend of publication on the coordination of 
relays in electrical distribution networks has been 
growing and is expected to grow as technology 
changes and new computational methods keep on 
evolving. The decentralised adaptive fuzzy based 
system had good performance compared to enhanced 
particle swam optimisation when used in the 
network with distributed generators [15]. The 
analysis was also carried out to find the extent of the 
use of the distributed multi agent coordination for 
relays as compared to other areas of control different 
from the coordination of relays. Distributed multi 
agent coordination had been mostly conducted in 
areas of unmanned aerial vehicles, unmanned 
ground vehicles, autonomous underwater vehicles, 
robotics, satellites, and game theory [38-45]. There 

 

Figure 3. Focus area of the published articles 

 

Table 3: Result for backup relays 

 

Literature 

 

This 

Review 

Relay Time[s] Time[s] 

R1 0.5482 0.5066 

R2 0.6840 0.6163 

R3 0.6686 0.4942 

R4 0.5826 0.6056 

R5 0.4973 0.4750 

R6 0.7541 1.1102 

 

 

Figure 4. Differential and Overcurrent 

protection 
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are limited articles about the use of distributed 
leaderless multi agent coordination for coordination 
of protection relays.  

The findings suggest that multi-agent coordination 
holds significant potential for enhancing the 
performance and reliability of teleprotection relays 
in electrical distribution networks. The collaborative 
nature of multi-agent systems enables efficient fault 
detection and isolation, leading to improved network 
resilience and reliability. 

2. Conclusion 

Most of the publications about the coordination of 
relays focus on adaptive protection through the use 
of information and communication technologies to 
design the coordination techniques capable to make 
relays adjust automatically their operational 
parameter settings according to the changes in the 
behavior of the electrical network. On the 
perspective of the use of communication in the 
protection relays most of the articles published about 
the coordination of relays mainly focus on the 
communication technologies that reduce 
communication delay. Although most of the articles 
didn’t specify communication technologies required 
for teleprotection; it falls in the category of 
operational technology and not information 
technology. In other words, the communication 
required for protection relays is the operational 
technology. The operational technology can’t 
tolerate the drop of the message communicated 
between the devices. In operational technology the 
dropped message when it was sent becomes useless 
and no need to push the message in time other than 
when it was sent. Based on the review it is 
undoubtedly that protection relays are 
geographically distributed on the land and they carry 
out computation of variables, there is a lack of 
control laws for the multi agent coordination of 
protection relays in electrical distribution networks. 
The relays and IEDs in the electrical distribution 
networks are geographically distributed according to 
the network of the streets and settlement of the 
society that uses electrical energy. Modeling the 
relays and IEDs using multiagent approach is 
essential to obtain the modern way to control these 
distributed protection components in the electrical 

network. 

This systematic review provides a comprehensive 
overview of the current state of research on the 
application of multi-agent coordination for 
teleprotection relays in electrical distribution 
networks. The findings highlight the potential 
benefits of utilizing multi-agent coordination in 
enhancing fault detection accuracy, reducing 
communication delays, and improving the overall 
reliability of teleprotection relay systems. In this 
paper, a systematic review was carried out and 
obtained the findings from various studies, on the 
coordination of relays in terms of operating time of 
protection relays in electrical distribution networks. 
Findings used the available data to build on the 
evidence about various techniques in coordination of 
relays. The findings incorporated the requirements 
for innovation in the coordination of relays in the 
protection of the electrical network. It was evident 
from the review that most of the studies concerning 
multi agent coordination had been carried out in 
other areas different from protection relays. Also, the 
review found that the studies that reported about the 
coordination of protection relays had limited 
coverage of the distributed control rules. Therefore, 
there is limited research on distributed control rules 
of the multi agent coordination of protection relays. 
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