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Osszefoglaldis — Kutatasunkban az EuRepoC adatbazisat
hasznaltuk a jovébeli kibertamadasok elérejelzésére.
Neuralis halozatokat, timogato6 vektorgép modelleket és Fine
Tree algoritmust hasznaltunk. Emellett egy Fuzzy alapu
kockazatelemz6t is fejlesztiink az allamilag tamogatott
kibertimadasokhoz. Kutatisunk folytatédik, igy csak
részeredmények vannak a cikkben.

Kulcsszavak: EuRepoC, Kibertamadasok elérejelzése, predikcio,
Al MI

Abstract — In our research paper we used the EuRepoC’s
database to make predictions for the future cyberattacks. We
used neural networks, support vector machine modells and
Fine Tree algorythm. We are also developing a Fuzzy based
risk analyzer for state sponsored cyber attacks. Our research
is continuing so there are only partial results in the paper.
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1 BEVEZETES

1.1 Motivacio

A kutatds ihletét az adta, hogy az idei félévben az
Erasmus+ program soran Prof. Dr. Zlatko Covi¢ altal részt
vehettiink egy cég latogatason a Studio Present cégnél
Szabadkan. Ahol bemutattak, hogy Ok fejlesztettek a
European Repository of Cyber Incidents (EuRepoC)
weboldalat. Ezen weboldalon rengeteg korabbi tamadast
dokumentaltak és gyljtottek 6ssze. Prof. Dr. Zlatko Covié-
al vald Dbeszélgetésink soran azon kezdtiink el
gondolkodni, hogy mit lehetne ezekkel az adatokkal
kezdeni.

1.2 Kutatds hasznosulasanak lehetoségei

Amennyiben kutatasunk eredményei hosszabb tadvon
pozitiv eredményt hoznak abban az esetben a korabb
mintazatok adatai alapjan képesek lehetiink bizonyos

napokat vagy iddszakokat kockazatosabbnak prediktalni
ezaltal el6ére tudunk késziilni human eréforrassokkal és
egyéb intézkedésekkel

2 EUREPOC

,»A European Repository of Cyber Incidents (EuRepoC)
egy fliggetlen kutatokonzorcium, amelynek célja a
kiberfenyegetések kornyezetének jobb megértése az
Eurdpai Unidban és azon kiviil. A 2022 novemberében
elinditott f6 célunk az adatkdzpontli megbeszélések és
politikaalkotas elémozditasa a kiberbiztonsag teriiletén,
valamint a kiberbiztonsagi fenyegetések tudatositasa. Ezt
ugy ¢érjik el, hogy elemzési keretet biztositunk a
kiberincidensek  ,.életciklusanak”  értékeléséhez  és
Osszehasonlitasahoz, a technikai, politikai és jogi
szempontokra dsszpontositva. Adataink és kutatasaink az
érintettek széles kore szamara relevansak — beleértve a
kormanyzati tisztvisel6ket, a civil tarsadalom képviseldit,
az lzleti élet vezetdit, az ujsdgirdkat, az oktatokat, a
didkokat és a nagykozonséget.” [1]

2.1  EuRepoC tevékenysége
2.1.1

Az EuRepoC napi rendszerességgel dokumentdlja a
nyilvanos incidenseket, valamint elemzéseket készit, amit
elérhetévé tesz adatbazisaban a weboldalukon.[1]

2.1.2

Az EuRepoc a kiberkonfliktusok trendjeit empirikus
modszerekkel elemzi és akadémiai igényességgel készit
cikkeket. Napi szinten is készit rovid jelentéseket, valamint
konferencidkon  megosztjdk az  aktualitasokat a
kiberincidenserol.[1]

2.1.3  Eurdpai halozat épitése

Specialis oktatasi programokkal és tudomanyos
kerekasztal-beszélgetésekkel — erdsitik a  fliggetlen
kiberbiztonsagi kutatoszervezetek ¢és kutatok eurdpai
halozatat. [1]

Adatbazis készitese a kiberincidensekrol

Kutatasok és elemzesek készitése
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3 TECHNOLOGIAI BEVEZETO

Az aladbbiakban kivanjuk ismertetni azokat a
technologiakat, amelyeket felhasznaltunk a kutatdsunk
soran.

3.1  Gépitaunlas

A gépi tanulas az olyan algoritmusok és statisztikai
modellek  fejlesztésére  Osszpontositd ~ mesterséges
intelligencia (AI/MI) egyik alagaként definialhato,
amelyek lehetévé teszik a szamitdgépek szamara, hogy
konkrét feladatokat végezzenek el kifejezett utasitasok
nélkiil. Ehelyett ezek a rendszerek a tapasztalatokbol
tanulnak ¢és javulnak, az adatokban rejl6 mintak
elemzésével és azonositasaval. [2]

Input Hidden Hidden Hidden
layer L, layer L,

3.2 Predikcio

"A predikcié a gépi tanulasban egy olyan folyamat,
amely soran a modell a bemeneti adatok alapjan
megprobalja eldrejelezni a kimeneti értékeket. Ez a modell
tanulasi fazisaban szerzett tapasztalatokra és a bemeneti
adatokban talalhaté mintakra épiil."[2]

Y
Observed Value of |_
Y for X,

Predicted Value of |
Y for X

Intercept = [},

3.3 Fuzzy Logika

"A fuzzy logika olyan logikaforma, amely kozelit6, nem
pedig rogzitett és pontos kdvetkeztetésekkel foglalkozik.
Ez a Boole-logika kiterjesztése, amely a részleges igazsag
fogalmat kezeli — az 'teljesen igaz' és 'teljesen hamis' kozotti
igazsagértékeket." [3]

Membership Function

0.5—

— o

3.4  Fuzzy Logika alapu kockdzatbecslés

A fuzzy alapu kockazatelemzés olyan modszer, amely a
fuzzy logikat alkalmazza a kockazatok felmérésére és
kezelésére, kiilondsen bizonytalansagok ¢€s pontatlan
adatok esetén. Ez a megkozelités a fuzzy halmazelméletet
hasznalja a kockazatok kvantifikalasara és elemzésére a
homalyossag és kétértelmiiség kezelése révén, lehetové
téve a rugalmasabb ¢és atfogobb kockazatértékelést a
hagyomanyos modszerekhez képest. [4]

Példaul a fuzzy kockazatelemzés egy esemény
kockazatdt nem  egyszerien  "magasnak"  vagy
"alacsonynak" értékeli, hanem ezekbe a kategoriakba valod
tagsag mértékeként, lehet6vé téve a finomabb
dontéshozatalt. [4]

3.5 Support Vector Machine

A tamogatott vektorgép (Support Vector Machine,
SVM) egy feliigyelt tanulasi algoritmus, amelyet
els6sorban  osztdlyozasi és regresszids problémak

megoldasara haszndlnak. Az SVM célja egy optimalis
valasztovonal (hipersik) megtaldlasa, amely maximalis
tavolsagot (margin) tart fenn a kiilonb6zé osztalyokhoz
tartozo adatok kozott. Az optimalis hipersik az, amely a
legjobban elvalasztja az osztalyokat, és a legkozelebbi
tavolsagat

adatok (tdmogatd6 vektorok) minimalis

maximalizalja a hipersiktol. [13]

3.6 Lineadris Regressio

A linedris regresszio az egyik legismertebb és
leggyakrabban hasznalt statisztikai modszer az
adatelemzésben. Célja, hogy két vagy tobb valtozo kozotti
kapcsolatot modellezze és kvantifikalja. Az alapvetd cél

7 Temperature
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az, hogy egy egyenes vonallal (linearis modellel) irja le az
adatok kozotti kapcsolatot. A linearis regresszio
matematikailag az alabbi egyenlettel irhat6 le: [6][7][8]

Observed Value of
Y for X,

Predicted Value of |
Y for X,

Intercept = /},

3.7 Neurdlis halok

A neuralis halok a gépi tanulds egy specidlis formaja,
amely az emberi agy miikodését mintazza. Ezek a halok az
adatfeldolgozasi és mintafelismerési feladatokhoz kivaléan
alkalmazhatok. A neuralis halok alapegysége a neuron,
amelyet mesterségesen modelleznek, hogy a bemeneti
jelekre adott kimeneteket képezzen. A neuralis haloé tobb
rétegbdl allhat, ezek kozill a legfontosabbak a bemeneti
réteg, a rejtett rétegek és a kimeneti réteg. [9][10]

A neuralis halok matematikai modellje alapvetden az
alabbiak szerint irhato le:

Bemeneti réteg: Az adatok ebbe a rétegbe 1épnek be.

Rejtett rétegek: Ezek a rétegek az adatok bonyolultabb
feldolgozasat végzik, itt torténik az adatokbol torténd
mintak felismerése.

Kimeneti réteg: Az utols6 réteg adja meg a végsd
elérejelzést vagy osztalyozast. [9][10]

Hidden Hidden
layer Ly layer Ly layer Ly

Input Hidden
layer L;

Output
layer Ly

1. abra Neuron halo abrazolasa [11]

3.8 Neuronok

McCulloch és Pitts formdlis neuronjanak modellje a
mesterséges intelligencia alapvetd épitokdve, amely a
biologiai neuronok mitkddését imitalja. A modell bemeneti
jelekbol all, amelyek mindegyike egy stllyal van
Osszekotve a neuronhoz, és a bemeneti jelek sulyozott
Osszegét egy transzferfiiggvény (gyakran 1épcsofiiggvény)
segitségével alakitja at kimeneti jellé. A kimenet akkor
aktivalodik, ha a sulyozott Osszeg meghalad egy eldre

meghatarozott kiiszobértéket, ami az alapvetd logikai
miiveletek megvaldsitasat teszi lehetové.

McCulloch and Pitts Formal Neurons
W. Mc Culloch és W. Pitts (1943)

» Firstly considered the brain as a computing device”

I — inputs (sensors)
Wi Weights
T — Transfer functions
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2. abra Neuron felépitése [12]

4 ADATBAZIS BEMUTATASA

Az EuRepoC 2000-es évekig visszamendleg napjainkig
nyujt adatok, amik nyilt forrasbol elérhetéek.[5]

4.1 Az adatfajlok szerkezete

A letoltheté Excel fajl harom lapra tagolodik, a CSV
letoltés pedig harom kiilon fajlt tartalmaz. [5]

4.2 F6 adatkeészlet

Ez a fajl vagy lap tartalmazza az egyes incidensekhez
kodolt dsszes valtozot, ugy rendezve, hogy egy sor egy
eseménynek feleljen meg — a mi f0 vizsgalati
egységlinknek. Ha egyetlen eseményhez egyetlen
valtozohoz tobb kod is tartozik, ezeket pontosvesszdvel
valasztjak el ugyanazon a cellan beliil. [5]

4.3 Vevo adatkeszlet

Ebben a fajlban vagy lapon az érintett entitasok ¢és
személyek (fogadok) adatai atstrukturalva vannak az
elemzés megkonnyitése érdekében. Minden cella csak
egyetlen kodot tartalmaz, az adatok t6bb sorban vannak
»Kicsomagolva”. Igy egyetlen incidens tobb sort is
ativelhet, amelyek az egyes eseményekhez rendelt egyedi
azonositok révén azonosithatok. [5]

4.4 Hozzarendelési adatkészlet

Ez a lap vagy fijl a vevd adatkészletéhez hasonld
megkozelitést kovet. A hozzarendelési adatok tobb sorban
»kicsomagolva” vannak, igy minden cella csak egy kddot
tartalmazhat. Itt is egyetlen incidens tobb sort is elfoglalhat,
¢és az egyedi azonosito lehetévé teszi az egyes események
egyszerli nyomon kovetését. [5]

4.5  Gyiijtott adatok

Az EuRepoC az alabbi adatokat gyiijtotte:
1) ID
2) name
3) description
4) start_date
5) end_date
6) inclusion_criteria
7) inclusion_criteria_subcode
8) source_incident_detection_disclosure
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9) incident_type

10) receiver_name

11) receiver_country

12) receiver_region

13) receiver_category

14) receiver_category_subcode

15) initiator_name

16) initiator_country

17) initiator_category

18) initiator_category_subcode

19) number_of_attributions

20) attribution_ID

21) attribution_date

22) attribution_type

23) attribution_basis

24) attributing_actor

25) attribution_it_company attributing_country
26) attributed_initiator

27) attributed_initiator_country

28) attributed_initiator_category

29) sources_attribution cyber_conflict_issue
30) offline_conflict_issue

31) offline_conflict_issue_subcode

32) offline_conflict_intensity

33) offline_conflict_intensity_subcode
34) number_of_political_responses
35) political_response_date

36) political_response_type

37) political_response_type_subcode
38) political_response_country

39) political_response_actor zero_days
40) zero_days_subcode

41) MITRE _initial_access

42) MITRE_impact

43) user_interaction

44) has_disruption

45) data_theft

46) disruption

47) hijacking

48) physical_effects_spatial

49) physical_effects_temporal

50) unweighted_cyber_intensity

51) target_multiplier

52) weighted_cyber_intensity

53) impact_indicator

54) impact_indicator_value

55) functional_impact

56) intelligence_impact

57) political _impact_affected_entities
58) political_impact_affected_entities_exact_value
59) political_impact_third_countries
60) political_impact_third_countries_exact_value
61) economic_impact

62) economic_impact_exact_value
63) economic_impact_currency

64) state_responsibility_indicator

65) IL_breach_indicator

66) IL_breach_indicator_subcode

67) evidence_for_sanctions_indicator
68) number_of_legal_responses

69) legal_response_date

70) legal_response_type

71) legal_response_type_subcode

72) legal_response_country legal_response_actor
73) legal_attribution_reference

74) legal_attribution_reference_subcode
75) legal_response_indicator

76) casualties

77) sources_url

78) added_to_DB

79) updated_at

5 FuUzzY LOGIKA ALAPU KOCKAZAT BECSLO RENDSZER

Készitettiink egy Fuzzy logika alapt kockazat becslé
rendszert a Matlab Fuzzy Logic Designer Toolbox
hasznalataval. A rendszeriink 3 értéket vesz figyelembe az
adathalmazbol. Elsé az orszag kockazati besorolasa. Ez
azért fontos tényezd, mivel egy nagyobb kibertamadas
esetén a nagy és kozéphatalmaknak lehetdsége van nem
csak a kibertérben, hanem példaul pénziigyi, jogi vagy
diplomaciai szankciokkal sujtani a vélt tamadot (azért csak
véltet, mivel a tamaddsok vissza nyomozasa sokszor
technikai okok miatt lehetetlen). 3 kategoriat alkalmaztunk,
az egyszerliség kedvéért. Nagyhatalmak, kdzéphatalmak és
kisebb orszagok. Nagyhatalmaknak az alabbiakat
csoportositottuk: USA, Kina, Oroszorszag, Egyesiilt
Kiralysag, Franciaorszag, Németorszag. Kozéphatalmak
esetében: India, Japan, Brazilia, Kanada, Ausztralia,
Olaszorszag, Dé¢l-Korea, Torokorszag, Spanyolorszag,
Mexiké. Minden mas esetben kisebb orszag csoportot
alkalmaztuk. A csoportositas soran figyelembe vettiik az
orszagok gazdasagi teljesitményét, katonai erdit, politikai
befolyasat és a kulturalis befolyasossaguk.
A tagsagi fliggvényeket Gaussi tipustira allitottuk és
egyenléen osztottuk el Gket.

A masodik bemeneti érték a tamadas tipusa. Itt is harom
részre osztottuk fel a bemenetet: kis kiterjedésti timadas,
kozepes kiterjedésti tamadas, nagy kiterjedési tdmadas.
Tagsagi fiiggvénynek két oldali Gaussi fliggvényeket
hasznaltunk egyenletesen elosztva a tartomanyon.

Az utols6 bemeneti értékiink egy bool valtozo ahol annyi
informacioét hordoz a bemenet, hogy maga a tamadas
kiterjedtségtdl fiiggetleniil nagy kart okozott-e? Az
EuRepoC szerint érhetik a kormanyzati oldalakat, kritikus
infrastruktirakat, médiat, politikai partokat és még masokat
is a timadasok. Ezek mind kihatassal lehetnek az orszag
allampolgarainak életére.



Krasnyanszki B., Z. Covic, Rajnai Z (2024): Kibertamadasok elére jelzése historikus adat alapu elore jelzé rendszerrel
¢és Fuzzy logika alapt kockazatbecsléssel Banki Kozlemények 6(2), 1-5.

Orszag koczkézati besorolas

simin

A4

Témadas tipusa

» outsimout

Nagy Kart Okozott?

Kockazat érteke

untited.mat

Timeseries

Sy CA_RBE: 3 FpiL 1 Bk, § b

3. abra Kép a Fuzzy Interfacerdl | Szerz6 altal szerkesztett

4. abra Kép a Fuzzy Interfacer6l Controll Surface| Szerzé altal
szerkesztett

outsimout1

|

input output

Predicted

5. abra Kép a Fuzzy Interfacer6l Rule Inference| Szerz6 altal

szerkesztett

6 PREDIKCIOS RENDSZER

6. abra Predikcios rendszer | Szerz6 éltal szerkesztett

6.1 Modell és Mérések bemutatdsa

Predikciok készitésé¢hez a Matlab Regression Learner
Toolboxat hasznaltuk. A mérések koziil az alabbi 3-at
szeretném ismertetni.

6.1.1

A Fine Tree algoritmust 4-es minimum levél mérettel
futattuk le. Az RMSE validacio: 0,49035

Fine Tree

Predictions: model 1 (Fine Tree)

° Te
Predicted

ERCROER IR RETIELCOTIC RS TR

05

Response (Distruption)

03

O} emEIBMEIT T OCIOIOTCIIN DTN mEE TN TromeTI
0 500 1000 1500 2000 2500 3000
Record number

7. abra Fine Tree Response Plot| Szerz0 altal szerkesztett
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6.1.2  Narrow Neural Network
A Narrow Neural Networkot 1 teljesen csatlakoztatott
réteggel. 10.-es bemeneti réteggel ReLU aktivacid

fiiggvénnyel és 1000-es iteracids limittel futtatok le. Az
RMSE validacio értéke 0,49623.

6.1.3
Az Efficient Linear SVM-et automata lizemmodban

Response (Distruption)
= =

Predictions: model 3 (Narrow Neural Network)

. Te
Predicted

or : x

0 500 1000 1500 2000 2500 3000
Record number

8. abra Narrow Neural Network Plot| Szerz0 altal szerkesztett

Efficent Linear SVM

futattuk le. RTC értéke: 0,0001. RMSA validacio: 0,5787.

(1]
(1]
[2]

[3]

(4]
[3]

[6]

Predictions: model 4.15 (Efficient Linear SVM)

® Te
Predicted

Response (Distruption)
o

03

o 500 1000 1500 2000 2500 3000
Record number

9. abra Efficient Linear SVM Response Plot | Szerzo altal szerkesztett
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Security of Web Applications
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Abstract — This paper explores the integration of challenge-
based tasks in the education of cybersecurity and software
engineers for the testing of the security of web applications.
It provides an overview of security education and web
application security, highlights the importance of challenge-
based tasks, and details their implementation in the
curricula. Specific tasks and their solutions are presented,
along with future plans for improving these educational
methods. The study emphasizes the critical role of hands-on,
practical approaches in bridging the gap between
theoretical knowledge and practical skills.

Keywords: challenge-based tasks, web
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1 INTRODUCTION

The rapid expansion and deep integration of web
applications into everyday life have made securing these
platforms more crucial than ever. Web applications are
now omnipresent, enabling everything from online
shopping and social interactions to banking services. This
widespread use, however, also exposes them to numerous
cyber threats, including data breaches and the exploitation
of security vulnerabilities.

Traditional methods of security testing often fail to
meet the demands posed by the complex and ever-
evolving nature of modern web applications. These
conventional approaches are typically static and
predictable, lacking the ability to replicate real-world
attack scenarios effectively. As a result, there is a pressing
need for more innovative testing strategies that can more
accurately assess and improve web application security.

In the education of software and/or cyber engineers, a
gap often arises between theoretical and practical
knowledge. It is essential to define and implement
innovative educational methods that offer hands-on
experience with real-world problems. The field of
information security is one of the most critical aspects of
modern life and communication. The vast amount of
information we access and share through various services
and tools forces the education of professionals who can
create and maintain these systems securely.

Authors in the study [1] focus on the applicability of the
hackathon method in training software engineers. The
hackathon method, which is student-centered, uses a
pedagogical approach based on constructivist theory.
During a hackathon, programmers and other software
development professionals collaborate intensively on
projects with students. This method allows students to
gain new knowledge and skills and develop key
competences. The hackathon method is integrated into the

Web programming course curriculum at Subotica Tech —
College of Applied Sciences, aiming to assist students in
building web applications. Upon completing the course,
students will be able to work independently with multiple
programming languages and technologies and manage
databases in a client-server environment using appropriate
security methods and techniques.

The application of the Challenge-Based Learning
(CBL) methodology to cybersecurity education has been
described in paper [2]. Challenges were formulated based
on students' interest in securing information and systems,
and solutions to meet these challenges were devised
collaboratively by students working as a team. The
knowledge learned was practiced by students in two
cybersecurity competitions. Formative assessments
showed that great benefits were derived from the CBL
approach, though the extent of benefit varied among
students. Computer skills, security knowledge, ability to
teach others, and interest in cybersecurity were improved
by the students. Although additional support resources and
irregular meeting hours may be required, the increase in
student learning justifies the extra effort [2].

Challenge-Based Learning (CBL) involves an external
stakeholder (e.g., company, community, NGO) presenting
a real-life complex problem. While CBL is gaining
popularity in engineering education, its application in
engineering ethics education lags due to specific design
requirements. Although ethics CBL courses share
similarities with general CBL courses, they necessitate
unique design considerations [3]

A structured approach is needed to apply CBL in
engineering ethics education, from both educational
research and support perspectives. In [3] authors address
this gap by exploring the particularities of CBL
pedagogies in engineering ethics education using van den
Akker’s spider-web curriculum model and the Ethics Goal
Model. The specificities for various course components in
CBL engineering ethics courses are described, concluding
that the balance between structured and open CBL
approaches is crucial and warrants further research [3].

The design of defensive challenges for Capture the flag
(CTF) in the industry is addressed in this [4] work. A
challenge structure and six different challenge types were
derived based on semi-structured interviews with security
experts, a two-part survey, and informal discussions.
Results indicate that security experts prefer traditional
challenge types, such as Single-Choice and Multiple-
Choice Questions, while Text-Entry Challenges are the
least preferred. Additionally, Association Left-Right,
Code-Entry Challenge, and Code-Snippet Challenge types
were discussed. The Code-Entry Challenge, where players
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submit code to the backend for validation, emerged as an
unexpected yet promising type for secure coding
challenges [4].

Further investigation is needed to detail the creation of
Code-Entry Challenges. The results are based on feedback
from security experts, and further work is required to
validate the challenge structure and types in real CTF
events within an industrial setting. Future publications will
provide concrete examples of implementing the derived
challenge types and will refine the structure based on
feedback from CTF players [4].

For a web application or information system to be
secure, the creators of these systems must test them using
appropriate tests. It is also desirable to raise awareness
about potential vulnerabilities and threats. The OWASP
foundation created the OWASP Top 10 as a standard
awareness document for developers and web application
security. It reflects a wide consensus on the most critical
security risks facing web applications [5].

This paper describes the usage of challenge-based tasks
in the education of cyber security and software engineers.
These tasks were implemented in two curricula: Security
in e-business systems and Web programming. The
challenges are defined to follow the OWASP Top 10
standard awareness document for developers and web
application security.

This paper is organized as follows. Section 2 shortly
introduces the education of security aspects and gives
basic information about web applications security. In
Section 3, the significance of challenge-based tasks is
elucidated through several key arguments. The
implementation of challenge-based tasks in education is
described in Section 4. Some of the tasks and their
possible solutions are also presented in detail. Future plans
are outlined in the following section. The conclusion at the
end of the paper summarizes the key points from the
preceding sections.

2 EDUCATION OF SECURITY ASPECTS

In the education of cybersecurity and software
engineers, it is very important to introduce new teaching
methods to bridge the gap between practical and
theoretical knowledge. Although practical topics are
covered in lab exercises following theoretical knowledge,
the traditional approach to assignments is not always
sufficient.

At Subotica Tech — College of Applied Sciences, in
most specialized subjects, students are required to
complete homework assignments and a practical project,
which often involves team collaboration. During the
project, aspects of project-based learning (PBL) are
applied. Digital tools are used for development as well as
for collaboration. A newer method that has been tested
after PBL is hackathon-based learning (HBL). This
learning model also emphasizes teamwork but
incorporates elements found in hackathons held outside of
the university. Depending on the type of information
system, whether it is a desktop program, mobile
application, web application, or integrated web system
students are required to test their software both
functionally and for security within their projects. A
strong emphasis is placed on simulating real-life
situations.

During the hackathon, collaboration with local IT
companies is encouraged, and these companies delegate
their own programmers who join the teams as external
mentors. Their task is to define additional functionalities
for the project based on the project description provided
by the course professors.

A strong focus is placed on various aspects of security
within professional courses of study. In some of these
courses, protection methods and techniques are taught
through laboratory exercises, using diverse approaches to
test information systems, web applications, mobile
applications, and other types of software and networks.

It is crucial to provide students with opportunities to
test their knowledge by assigning tasks in laboratory
exercises and homework that are related to information
security.

2.1 Web applications security

As part of information security, web application
security specifically addresses the security of web
applications, websites, web systems, and web services.
Web application security is based on the principles of
application security, combining and applying them
separately to web systems and the internet.

Core issues in the development and use of web
applications include insufficient knowledge and weak
awareness of potential threats. Developers often fail to
implement appropriate security techniques and methods,
and do not conduct security checks of their applications.

Secure code has two aspects: develop code without
bugs and security holes and develop code resistant to
abuses and attacks. Current software engineering
technology doesn't guarantee meeting both criteria. The
best approach is dynamic or static testing to ensure code
behavior matches user requirements. Functional testing
checks if the code behaves as expected in various
scenarios but can't guarantee the absence of errors. It can
only show that errors are present. Additionally, traditional
functional testing cannot confirm code security or
immunity to attacks [6].

Developers and engineering students need to be able to
identify security threats and vulnerabilities. The OWASP
Top 10 standard document is the best resource for
understanding these topics and for defining guidelines for
security testing of software. It is also useful for creating
challenge-based tasks in the education of software
engineers and cybersecurity engineers.

3 CHALLENGE-BASED TASKS

Challenge-based tasks for assessing the security of web
applications hold significant importance due to several
key reasons:

Realistic Cyberattack Simulations
Thorough Vulnerability Testing
Skill Verification

Ongoing Skill Improvement
Reducing Risks

Meeting Compliance

Affordable Security Testing
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3.1 Realistic Cyberattack Simulations

These tasks mimic real cyberattacks, helping to
evaluate how well an application's security can handle
actual threats. By simulating authentic attack scenarios,
these challenges provide a practical assessment of an
application's defenses, enabling developers to identify and
address potential weaknesses before they can be exploited
by malicious actors.

3.2 Thorough Vulnerability Testing

These challenges cover various security issues like
injection attacks (e.g., SQL injection, XSS), weak
authentication, privilege escalation, and more, allowing
testers to find weaknesses in different parts of the
application.

3.3 Skill Verification

Overcoming these challenges requires a strong
understanding of web security concepts and techniques,
demonstrating testers' ability to identify and fix security
risks effectively.

3.4 Ongoing Skill Improvement

These challenges can be set at different difficulty levels,
helping testers advance from basic to advanced security
testing skills and promoting continuous learning and skill
growth within security teams.

3.5 Reducing Risks

By finding and fixing vulnerabilities through
challenges, organizations can lower the chances of
security breaches, protecting against data theft, system
hacks, and damage to their reputation.

3.6 Meeting Compliance

Many industry standards and regulations require regular
security testing. Challenge-based tasks help meet these
requirements in an organized way.

3.7 Affordable Security Testing

Challenge-based tasks provide a cost-effective method
to comprehensively assess an application's security
posture. By simulating various threat scenarios in a
controlled environment, organizations can efficiently
identify and prioritize security weaknesses, thereby
optimizing resource allocation for targeted remediation
efforts. This approach not only helps mitigate potential
risks but also promotes a proactive security culture,
enabling continuous improvement of defenses without
exceeding budgetary constraints.

4 IMPLEMENTATION OF CHALLENGE-BASED TASKS IN
EDUCATION

Challenge-based tasks were first implemented in the
education of cyber security and software engineers. These
tasks were applied in two curricula: Security in e-business
systems and Web programming.

The initial tasks were carried out with cybersecurity
students from Obuda University who were participating in
an Erasmus exchange program at Subotica Tech - College
of Applied Sciences during one semester. These tasks
were part of the mandatory curriculum within the subject
of Security in e-business systems.

After successfully implementing these tasks and based
on feedback from the students, the tasks were slightly
modified and integrated into the Web Programming
course with informatics students at Subotica Tech —
College of Applied Sciences as the last class in the
semester.

In the domain of information security and within

various courses, students at Subotica Tech learn
theoretically and practically about following terms:
Filtering and validating user input data
Secure file uploads and user management
(registration, login)
e Secure use of sessions,
endpoints
Web server and directory protection
Cryptography, crypto algorithms, and token

cookies, and API

authentication

Security of IoT systems and networks

Database  protection and SQL injection
prevention

Mobile application security

Restricting unsafe dynamic function calls and
access to sensitive components
Analyzing meta data in media files
Avoiding legacy approaches,
methods

classes, and

4.1 Task structure

After acquiring theoretical and practical knowledge in
areas related to web programming and web security,
students were given challenge-based tasks that they had to
solve individually during laboratory exercises.

The tasks were designed to be based on challenges and
to be related to the security of web applications. Each task
was scheduled for a specific time. After that time, the
students sent their material to the server that contained
solution in the form of program code and textual file with
information about their experiences during the work on
task and, if necessary, detailed explanation of the solution.
Also, in some tasks it is mandatory to write down what
could be the potential security issues and vulnerabilities
and how they can be avoided and what are the most
suitable techniques or methods for that. A discussion
followed where different approaches to solving tasks and
encountered problems were discussed.

These are practical tasks that always required
submitting created code or code snippets, so it can be said
that these tasks have characteristics of code-entry
challenges.

In the schema below, the general structure of flow of
every task is presented.
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Understanding the
task

h 4
Repetition of the
necessary theoretical
and practical
knowledge

Y

Acquisition of new
knowledge

Y

Working on the task

Y

Testing the solution

Y

Sending the solution

Y

Discussion of
solutions

1.figure: Structure of flow of every task

During each part of the task, students can ask the
subject professor questions if something is unclear or if
they need additional explanations. In the description of
each task, web links to resources containing material for
reviewing acquired knowledge and acquiring new
knowledge have been added.

As can be seen in the schema, there is a section for
testing the solution. This part is crucial because, in some
tasks, additional information necessary for problem-
solving cannot be obtained without testing.

4.2 Examples of challenge-based tasks

In this section, some challenge-based tasks and their
possible solutions will be presented. Some of them are
easier and require less time to solve, but some require
more testing attempts and more knowledge to be properly
solved.

4.2.1  Finding the correct password

Task text: Analyze html code of form on given url. Try
to find the correct password. For getting password, you
should write php code that will get important data. Write
an explanation of your solution.

Students were required to analyze the HTML code of a
web page that contains text messages and a login form
with a password input field and two buttons: one for
submitting data and one for resetting the form.

Login if you dare!
Today is 14! It is very important, but more important is 41!

password:

send || cancel

2. figure: Web form of task 1

Below is the HTML code of the first task's webpage.

<!DOCTYPE html>

<html lang="en">

<body>

<h2>Login if you dare!</h2>

<p>Today 1is 14! It is very important, but more
important is 41!</p>

<form action="check.php" method="post">
<label for="password">password:</label><br>
<input type="password" id="password"
name="password"><br>

<input type="hidden" name="11"
value="41rkPe31A2fhgutijgkdkfjiti" >

<input type="hidden" name="12"
value="ab0526ad3fc8bd9909482126d72deb432a0efbeb54
a29palda3b64b" ><br>

<input type="submit" value="send">

<input type="reset" value="cancel">

</form>

</body>

</html>

When examining the source code of the HTML page,
two hidden fields named 11 and 12 can be seen within the
form. Each of these fields has an initial value assigned,
consisting of a string of random numbers and letters. The
length of the first field is 26 characters, and the second is
54 characters.

If the user refreshes the page multiple times or sends a
new request to the server, they will notice that the value of
the hidden field 12 changes, but only the first 14
characters. The remaining 40 characters stay the same.

Since the content is a random string of characters, a
student might think it is a type of hash value. Knowing
some hash algorithms, they might conclude that the SHA-
1 algorithm generates a hash of 40 characters in length. By
copying the 40 characters that do not change, they can use
free online tools to try to find the plain text of the hash
value. These tools contain many hash values and their
corresponding plain text values. Some of these values are
automatically generated, while others are manually added
by volunteers. This type of service does not decrypt data
in real-time but searches its own database based on the
input provided. From an ethical standpoint, the purpose of
these services is not to steal someone's password but to
highlight the weakness of a password. Of course, some
users of these services may have malicious intentions.

10
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Entering the found hash value from the hidden field
into an online tool will not result in finding the plain text
version of the text. The student should continue analyzing
the information on the web page. Above the web form,
there is a message: Today is 14! It is very important, but
more important is 41!

From this message, the student might deduce that the
important information is that 41 is the reverse of 14. By
using a programming language, such as PHP, to apply a
built-in function or method to reverse a string, they can
attempt to find the plain text value for the reversed string
using an online service. In PHP, the function used for this
purpose is strrev. For the reversed value, the student will
easily find the plain text version of the password.

4.2.2  Uploading larger jpg and png files

Task text: Analyze html code and try to upload jpg and
png files that are bigger than IMB. Don't forget to insert
your index number from Subotica Tech. Write the
explanation of your solution.

The HTML code of a web page contains file selection
fields, a text field for entering an index number, and two
buttons, one for submitting data and one for resetting the
form.

Below is the HTML code of the second task's webpage.

<!DOCTYPE html>
<html lang="en">
<head>
<meta charset="UTF-8">
<title>File upload</title>
</head>
<body>
<form method="post" name="upload"
action="upload.php" enctype="multipart/form-
data">

<input type="hidden" name="MAX FILE SIZE"
value="102400" >

<label for="if">File:</label> <input
type="file" name="file" id="if"
accept="image/jpeg"><br><br>

<label for="index">Index number:</label>
<input type="text" name="index"
id="index"><br><br>

<input type="submit" name="sb" id="sb"
value="upload">

<input type="reset" name="rb" id="rb"
value="cancel">
</form>

</body>
</html>
File: | Browse... | No file selected.

Index number:

upload | | cancel

2. figure: Web form of task 2

By analyzing the HTML code,
information can be obtained:

the following

e the name of the page receiving submitted data
through the form (action attribute),

e the value of  the hidden
MAX_FILE_SIZE,

e and the value of the accept attribute.

In web forms, MAX_FILE_SIZE is a hidden input field
that defines the maximum file size (in bytes) that the
server will allow users to upload through that specific
form. This ensures server-side restrictions on file size
limits for uploads. The value of this field can be easily
changed by a potential attacker.

The accept attribute in a file input type specifies the
types of files that the file input element can accept for file
selection. It assists browsers in filtering the files displayed
in the file picker dialog to show only those files that match
the specified types.

Based on the obtained values, the file size is limited to
100KB and selecting files of type jpg is preferred. The
student can try changing the file type in the file picker to
all types and select a png file instead. There are several
solutions for uploading a png file larger than 1IMB.

The first solution involves using the "Inspect element"
option within the web browser to delete the hidden field
MAX_FILE_SIZE. This action does not delete the
original file on the server but changes the HTML code
that is fetched and currently active in the web browser.
Without this hidden field, there would be no size limit for
the file. The student will only need to enter their index
number and submit a png file larger than 1MB.

The second solution requires copying the entire HTML
code into another HTML file and deleting the hidden field
and the accept attribute. The newly created HTML file
should be run locally in a web browser to test whether
uploading a png file larger than 1MB will succeed. If the
upload is successful, the student will receive confirmation
of the file being sent.

It's notable here that there are several security
vulnerabilities on the server side in program code. There is
no verification of the size and type of the uploaded file or
the origin domain from which the data is sent.

field

4.2.3  Try to find your own password

Text of task: Try to get your password from hash. You
can't remember the correct password, but you know that it
contains 4 digits. Also, you find another hash or random
string. Maybe it is connected to something with hash.
Write php code and try to find the correct password.

When looking at the length of the found hash, the result
is 32 characters. A student familiar with hash algorithms
can immediately conclude that the MDS5 algorithm was
used for hashing. Also, based on the string with random
values, they might think that the SALT technique was
used to obtain the hash value. SALT technique involves
adding a unique, random value to a password before
hashing it to ensure that identical passwords have different
hash values and to protect against precomputed hash
attacks. Since SALT can be added to the beginning, end,
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or both ends of the password, the student must take all of
this into account.

The password consists of 4 digits, but it is not yet
known where the SALT is located within the password.
The student can write program code that will hash values
from 0000 to 9999 and check the obtained hash against
the given hash. If they go through all combinations and do
not find the password, the next step is to add the SALT
value to the beginning of the potential password and
perform the hashing with this data. If the result is still
negative, the procedure is repeated by adding the SALT
value to both the beginning and end, or only to the end of
the potential password.

Some of the students tried to enter the hash into the
search option available on some online services to obtain
the plaintext based on that value. None of them succeeded.
The reason is that these online services did not use SALT,
which was generated randomly in this task, and therefore,
even such a simple data of 4 digits cannot be found

5 FUTURE PLANS

After the initial test implementation of tasks in the
educational process and based on the feedback from
students who worked on these tasks, future steps can be
defined for the next implementation of these challenge-
based tasks.

Solving certain tasks required more time and effort
from some students. There were instances where some
tasks were not successfully completed. One of the
suggestions was to divide the tasks by difficulty level.

For this purpose, a control test (both theoretical and
practical) would be conducted to determine the students'
knowledge levels. Based on this level, tasks of the
corresponding difficulty or tasks of the next level of
difficulty could be assigned to the students.

Another suggestion was to categorize the tasks and
have them completed after covering a larger teaching unit
within the curriculum. This way, these types of tasks
would be done multiple times throughout the semester.

Some students suggested that the tasks could be done in
teams, because that think it could help them to solve
problems more effectively.

Since many tasks require the input of certain data that
were verified on the backend, the plan is to log all these
attempts in a database. Based on this data, the students'
thought processes and approaches to problem-solving can
be determined.

A potential improvement in defining tasks would
involve surveying industry experts to identify the areas
where they see the most security vulnerabilities among
developers in their companies, as well as the challenges
that even they sometimes find problematic.

6 CONCLUSIONS

In educating software and cyber engineers, a gap often
exists between theoretical and practical knowledge.
Therefore, it is crucial to develop and apply innovative
educational methods that provide hands-on experience
with real-world challenges.

This paper has explored the integration of challenge-
based tasks in the education of cybersecurity and software

engineers. These tasks were implemented in two curricula:
Security in E-Business Systems and Web Programming.
The challenges were defined to follow the OWASP Top
10 standard for developers and web application security.

Section 2 provided a brief overview of the education of
security aspects and fundamental information about web
application security. The importance of challenge-based
tasks was highlighted in Section 3 through key arguments.
The implementation of these tasks in the curricula was
detailed in Section 4, with specific tasks and their possible
solutions presented. Based on feedback from students,
future plans for the continued use and improvement of
challenge-based tasks were discussed in the subsequent
section. The key points from each section were
summarized to emphasize the critical role of innovative,
hands-on educational methods in bridging the gap
between theoretical knowledge and practical skills in the
field of cybersecurity and software engineering.
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Abstract — Effective health monitoring is very important for
individuals engaged in sports and physical activities due to
the diverse physiological responses exhibited by each
participant. Traditional methods often fail to deal with the
complexity of individual health profiles, highlighting the
necessity for personalized assessment methods. In this paper,
a hierarchical fuzzy model is presented, which is intended to
assess the risk level of the current physical activity. In order
to personalize the evaluation statistics-based approach was
used to tune the membership functions. The model presented
provides both numerical and linguistic assessments of risk,
demonstrating consistent trends between improved
membership functions and medical recommendations.
Extensions for future work are also included.

Keywords: fuzzy logic, risk assessment, sports activity, patient
monitoring, membership functions, statistical evaluation.

1. INTRODUCTION

In today's world, the positive outcomes of regular
exercise in preventing illness, aiding in recovery, and
promoting an active lifestyle in general are universally
recognized. Engaging in sports promotes an active lifestyle
and enhances the overall quality of life [1].

Regular physical exercise offers numerous benefits for
overall health and well-being. It improves cardiovascular
health by strengthening the heart and reducing the risk of
heart disease and high blood pressure, while also aiding in
weight management through calorie burning and muscle
building. Exercise boosts mood by releasing endorphins,
reduces stress, anxiety, and depression, and enhances
energy levels by improving circulation and nutrient
delivery. Additionally, it strengthens muscles and bones,
promotes better sleep, and enhances brain health and
cognitive function. Exercise also boosts the immune
system, reduces the risk of chronic diseases, and increases
longevity, ultimately leading to a higher quality of life
through improved mobility, reduced pain, and increased
independence [2].

However, these benefits depend on individual
capabilities and medical advice. Failure to consider
personal fitness levels and medical guidance can result in
potential dangers, such as overexertion or injury. Engaging
in activities beyond our current capabilities and exercising
with incorrect duration, frequency, and intensity levels can
be counterproductive and fail to yield beneficial results.
Factors like chronic illnesses, age, and other relevant sub-

factors must be carefully evaluated to ensure that
participating in sports remains a safe and beneficial
activity, rather than exacerbating existing health issues.

It is noticeable that in contemporary times, patient
monitoring devices have become indispensable in our daily
routines [3]. The widespread adoption of Internet of Things
(IoT) technology has led to the development of increasingly
sophisticated  systems with broader functionality.
Consequently, the continuous monitoring and recording of
physiological data have become accessible to a wider
audience. As a result, research focus has intensified on
evaluating physiological parameters, aiming to enhance
safety in everyday life by enabling prompt recognition of
any health deterioration. This research field's significance
has been particularly highlighted by the COVID-19
pandemic, emphasizing the critical need for remote
diagnosis. Utilizing such applications has played a pivotal
role in curbing the spread of the virus by minimizing visits
to medical facilities for less severe illnesses [4].
IoT devices have the capacity to facilitate remote health
monitoring and emergency notification systems. From
basic blood pressure and heart rate monitors to
sophisticated gadgets capable of overseeing specialized
implants like pacemakers, Fitbit electronic wristbands, or
advanced hearing aids, the spectrum of health monitoring
devices is vast [5]. Specialized sensors establish a network
of intelligent devices capable of gathering, processing,
transmitting, and analysing crucial data across various
environments. This includes linking in-home monitoring
devices with hospital-based systems, enhancing
connectivity and data utilization [6]. Nonetheless, health
monitoring systems prove beneficial not solely for the
elderly with chronic conditions but also for individuals
coping with cardiac conditions [7][8]. Moreover, such
systems can prove advantageous for healthy patients as
well, aiding in monitoring their physical activity and
assessing the risk or their performance level [9].
The key features of health monitoring systems include
utilization of wireless communication, portability, non-
invasiveness, ease of use, compactness, and minimization
of device count [10]. Overall, the integration of IoT in
healthcare plays a crucial role in managing chronic
illnesses and in disease prevention and control. Remote
monitoring becomes feasible through robust wireless
solutions. This connectivity empowers healthcare
professionals to capture patient data and employ
sophisticated algorithms in health data analysis [11].
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A significant challenge of creating patient monitoring
systems lies in medical applications, where numerous
factors defy simple quantification and the boundaries
delineating normal, increased, and abnormal values remain
ambiguous and vague. Medicine frequently applies
linguistic descriptions. Soft computing techniques prove
highly valuable in addressing the challenges encountered in
medical applications. The fuzzy approach demonstrates
significant utility and efficiency in these domains and their
counterparts, such as risk management. Its compatibility
with human language and ability to manage uncertainty,
imprecision, and subjectivity in both data and evaluation
processes make it particularly valuable. Fuzzy-based
methods typically yield more realistic results presented in a
user-friendly format [12] [13].

Another challenge in constructing patient-specific
models stems from the system's behaviour is that it is
influenced by numerous factors, some of which may be
unidentified, with complex and often unknown interactions
among them [14]. While the membership functions of the
fuzzy model can be tailored in a patient-specific manner by
accounting for the maximum number of relevant factors, it
remains challenging to fully consider the combined effect
of all significant factors unique to individual patients.

Thus, various approaches aim to minimize the number of
inputs while considering a wide range of influential factors.

Patient specificity can be ensured through different
methods which include utilizing personal medical
recommendations [15] as well as establishing thresholds
via equations or tables derived from statistical data on
personal characteristics like age, sex, and fitness level,
aggregating results from patients with similar traits
[16][17]; finally, membership functions (MFs) can be tuned
based on the input-output pairs with fuzzy-neural system
[18] [19].

The main goal of this study is to develop a risk
assessment model in which the evaluation is customized
according to the patient’s characteristics. For this reason,
statistics-based approaches are studied and built in the
evaluation process. To handle this issue, authors focus on a
specific subsystem, namely, the “Current physical status”,
because it is where user-specific tuned membership
functions are most crucially required.

This paper is organized as follows, in section 2, the
overall hierarchical model structure is presented. Section 3
shows the investigated subsystem structure — ‘current
physical status’. Section 4 presents the proposed statistics-
based evaluation followed by a case study in section 5.
Section 6 discusses the results of the use of the personal
statistics. Section 7 draws the conclusion.

2. THE OVERALL MODEL STRUCTURE

The overall model has a hierarchical multilevel clustered
structure, which facilitates both model expansion and
simplification of the evaluation process. The evaluation
uses a Mamdani-type fuzzy inference system. The model's
structure aligns closely with the logic of the evaluation
process. The classification of input parameters relies on the
logical connections between them. Three primary groups
have been delineated, indicating whether they pertain to the
patient's medical condition, characterize their sport activity
behaviour, or describe the environmental conditions.

Within the primary groups, further classification is
possible based on the permanence of the parameters. These
include permanent parameters (such as sex), quasi-
permanent or infrequently changing factors (such as
chronic diseases and occupation), and real-time variables
(for example, blood pressure and heart rate). The structure
is derived from the model outlined in [20], depicted in
Figure 1.

On the left-hand side of the diagram are the identified
risk factors influencing the calculated temporal risk level.
The middle section of the figure delineates which
parameters belong to each risk factor group through three
blocks. The highest level of the hierarchy is situated on the
right-hand side, responsible for computing the actual risk
level based on input from the problem groups. The main
groups constitute the subsystems of the model, with their
contributions to the overall risk level computed separately
during processing. The subsystems, along with their
varying parameters, undergo real-time evaluation, while
the remainder of the model is evaluated offline before real-
time assessment begins.

The medical condition of the patient is characterized by
the Medical Condition group, which represents the most
crucial and intricate subsystem. Personal conditions
primarily determine the patient's load capacity, and most
interactions among input factors occur within this group.
The first input factor in this group is Disease Condition,
encompassing chronic diseases such as hypertension,
diabetes, and cardiac diseases, among others. While these
diseases are quasi-permanent factors, their severity may
vary over time. The second input is the Current Physical
Status subsystem, which offers information about the
patient's current condition. This assessment is based on
measured parameters such as heart rate, systolic and
diastolic blood pressure. Additionally, associated metrics
and factors influencing these parameters are utilized as
input to construct patient-specific membership functions.

The input factor, Basic Physical Information, serves to
characterize the fundamental attributes and living
circumstances of the patient. Mental stress holds particular
significance within this subsystem. Despite exerting a
weaker influence on physiological parameters compared to
physical activity, it can notably elevate heart rate. To
delineate the sport activity habits of the patient, the Activity
Load subsystem is employed. Its subfactors delineate the
intensity, duration, and frequency of the patient's activity,
specifying how vigorously (Intensity), how long per
occasion (Duration), and how often per week (Frequency)
the activity is performed. Finally, the third main subsystem
Environmental condition uses combined subfactors to
characterize the environment. The temperature is combined
with the actual humidity (TH) and wind (TW) because of
their influence on thermal sensation. This group has more
importance in the case of outdoor sports, but humidity and
temperature together can influence the risk level indoors
too [21].

The parameters of the group “Current physical status”
subsystem, which is the main topic of this paper, changes
in real-time. Monitoring these values ensures continuous
control. Therefore, there is a need to customize it for each
patient separately, i.e., a flexible risk assessment
framework is required.
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Figure 1. The fuzzy model structure

3. THE CURRENT PHYSICAL STATUS SUBSYSTEM

The initial parameter that was considered is the heart
rate, which represents the number of myocardial
contractions per minute. It is influenced by various external
and internal factors, with numerous interactions among
them. Patient-specific membership functions related to this
parameter can be defined based on the maximum heart rate,
representing the highest attainable value under physical
exertion. Approximately 30 factors can affect this
threshold, including age, sex, weight, time of day,
environmental conditions, physical fitness, activity
intensity, mood, medications, and certain medical
conditions [22]. Instead of relying solely on the maximum
heart rate, it is customary to utilize a predictive maximum
heart rate estimated by the OwnZone function of the Polar
heart rate monitoring device. This prediction is derived
from personal parameters such as age, sex, and the patient's
resting heart rate [23]. The OwnZone function leverages
heart rate variability, which can be assessed using the Polar
device or an oscillometric blood pressure monitor [24].
Obtaining the predicted maximum heart rate requires only
a brief 5-minute test before monitoring, unlike traditional
methods such as progressive exercise testing or VO2max
measurement, which are typically conducted in laboratory
settings and may not be feasible for all individuals,
especially those with cardiovascular conditions or elderly
individuals on medications affecting heart function and
circulation. Additionally, this method offers the advantage
of daily or multiple daily assessments, allowing for
consideration of fluctuations in the maximum heart rate
during evaluation.

Understanding the training target is crucial, as it
determines the optimal heart rate and associated risk level.
The target heart rate zone, expressed as a percentage of the
maximum heart rate, is detailed in figure 2. This represents
the original Polar zone where Vlow (<50%), light (50-
60%), medium (60-70%), mhigh (70-85%), high (85-95%),
vhigh (>95%).

e
Figure 2. Target zones

This percentage indicates the permissible intensity level
for the individual. It varies based on the activity's objective
(rehabilitation or prevention), the individual's athletic
background (regular athlete or beginner). Consequently,
personalized zone limits can be computed, and membership
functions can be adjusted to accommodate the specific
characteristics of the individual patient.

Nevertheless, limits can be specified depending on the
patient’s condition. Figure 3 shows a case for a patient
under medical treatment, debilitated, cardiovascular
disease, respiratory disease or rehabilitation; here, from the
original target zones, vlow would be the appropriate one
based on the table, that’s why it became the target (<50%),
mhigh is the original light zone (50-60%), vhigh is the
merge of the rest (medium, mhigh, high, vhigh) (>60%)).
Figure 4 shows a case for a beginner level sports individual;
here, from the original target zones, light or medium would
be the appropriate one based on the table, that’s why target
zone is created merging the vlow, light and medium zones
(<70%), mhigh is the original mhigh zone (70-85%), vhigh
is the merge of the rest (high, vhigh) (>85%). Figure 5
shows a case in which a person exercises regularly; here,
from the original target zones, mhigh would be the
appropriate one based on the table, that’s why the target
zone defined as a merge of the vlow, light, medium and
mhigh zones (<85%), mhigh is the original high zone (85-
95%), vhigh is the original vhigh (>95%).

Figure 3. Illness, rehabilitation
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The second parameter under consideration is blood
pressure, recognized as the most critical cardiovascular risk
factor. Blood pressure signifies the force exerted by blood
against vessel walls, notably in arteries. This force
fluctuates rhythmically due to the heart's cyclic
contractions. Systolic pressure denotes the peak pressure
generated by the contracting left ventricle, while diastolic
pressure refers to its lowest point during relaxation. To
comprehensively evaluate blood pressure, both systolic and
diastolic readings are essential, thus constituting the two
additional input parameters in the Current Physical Status
subsystem. Typically, systolic pressure rises during
progressive exercise, while diastolic pressure remains
steady or experiences a slight decline. The response at
maximal or submaximal effort levels varies based on
factors such as age, gender, and physical fitness. Older
patients generally exhibit higher blood pressure readings,
but this relationship inversely correlates with physical
fitness, with better fitness levels associated with lower
measured values. Additionally, men tend to have higher
maximum systolic blood pressure compared to women. The
blood pressure thresholds referred to in this paper stem
from maximum values linked to age and gender, as detailed
in [25], notwithstanding adjusted according to target zones,
which also influence optimal blood pressure. Figure 6
shows the systolic blood pressure with the following
parameters: low (<187), normal (187-204), increased (204-
220), abnormal (>220). Figure 7 illustrates the diastolic
blood pressure with the following constraints: Low (<80),
normal (80-84), increased (85-90), abnormal (>90).

Table 1 illustrates the maximum systolic and diastolic
blood pressure values categorized by age and sex [25].

504

Figure 6. Systolic blood pressure

T T T T T T T
optimum

0 ) 2 E) [ 5 E) K E] E) 100
dyastolic

Figure 7. Diastolic blood pressure

1. TABLE: NORMAL BLOOD PRESSURE RESPONSE

A Men Women
i Systolic Diastolic Systolic Diastolic

20-29 161-203 59-83 136-176 S8-82
30-39 164-204 64-88 138-182 63-85
40-49 167-209 6892 144-1590 67-89
S0-59 170-216 71-95 153-201 6993
60-69 173-221 72-96 162-210 68-84
70-79 169-223 71-97 160-210 7393

The output membership functions (risk levels) are: vsafe
(<0,2), msafe (0,2-0,4) medium (0,4-0,6), mdangerous
(0,6-0,8), vdangerous (0,8-1) as illustrasted in figure 8.
(vsafe represents the smallest, while vdangerous the highest
risk).
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The structure of the Current Physical Status subsystem is
depicted in Figure 9, with input factors positioned on the
left side and influential factors, crucial for refining
membership functions, situated at the top of the figure.
Input factors encompass heart rate (HR), systolic blood
pressure (SBP), and diastolic blood pressure (DBP), while
influential factors include disease condition, which
transcribes whether the individual is diseased or someone
who is a beginner or advanced in terms of sports, basic
physical information which includes age and sex, and
finally, the training target. This subsystem elaborates on the
"Current Physical Status" input within the overarching
model, as illustrated in Figure 1.

disease condition

R\

Current physical status

Basic physical information

SN ]

Risk level of physical activity

—
A

Medical condition

Diastolic bp.

Figure 9. Current physical status subsystem
4. STATISTICS-BASED EVALUATION

4.1. Membership functions construction — an
overview

Deriving membership functions from training data is a
core challenge in fuzzy set theory. There are no definitive
guidelines for selecting the appropriate method for
generating these functions. Additionally, the task is
complicated by a lack of consensus on how to define and
interpret membership functions. For instance, Dubois and
Prade [26] discuss the complexities and differing
interpretations involved, underscoring the subjective nature
of defining membership functions in fuzzy set theory.
Therefore, various methods can be employed to generate
membership values based on the desired interpretation.

Extensive literature focuses on creating membership
functions to reflect subjective perceptions of vague
concepts. However, these methods often cannot be directly
applied to practical problems like fuzzy logic applications,
which require modelling uncertainty in input data. There
are no standard measures to evaluate the accuracy of
generated membership functions, particularly for abstract
concepts. Therefore, models must be flexible and easily
adjustable to optimize algorithm performance. Given the
importance of membership functions, multiple methods

may be necessary, tailored to specific problems and data
types.

An overview of some of these methods can be found in
[27]. The authors provide a solid background on the various
techniques available for generating membership functions.
The discussed key techniques encompass Heuristic
Methods, rooted in expert knowledge and intuitive grasp of
problem domains, where the construction of membership
functions relies on rules derived from human expertise and
experience.  Probability-Possibility =~ Transformations
involve converting probabilistic data into fuzzy
membership functions, utilizing the interplay between
statistical data and fuzzy sets to manage uncertainty.
Cluster Analysis, exemplified by methods like fuzzy c-
means (FCM), identifies natural data groupings to construct
membership functions, assigning data points to clusters
with varying membership degrees for smoother function
creation. Neural Networks employ artificial neural
networks to learn membership functions dynamically,
particularly adept for complex pattern recognition tasks.
Genetic Algorithms optimize membership functions by
emulating natural selection, searching for optimal
parameters to enhance fuzzy system performance.
Histograms and Density Estimation employ statistical
methods to estimate data density distributions, aiding in
precise membership function creation through visual
representation of data distribution. More details on the
histogram method will be outlined in the next section, as
this is the method used in this paper.

Although these methods were originally proposed for
pattern recognition purposes, they can still be relevant to
patient monitoring, and there is potential to combine them
to create robust and accurate membership functions tailored
to medical data.

A further contribution was introduced by Medaglia [28],
who proposed an innovative method for constructing
membership functions in convex normal fuzzy sets using
Bézier curves. This technique offers significant flexibility
and efficiency. The Bézier curve-based mechanism allows
users to intuitively manipulate the shapes of membership
functions to fit given data sets with minimal discrepancy.
The paper includes several numerical experiments
comparing this method to conventional approaches,
demonstrating its superiority in producing accurate and
reliable membership functions. One key advantage of this
method is its ability to handle various data shapes
intuitively. Traditional methods often require complex
calculations and are less adaptable to different data
distributions. In contrast, the Bézier curve-based approach
simplifies the process, making it accessible even for those
with limited technical expertise in fuzzy set theory. By
harnessing these techniques, researchers and practitioners
can develop more sophisticated monitoring systems that
improve diagnostic accuracy, adapt to dynamic patient
conditions, and support personalized patient -care,
ultimately leading to better health outcomes and enhanced
quality of care for patients.

In the literature, fuzzy sets are frequently represented
using triangular, trapezoidal, and bell-shaped membership
functions [29][30].

A trapezoid shape input membership function is given
by:
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where, vy, v,, V3, v, are the parameters of the membership
function.

In the method proposed by Devi and Sarma [31], a
parametric representation of the histogram is utilized to
estimate fuzzy membership functions. This is achieved
through the rational function approximation, where the
parameters of the function are derived by applying least
squares fit to the histogram values. Once obtained, these
parameters are normalized to ensure that the function's
maximum value is one. To determine the membership
value for any given sample, these normalized parameters
are substituted back into the rational function. This
approach is particularly useful for classifying unlabelled
samples. For each feature within each class, histograms are
constructed, and the parameters representing the
membership function are determined accordingly.

To obtain the desired results, the input MFs are tuned
according to the personal characteristics of the patient. For
simplicity, these values are represented by trapezoidal MFs.

4.2 Membership function fitting to the Histogram

Due to the complex interactions between input factors, it
is difficult to precisely evaluate their effects on the
measured values.

The data collected and recorded during monitoring can
be used to assess the patient's current condition.
Furthermore, these data can be recorded in a personal
profile to personalize the evaluation in the future.
According to the current state of the patient, the previous
measurements performed under the approximately same
conditions can be considered. Statistics, such as
histograms, can be created based on these values to provide
further insights. This histogram represents the normal
reaction of the patient under the given conditions.

When a histogram is available, a membership function
(MF) can be defined based on it. This function is piecewise
linear whose highest point corresponds to the domain with
the maximum value in the histogram and the rest of the
function is created based on the remaining histogram
values. Further details on this method can be found in
[32][33].

This is how the membership functions of the inputs HR,
SBP and DBP are created. After the histogram-based
functions are available, original membership functions can
be tuned accordingly. The functions tuned in this way are
more reliable since the patient's normal reactions and the
medical recommendation are taken into account together.
These functions are the ‘improved MFs’ that can be
obtained by simply calculating the mean of the
correspondent parameters of the histogram-based functions
and the tuned original membership functions.

5. CASE STUDY

In this section, the membership functions representing
the medical recommendation for an ‘Advanced Male 20-
29’ are presented, as well as the measurement-based
statistics for a specific patient. The Mamdani-type

inference system was implemented in MatLab Fuzzy Logic
Designer alongside the rule base.

In order to define the membership functions for heart
rate, consideration should be given to the predicted
maximum heart rate and the recommended intensity (as
outlined in Figure (2). Three antecedent fuzzy sets are
applied: "target," representing the ideal heart rate zone for
the patient; "mhigh," indicative of an elevated heart rate;
and "vhigh," denoting a very high heart rate that is not
advisable for the patient. These zones and the actual input
value are delineated as a percentage of the individual's
maximum heart rate. Figure 10 illustrates the heart rate
antecedent sets for the group ‘Advanced Male 20 29’
which features males aged between 20-29 years who
regularly do sports at an advanced level.

The membership functions for systolic blood pressure
are also depicted in Figure 11. The thresholds establish the
antecedent fuzzy sets: "low," representing hypotonic
values; "normal," indicating the desired SBP value;
"increased," signifying a somewhat higher but still
acceptable value; and "abnormal" which is not
recommended for the patient due to increased risk.
Similarly, the antecedent sets for diastolic blood pressure
are presented in Figure 12.

Membership Function Plot

Degres of Membership

04 05 06 o7 o8 08
Input Variable "heartrate™

Figure 10. Heart rate zones for Advanced Male 20-29
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Figure 11. Systolic blood pressure for Advanced Male 20-29
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Figure 12. Diastolic blood pressure for Advanced Male 20-29

Utilizing the influential parameters described above, the
membership functions can be adjusted to align with patient
characteristics. Figures 13-15 show the statistics-based
membership functions of a 21-Year-Old elite badminton
athlete. His personal parameters are as follows: resting
heart rate, HRrest=60bpm, maximum heart rate,
HRmax=195bpm, systolic blood pressure,
SBP=120mmHg, maximum systolic blood pressure,
SBPmax=235mmHg, diastolic blood pressure,
DBP=55mmHg, maximum diastolic blood pressure,
DBPmax=82mmHg, weight=175kg. The athlete performed
an incremental treadmill running test for the evaluation of
maximal oxygen consumption (VO2max), anaerobic
threshold, and time to exhaustion. He started exercising at
a treadmill speed of 2.7 km/h and an inclination of 10%

gradient for 3 min, and the speed and inclination were
gradually increased every 3 min until he was exhausted or
fatigued volitionally. Heart rate variability was examined
using the Polar heart rate monitor over a period of 5 min at
rest in the supine position [34]. In all cases, the examined
HR, SBP and DBP were incrementally generated from the
resting values to close to the maximum parameters. The
graphics presented from this point forward in this chapter

are dedicated to the profile of the 21-year-old elite
badminton athlete.

Membership Function Plot

Variabls “HR

Figure 13. Stats-based fuzzy set representing the personal statistics for
HR
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Figure 14. Stats-based fuzzy set representing the personal statistics for
SBP

ship Function Plot

Figure 15. Stats-based fuzzy set representing the personal statistics for
DBP

Next, the statistics-based MFs were compared to the
medical recommendations and then aggregated to the
‘improved MFs’ as shown in figures 16-18. These new
membership functions (figures 19-21) were then used to
evaluate the risk level of the patient (see table 2).

Figure 16. Comparison between the statistics-based (Input Values: [0, O,
0.62, 0.77]) and the medical recommendation MFs for HR (Input Values:
[0, 0,0.82,0.88])

The HR input domain for the statistics-based function
ranges from 0 to 0.77, while the medical recommendation
function ranges from 0 to 0.88. The significant difference
occurs in the mid-to-high range values, specifically from
0.62 to 0.88. In the range [0.62, 0.77], the statistics-based
function provides a more detailed classification of HR
values. This range is crucial as it indicates moderate risk
levels where the athlete’s HR is elevated but not yet in the
high-risk category. The medical recommendation function
does not start this categorization until a higher range [0.82,
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0.88], suggesting that the athlete-specific model is more
sensitive to increases in HR, thus providing earlier
warnings and potentially better risk management during
physical activity. The personalized statistics-based
function allows for a broader range of HR values to be
classified as "moderately safe" before reaching
"moderately dangerous," reflecting the athlete's higher
tolerance for elevated heart rates during intense physical
activity. The parameters of the ‘improved’ MFs for HR are
[0 0 0.74 0.825] which were obtained by taking the mean
of the corresponding parameters of the statistics-based
function and the medical recommendation function.

Figure 17 . Comparison between the statistics-based (Input Values: [130,
140, 180, 190]) and the medical recommendation ([130, 140, 188, 198])
MFs for SBP

The range of interest here is [180,190] for the statistics-
based function versus [188,198] for the medical
recommendation. In the range [180, 190], the statistics-
based function identifies SBP values within this interval as
moderate to high risk. This is significant because it
indicates that the athlete-specific function flags elevated
SBP values earlier than the medical recommendation
function, which only starts this categorization at higher
SBP values [188, 198]. By focusing on this range, it is
evident that the personalized model is tailored to detect
potential cardiovascular strain at lower thresholds. This
early detection capability enables better prevention and
management strategies during high-intensity exercise.
Similar to the previous analysis, the parameters of the
'improved' MFs for SBP are [0, 0, 184, 194].

Figure 18. Comparison between the statistics-based (Input Values: [55,
67, 76, 82]) and the medical recommendation (Input Values: [53, 65, 77,
89]) MFs for DBP

The input domain includes values from resting diastolic
pressure to the peak DBP observed during the athlete’s
maximal activity levels. In the range [76 82], the statistics-
based function assigns higher risk levels compared to the
medical recommendation, which considers values up to 89
before assigning similar risk levels. This indicates that the
athlete-specific function is more conservative and
sensitive to increases in DBP. The range [76 82] is critical
as it represents values where the athlete’s diastolic pressure
is elevated but still below the extreme high-risk category.
This sensitivity helps in the early detection and
management of cardiovascular risks specific to the
athlete's physiology. Analogously, the parameters of the
'improved' MFs for DBP are [54, 66, 76.5, 85.5].
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Figure 19. Improved MFs for HR
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Figure 20. Improved MFs for SBP
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Improved MFs Medical r
HR % of SBP DBP Risk Level Linguistic Risk Level Linguistic
(bpm) HRmax (mmH (mmH (numerical) terms (numerical) terms
(bpm) g 2
60 031 120 S5 0.108 Very safe 0.111 Very safe
Moderately
70 0.36 130 S8 0.226 safe 0.121 Very safe
Moderately Moderately
80 0.41 140 61 021 safe 0.193 safe
90 0.46 150 64 0.153 Very safe 0.131 Very safe
100 0.51 160 67 0.106 Very safe 0.106 Very safe
110 0.56 170 70 0.106 Very safe 0.106 Very safe
120 0.62 180 73 0.106 Very safe 0.106 Very safe
Moderately Moderately
130 0.67 190 76 0.361 safe 0.224 safe
140 0.72 200 79 0.561 Medium 0.539 Medium
Moderately Moderately
150 0.77 210 82 0.692 da 3 0.698 da 3
_dangerous i anEeruu:‘

Figure 21. Improved MFs for DBP

Our analysis of the input domains where statistics-based
functions and medical recommendation functions differ
highlights the significant impact of personalized modelling.
The specific ranges of [0.62, 0.77] for HR, [180, 190] for
SBP, and [76, 82] for DBP illustrate areas where the
statistics-based functions offer more detailed and early risk
categorization. These distinctions underscore the critical
importance of personalized health monitoring, enabling
timely and precise interventions tailored to individual
physiological responses, especially for athletes.

Moreover, incorporating the improved MFs into our
analysis demonstrates the value of a balanced approach.
The improved MFs, which are calculated as the means of
the adjacent statistics-based and medical recommendation
functions, provide a smoother and more adaptive risk
assessment. These functions offer early warnings similar to
the personalized statistics-based functions while gradually
aligning with the thresholds set by medical
recommendations. This comprehensive and timely health
monitoring approach is particularly beneficial for
managing the cardiovascular health of athletes, ensuring
their safety, and optimizing performance.

6. RESULTS

The risk evaluation of personal statistics is illustrated in
Table 2. The table presents a comprehensive risk evaluation
of a 21-year-old male elite badminton athlete, focusing on
heart rate (HR), systolic blood pressure (SBP), diastolic
blood pressure (DBP), and their corresponding risk levels
both numerically and in linguistic terms. The comparison
of risk levels derived from improved membership functions
(MFs) and medical recommendations offers valuable

insights into the athlete's cardiovascular status under
varying physiological conditions.

2. TABLE: RISK EVALUATION OF A 21-YEAR-OLD MALE
BADMINTON ATHLETE

At lower heart rates and blood pressure values the risk
level is predominantly categorized as ‘very safe’. The
medical recommendations are very similar with the
improved MFs, suggesting a low risk for cardiovascular
events. Which means that in this zone the statistics-based
approach is reliable as it presents similar results as the
medical recommendation. For moderated heart rates and
blood pressure values the risk level varies from ‘very safe’
to 'moderately safe’ with a slight variation between the
improved MFs and the medical recommendation. For
higher heart rates and blood pressure values we notice an
increase in cardiovascular risk in both the improved MFs
and the medical recommendation.

The consistency between improved MFs and medical
recommendations validates the reliability of the model,
particularly at higher heart rates where risk levels are more
pronounced. This approach emphasizes the importance of
personalized risk assessment models, ensuring the patient’s
safety and optimal performance management.

7. CONCLUSION

In sports and physical activity, ensuring health
monitoring is crucial for participants across all levels. Each
individual engages in sports with varying physiological
responses and health profiles, making personalized
assessment methods essential. Traditional approaches to
health monitoring do not always take that into account.

Integrating fuzzy logic into health monitoring systems
can be advantageous in dealing with such challenges as it
can handle uncertainty, imprecision, or subjectivity of the
input data. It can offer more accurate and personalized
results, leading to safer practice of physical activity.

In this paper, the authors analysed the risk levels of the
current activity using a hierarchical fuzzy model structure
with a focus on the current physical status subsystem. To
assess the patient's current condition data (which includes
but is not limited to HR, SBP, DPB values as well as
sampling frequency, duration, sex, and activity type) is
collected and recorded during monitoring. This data can be
recorded in a personal profile to personalize the evaluation
in the future and the previous measurements performed
under the approximately same conditions can be
considered. The statistics-based approach was used.
Histograms were created representing personal statistics,
i.e., the normal reaction of the patient under the given
conditions. When the histogram is available, a membership
function (MF) can be defined based on it. This function is
piecewise linear whose highest point corresponds to the
domain with the maximum value in the histogram and the
rest of the function is created based on the remaining
histogram values. This way, the membership functions of
the inputs HR, SBP and DBP are created. After the
histogram-based functions are available, original
membership functions can be tuned accordingly. The
functions tuned in this way are more reliable, since the
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patient's normal reactions and the medical recommendation
are taken into account together.

This study shows that there is consistency between the
improved MFs and the medical recommendations, which
validates the reliability of the model, particularly at higher
heart rates where risk levels are more pronounced. This
approach emphasizes the importance of personalized risk
assessment models, ensuring the patient’s safety and
optimal performance management.

In the future,

authors aim to develop different

mathematical methods that can be used to represent the
patient’s statistics and for fitting the membership functions.
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Abstract

Origami constructions, inspired by the ancient
Japanese art of folding paper, are gaining
importance in mathematics and science. The
paper explores the mathematical aspects of
origami, with a focus on their geometric
constructions and applications. Applications of
origami in the field of medicine were investigated.
The paper also discusses and addresses advanced
topics such as modular origami and origami
computing. Through all these topics, the richness
and depth of mathematical ideas hidden behind
folded paper are shown, thus emphasizing their
importance in the modern world. An
understanding of origami mathematics was
provided, thus providing an incentive for further
research and applications in medicine. Through
this work, the goal is to understand the potential
of origami as a creative and interdisciplinary tool
in the medical field, highlighting opportunities for
innovation and progress.

Keywords: Origami, Origami geometry, Retina

1. INTRODUCTION

Origami, the Japanese art of folding paper, is not
just an aesthetic form of entertainment or
decoration; it represents a deep mathematical and
geometric discipline that has given birth to some of
the most innovative solutions in modern science [1].
While origami is traditionally associated with the
art of harmonious folding of paper, its application is
increasingly becoming a subject of interest and
research. This paper introduces the world of the use
of origami constructions in medicine, highlighting
the historical context, theoretical foundations,
mathematical  problems and  contemporary
applications of this fascinating discipline.

Pioneering works such as Akira Yoshizawa and
Robert J. Lang contributed to the development of

origami theory and opened the door for
mathematical analysis in this area [1]. Today,
origami is not only an art, but also a tool for solving
complex mathematical problems and engineering
challenges.

The geometric basis of origami constructions lies
in simple axioms and rules of paper folding. On the
other hand, behind that simplicity are hidden deep
mathematical theories that reach into the areas of
algebra, topology and geometry. Mathematical
concepts such as the construction of angles, lengths
and surfaces are reinterpreted through the prism of
origami, opening up new areas of research and
application.

Contemporary applications of origami extend
beyond the boundaries of mathematics into fields
such as architecture, robotics and medicine. In
medicine, origami is used to design implants and
surgical instruments that can be folded inside the
patient's body. This paper explores the breadth of
origami mathematics, highlighting its importance
for medical purposes. The paper deepens this
application in medicine, providing a comprehensive
insight into the world of origami constructions and
their vital role in various areas of human activity in
medicine.

One area that is gaining increasing attention is
medicine, where origami is proving to be an
extremely useful technique with the potential for
revolutionary applications. Through the precise
folding and shaping of, origami provides unique
opportunities for the development of innovative
medical devices, biomaterials and therapeutic
interventions [2].

This paper explores the diverse applications of
origami in medicine, exploring how this ancient art
can contribute to the advancement of modern
medical practice. Through a review of available
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literature, analysis of current research and case
studies, it is shown how origami can be creatively
and effectively used in diagnostics, therapy, tissue
reconstruction, as well as in the development of
innovative medical devices and biomaterials. It has
been studied how features of origami, such as
precision, flexibility and personalization, open the
door to advanced medical applications that can
improve the quality of life of patients and facilitate
the work of medical staff. In order to intuitively
understand the topic of origami constructions, some
examples of models from everyday life are shown
(Figure 1).

Figure 1. Examples of some origami models

2. ORIGAMI CONSTRUCTIONS

Origami mathematics is an interdisciplinary field
that combines geometry, algebra, number theory,
and other mathematical disciplines to explore the
basic principles and theorems underlying paper
folding. Through the study of theoretical
foundations, mathematicians are able to explore
new ideas, theorems and algorithms that have wide
application in practice.

Over the centuries, origami constructions have
evolved from simple shapes to complex geometric
structures. Although origami have traditionally
been associated with aesthetic and artistic value,
their mathematical potential has only recently
become the subject of systematic study. One of the
most significant moments in the development of
origami mathematics was the work of the American
mathematician Robert J. Lang. Lang is known for
his discovery of Lang angles, a key concept in
origami theory [3]. His works established the
mathematical foundations of origami geometry and
provided tools for solving complex problems in this
field.

The development of origami constructions in
mathematics did not stop at basic theorems.

Through development, origami constructions have
gone from simple artistic forms to complex
mathematical structures with a wide range of
applications even in the fields of medicine.

3. DEVELOPMENT OF ORIGAMI IN
MEDICAL APPLICATION

Origami goes back a long way, where it
originally served as a means of entertainment and
artistic expression. However, in the medical
community, its application began to be investigated
with increasing attention as its potentials for
solving medical problems and improving
therapeutic approaches were discovered.

Throughout history, key events have marked the
evolution of origami in medicine. Pioneering work
by researchers and medical professionals has
resulted in numerous innovations, from simple
origami models used in education and simulation,
to complex origami-inspired medical devices and
biomaterials [4]. Origami models began to be used
as an educational tool for medical students,
allowing them to better understand anatomy and
medical procedures, and have evolved into an
advanced application in medicine today. The
origami technique is the inspiration for many
structures in medicine today (Figure 2).

Microfluidic devices’
and Biosensors

Surgical
Microgrippers

it Small Intestine

Figure 2. Some of the inspirations for the application of origami
in medicine

(4]

3.1 Benefits of origami in medicine

Origami requires a high level of precision in
folding and shaping. This feature allows medical
professionals to create accurate models of
anatomical structures or medical devices needed for
diagnosis, therapy or training. Origami allows
customization of shape and size according to the
specific needs and requirements of medical
procedures or patients. This flexibility makes
origami particularly useful in fields such as

24



Enisa Trubljanin (2024): Origami's Mathematical Precision: Transforming Medicine Through Folded Geometry
Banki Kéozlemények 6(2), 23-28.

reconstructive surgery and the creation of
personalized medical devices [5].

Using origami can reduce the need for invasive
medical procedures. For example, origami-inspired
medical devices could be smaller and more flexible,
allowing for less traumatic procedures and faster
patient recovery. Combining origami principles
with medical technology can lead to innovative
solutions and advances in medicine. Origami-
inspired medical devices or biomaterials may open
up new areas of research and therapeutic
possibilities. The origami technique uses basic
materials that can reduce the cost of manufacturing
medical models or devices compared to traditional
methods that require more expensive materials or
technologies [5].

One of the key advantages of origami medical
devices is their ability to adapt to the patient's
anatomy. Inspired by origami constructions, these
devices can be folded into a small form for easy
insertion into the patient's body, and then unfolded
in the appropriate place to perform their function
(Figure 3) [6]. Origami endoscopy tools enable
precise and minimally invasive exploration of the
inside of the body, which reduces trauma and
patient recovery time. Origami principles can be
applied in reconstructive surgery to shape and
reconstruct tissues that have been damaged or lost
through trauma, disease or surgery.

C 0bo ice capsule
| pSU folded
/ deliverer
S5mm
A -
Cirpain \
transportation ,
2 deployable
£ origami structure
2

neodymium

Stomach

Figure 3. An example of a capsule containing an origami
structure
[6]

The origami technique can be used to design and
create three-dimensional templates that can be used
as guides during reconstructive surgeries. These
templates allow surgeons to precisely shape
transplanted or reconstructed tissue sections,
leading to better functional and aesthetic outcomes
for patients [7].

4. ORIGAMI BIOMEDICAL IMPLANTS

Origami biomedical implants represent an
innovative technique that combines the principles
of origami with biomedical technology to develop
advanced medical devices and implants [8]. This
technique is based on the idea of reshaping
materials, such as metals or polymers, into complex
three-dimensional structures through folding and
folding, thus enabling the creation of devices that
are adaptable, compact and functional.

Biomedical origami implants represent a field of
constant innovation in medicine. New technologies
and materials are constantly being developed to
improve the characteristics and performance of
these implants, providing new opportunities for the
therapy and treatment of various medical
conditions.

Origami is used in the design of medical
implants and prostheses. Folding origami-inspired
implants can be easily transported and implanted at
the site of intervention, then unfolded to provide the
required support or functionality [9]. These implants
are particularly useful in areas such as tissue
reconstruction, regenerative medicine and
orthopedics.

Foldable sensors are used to monitor a patient's
vital signs or detect specific biomarkers in the
blood. Sew sensors are also used for the purpose of
folding origami at a specific location in the body.
These devices enable fast, accurate and non-
invasive diagnostics, which improves the quality
and efficiency of medical care.

The concept of Origami implant design
represents an innovative approach to 3D
integration, aiming to tackle the challenges
associated with size and cost limitations in
biomedical implants [9]. By breaking down large
systems into smaller chips and employing advanced
3D integration techniques, these components can be
seamlessly folded to achieve compactness for
implantation and later unfolded within the body.
This strategy allows for the partitioning of
electronics into functional blocks, facilitating mass
production, while also enabling the assembly of
customized implants from these cost-effective
modules.

The application of this method can be
particularly advantageous in the context of retinal
prostheses. The retina is a layer of photosensitive
nerve cells located at the back of the eye, which
plays a key role in the vision process. Its basic
function is to convert light signals received by the
eye into electrical impulses that the brain can
interpret as visual information [10]. For the purposes
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of forming and installing a retinal prosthesis in the
eye, origami principles have proven to be extremely
useful. Instead of utilizing a single large chip, the
implementation of multiple smaller chips dispersed
across a flexible substrate offers a promising
alternative. Prior to implantation, this substrate can
be folded, allowing for ease of insertion, and
subsequently unfolded within the eye to conform to
its curved shape (Figure 3) [11].

By doing so, the implant achieves a customized
fit with the retina, optimizing electrode contact and
enhancing the effectiveness of stimulation.
Consequently, our innovative origami-based
approach introduces the potential to develop an
elongated planar system that can be seamlessly
folded into a compact structure for minimally
invasive surgical procedures, before transitioning
into its functional configuration.

Vitreous gel

Iris

‘)(/Cornea
)

\

Origami Retinal Implant

Retinal Implant Substrate

Figure 3. Appearance of the retinal implant substrate

[12]

Furthermore, the adaptability of such a system to
the eye's curvature allows for the optimization of
chip and electrode placement through the strategic
design of the origami structure [11].

4.1 Sensors in an origami retinal implant

Sensors made using the origami technique for the
retina of the eye are sophisticated medical devices
designed to monitor the health of the eye and
diagnose various diseases. This technology uses the
principles of origami geometry to create flexible
and adaptable sensors that can be precisely placed
on the surface of the retina.

Typically, retinal sensors are made of thin,
flexible materials such as polymer or silicone that
allow for comfortable placement on the surface of
the eye without causing discomfort or damage [12].
Origami techniques are used to shape these
materials into complex three-dimensional structures
that can be folded and shipped in a relatively small
space, then unfolded and placed on the surface of
the retina.

The process of making these sensors involves
several steps. First, the material is carefully selected
and prepared to be compatible with human tissue
and the environment of the eye. Folding and
shaping techniques inspired by origami geometry
are then used to transform the material into the
desired shape. This may involve folding, folding or
removing parts of the material to achieve the
desired structure.

Once the sensors are shaped, they can be
mounted on a thin foil or support that is then
carefully placed on the surface of the retina. This
application requires high precision and careful
manipulation to ensure that the sensors are properly
positioned and securely attached to the retina.

Once installed, the sensors can monitor various
parameters of the eye, such as intraocular pressure,
temperature, pH value or the concentration of
certain molecules in tears [12]. That data can be
vital for monitoring eye health and diagnosing
conditions like glaucoma, diabetic retinopathy or
dry eye.

By using the origami technique to create sensors
in the retina of the eye, high precision, flexibility
and comfort for patients is achieved. This
innovative technology promises to improve the
diagnosis and monitoring of eye diseases, paving
the way for personalized treatment approaches and
better management of ophthalmic conditions.

Given that the Origami implant is positioned
within the body, the precision of chip alignment
poses a challenge. Additionally, this alignment may
shift over time due to patient mobility and tissue
dynamics. Consequently, the proximity
communication system must intermittently assess
its alignment and adjust accordingly to optimize
power usage while maintaining a desired data
transmission rate. Apart from optimizing power
efficiency, alignment sensing serves as a valuable
tool for monitoring the implant's deployment
progress [12]. Considering the stringent power
limitations inherent in implants situated within
delicate organs like the eye, the alignment
adjustment process must prioritize energy
conservation and computational simplicity.

5. ENDOSCOPIC INSTRUMENTS

Flexible endoscopic instruments represent a key
aspect in the diagnosis and therapy of internal
organs, enabling precise visualization and
intervention without the need for invasive surgery.
Origami principles are increasingly applied in the
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design of these instruments in order to achieve
greater flexibility, precision and adaptability.

Internal anatomical structures are often complex
and diverse. Flexible endoscopic instruments must
be able to adapt to different shapes and curvatures
of organs in order to efficiently perform diagnostic
or therapeutic procedures.

The origami approach allows engineers to design
endoscopic instruments that can be bent and shaped
in real time. This allows surgeons to precisely
maneuver instruments through complex anatomies,
such as bowel bends or gastric curvatures, with
minimal trauma or discomfort to the patient [13].

By wusing flexible endoscopic instruments
inspired by origami principles, it is possible to
reduce the need for invasive surgical procedures.
These instruments allow access to internal organs
through natural openings or small incisions, which
reduces the risk of complications and speeds up the
patient's recovery process.
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Figure 4. Endoscopic capsule for visualization of internal organs
[14]

Using origami principles, endoscopic instruments
with improved folding and folding mechanisms can
be developed, which can improve their
compactness and maneuverability. For example,
inspired by origami techniques, instruments can be
designed that can be folded compactly during
transport and then expand to the appropriate shape
and size during use. This facilitates instrument
handling and may reduce the need for additional
auxiliary tools during procedures. Also, the
application of the origami principle can enable the
development of endoscopic instruments with
multiple functions, which can further improve the
efficiency and practicality of these medical devices
[15].

6. ORIGAMI COMPUTING

Origami algorithms and computer geometry
represent a field of research that is oriented towards
the application of mathematical principles and
techniques of computer geometry in the analysis,
simulation and generation of origami constructions.
This area enables the development of sophisticated

algorithms for the automatic generation of origami
models with different characteristics and properties
and even those that are used for medical purposes.

One of the main properties of origami algorithms
is geometric transformation. These algorithms use
various geometric transformations, such as
translation, rotation and scaling, to manipulate and
transform paper modules or parts of an origami
model. These transformations allow the creation of
different shapes and structures of origami models
with the desired characteristics and properties
which are used as such and to create models that
have practical application in medicine..

In addition, origami algorithms also use various
optimization  techniques to find optimal
configurations of origami models in terms of
efficiency, stability or aesthetics [16]. These
algorithms use mathematical methods such as linear
programming, genetic algorithms or simulated
annealing to find the best solution according to the
given goals and constraints. They have a special
role in the context of creating a model that will take
up as little space as possible.

Computational geometry is important in the
development of origami algorithms, allowing
efficient manipulation of geometric data and
structures. These algorithms wuse different
algorithms and techniques to analyze and
manipulate origami models, such as algorithms for
cutting, overlapping checks or solving spatial
problems. Examples of origami algorithms include
algorithms for the automatic generation of origami
models, algorithms for analyzing the stability of
origami structures or algorithms for optimizing the
shape and dimensions of origami models [16].

7. CONCLUSION

Researching origami mathematics and its
application in medicine is a fascinating journey
through the history, theory and application of this
unique combination of art and science. Through
consideration of various aspects of origami
mathematics, its connections with other sciences
are revealed, thus revealing the complex
connections  between  paper folding and
fundamental mathematical concepts. Through
solving problems in medicine using the origami
technique, new ways of approaching -classical
mathematical challenges are discovered.

Origami, as the art of translating a flat surface
into complex three-dimensional structures, exhibits
astonishing mathematical precision that brings a
potential revolution in the medical field. Through
the combination of geometry, engineering and
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medical needs, origami offers innovative
approaches in diagnosis, therapy and surgery. This
synergy between art and science enables the
development of sophisticated medical devices such
as stents, microrobots and affordable diagnostic
tools.

Advances in medical origami design enable more
personalized therapies, minimize invasiveness and
optimize treatment outcomes. The application of
origami geometry in the design of retinal implants
provides flexibility and adaptability, enabling
precise placement and reducing the risk of
complications.  Furthermore,  origami-inspired
microrobots represent the possibility of precisely
delivering drugs or performing microsurgical
procedures in places inaccessible by traditional
methods. These advanced devices promise to
revolutionize the way diseases are diagnosed and
treated, particularly in areas such as neurosurgery,
cardiology and oncology.

Despite the promising potential, there are
challenges that must be addressed. This includes
developing reliable materials that are compatible
with the human body, ensuring precision in the
manufacturing process, as well as adapting
regulatory frameworks to enable rapid integration
of these technologies into clinical practice.
However, with growing interest from the research
community and industry, the difficulties will be
overcome, and origami will remain a key
technology in transforming medicine. In each fold
lies an untold story of imagination becoming
reality, of complex mathematical ideas taking shape
through simple folding processes. Origami
constructions are a symbol of harmony between art,
mathematics and other sciences.
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Abstract — Climate change has affected every sector of
nature, especially healthcare in recent years. These changes
have affected the vineyards but also the characteristics of the
wine. In this research project, two natural factors were taken
into account, temperature and annual precipitation. At times
when machine learning had not yet been discovered, each
process was very complicated and time-consuming.
Therefore, machine learning is a very smart move to get fast
and accurate results. Pearson correlation coefficient was used
to come to a conclusion.
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1 INTRODUCTION

Problems due to climate change have led to debates on
many topics, research, and even this research paper.
Because of all this, there was a need to do various studies to
determine the impact of temperature and precipitation on
wine quality. This is very important because it gives us
information on how to use temperature and precipitation to
get the type of wine we want. This research paper will deal
specifically with the analysis of temperature and
precipitation as the main factors influencing the quality of
wine. Two types of wine were considered: white and red,
the two most commonly used types. Italy is known for its
wine and the variety of grapes it produces; that is why the
information for the research paper is based on this country;
however, the same method of analysis can be used for any
other country. In order to study the data on each wine in
more detail and more precision, three hypotheses were
made. Depending on these hypotheses, what truly affects
the quality of wine can be seen. A detailed analysis was
made for each of them.

— Hypothesis 1: The amount of alcohol in the wine
depends on the temperature.

— Hypothesis 2: Precipitation affects the acidity of wine.

— Hypothesis 3: Precipitation affects the pH of the wine.

2 PEARSON CORRELATION COEFFICIENT

The Pearson correlation coefficient is often referred to
only as the -correlation coefficient. Below are its
characteristics and how it can be used. The correlation
coefficient allows clear monitoring of the relationships that
the two variables have with each other. This coefficient

gives results that show how strong the relationship between
two variables is [1].

The formula used to calculate the Pearson correlation
coefficient is:

Tey = n 3 xiyi-Chey X)(Ele ¥2)

PSR -G 202 S - 02
Tyy = Pearson correlation coefficient
n = number of samples

ey

x = first variable
y = second variable.

In statistics, the correlation coefficient is very important
because, in addition to strength, it also gives the direction in
which the two variables move. The direction can take two
forms: positive or negative. Positive means that if one
variable grows, so does another, and if one decreases, so
does the other. If a negative result is obtained, it means that
one variable grows while the other simultaneously
decreases. It is necessary to be careful when choosing
variables because it is not good to analyze two variables that
have little to do with each other. That’s because, even if we
get results that show a high impact between two variables,
we cannot say exactly that this is a completely correct
solution if we have selected variables incorrectly. The
choices made for the analysis to be further studied used
logic that shows that temperatures and precipitation really
affect wine production. However, this should be checked to
determine the accuracy or eventual inaccuracy of the claim
[2].

As noted earlier, the correlation coefficient gives us two
pieces of information about the variables: the direction and
strength of their connection. The direction has already been
processed; we are left with the strength of the connection
between the two variables. If:

— Tyy = +1; this is the perfect positive link
— Txy = 0.75; this is a pretty strong positive link.
— 0.25 <1yy <0.75, this is a moderate positive link.

If 7y has the value greater than 0 and less than 0.25, then
that connection is positive but weak. If ryy =0, it means that
if one variable increases or decreases, the other variable
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does not change. If ryy has the value greater than —0.25 and
less than 0, then that connection is negative but weak.

— Txy = -1; this is the perfect negative link
— Tyy <-0.75; this is a pretty strong negative link.
— -0.75 < 1ryy <-0.25, this is a moderate negative link

[1].

The correlation between the variables is displayed using
graphics known as heat maps. Heat maps allow data to be
visualized via matrices. It is very useful, especially in cases
where links between multiple variables are sought, not just
two. The matrix is created in such a way that it allows us to
notice key data with one glance and to study the strength of
the connections that the variables have with each
other. Variables are displayed through columns and rows,
while the numbers we get in the matrix are indicators of the
strength of the relationship between each two variables [3].

3 ANALYSIS OF PRECIPITATION AND TEMPERATURE
IMPACTS ON WINE CHARACTERISTICS

Data analysis is a process that must be carefully
considered, both in data selection and in further work.
During this analysis, we will not only get a link between the
characteristics of wine and temperature or rain, but we will
also get much more than that thanks to heat maps.

The country to which all the data relates is Italy, because
it is one of the largest wine producers in the world. There
are many wine-producing cities, but among the highest
quality are cities like Sicily, Tuscany, Piedmont, and many
others. Italy is a country where climatic conditions differ,
which means that each zone in which grapes can be grown
differs from another zone. Even within the same zone, there
may be small variations in temperature and precipitation.
Since Italy is not a small country, the average temperature
and precipitation values for the whole country have been
taken into account. The average wine characteristics in
some famous wine-producing cities are also determined [4].
The aim of the analysis is to link the effects of climate
characteristics on wine production in order to act on its
production in the best possible way. Data were collected
through online websites, not only for temperatures and
precipitation but also for wine. All data were analyzed using
the Pearson correlation coefficient and presented via
different graphs. This analysis aims to conclude how much
effect temperature and precipitation have on wine and what
characteristics of wine are affected by them.

The initial step is to find the data. The rain data in Italy
used in the project is from this website [5], and the
temperature data were taken from the website [6]. Data
collected and grouped is always desirable to be displayed
using charts. The main goal is to compare the annual level
of data from 2018 to 2021. Initially, precipitation data will
be analyzed, and years will be identified with the largest and
smallest amounts of precipitation. Once these results are
obtained, the same process will be repeated for
temperatures. The second step will be to present the
characteristics of the wine. Two types of wine, red and
white, were considered in this analysis. Graphs will allow
the characteristics of white wine and red wine to be

compared. The three main characteristics to be considered

during this analysis are alcohol, acidity, and pH.
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1. figure: Average precipitation value in Italy for the years 2018-2021.
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2. figure: Average temperature value in Italy for the years 2018-2021

Figure 1 shows a precipitation graph for Italy over the past
4 years. Displaying data in this way allows information to
be processed faster. The largest precipitation was recorded
in 2019, with 890.8mm. This shows the average amount of
precipitation in 2019, expressed in millimeters. On the other
hand, it was noted that the precipitation in 2021 was lower
compared to previous years, at 730.6mm. In Figure 2, the
temperature table for Italy over the past four years is shown.

It can be observed that the highest temperature was
recorded in 2018, at 14.1 °C. The lowest temperature
compared to others was that of 2021, with 13.5 °C. Some
graphs related only to the characteristics of the wine will be
displayed. The three charts below will compare the
properties of white and red wine.

Looking at Figure 3, it can be seen that at one point the
acidity of white and red wine almost coincided, and that was
other

in 2019. At moments, the

— Acidity of the red wine
— Acidity of the white wine

Acidity(a/)

20180 20185 20190 20195 2020.0 20205 2021.0
Year

3. figure: Acidity in red and white wine in Italy
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4. figure: Alcohol in red and white wine in Italy
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5. figure: pH value of red and white wine in Italy
acidity values of red and white wine do not approach each
other; on the contrary, the acidity of red wine is almost
always lower than the acidity of white wine.

It can be said that, in general, for these years, the acidity
of red wine is lower than that of white wine. The most
interesting part of this graph is the difference between white
and red wine, as it will be further used for analysis.

In Figure 4, which is shown below, looks as if there is a
linear correlation between variables; when one grows or
falls, the other does the same. However, a pattern isn't really
shown, so no general statement can be drawn.

From Figure 5, it can be concluded that the pH value of
red and white wine is never the same. Red wine always has
a higher pH value than white wine.

The main graphics are shown with basic data for climate
and wine characteristics. All the elements needed to form a
Pearson correlation coefficient were found.

3.1 Pearson correlation coefficient calculated for
precipitation and properties of wine

Table 1 shows the assessment using the Pearson
correlation coefficient that uses formula (1). In the Figure
6, the code that has been used to form the Table 1 below is
shown.

whitewine = pd.read_csv('/kaggle/input/white-wine-and-precipitation-in-italy-
whitewine.head()

redwine = pd.read_csv('/kaggle/input/red-wine-and-precipitation-in-italy-2021
redwine.head()

data_merged = pd.merge(whitewine, redwine, on="mm.")
data_merged.head()

corr_matrix = data_merged.corr(method="pearson")
corr_matrix.head(10)

6. figure: The code for calculating the Pearson correlation coefficient for
precipitation and wine characteristics

mm. alcohol_x | acidity x | pH_x | alcoholy | acidity_y | pH_y
mm. 1.000 -0.316 -0.827 0.720 0.168 0.842 -
0.654
alcohol_x - 1.000 0.760 - 0.600 -0.281 -
0.316 0.621 0.082
acidity_x - 0.760 1.000 - 0.083 -0.812 0.518
0.827 0.924
pH_x 0.720 -0.621 -0.924 1.000 0.228 0913 -
0.730
alcohol_y 0.168 0.600 0.083 0.228 1.000 0.511 -
0.808
acidity_y 0.842 -0.281 -0.812 0913 0.511 1.000 -
0.919
pH_y - -0.082 0.518 - -0.808 -0.919 1.000
0.654 0.730

1. table: The results shown were calculated using the Pearson correlation
coefficient for precipitation and wine characteristics.

Table 1 gives the results of the Pearson correlation
coefficient for precipitation. Each variable that has a suffix
x belongs to white wine, while those that have a suffix y
belong to red wine. This table shows the result calculated
by the Pearson correlation coefficient, which establishes a
connection between every two elements. Not only by
analyzing the relationship between temperature and
precipitation with the characteristics of wine but also by
analyzing the link between the properties of red and white
wine.

Through the Pearson correlation coefficient, we can
confirm or refute the hypotheses formed at the beginning of
this analysis. As mentioned earlier, all results obtained are
between -1 and 1, with -1 showing a perfectly negative link
where one variable decreases while the other grows and 1
showing a perfect positive bond where one variable grows
or decreases while the other also increases or decreases.

Data with values between -0.25 and 0.25 cannot provide
reliable information that can be confirmed with certainty
because the link between them is not strong enough, which
means that their connection is weak. On the other hand,
results above 0.25 and below -0.25, but especially those
above 0.75 and below -0.75, can provide information with
greater certainty as their connection is stronger.

The obtained data via the Pearson correlation coefficient
will be displayed in the form of heat maps to make it easier
to read. The heat map will display the results of the Pearson
correlation coefficient for each type of wine separately. As
seen in Table 1, there is also an analysis of the relationship
between the characteristics of both wines, but this link is not
significant for further analysis. Therefore, the results will be
displayed separately in the white and red wine heat map.

“Seaborn” and “Matplotlib” have been two packages that
have helped to earn the desired results (heat maps); using
them, the coding has become easier and better visualized.
On the other side, “font_scale” and “fig_size” can be used
to arrange the photo how we desire it to be. In all of the heat
maps, “font_scale” has been equal to 1.1, and “fig_size™ has
been equal to (8, 8).

import seaborn as sns

import matplotlib.pyplot as plt

corr_matrix1 = whitewine.corr(method="pearson”)
print(corr_matrix1)

sns.set(font_scale=1.1)
plt.figure(figsize=(8, 8))
sns.heatmap(corr_matrix1, annot=True, cmap="coolwarm", square=True, vmin=-1, vmax=1)

plt.show()

7. figure: The code that has been used to gain the heat map for
precipitation and characteristics of the white wine
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The first heat map is generated using the code shown in
Figure 7. This heat map depicts the properties of white wine
with precipitation.

The code shown in Figure 8, was used to generate a heat
map of red wine properties and precipitation.

In Figure 8, a graphic display represents the Pearson
correlation coefficient calculated only for white wine and
precipitation. In the same way, a heat map is obtained for
red wine which is shown in Figure 10. The analysis will be
performed in a way that takes into account only data that
has a strong link.

The heat map shown in Figure 8 shows that the
following factors must be taken into account for the impact
of precipitation on white wine properties: acidity and pH
value. The acidity has a strong negative correlation, while

the pH value has a moderate positive correlation.
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8. figure: Heat map for white wine characteristics and precipitation

import seaborn as sns

import matplotlib.pyplot as plt

corr_matrix2 = redwine.corr(method="pearson”)
print(corr_matrix2)

sns.set(font_scale=1.1)

plt.figure(figsize=(8, 8))

sns.heatmap(corr_matrix2, annot=True, cmap="coolwarm”, square=True, vmin=-1, vmax=1)
plt.show()

9. figure: The code that has been used to gain the heat map for precipitation
and characteristics of the red wine
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10. figure: Heat map for red wine characteristics and precipitation

3.1.1  Analysis of the impact of precipitation on the

acidity of wine.

White wine has an acidity value of -0.83. This suggests
that acidity and precipitation in wine are inversely
proportionate. When one number rises, the other falls.
When there is less rain, the acidity is higher; when there is
more rain, the acidity is lower.

According to the book [7] the relationship between wine
and rainfall (precipitation) may be reinforced. The quantity
of acid in wine is frequently responsible for its sourness.
Wine, as is known, is produced from grapes, and if the
grapes are in their best condition, then the wine will also
taste better. Grapes ripen at their own pace; nevertheless, a
perfectly ripe grape equivalent to grapes picked the
previous season can never be achieved, even if they are cut
at the same time and location but in consecutive years. The
amount of sour wine is influenced by the age of the grapes.
According to the same book [7] "too much rain during
flowering time in late spring/early summer can lead to poor
fruit set and, later on, increased fungal diseases and low
yields."

According to this book, apple acid levels rise in colder
temperatures while falling in warmer ones. It is possible to
define chilly weather situations as those that are inherently
distinguished by rain. Of course, it should be kept in mind
that not all grape varieties are affected negatively by this
association. Because of the positive correlation between red
wine acidity and precipitation, which means that when
precipitation grows, acidity also grows, and when
precipitation decreases, acidity also decreases, it is
important to delve into greater depth. White wine, on the
other hand, has the opposite impact.

Red wine and white wine are manufactured using distinct
techniques, and typically, white wine is made from grapes
that are stronger than those used to make red wine.
Additionally, it uses grapes that are less developed than
those used to make red wine. The graph in Figure 3 supports
the assertion that white wine has higher acidity than red
wine. The book [8] says: "Red grapes tend to have a longer
growing season and thicker skins, which make them more
resilient to changes in weather conditions... For white
grapes, excessive rainfall during the ripening period can
lead to a reduction in acidity and a loss of aromatic
intensity. White grapes tend to ripen earlier than red grapes
and have a shorter growing season, so they are more
vulnerable to changes in weather conditions.”, which
supports the idea that has been validated. While the heat
map in Figure 8§ indicates that the ratio between acidity in
white wine and precipitation is strong and negative, the heat
map in the other Figure 10 indicates that the relationship
between acidity in red wine and precipitation is strong and
positive (value of +0.84). We may infer that hypothesis 2 is
verified as true based on these two manuals, the books [3]
and [4], and based on the study done using Pearson's
correlation coefficient.

3.1.2  Analysis of the impact of precipitation on the pH

value of wine.

In Figures 8 and 10, it is shown that there is a
moderate relationship between pH and precipitation. Figure
8 displays the findings of the Pearson's correlation
coefficient, which demonstrates a positive relationship
between precipitation and the pH of white wine.
Precipitation and red wine's pH have a negative connection,
just like previously. This implies that while one number
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increases, the other decreases. A more thorough
investigation is also necessary in this final instance, when
white wine and red wine should be separated.

According to Article [9], it is stated that "Usually, if a
wine has a high acid level, it will have a low pH.". Indirect
analysis can be used to determine the link between pH and
rainfall levels. It has been shown that acidity has an impact
on pH value, and since pH is a phrase that indicates how
much acidity is present in a substance, this enables an
understanding of the relationship between these two terms.
Additionally, precipitation in this instance is related to both
acidity and pH. It was said that white wine's acidity and
rainfall had an inverse relationship, meaning that as rainfall
rises, acidity falls and vice versa.

The acidity of red wine, on the other hand, has a positive
relationship with rainfall, which implies that these two
values rise or fall simultaneously. As was already
mentioned, there is a positive correlation between rainfall
and white wine's pH whereas a negative correlation exists
between red wine's pH and rainfall. Analyzing the
relationship between pH and acidity for both wines is
sufficient.

The acidity of white wine has a negative relationship with
pH, as seen by the heat map in Figure 8. This means that
when the pH value falls, acidity increases, which makes
sense because the lower the pH value, the higher the acidity.
In a prior analysis, it was determined that as the acidity of
white wine increases, the levels of precipitation decrease
since there is a negative correlation between the two. This
leads to the conclusion that, when calculated based on
acidity, pH value decreases when rainfall is reduced. This
demonstrates once more that precipitation and pH value are
positively correlated in white wine.

A red wine analysis will now be addressed. The acidity of
red wine has a positive link with rainfall, as previously
demonstrated, but this can also be observed in Figure 10
where the heat map is shown. This means that acidity and
rainfall both rise and reduce at the same time. As a result,
there is a direct link. Red wine, on the other hand, has a
negative association with acidity. This demonstrates that as
the pH value decreases, acidity increases in the same
manner that it does in white wine, as this is a general
concept that always applies. The examination of the
Pearson correlation coefficient calculation in the heat map
in Figure 10 leads to the conclusion that as precipitation
falls, the pH value lowers. Because it has been indirectly
proven that precipitation influences the pH of both wines,
hypothesis 3 is accepted.

3.2 Pirson correlation coefficient calculated for
temperature and wine properties
The data in the figures were analyzed using the
Pearson correlation coefficient, and the table is the result of
that analysis with the aid of the following code:

whitewine = pd.read_csv('/kaggle/input/white-wine-and-temperature-in-italy-in-Z

whitewine.head()

redwine = pd.read_csv('/kaggle/input/red-wine-and-temperature-in-italy-in-20621-

redwine.head()

data_merged = pd.merge(whitewine, redwine, on="celcius")
data_merged.head(15)

corr_matrix = data_merged.corr(method="pearson")
corr_matrix.head(1 5)|

11. figure: The code for calculating the Pearson correlation coefficient
for temperature and wine characteristics

2. table: The results shown were calculated using the Pearson
correlation coefficient for temperature and wine characteristics.

alco
celcius | alcohol_x | acidity_x | pH_x | hol_ | acidity_y | pH_y
y
celcius 1.000 0.867 0351 N 070 0149 :
' - : 0267 | 2 - 0424
alcoholx | 0.867 1.000 0.760 S| 000 st :
8 - : - 0621 | 0 - 0.082
acidity_x | 0.351 0.760 1.000 N 008 | o812 | 0518
Y- - - : 0.924 3 - -
022 -
pHx | 0267 | -0621 0924 | 1ooo | O3 0913 | 1730
alcohol 0.702 0.600 0083 | 0228 | 00 | o511 :
— : - : - 0 - 0.808
acidity_y | 0.149 0281 0812 | 0913 | 031 1.000 -
: - : - 1 . 0919
pHy | 0424 | -0082 0518 | o230 | 080 | -0919 | 1000
- 8

Through Table 2 , we can see which of the data has
a positive, negative, strong, or weak relative. Data that have
a continuation of x refer to white wine, while data that have
a continuation of y refer to red wine.

The identical procedure that was used for
precipitation will be used for temperature. Formula (1) has
been used to evaluate data relationships. Table 2 shows
Pearson's correlation coefficient for the temperature and
properties of white and red wine in the same table. Through
Table 2, it is possible to analyze in detail what correlation
exists between temperature and white or red wine regarding
their acidity, alcohol, or pH values.

As highlighted in Table 1, we will divide this information
into two correlation maps, where the Pearson correlation
coefficient will be calculated, especially for red and white
wine. As previously done when analyzing data on wine in
relation to precipitation, only strong correlations are
important. As has already been said, the data is easier to
analyze using a heat map. The following are two heat maps
where the published results were taken from Table 2. Using
the coloring of the heat map, it is easily noticed which are
strong and weaker distances.

The first heat map is generated using the code shown in
Figure 12.

import seaborn as sns

import matplotlib.pyplot as plt

corr_matrix1 = whitewine.corr(method="pearson”)
print(corr_matrix1)

sns.set(font_scale=1.1)

plt.figure(figsize=(8, 8))

sns.heatmap(corr_matrix1, annot=True, cmap="coolwarm”, square=True, vmin=-1, vmax=1)
plt.show()

12. figure: The code that has been used to gain the heat map for

temperature and characteristics of the white wine
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13. figure: Heat map for white wine characteristics and temperature

import seaborn as sns

import matplotlib.pyplot as plt

corr_matrix2 = redwine.corr(method="pearson")
print(corr_matrix2)

sns.set(font_scale=1.1)

plt.figure(figsize=(8, 8))

sns.heatmap(corr_matrix2, annot=True, cmap="coolwarm”, square=True, vmin=-1, vmax=1)
plt.show()

14. figure: The code that has been used to gain the heat map for
temperature and characteristics of the red wine
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15. figure: Heat map for red wine characteristics and temperature
The same way as before, first the code will be shown, and
then the output of that code, which will be the second heat
map. The code in Figure 14 was used to generate a heat map

of red wine properties and temperature.

In the first heat map shown in Figure 13, which represents
a correlation map for Pearson’s correlation coefficient
between white wine characteristics and temperature, we see
that only alcohol has a strong correlation with temperature.
This means that for white wine, we will only analyze the
relationship between temperature and alcohol. As for the
second heat map in Figure 15, showing the correlation map
for Pearson's correlation coefficient calculated for the
relationship between the red wine and temperature
properties, we can notice that only alcohol has a strong
correlation with temperature. This means that we will only
analyze that correlation here.

3.2.1  Analysis of the impact of temperature on alcohol

in wine

The first heat map in Figure 13, displays a correlation map
using Pearson's correlation coefficient between alcohol and
temperature in white wine, which is 0.87. This suggests that
in white wine, there is a positive relationship between
alcohol and temperature. The quantity of alcohol in wine
increases as the temperature rises. However, no mention is
made of temperatures during fermentation, but rather of
climatic temperatures during grape growing. However,
because alcohol is temperature sensitive, further evidence is
required to prove this association. This information is
derived from a link [10], which states that temperature and
climatic change affect wine and the level of alcohol in wine.
This link says: "Warmer temperatures mean lower acidity
and higher sugars in the grapes. Sugar converts to alcohol,
so the end effect is a powerful acidity in the wine and higher
alcohol levels." As a conclusion, wine is obtained with a
higher amount of alcohol and a lower amount of acid. This
proves that the temperature has an impact on the amount of
alcohol in white wine.

Similarly, it has been established that temperature
influences the alcohol content in red wine. The second heat
map in Figure 15 displays the findings of the Pearson
correlation coefficient between red wine qualities and
temperature. Alcohol and temperature have a high
reciprocal association, according to Pearson's correlation
coefficient. This connection has a value of 0.7, indicating
that alcohol and temperature have a significantly
strong relationship.

Also, red wine as well as white wine have the same
relationship in terms of alcohol and temperature. In the
same way as with white wine, data were collected regarding
this link [10], and based on Pearson's correlation
coefficient, it can be concluded that temperature affects
alcohol for red wine as well. As a conclusion, hypothesis 1
is confirmed as correct.

4 CONCLUSION

Many pieces of information from various books and
websites were gathered during this analysis. In addition to
the literature, the Pearson correlation coefficient and
correlation maps were used, which showed the results of the
coefficient. Temperature data were collected from the [5]
and [6] websites, while wine data were collected from the
website [11].

Initially, it was considered that the general notion that
precipitation and temperature impact both white and red
wine qualities had a foundation. The broad theory is then
subdivided into three prosthetic hypothesis. According to
this study, temperature and precipitation should be
employed in favor of growing vines and creating the desired
type of wine. Certain sites and methods of grape cultivation
are essential.

The influence of climate change on vineyards should be
considered every year and more, as climate change is
becoming a severe issue. As a result, their influence on
vineyards cannot be overlooked.
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Osszefoglalids — A cikk f6 célja a Dolgok Internetének
bemutatasa, kiilonos tekintettel a Testek Internetére.
Célja, hogy rairanyitsa a figyelmet a jovében rejlé
lehetoségekre ezen a teriileten, mikézben felhivja a
figyelmet a kiberbiztonsaggal kapcsolatos kihivasokra.
Az emberi testek internetkapcsolatanak eléretorése a
tarsadalmak egészségesebbé valasahoz vezethet, ami
miatt Kkiemelten fontos lesz a megfelelo védelem
biztositasa.

Kulcsszavak: 10T, 1oB, sériilékenységek

Abstract — The main purpose of this article is to
present the Internet of Things, with special regard to
the Internet of Bodies. It aims to focus attention on
future opportunities in this field while raising
awareness of the challenges associated with cyber
security. Advances in the Internet connection of human
bodies can lead to healthier societies, which makes it
extremely important to ensure adequate protection.

Keywords: 10T, 1oB, vulnerabilities
1 BEVEZETES

A longevitas (a hosszu élet tudomanya) egy viszonylag
0j kutatasi teriilet. A longevitas teriilete forradalmi
valtozasokat hozhat az emberi tarsadalmakban. Akar 100,
150 vagy 200 évig is élhet majd az ember. Persze ez még
egy hosszu folyamat lesz az emberiségnek, de a
lehetdségek kezdenek megnyilni. [1] A fejlédési szakaszok
harom horizontra vannak bontva. Az elsé horizont a
digitalis egészségiigy ¢és a megel6z6 gyogyaszat
technologiai fejlédésére épiil, amelyek segitségével
atlagosan 100 évig élhetiink. A masodik horizont a
mesterséges intelligenciat (Al) és a precizids terapiakat
foglalja magaban, amelyek potencialisan 150 évre ndvelik
¢élettartamunkat. A harmadik horizont pedig a kiterjesztett
emberek és a testek internete (IoB) innovacidinak és

fejlesztéseinek koszonhetd, amelyek potencialisan 200
éves (vagy tobb!) atlagos élettartamot eredményezhetnek.
Az (1. abran) lehet megnézni a kiilonb6zé horizontokat.

[2]
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Az ember életének meghosszabbitasa és mindségének
javitasa tobb tényezon mulik. Az egyik ilyen tényezd a
testek internete (IoB). Ebben a részben el6szor is
bemutatjuk a dolgok internetét (IoT), majd attériink a
testek internetére, ismertetjiik a hozz4 tartozé eszkozoket,
végill pedig megvizsgaljuk a potencidlis biztonsagi
kockazatokat. Ha az emberek élettartaméanak novelésében
a Testek Internete kulcsszerepet jatszik, akkor a biztonsag
kiemelt fontossagu lesz ezen a teriileten. Természetesen a
kiberbiztonsag minden szektorban létfontossagu.

2 ADOLGOK INTERNETE

Az ,Internet of things” fogalmat, ha magyarra szeretnék
forditani akkor az a dolgok internete. Eme logikat kovetve,
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akkor az ,Internet of bodies” magyar forditasban a testek
internete lesz. Az olvasoknak szeretnénk bemutatni, hogy
mi a testek internete, és hogy milyen kiberbiztonsagi
veszélyek lehetségesek ezen a teriileten. Miel6tt bele
vagnank szeretnénk a dolgok internete teriileteit
bemutatni, és hogy mi tartozik hozza nagyvonalakban, a
kovetkez6 abran lathatd az IoT vilaganak teriiletitérképe,
melyet 2008-ban vezettek be (2. abra).

World of loT

Internet of
Things

2. abra: Az IoT teriiletei

Kilenc kulcsfontossagn tizleti teriiletet tartalmazz,
melyek a kovetkezdk: épités és épitdipar, energia,
fogyasztoi és otthoni, egészség és élet tudomany, ipari,
szallitas és logisztika, kiskereskedelem, biztonsag és
kozbiztonsag, informacids és kommunikacios technoldgia
(ICT). [3]

Epités és épitoipar: Az IoT alkalmazasa az épitészetben
és épitdiparban lehetévé teszi az intelligens épiiletek és
infrastruktarak  1étrehozasat, amelyek hatékonyabb
energiafelhasznalast, jobb fenntarthatdosagot és magasabb
biztonsagi szintet biztositanak. [4]

Energia: Az IoT technologidk segitségével az
energiaipar hatékonyabba valhat, lehetové téve az okos
mérdk, energiahatékony rendszerek és a tavoli
energiakezelés bevezetését, ami csokkentheti az
energiafelhasznalast és a koltségeket. [5]

Fogyaszt6i és otthoni: Az IoT megoldasokkal a
fogyasztok szamara intelligens otthonok és okos eszk6zok
nyujtanak  kényelmet, energiahatékonysagot  és
biztonsagot, mikdzben lehetévé teszik az eszkdzok tavoli
vezérlését és feliigyeletét. [6]

Egészség és élet tudomany: Az [oT az egészségiligyben
és ¢élet tudomany teriiletén lehetové teszi az okos
egészségiigyl eszkozok, tavmonitorozas és egészségligyi
adatelemzés fejlesztését, amelyek segitenek a betegségek
korai felismerésében és a betegellatas javitasaban. [7]

Ipari: Az IoT alkalmazasa az ipari teriileteken lehetdvé
teszi a gyartasi folyamatok automatizalasat, az
lizemhatékonysag javitasat és a gyartasi adatok elemzését,
ami noveli a termelékenységet €s csokkenti a kdltségeket.

[8]

Szallitas és logisztika: Az IoT technologidk
alkalmazasa a szallitasban és logisztikaban lehetvé teszi
az okos jarmiivek, flottakezelés és raktarozas fejlesztését,
ami javitja az aruk kovetését, a szallitasi hatékonysagot és
a logisztikai folyamatokat. [9]

Kiskereskedelem: Az IoT megoldasok alkalmazasa a
kiskereskedelmi teriileten lehet6vé teszi az okos iizletek,
az élmény alapu kiskereskedelem ¢és a vasarloi analitika
fejlesztését, ami noveli a vasarloi elkotelez6dést és javitja
az élményt. [10]

Biztonsag és kozbiztonsag: Az IoT technoldgiak
alkalmazdsa a biztonsag és kozbiztonsag teriiletén
lehetové teszi a térfigyeld rendszerek, okos varosok és
vészhelyzeti feliigyelet fejlesztését, ami javitja a biin- és
balesetmegeldzést, valamint az incidenskezelést. [11]

Informéaciés és kommunikaciés technologia (ICT):
Az IoT integralasa az informacios ¢€s kommunikacios
technologiak teriiletén lehetévé teszi az okos halozatok, a
tavoli elérés és a felhdalapli szolgaltatasok kialakitasat,
ami eldsegiti az adatok hatékonyabb kezelését és az
informaciok konnyebb elérését. Ez a fejlesztés lehet6veé
teszi az izleti folyamatok automatizalasat, az adatelemzési
és dontéstamogatd rendszerek kialakitasat, valamint az
tigyfélkapcsolatok és szolgaltatasok optimalizalasat. Az
10T és az ICT Gsszekapcsolasa a digitalis atalakulas egyik
kulcsfontossaghi tényezdje, ami 0 iizleti lehetéségeket
teremt és javitja a vallalatok hatékonysagat és
versenyképességét. [12]

Az 6sszekapcsolt egészségiigyhz is nagyon sok eszkoz
tartozik ¢és teriilet melyet a kovetkezéd abran lehet
megnézni (&bra 2.)
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3. ébra: A hat kulcsfontossagu teriiletet

Az 3. abran hat kulcsfontossagu teriiletet emelnek ki,
melyek a kovetkezok: korhazi tartézkodas, gondozas
otthon és idések otthona, otthon és kronikus betegség
ellatas, haziorvosi rendelok és mas miutétek,
gyogyszergyartas és élettudomanyok kutatds, mentdk és
stirgdsségi szoba. [13] A testek internete a kronikus
betegség ellatas teriiletéhez tartozik. Ez a teriilet olyan
eszkozoket és technologidkat foglal magaban, amelyek
lehetévé teszik az egészségligyi adatok gyijtését és
elemzését az otthoni kornyezetben €16 emberek szamara,
példaul okos eszkozokkel és hordozhatd egészségiigyi
eszkozokkel.

Minden egyes teriilet megérdemelne egy sajat fejezetet,
de mi most a testek internetérdl fogunk foglalkozni.

3 TESTEK INTERNETE

A "Testek Internete" kifejezést 2016-ban alkottak meg,
és ez egy viszonylag 1j teriiletet jelol. Ezek az eszk6zok az
emberi testet figyelik biometrikus, fizioldgiai vagy
viselkedési adatok gylijtése révén. Az informaciokat
vezeték nélkili vagy hibrid haldézatokon keresztiil
tovabbitjdk mas eszkozok felé. Ezutin egy kozponti
szamitogép elemzi és értékeli ki ezeket az adatokat. [14]
Az adatok kiértékelése az adatbanyaszat segitségével
torténik igy allapithaté meg az ember egészségi allapota.

3.1 Eszkozok

Okos 6rak és fitneszkarkotok (Smart watches and fitness
trackers)

A jelenleg legnépszertibb és széles korben elterjedt IoB
(Testek Internete) eszkdzok koz¢ tartoznak az okos 6rak és
fitneszkarkoték. Ezek az eszkdzok mozgas-, szivritmus-

(beleértve az eltérések detektalasat), alvds- és az ujabb
késziilékekben a véroxigénszint-monitorozasra képes
érzékeloket hasznalnak. Emellett széleskorii egészségligyi
és fitnesz tamogatast nyujtanak, példaul képesek
figyelemmel kisérni az esctleges ecleséseket vagy a
szokatlan mozgasmintdkat, amelyek goércsrohamot
jelezhetnek, ¢és ennek megfelelden értesithetik a
csaladtagokat ¢és a gondozokat. [15]

"Okos" vagy "digitalis" pirulak (’Smart’ or ’digital’
pills)

Az ugynevezett okos pirulak olyan gyogyszerformak,
amelyek egy lenyelhetd érzékelét kombinalnak a
hagyomanyos gyogyszerhatéanyaggal. Ezek az érzékelok
képesek rogziteni a bevétel idOpontjat, az adagot és a
gyogyszer tipusat, tovabba informacidt szolgaltatnak a
paciens aktivitasi szintjérdl. Jelenleg is hasznalatosak
tobbek kozott kemoterapia, valamint bipoldris zavar és
skizofrénia kezelésére. A jovObeni fejlesztések lehetdvé
tehetik, hogy ezek a piruldk nyomon kdvessék a belsd
allapotokat és a gyogyszerekre adott reakcidkat, sot,
automatikusan szabalyozzak az adagolast a beteg
valaszreakcioi alapjan. [15]

Okos kontaktlencsék (Smart contact lenses)

Ezek a lencsék lehet6vé teszik a vér biomarkereinek,
példaul a gliikoz, a koleszterin, a natrium- és kaliumionok
monitorozasat és értékelését egy nem invaziv modon,
csupan a szemfolyadék felhasznalasaval. A jovOben a
kiterjesztett valdsag alkalmazasaval késziilt
kontaktlencsék is megjelenhetnek, amelyek tovabbi
informaciokat jelenitenek meg a felhasznalo latoterében,
vagy akar rogzithetik is azt, amit az emberek latnak. [15]

Agy-gép interfészek (Brain-computer interfaces)

Az agyi implantaitumokat mar hasznaljak arra, hogy a
sulyosan bénult emberek képesek legyenek robotkarokat
iranyitani a sajat taplalkozasukhoz, és kozvetleniil
szoveget generaljanak (90 karakter per perc sebességgel)
az agyl jeleik felhasznalasaval, nem pedig a
neuromuszkularis utvonalakon keresztiil. A nem invaziv
fejfeddk is alkalmazhatok a robotkarok egyre dsszetettebb
iranyitasara, habar itt a technologiai fejlodés lassabb. Ezen
technologidk még nem kertiltek kereskedelmi forgalomba.
[15]

Mesterséges hasnyalmirigyek (Artificial pancreases)

A mesterséges  hasnyalmirigy a  folyamatos
gliikozmonitorozast (CGM) és az inzulinpumpéat 6tvozi,
mesterséges intelligenciat alkalmazva az inzulinadagolas
automatizalasara a CGM altal mért adatok alapjan. [15]

Szivritmus-szabalyozok (Cardiac pacemakers)
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Az Osszekapcesolt szivritmus-szabalyozok képesek valos
idejii informaciokat biztositani a paciens szivritmus-
valtozasairol, és lehet6vé teszik a tavoli kezelést, mint
példaul a szivritmus-érzékelési vagy szabalyozasi
kiiszobok beallitasat. Az ujonnan fejlesztett szivritmus-
szabalyozok képesek a testben torténd bioldgiai
lebomlésra, amikor mar nincs rajuk sziikség, és
egylittmikdodve mas  érzékeldkkel  hatékonyabban
érzékelik az eltéréseket. [15]

Osszekapcsolt ruhazat (Connected clothing)

A ruhazatba beagyazott érzékeldkkel rendelkezd
ruhadarabok képesek a szivritmus és a mozgas figyelésére.
Egyes darabok monitorozzak a testhémérsékletet is, €s
képesek alkalmazkodni, hogy a viseldjiik kényelmesen
érezze magat. Az okospelenkak tjitasa, hogy képesek
érzékelni és jelenteni az 0jsziilottek bélmiikodését. [15]

Erzékel6kkel felszerelt korhazi agyak (Sensor-equipped
hospital beds)

Az érzékelokkel felszerelt korhazi agyak olyan beépitett
szenzorokkal rendelkeznek, amelyek képesek a
testhémérséklet, szivverés, véroxigén-szint, vérnyomas &s
egyéb élettani adatok folyamatos monitorozasara. Ez
lehetdvé teszi az egészségligyi személyzet szamara, hogy
valds idédben nyomon kdvessék a betegek alapveto élettani
paramétereit. [15]

Figyel6 monitorok (Attention monitors)

A szemkdovetés olyan technologia, amely meghatarozza,
hogy egy személy hova néz, legyen sz6 szamitogéphez
rogzitett eszkozrdl irodai kornyezetben vagy szemiivegrol
vezetés kozben és mindennapi helyzetekben. Néhany
fejlettebb prototipus képes az agyi tevékenység észlelésére
és a szemmozgasok elemzésére is, igy valds idoben
képesek kiilonb6z6 kognitiv folyamatokat, mint a kognitiv
terhelés, a faradtsag, az elkotelezettség és a figyelem
monitorozasara. Ezek az eszkdzok hang- vagy tapintasi
visszajelzést is adhatnak, példaul, ha egy felhasznald
figyelmetlenné valik. [15]

Testbe iiltetett érzékel6k (Body-implanted sensors)

A Dbor ala iltethetd bioszenzorok lehetévé teszik a
biologiai folyamatok pontosabb és részletesebb nyomon
kovetését a hagyomanyos viselhetd eszkozoknél. Ezek az
eszk6zok tovabbfejlesztett funkciokkal is rendelkeznek,
mint példaul egy borbe integralt interfész, amely lehetové
teszi a felhasznald szdmara, hogy tavolrdl irdnyitsa mas
eszkozoket. Tovabbi fejlesztés alatt allo érzékeldk,
amelyeket a fogakhoz rogzitenek, képesek monitorozni a
felhasznal6 altal bevitt gliikoz, s6 és alkohol mennyiségét.
[15]

No6i technolégiai termékek (Female technology products)

Egyre tobb technologiai terméket fejlesztenek ki
kifejezetten a ndk egészségének ¢és  jollétének
elésegitésére; ezeket gyakran "femtech" termékeknek
kozott megtalalhatok a hordozhatd mellszivok, a
medencefenék-erdsité eszkdzok, hiisitd hatast karkotok,
amelyek enyhitik a hoéhullimokat, valamint olyan
csatlakoztatott késziilékek, amelyek képesek a méhnyak
nyalka monitorozasara a termékenység nyomon kovetése
érdekében.

Beiiltethet6é mikrochipek (Implantable microchips)

Az RFID és NFC (Near field communication)
mikrochipek az emberi testbe iiltetheték informaciok
tarolasara, mint példaul a személyes adatok vagy az ajtok
nyitasara és vasarlasok lebonyolitasara.

Erzelmi szenzorok (Emotion sensors)

Az érzelmeket érzékeld eszkozok, amelyek még
fejlesztés alatt allnak, képesek azonositani a felhasznalod
érzelmi allapotat az arc kifejezése, mikromozgasok,
testtartas,  gesztusok, agyi és  szivtevékenység,
borvezetoképesség és egyéb jelek alapjan. Ezek az adatok
felhasznalhatok olyan kdrnyezeti valtoztatasok elérésére,
amelyek javitjak a hangulatot.

Latas- és hallassegito eszkozok (Vision and hearing aids)

Szamos viselhetd eszkdz ¢és implantatum  all
rendelkezésre, beleértve a beépitett kameraval rendelkezd
mesterséges lencséket és cochledris eszkdzoket, amelyeket
az  érzékelés  helyreallitasara  vagy  fokozasara
hasznalhatnak. Ezek az eszk6zok lehet6vé teszik video- és
hangfelvételek készitését, valamint képesek azonositani,
ha a felhasznald elesett, egyiitt mas viselkedési jelzokkel.

Wellness-szkennelé alkalmazasok (Wellness scanning
apps)

Egyes vallalatok olyan technologiakat fejlesztenek,
amelyek lehetdvé teszik az egészségi allapot mérését
invaziv beavatkozasok és kiilonleges eszkdzok nélkil. Egy
ilyen alkalmazas képes a hagyoméanyos okostelefon-
kameraval készitett, 30 masodperces arcvideo elemzésével
becsiilni a pulzusszamot, a stressz szintet és tovabbi
egészségiigyi jellemzoket, majd ezek alapjan egy atfogd
"wellness" pontszamot adni.

Olfaktorikus érzékel6k (Olfactory sensors)

Ezeket az érzékelOket okosfogkefékbe épithetik be vagy
onalld6 modulként alkalmazhatjadk, hogy gyljtsék a
felhaszndld leheletébdl szarmazd aprd, a biologiai
aktivitashoz vagy betegségekhez kapcsolodo
anyagmennyiségeket.
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Borre felhelyezhet6 érzékel6k (,,ESkin”) (Sking applied
Sensors)

Rugalmas foliaérzékel6k, amelyeket tapasz formajaban
helyezhetiink a bdrre, és amelyek képesek jeleket
rogziteni, mint példaul a szivverés — ami a foliat rezgésbe
hozza — ¢és az izzadsagszint, amelyre a folia soval
érintkezve reagal.

Hordozhaté agyi szenzorok (Wearable brain sensors)

Olyan fejhallgatok, amelyek elektromos agyi aktivitast
mérnek a fejboron elhelyezett elektrodak segitségével.
Ezaltal képesek példaul a koncentracid szintjének ¢és a
faradtsagnak a megallapitasara. [15]

A konnyebb atlathatosag végett egy tablazatba szedtiik
a kiilonb6zo loB eszkdzoket.

1. tablazat: IoB eszkozok

loB eszk6zok
Okos orak ¢és fitneszkark6t6k
"Okos" vagy "digitalis" pirulak
Okos kontaktlencsék
Agy-gép interfészek
Mesterséges hasnyalmirigyek
Szivritmus-szabalyozok
Kapcsolt ruhazat
Erzékelékkel felszerelt korhazi dgyak
Figyelé monitorok
Testbe iiltetett érzékel6k
N6i technoldgiai termékek
Beiiltethetd mikrochipek
Erzelmi szenzorok
Latés- és hallassegitd eszkdzok
Wellness-szkennel§ alkalmazasok
Olfaktorikus érzékelok
Borre felhelyezhetd érzékelok
Hordozhat6 agyi szenzorok

4 SERULEKENYSEGEK
4.1 OWASP top 10 IoT

Gyenge, kitalalhaté vagy beépitett jelszavak (Weak
guessable, or hardcoded passwords)

Az 10T eszkdzok gyakran rendelkeznek webalapu
felilletekkel, amelyeket konfiguraciéra ¢és kezelésre
hasznalnak, ezek mellett hitelesitési mechanizmusok is
talalhatok az eszk6zokben, mint példaul soros konzolok,
halozati szolgaltatasok stb. Ha ezeket a feliileteket nem
megfelelden allitjdk be, a tamadok hozzaférhetnek
érzékeny  informaciokhoz és  engedély  nélkiil
modosithatjadk az eszkoz bedllitdsait. A SISA IoT
biztonsagi tesztelése soran kideriilt, hogy a tesztelt IoT
eszk6zok  tobbségénél  kitalalhatd  jelszavak  és
felhaszndlonév lista volt hasznélatban. Egy masik kritikus
hiba a rogzitett jelszavak beépitése, ahol a fejlesztok

beprogramozott hitelesitd adatokat helyeznek az IoT
eszkozok komponenseibe, példaul a firmware-be.

A tdmadas enyhitése:

A gyartoknak megfeleld hitelesitési és jelszokezelési
kontrollokat kellene bevezetniiik annak biztositasa
érdekében, hogy a jelszavak biztonsagosak és nehezen
kitalalhatéak legyenek. Tovabba a felhasznaldkat arra
kellene  0sztondzni, hogy valtoztassak meg az
alapértelmezett jelszavakat az eszkozeiken, és az eszk6zok
beallitasakor hasznaljanak erds, egyedi és Osszetett
jelszavakat. [16],[17]

Nem biztonsagos halézati szolgaltatiasok (Insecure
network services)

A nem biztonsagos haldzati szolgaltatdsok a halozati
protokollok,  szolgéltatisok  vagy  konfiguraciok
sebezhetdségeire utalnak, és altaldban magukban foglaljak
a nem titkositott kommunikacios protokollokat, a gyenge
haldzati biztonsagi beallitasokat, valamint az elavult vagy
sebezhetd szoftverek hasznalatat. A tdmadok ezeket a
sebezhetdségeket  kihasznalva  lophatnak  érzékeny
adatokat, indithatnak tamadasokat mas rendszerek ellen,
vagy jogosulatlanul férhetnek hozza az eszk6zhoz.

A tdmadas enyhitése:

A biztonsagos halozati protokollok, példaul a Transport
Layer Security (TLS) alkalmazasa, valamint a halozati
szolgaltatasok rendszeres frissitése segithet enyhiteni ezt a
sebezhetdséget. A SISA azt is javasolja, hogy rendszeresen
végezzenek haldzati sebezhetdségi értékelést és vords
csapat gyakorlatokat az IoT haldzatokban 1évé kritikus
biztonsagi hibak azonositasa érdekében. [16],[17]

Nem biztonsagos okoszisztéma interfészek (Insecure
ecosystem interfaces)

Ez a sebezhetéség az loT oOkoszisztéma kiilonb6zo
komponensei kdzotti nem biztonsagos interfészekbdl ered.
Sok IoT eszkdz gyengén védett interfészekkel rendelkezik
(web, API, mobil interfészek) kiilsé rendszerekkel, mint
példaul felhdszolgaltatasok, mas IoT eszkdzok és
hagyomanyos IT rendszerek. A tamadok ezeket az
interfészeket hasznalhatjak érzékeny adatok elérésére,
tamadasok inditasara mas rendszerek ellen, vagy az eszkoz
¢és annak funkcidinak iranyitasara. A SISA IoT biztonsagi
teszteld csapata egy piacvezetd IoT eszkdz biztonsaganak
értékelése soran talalkozott egy olyan API-val, amelynek
segitségével minden felhasznalé UUID-jat generalhattuk,
és felhasznalhattuk annak €16 helyzetének, jelszavaknak,
az alkalmazéashoz csatlakoztatott egyéb eszkozeinek, e-
mail cimének stb. megszerzésére. Annak ellenére, hogy az
eszkozalkalmazasnak 300 ezer+ letoltése van iOS-en és
Androidon, és a gyartonak tobb mint 100 éves piaci multja
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van, ez a sebezhet6ség a hatékony biztonsagi intézkedések
hianyara utal.

A tdmadas enyhitése:

Az API-k gyakori frissitése, szigort hozzaférés-
szabalyozas alkalmazasa a bizalmas API-khoz ¢és
interfészekhez valo hozzaférés korlatozasara, biztonsagos
kommunikéciés csatornak megvaldsitdsa az IoT
okoszisztéma kiilonb6zé komponensei kozott, valamint
titkositas alkalmazasa ajanlott intézkedések ennek a
sebezhetdségnek a mérséklésére. [16],[17]

Biztonsagos frissitési mechanizmus hidnya (Lack of
secure update mechanism)

Az 10T eszk6zok gyakran ugy vannak tervezve, hogy
alacsony koltségliek, kis energiafogyasztasuak ¢s konnyen
hasznalhatoak legyenek, ami azt eredményezheti, hogy a
biztonsagi szempontokat figyelmen kiviil hagyjak a
tervezési folyamat soran. Kiilondsen a biztonsagos
frissitési mechanizmus hianya teszi az IoT eszkozoket
sebezhetdvé az ismert biztonsagi résekkel és kihasznalasi
lehetdségekkel szemben. A tamadok kihasznalhatjak az
elavult firmware-t vagy szoftvert az eszkdz biztonsaganak
kompromittalasara. Az loT fizetési rendszerekben ez a
sebezhetdség  komoly  kdvetkezményekkel  jarhat,
beleértve a pénziigyi veszteségeket, a bizalmas
informaciokhoz vald jogosulatlan hozzaférését, és a
kritikus rendszerek mitkodésének zavarasat.

A tdmadas enyhitése:

Az ilyen funkcidk bevezetése, mint a digitalis alairasok,
a visszaallitas elleni mechanizmusok, a biztonsagos
szallitas (a frissités titkositott formaban torténd kiildése, a
frissités alairasa stb.), valamint a firmware hitelesitése az
eszkdzon segithet a gyartoknak kezelni ezt a
sebezhetdséget. [16],[17]

Nem biztonsagos vagy elavult komponensek hasznalata
(Use of insecure or outdated components)

Az IoT eszkozokben hasznalt nem biztonsagos vagy
elavult komponensek alkalmazdsa egyre novekvo
aggodalomra ad okot a technoldgia vilagaban. Sok IoT
eszk6z harmadik  féltél szarmazé komponensek
felhasznalasaval  késziil, amelyek tartalmazhatnak
sebezhetdségeket, amiket a tdmadok kihasznalhatnak az
eszkoz biztonsaganak kompromittalasara.

A tamadas enyhitése:

Az ToT eszkdzokben haszndlt Osszes szoftver és
komponens (beleértve a firmware-t, konyvtarakat é&s
keretrendszereket) rendszeres frissitése ¢és javitasa,
valamint egy folyamat létrehozdsa a komponensekben
1év6 biztonsagi sebezhetdségekrdl szolo értesitések
figyelemmel kisérésére ¢és fogadasara az IoT

Okoszisztémaban, a sebezhet6ség mérséklésének néhany
legjobb gyakorlata. [16],[17]

Elégtelen adatvédelem (Insufficient privacy protection)

Sok IoT eszkdz gyljt és tarol érzékeny személyes
adatokat, azonban gyakran hidnyoznak a megfelel
adatvédelmi és adatbiztonsagi intézkedések. Ez magaban
foglalhatja az adatgyljtést a felhasznaldo beleegyezése
nélkiil, az adatok biztonsagi ellenérzések nélkiili tarolasat,
valamint az adatok megfeleld engedélyek nélkiili
harmadik felekkel torténd megosztasat.

A tdmadas enyhitése:

Az adatvédelmi elvek tervezésbe torténd beépitése, a
titkositas alkalmazasa az érzékeny adatok tovabbitasa és
tarolasa soran, valamint a felhasznalok beleegyezésének
megszerzése az adatgylijtéshez és felhasznalashoz azok az
effektiv mérsékld intézkedések, amelyek alkalmazhatok.
[16],[17]

Nem biztonsagos adatatvitel és tarolas (Insecure data
transfer and storage)

Az 10T eszkdzok esetében komoly aggodalomra ad okot
az adatok titkositas nélkiili, nyilt szoveges atvitele és
tarolasa. Az IoT eszk6zok nagy mennyiségli személyes és
érzékeny informaciot gylijtenek és tarolnak, és a timadok
kozbeékelddhetnek az adatatvitelbe vagy manipulalhatjak
az adatokat azok tovabbitasa soran, illetve kihasznalhatjak
a gyenge tarolasi mechanizmusokat.

A tdmadas enyhitése:

Biztonsagos protokollok, mint példaul az HTTPS
hasznalata az adatatvitelhez, az érzékeny adatok nyugalmi
allapotban  torténd  titkositasa, szilard hozzaférés-
szabalyozasi rendszerek kialakitdsa, valamint az
adattarolasi gyakorlatok rendszeres auditalasa hatékony
intézkedések az IoT eszkozok adatatvitelének ¢és
tarolasanak biztositasara. [16],[17]

Eszkozkezelés hianya (Lack of device management)

Az ToT eszkdzok hatékony kezelésének hianya
veszélyeztetheti az egész haldzatot. Az effektiv
eszkozkezelés hianya lehetdvé teszi a tiamadok szamara,
hogy tavolrél manipuldljak vagy iranyitsak az IoT
eszkozoket. A nem megfeleld kezelés jogosulatlan
hozzaférést, firmware manipulacidot vagy az eszkozok
modositasat eredményezheti. A SISA ToT eszkoztesztelési
értékelései soran tobb esetben is kideriilt, hogy az
eszkozok lejart SSL tantsitvanyokkal rendelkeztek, igy a
webes kommunikacio HTTP-n keresztiil tortént. Mivel az
eszkdz nem biztositott frissitéseket, az SSL tanusitvanyok
nem lettek megujitva, ami sebezhetdvé tette az eszkdzt.
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A tdmadas enyhitése:

Erds hitelesitési mechanizmusok, mint példaul egyedi
eszkOzhitelesitdé adatok bevezetése, és a hozzaférés-
szabalyozasok érvényesitése, hogy az eszkozkezelési
funkcidk csak a jogosult személyzet szamara legyenek
elérhetdek, csokkentheti ezt a kockazatot. [16],[17]

Nem biztonsagos alapértelmezett beallitasok (Insecure
default settings)

Az 10T eszkdzokon azok a konfiguraciok, amelyeket a
gyartd  valtozatlanul hagy, potencidlis biztonsagi
kockazatoknak tehetik ki az eszkozt. Ezek a beallitasok
magukban foglalhatjak az alapértelmezett
felhaszndloneveket és jelszavakat, nyitott portokat és a
nem titkositott =~ kommunikaciot.  Gyakran  az
alapértelmezett beallitisok a "minimalis" megkozelitést
képviselik, vagy akar bevezethetnek IoT Dbiztonsagi
sebezhetdségeket, példaul beépitett jelszavakat vagy root
jogosultsagokkal futé kitett szolgaltatasokat.

A tdmadas enyhitése:

Az alapértelmezett felhasznalonevek, jelszavak és
konfiguraciok megvaltoztatasa az eszk6zok elsd beallitasa
soran, valamint a sziikségtelen szolgaltatasok és portok
letiltasa a tdmadasi feliilet csokkentése érdekében olyan
intézkedések, amelyek mérsékelhetik ezt a sebezhetdséget.
[16],[17]

Fizikai védelem hianya az IoT rendszerekben (Lack of
physical hardening)

Az 10T rendszerek fizikai védelem hianyara utal, ha nem
valositanak meg fizikai biztonsagi intézkedéseket. Ez teszi
a beagyazott eszkdzoket sebezhetdvé kiilonféle hardveres
tamadasokkal és firmware manipulaciéval szemben, igy
engedélyezve a hackerek szdmara az olyan jogosulatlan
hozzaféréseket, mint a root soros bejelentkezés, érzékeny
informéciok kinyerése stb., amelyek tavoli tamadasok
végrehajtasara  vagy az eszkoz feletti irdnyitas
megszerzésére hasznalhatok.

A tdmadas enyhitése:

Néhany intézkedés, amelyet meg lehet tenni az eszkoz
fizikai megerdsitésére, beleértve a hibakeresé portok
letiltasat vagy elszigetelését, a biztonsadgos inditas
hasznalatat a firmware érvényesitésére, a manipulacio-
észlelési mechanizmusok alkalmazasat, valamint az
érzékeny informaciok eltavolithatd memoriakartyan valod
tarolasanak elkeriilését. [16],[17]

5 OSSZEGZES

A kutatasi teriilet, amit "longevitas" néven ismeriink, a
hosszu élet tudomanya, és viszonylag jnak szamit. Ez a
tudoményag jelentds valtozasokat hozhat az emberi
tarsadalmakban, példaul eldsegitheti, hogy az emberek
akar 100, 150, vagy akar 200 éves korukig is éljenek. Ez
egy hosszu folyamat lesz az emberiség szamara, de a
lehetéségek mar kezdenek koérvonalazodni. A longevitas
fejlesztési szakaszait harom "horizont" jellemzi: az elsé a
digitalis egészségiigy ¢és a megeléz6 gyogyaszat
technologiai fejlédésére épiil, a masodik horizont a
mesterséges intelligenciat (Al) és a precizids terapiakat
foglalja magaban, mig a harmadik a kiterjesztett emberek
¢s a testek internete (IoB) innovacidira tamaszkodik. Ezek
a fejlesztések potencialisan lehet6vé teszik az emberek
szamara, hogy jelentésen meghosszabbitott életet éljenek.

A "testek internete" (IoB) olyan technolédgiat jelent,
amely az emberi testen viselhetd vagy Dbeiiltetett
eszkozokkel gylijt adatokat, mint példaul biometrikus,
fiziologiai vagy viselkedési informaciokat. Ezek az adatok
vezeték nélkiili vagy hibrid halézatokon keresztiil
tovabbithatok  mas  eszkozokre, ahol  kdzponti
szamitogépek elemezhetik és értékelhetik ki dket. Az [oB
eszkozok jelentdségét nem csak a hosszabb élettartam
elésegitésében, hanem a mindennapi egészségiigyi és
¢életmindségi javulasokban is kiemelkedének igérkezik.

A "dolgok internete" (IoT) szintén fontos szerepet
jatszik, kiilonbozo iizleti teriileteken beliil, mint példaul az
épitbipar, az energiaipar, a fogyasztoi és otthoni eszkdzok,
az egészségiigy és élettudomanyok, az ipar, a szallitas és
logisztika, a  kiskereskedelem, a biztonsag és
kozbiztonsag, valamint az informacids és kommunikacios
technologidk. Ezek a teriiletek hozzajarulnak az okos
infrastruktardk 1étrehozasdhoz, az energiafelhasznalas
hatékonysaganak javitasahoz, az intelligens egészségiigyi
eszkozok fejlesztéséhez, ¢és szdmos mas elénnyel
szolgalnak mind a maganszemélyek, mind a tarsadalom
szamara.

A longevitas és az IoB tovabbi kutatasa és fejlesztése
kulcsfontossagl lesz az emberiség jovoje szempontjabol,
hiszen ezek a technoldgidk nem csupan az élet hosszat
képesek novelni, hanem a mindségét is jelentsen javitani.
Azonban fontos, hogy ezen technologiak fejlédése mellett
a kiberbiztonsagi kihivasokra is nagy figyelmet forditsunk,
hiszen az adatvédelem és a biztonsagos hasznalat
garantalasa nélkiilozhetetlen a felhasznalok bizalmanak
megorzéséhez.

41



Banki Kozlemények 6(2), 35-42.

Nagy A., Horvath-Kiss A. & Rajnai Z. (2024): Bevezetés az [oT vilagaba: azon belill testek internete és kiberbiztonsag

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

IRODALOMJEGYZEK

S. Young, 4 fiataloddas tudomanya. 2023.

S. Young, “Three Horizons of Longevity Innovation.” [Online].
Available: https:/sergeyyoung.com/three-horizons-of-
longevity-innovation, 2020

“World of ToT sector map.” [Online]. Available:
https://www.beechamresearch.com/download-details/world-of-
iot-sector-map/, 2024

“IoT in construction: Top benefits, Use-case and application.”
[Online]. Available: https://toolsense.io/equipment-
management/iot-in-construction-top-benefits-use-cases-
application/#:~:text=I0T%20has%20diverse%20applications%2
0in,0n%?20time%20and%20within%20budget.

M. M. Alenazi, “IoT and Energy,” in Internet of Things - New
Insights, M. K. Habib, Ed., IntechOpen, 2024. doi:
10.5772/intechopen.113173.

“Everything you need to know about consumer IoT (CIoT).”
[Online]. Available:
https://www.hitechnectar.com/blogs/consumer-iot-ciot/, 2023
“How Internet of things (IoT) is impacting life sciences and
healthcare industry.” [Online]. Available:
https://www.42gears.com/white-papers’/how-internet-of-things-
is-impacting-life-sciences-healthcare-industry/, 2023

“What is industrial IoT (IIoT)?” [Online]. Available:
https://www.cisco.com/c/en/us/solutions/internet-of-
things/what-is-industrial-iot.html

“IoT in transportation and logistics - The ultimate guide.”
[Online]. Available: https://www.teletracnavman.com/fleet-
management-software/telematics/resources/iot-in-
transportation-logistics-the-ultimate-guide, 2024

“How IoT in retail is changing the global retail industry.”
[Online]. Available: https://onomondo.com/blog/how-iot-in-
retail-is-changing-the-global-retail-industry/, 2023
“Understanding the IoT for public safety.” [Online]. Available:
https://iothink-solutions.com/all_resources/understanding-the-
iot-for-public-safety/, 2023

“Information and communication technology (ICT).” [Online].
Available:
https://www.techopedia.com/definition/24152/information-and-
communications-technology-ict, 2023

“Connected healthcare sector chart.” [Online]. Available:
https://www.beechamresearch.com/download-details/connected-
healthcare-sector-chart/, 2024

“What is the Internet of Bodies (IoB), and why should you
care?” [Online]. Available: https://itrexgroup.com/blog/internet-
of-bodies-iob-definition-benefits-examples/, 2022

“The future of the Internet of Bodies,” 2023. [Online].
Available: https:/files.microcms-
assets.io/assets/8ba880c1ada24b3286662c¢41b2822851/b70814c
€e4424407819ae201cca24153/Future%200{%2010B%20Full%2
Oreport%20FINAL%20SOIF%2005.31.pdf, 2023

“Internet of things (IoT) Top 10 2018.” [Online]. Available:
https://wiki.owasp.org/index.php/OWASP_Internet of Things
Project#tab=IoT_Top_10

“The OWASP IoT top 10 vulnerabilities and how to mitigate
them.” [Online]. Available:
https://www.sisainfosec.com/blogs/the-owasp-iot-top-10-
vulnerabilities-and-how-to-mitigate-them/, 2023

42



BANKI KOZLEMENYEK --- BANKI REPORTS
VI. EVFOLYAM 2. SZAM --- VOLUME VINoO. 2

Optimizing Neural Network Hyperparameters
Using Genetic Algorithms for Predicting Student
Adaptability in Online Education

Safarpour Motealegh Mahalegi Homayoun*(,
Istvan Nagy**®
* #** Obuda University / Institute of Mechatronics and Vehicle Engineering, Budapest, Hungary
homayoun.safarpour @stud.uni-obuda.hu

nagy.istvan @bgk.uni-obuda.hu @

Abstract — Predicting student adaption is a crucial
component of studying online learning material. Machine
learning algorithms are crucial in this situation. Deep
learning is a fundamental concept in machine learning
algorithms. This work used Python in the Jupyter Notebook
environment to implement the deep learning approach for
forecasting students' adaptation to online learning. The
Keras and Tensorflow libraries were used to construct a
neural network model using the Kaggle dataset. The data is
divided into testing data and training sets and utilize the
Keras plot_model utility method to visualize the neural
network model. Construct the deep learning model with two
hidden layers, each employing randomly picked activation
functions from relu, sigmoid, tanh, elu, and selu.
Additionally, include one output layer with the softmax
activation function. After undergoing a fine-tuning
procedure until the alterations stabilized, this model achieved
an accuracy of 89.63%.

Keywords: Evolutionary  Algorithms, Neural Network
Optimization, Adaptive Learning Systems, Educational Data
Mining, Hyperparameter Tuning, Predictive Analytics,
Automated Machine Learning, Student Adaptability.

Summary— In this paper, we used genetic algorithms (GA) for
the optimization of neural network hyperparameters for
predicting student adaptability in online learning. Additionally,
the findings of our study demonstrate that this strategy
improves the neural network design and enhances our
comprehension of the aspects that impact student adaptation
with the use of modern machine learning techniques [4].
However, this method reduces the result of the loss function
and improves the accuracy of the model, which shows that it is
crucial to adjust the number of layers and neurons as well as
select the desired activation function when exploring
hyperparameter spaces, resulting in improved accuracy and
reduced error rates [5].

1 INTRODUCTION

especially considering the constant accumulation of data
in the student's academic records in higher education. The
educational management methods are not genuinely set up
to help educational administrators identify which pupils
have been under threat of leaving their education. There is
plenty of clear data on the topic of education, this data is
classified into five categories: gender, age, education level,
load-shedding finance, and quantity statistics. The three
levels of their adaptivity—low, moderate, and high—are

represented in the data. to find instances of prediction for
student adaptation to online training. Classical learning
environments and online learning systems are different
types of educational frameworks; The goal of higher
education institutions is to improve the quality of training
by optimizing neural network hyperparameters. Using
genetic—algorithms inspired by principles of natural
selection [4] — is the topic of a later study. Online learning
is fantastic for its flexibility, but it can take some
adjustment for students. To figure out what helps them
succeed, we looked at a Kaggle dataset [1] focused on
student adaptability. We are using a neural network; think
of it as a powerful analytical tool built with TensorFlow and
Keras to dig into that data. This network has multiple layers
for complex learning to prevent overfitting, is tailored for
multi-class classification [3], and can sort information to
give us insights into how students adapt.

1.1 Genetic Algorithms in Hyperparameter Optimization

Using Genetic Algorithms (GAs) to build our neural
network is a game-changer, it helps the system
automatically find the best settings for itself, leading to
more powerful and efficient learning. Since figuring out
how students adapt to online learning is complex, picking
the right analysis tools (activation functions) within the
network is super important [5], the GA determined ReLU
as the optimal hidden layer activation function and Softmax
for the output layer.

1.2 Activation Functions

figuring out how students adapt to online learning is
complex, picking the right analysis tools—activation
functions—within the network is super important [5], the
GA determined ReLU as the optimal hidden layer
activation function and Softmax for the output layer.

1.2.1 The Role ReLU

The Rectified Linear Unit (ReLU), used in the hidden
layers, is notable for its simplicity and efficacy, efficiently
passing positive inputs while nullifying negative ones [6].
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This function is represented by Figure 1, which illustrates
its operation of passing positive inputs unchanged while
negating negative inputs.
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Figure 1: ReLU Activation Function

1.2.2  The Application of SoftMax

In the output layer, the SoftMax function excels at multi-
class classification tasks by normalizing the network's
outputs, thus providing clear probabilistic insights into
student adaptability [7]. As shown in Figure 2, This
graphical representation underscores the function's
capacity to normalize the network's output, facilitating the
derivation of clear, probabilistic insights regarding student
adaptability.
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Figure 2: SoftMax Probability Distribution.

1.3 Empirical and Theoretical Foundations

The inclusion of ReLU and SoftMax is supported by

extensive research highlighting their effectiveness in deep
learning applications, enhancing network performance and
computational efficiency, and interpreting outputs as
probabilities [8,9].
The strategic selection of ReLU and SoftMax activation
functions is instrumental in the development of our neural
network model for predicting student adaptability in online
education. Their incorporation is grounded in both
theoretical and empirical evidence, highlighting their
respective roles in ensuring the model's effectiveness and
interpretability.

1.4 TensorFlow as a Development Framework

TensorFlow—Google's powerful framework—is the
backbone of our research on optimizing neural networks for
adaptability prediction. It goes beyond a set of tools —
TensorFlow lets us build truly tailored networks. Key here
are its dynamic computation graphs (ideal for complex
student adaptability relationships) and the option for GPU
acceleration. Early on, the dataset's size slowed down

training, but switching to GPUs made all the difference
[10].

1.5 Leveraging TensorFlow for Educational Data
Mining
We chose TensorFlow for a reason, we need something
capable of handling real-world messiness in online learning
data, and flexible enough to let us zero in on those subtle
adaptability patterns. TensorBoard's visualizations are
lifesavers for spotting training errors...especially for
dimensionality reduction [11].
This is not just about tech, Using TensorFlow underscores
our commitment to a truly data-driven approach in
educational research. It is about applying the latest machine
-learning techniques to understand how students adapt and
using that knowledge to improve online learning for
everyone [12].

2 METHODOLOGY

2.1 Data Preparation and Dataset Description

he first step is to import the necessary libraries and then
load the dataset using the Pandas library. To convert
categorical variables to numerical representations, we use
the Sklearn preprocessing library's LabelEncoder function.
The next step is data cleaning to ensure that the data is
"clean" enough for analytical work, which means it
appropriately represents the information you plan to study
without distortions caused by poor data quality. Eliminate
noise and errors, handle missing data, and ensure data
consistency. The dataset [1], contains demographic,
educational, and infrastructure data for 1200 students,
which we divided into two groups: 20% for validation and
80% for evaluating our models. The preprocessing phase is
critical for improving data quality, precision, and
dependability in predictive performance [2][16].
data_path = "path_to_dataset.csv"
df = pd.read_csv(data_path)
categorical_columns =
for col in categorical_columns:
le = LabelEncoder()
df[col] = le.fit_transform(df[col])
X_train, X_val, y_train, y_val = train_test_split(
df.drop('target_column', axis=1),df['target_column'],
test_size=0.2, random_state=42)

'Gender', 'Education Level', ...

Figure 3: Data Handling Step.

2.2 Genetic Algorithm for Hyperparameter Optimization

Genetic Algorithm was used to optimize the structure of a
feedforward multiple-layer neural network. Optimized
variables in chromosomes involve the number of artificial
neurons and hidden layers and training parameters such as
population size, maximal learning step size, percentage of
the fittest chromosomes for crossing-over, number of
random mutations per chromosome, and crossing-over
intensity per chromosome [6,7]. An appropriate artificial
neural network was developed and trained for each of the
parameters listed above. A population of ten produced
models with varying training mistakes. A single artificial
neural network was trained for a maximum of fifty
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iterations (epochs). the same number of individuals as in
the initial population is chosen to continue to the next
generation for the fittest were selected to create next-
generation chromosomes, which underwent mutation and
crossing-over procedures. The goal of structure
optimization was to find the parameter combinations that
resulted in the artificial neural network with the lowest
training error and highest accuracy [8], and to find the best
activation function.

2.3 Model Training and Evaluation

For the training of our model, which employed a genetic
algorithm, we constructed the chromosomes using most of
the listed weights. The structure optimization application
provided the learning parameters and neural network
topology. The training process concluded once the rate-loss
function of the artificial neural network reached its
minimum value. After that, the models were used to make
output values based on the input data sets that were used for
training and validation [9].

This search is vital for identifying optimal model
configurations that might not be accessible through
traditional ~ optimization techniques [10]. These
enhancements underscore the efficacy of GAs in refining
the NN model, making it a more reliable tool for
understanding and predicting student adaptability [11].

2.4 TABLES, FIGURES, AND CODE SNIPPETS

In this section, we present essential visual aids and code
excerpts that substantiate our methodology and findings,
clarifying the model's performance and the effectiveness of
the GA optimization process.

2.4.1  Neural Network Performance Before GA
Optimization

Before the application of Genetic Algorithms (GA) for
hyperparameter tuning, we assessed the performance of our
neural network model to establish a baseline for subsequent
optimization [5]. This evaluation is crucial, as it highlights
the initial capabilities of the model and identifies potential
areas for enhancement through the sophisticated search
techniques that GA provides.

The neural network, designed with a multi-layered
architecture and initiated with heuristic hyperparameters,
was subjected to extensive training and validation
processes [6]. Initial training spanned a considerable
number of epochs, allowing the model substantial time to
learn from the training data. We recorded key performance
metrics during this phase, including accuracy and loss on
both training and validation datasets [7]. These metrics
offered insights into the model’s learning progression and
its ability to generalize.

The accuracy metric, indicative of the model’s predictive
correctness, and the loss metric, reflective of the model’s
error magnitude, were monitored at each epoch [8]. These
metrics served not only to assess the efficacy of the model
but also to detect early signs of overfitting or underfitting—
conditions that could compromise the model's performance
on new, unseen data.

Examining these initial results critically is vital, as they set
the groundwork for the subsequent application of GA
optimization. Improvements in the model's performance
post-optimization can be directly attributed to the GA’s
more effective navigation of the hyperparameter space
compared to the initial heuristic approach [9].

By analysing the neural network’s behaviours before GA
optimization, we aim to draw meaningful comparisons
between the pre- and post-optimization phases. This
comparison will not only highlight the impact of GA but
will also affirm the robustness of the optimization process
itself [10].

Figure 4 shows neural network training and validation
accuracy over 50 epochs [11]. Training accuracy initially
rises sharply, indicating that the model is quickly
assimilating the data. This sharp increase fades around the
10th epoch, suggesting the model stabilizes around an
optimal training data set of parameters. The figure shows
that, since the validation set does not affect the model's
weight adjustments and indicates how well the model
generalizes to unseen data, validation accuracy increases
more slowly [12]. The model performs better on training
data than validation data, indicating overfitting. At the end
of the training period, both accuracies stabilize, with the
validation accuracy fluctuating but rising. A model that
adapts may need more training or tuning [13].

o0.80 4 — NN Train Accuracy
- NN Validation Accuracy

0 10 20 30 a0 s0
Epoch
Figure 4: Model accuracy comparison.

Figure 5 shows the value of the loss function in 50 epochs
of training. Loss, a key metric, measures the difference
between predicted and actual values. Lower values indicate
better performance. As training epochs progress, loss
curves flatten, indicating diminishing returns. Training
loss drops sharply from 1.1 to below 0.6, while validation
loss follows, indicating effective learning and
generalization. Limited overfitting is indicated by the
narrow training-validation loss gap.

Overall, the data from both figures suggest that the model
is learning effectively; however, there might be
opportunities for enhancement, potentially through the
implementation of techniques aimed at reducing
overfitting, such as adding dropout layers, employing
regularization, or expanding the variety and volume of
training data. Further experiments to fine-tune the model’s
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hyperparameters could also help achieve a more optimal
balance between bias and variance.

—— NN Train Loss
NN Validation Loss

0.9 4
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Figure 5: Model loss comparison.

2.5 Comparative Analysis Post Genetic Algorithm
Optimization

The application of Genetic Algorithm (GA) optimization
exemplifies the evolutionary capabilities inherent in
machine learning methodologies. Figures 6 and 7 illustrate
the quantifiable improvements in neural network accuracy
and efficiency as direct outcomes of GA optimization.
These figures are crucial as they not only document the
progression of the model’s performance metrics over
iterative epochs but also highlight the substantial
enhancements brought about by GA intervention.

Figure 6 presents a comparative analysis of the accuracy
rates achieved by the neural network before and after the
application of GA optimization over 50 epochs. The GA
Train Accuracy exhibits a higher trajectory compared to the
pre-optimization NN Train Accuracy, suggesting more
robust learning from the training data due to GA
optimization. The GA Validation Accuracy also shows an
improvement, consistently maintaining a higher level than
the NN Validation Accuracy. This enhancement indicates
that the GA has effectively improved the model's ability to
generalize. Notably, after an initial period of volatility, the
validation accuracy stabilizes, demonstrating gradual
improvement and suggesting that GA may have contributed
to mitigating overfitting to the training data—a common
challenge in machine learning models.

These sections have been refined to maintain academic
rigor, offering detailed insights into the performance
metrics and the impact of GA optimization. The technical
descriptions are precise, and the narrative is structured to
guide the reader through the progression and outcomes of
the research effectively.

In Figure 7, we can see how using GA boosted our model's
learning. Both the GA Train Loss and Validation Loss lines
dropped dramatically, indicating that our model performed
much better at its task. See how the GA model's train loss
starts high around 1.0 and quickly decreases to about 0.4;
The validation loss decreasing along with it shows it's not
just memorizing training data but learning to generalize.

Compare that to the standard neural network line — the loss
decreases, but more slowly. This shows that our GA
optimization made a real difference — by the end, the GA
model simply performs better.
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Figure 6: Model accuracy comparison after applying GA.
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Figure 7: Comparison of Training and Validation Loss for GA and NN
Models.

These figures collectively indicate a successful
optimization process. The GA’s strategic exploration of
hyperparameter space appears to have endowed the neural
network with an enhanced capacity to learn and predict
more accurately, as reflected in the higher accuracy and
lower loss observed post-optimization.

2.6 Analysing Adaptability Influences: A Methodological
Approach

The goal is to create a model that can analyse these
indicators both alone and in combination so that we can
distinguish the level of student adaptation to improve
learning performance or which student is on leave from
university or college. In this way, the dataset serves as both
empirical evidence and a foundation for methods to modify
instructional technology and includes variables such as
'Adaptivity Level,' 'Gender,’ 'Age,’ 'Education Level,
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'Load-shedding,’ 'Financial Status,’ and more. When
combined, these factors offer a comprehensive
understanding of the flexibility of online learning. We aim
to build more inclusive and successful online educational
frameworks by analysing data thoroughly to understand the
complex interplay of variables impacting student
adaptation. Several factors may influence the adaptability
of online learning; the following table illustrates the
dataset's important characteristics.

Table 1:Dataset Overview

Gender Age Education Load- Financial = Adaptivity
Level shedding Level
Boy 21- | University Low Mid Moderate
25
Girl 21- | University High Mid Moderate
25
Girl 16- College Low Mid Moderate
20
Girl 15- School Low Mid Moderate
Nov
Girl 16- School Low Poor Low
20
Boy 15- School Low Poor Low
Nov
Boy 15- School Low Mid Low
Nov
Boy 15- School Low Mid Moderate
Nov
Boy 16- College Low Mid Low
20
Boy 15- School Low Mid Moderate
Nov
Girl 16- | University Low Mid Low
20
Girl 16- College Low Mid Low
20
Boy 15- School Low Mid Moderate
Nov
Girl 16- College Low Mid Low
20

2.7 Fine-Tuning for Top Performance

We put our model through its paces over 50 training
sessions (epochs) with the crucial goal of ensuring it could
learn effectively from the data it was given and then apply
that knowledge to completely new situations. After training
and tuning the model with validation data, we tested its
performance with unseen data. For this goal, Table 2
provides a snapshot of model accuracy and error rates—loss
function output—at various stages of training. This is where
the human element comes in; we analyze these metrics to
see if any adjustments are needed that have not been done
by GA or not.

Table 2: Model Training Parameters and Results

Epoch Training @ Validation Training Validation
Accuracy = Accuracy Loss Loss
1 57.88% 68.46% 0.8837 0.6911
2 65.77% 73.86% 0.7218 0.617
3 72.20% 74.69% 0.664 0.5805
4 71.47% 78.01% 0.6328 0.5583
5 73.03% 75.93% 0.6319 0.5435
6 75.00% 78.01% 0.5827 0.5095

50 88.90% 89.63% 0.2684 0.3408

Adding more layers to the neural network design, from
three to four, implies that the educational data may be more
complexly abstracted. At the same time, the network's
enhanced representational power is shown by the growth of
neuron counts, from 100 to 150 in the first layer and from
50 to 120 in the second and also we reduced tenfold to
0.001, enabling finer-grained modifications when training
the model and also The dropout rate was also adjusted from
0.5 to 0.3 to complement these structural improvements;
this should help reduce the likelihood of overfitting and
improve the model's ability to generalize to other types of
datasets. Better performance metrics quantify the results of
this optimization process. The model demonstrated
exceptional skill in learning from the provided data and in
generalizing to new data subsets, as seen by an increase in
training accuracy to 82.47% and validation accuracy to
80.32%.

Concurrently, the model's loss measures decreased, with
training loss dropping to 0.35 and validation loss to 0.33,
highlighting the enhanced predictive accuracy after
optimization.

The empirical statistics demonstrating the effect of the GA
are summarized in Table 3, which follows this narrative. By
comparing the parameters of the neural network before and
after optimization, it shows how the method improved
performance.

Table 3: Hyperparameter Optimization Results

Parameter Before After
Optimization Optimization

Number of Layers 3 4
Neurons in Layer 100 150
1
Neurons in Layer 50 120
2
Learning Rate 0.01 0.001
Dropout Rate 0.5 0.3
Activation ReLU ReLU
Function
Training 75.62% 82.47%
Accuracy
Validation 78.01% 80.32%
Accuracy
Training Loss 0.5 0.35
Validation Loss 0.48 0.33

This table not only illustrates the GA's role in optimizing
our neural network model but also serves as a prelude to the
ensuing results and discussion section. It prepares the
reader for a deeper analysis of the performance
improvements observed, setting a solid empirical
foundation for the subsequent interpretative commentary
on the model's enhanced ability to predict student
adaptability in online education settings.
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Figure 8 presents the initialization code for the GA
population [15]. This snippet provides insight into how we
generated an initial population of potential solutions (NN
configurations) for the optimization process.

def create_individual():
individual = []
for _ in range(n_layers - 1):
neurons = random.randint(neuron_min, neuron_max)
activation = random.choice(list(activation_function_map.keys()))
individual.append(neurons)
individual.append(activation_function_map[activation])
individual.append(num_classes)
individual.append(activation_function_map['softmax'])
return individual
Figure 8:GA Population Initialization

And in Figure 9 demonstrates the function used to
evaluate each individual NN configuration's performance
within the GA.

def evaluate_model(individual):
model = Sequential()
for i in range(@, len(individual) - 2, 2)
neurons = individual[i]
activation = list(activation_function_map.keys())[individual[i + 1]
model.add(Dense(neurons, activation=activation))
model. add(Dropout(@.5))
model.add(Dense(num_classes, activation='softmax'))
model.compile(optimizer="Adam', learning_rate=0.01),
loss="'categorical_crossentropy', metrics=['accuracy'])
model.fit(x_train, y_train_categorical, epochs=10, batch_size=32,
verbose=0, validation_data=(x_val, y_val_categorical))
_, accuracy = model.evaluate(x_val, y_val_categorical, verbose=0)
return accuracy,
Figure 9: Model Evaluation Function

2.8 Research Insights

our results demonstrate that Genetic Algorithms (GA)
may enhance the prediction of students' adaptation to online
courses by optimizing the hyperparameters of neural
networks and promising results across various domains
[12]. This optimization results in reduced loss and
increased accuracy leading to less complex models with
better performance on time series prediction problems [13]
for improving educational data mining and aiding in the
creation of adaptive learning systems.

3 RESULTS AND DISCUSSION

In this study, we enhanced the architecture of a Neural
Network (NN) by using Genetic Algorithms (GA) to figure
out the adaptability of online students. The
hyperparameters, such as the number of layers, number of
neurons per layer, choice of activation functions, and
dropout rates, were fine-tuned for optimization.

3.1 Results

GA improved NN model performance significantly. Initial
validation accuracy for the NN model was 78.01% with a
loss of 0.48. GA optimization increased model validation
accuracy to 89.63% and decreased loss to 0.3408. These
findings show that GA can navigate hyperparameter space
to get the best NN setup.

3.2 Discussion

volving techniques to develop artificial neural network
weights and structure can represent complicated
connections from raw process data. Genetic algorithms
can work on chromosomes with many parameters if the
crossing-over and mutation processes are set properly.
The approaches may be used for many optimization and
model prediction problems.
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