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Abstract: The paper deals with enhancing the three-phase network model, for simulation of 

both symmetrical and asymmetrical networks, under both normal and faulted operation.  

The modelling approach, which was implemented into the MODES simulation tool, is 

described in a great detail. Demonstration of the application of the MODES simulation tool, 

newly extended by the three-phase model, in the field of simultaneous faults analysis, 

distribution system protection and voltage unbalance evaluation, is done, using simulations 

on simple test systems. Simulations are complemented by discussion of achieved results and 

validation is accomplished by using other simulation tools (PSCAD/EMTDC, OpenDSS). 

Finally, conclusions and future plans for the model extension and its possible applications 

are presented. 

Keywords: power system unbalance; network asymmetry; three-phase model; dynamic 

simulation 

1 Introduction 

For conventional studies, analyses and simulations, transmission power systems are 

modelled as symmetrical, which is a significant simplification. Symmetrical three-

phase power system can be analyzed as a single-phase equivalent, which makes 

computations and analyses (e.g., load flow studies) significantly faster.  

The assumption of symmetry in case of transmission systems is reasonable as, 

generally, transmission lines are transposed and loads, i.e., transformation to 

distribution system, are symmetrical. In addition, symmetrical fault of three-phase 

short circuit is frequently analyzed (e.g., for equipment dimensioning or stability 

assessment). However, distribution system analysis is a different case. There are 
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sources of significant asymmetry, such as loads not being distributed over phases 

evenly and lines not being entirely transposed, sometimes even not transposed at all 

(at medium voltage (MV) and low voltage (LV)) levels, and, last but not least, AC 

traction feeders. In case of distribution system, unbalanced faults are of importance. 

In practice, these faults occur more often than symmetrical ones, and they are also 

used for dimensioning purposes, which is e.g., the case of earth fault in case of 

impedance-grounded systems. Simultaneous unbalanced faults, such as double 

earth fault or an earth fault combined with a phase interruption, are simulation 

challenging, as they require appropriate simulation model and simulation can be 

time consuming. Even though these faults are uncommon, they practically occur in 

the distribution system, thus, there is a demand for their analysis. 

Distribution system analysis includes a vast number of problems closely related to 

the grid asymmetry, which must be considered in grid modelling. Usage of the 

single-phase equivalent in this case is often impractical, sometimes even 

impossible, comparing to the transmission system analysis. The endeavor to build 

and use a three-phase model is though evident. However, it is not a trivial issue. 

1.1 Motivation 

MODES1 simulation tool is a multi-purpose tool for power system dynamics 

analysis using RMS values (phasors). The simulation engine is used on a daily basis 

by the Czech Transmission System Operator, not only for load flow calculations 

and analyses, but also in the dispatch training simulator [1]. Various applications of 

MODES have been demonstrated in the past, e.g., in the field of stability analysis 

or short circuit calculations [2]. The simulation engine used to work with 

symmetrical components only, which allowed to speed up the calculation. However, 

current development of power systems and planned extension of the power system 

model by distribution systems imply the need for extending the existing simulation 

engine to be able to solve problems related to network asymmetry, which means 

mainly building the new models of grid elements. It is planned to use MODES for 

simulation of wide area distribution systems, more exactly for co-simulation of 

Czech transmission and distribution systems.  

For such a big system, other solutions allowing analysis of unbalanced power 

system operation and fault analysis, such as PSCAD/EMTDC or OpenDSS, which 

were used for validation also in this paper, are a bit inconvenient. The disadvantage 

is the computation time and robustness – key aspects the newly designed model in 

MODES is aiming to improve. 

Last but not least, MODES is used in Czech universities for teaching purposes.  

The possibility of simulation of distribution system can enrich the classes and bring 

new teaching methods, leading into the students are more familiar with the issue of 

power system dynamics. This issue is of importance in practice. 

 
1  More information about MODES is available from http://www.modesinfo.com. 
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1.2 Aims and Paper Structure 

The main aim of the paper is to describe the design of the three-phase power system 

model, which has been implemented to the MODES simulation tool, and its 

application. The issue is split into three following chapters. 

The second chapter gives the description of mathematical models, used for 

particular grid elements. These models are necessary for analysis of the three-phase 

power system. Their detailed description makes them replicable for other 

developers aiming to build the asymmetric power system models. 

The third chapter shows three case studies (simulation cases), which were done in 

order to validate the built model after its implementation to MODES. The first case 

is the analysis of simultaneous faults; the second case is the operation of the 

impedance-grounded distribution network, and the last case is the evaluation of 

voltage unbalance caused by the AC traction feeders. Each case contains test system 

and simulation scenario description. The chapter shows the validation of results 

done using other simulation tools or analytical calculations, demonstrating that 

results from the newly designed model, implemented to MODES, are credible. 

The last section concludes the paper and outlines the possible future application of 

the newly designed three-phase model, which is not only limited to the cases 

presented in this paper. 

2 Three-Phase Models of Grid Elements 

Symmetrical three-phase power system is easy to analyze, because such a system 

can be treated as a single-phase equivalent, which is, unfortunately, not applicable 

in case of an unsymmetrical power system. In general, two basic approaches can be 

used for power system modelling: analyze the system using phase values (A, B, C) 

or use symmetrical components (0, 1, 2). Symmetrical components and transition 

between these approaches are well described in the literature, e.g., in [3]. For 

application in MODES, the existing symmetrical network model has been extended 

by the asymmetrical models of basic elements, such as power source, power line, 

transformer, loads and fault model, which are described in this chapter. 

2.1 Power Lines and Switches 

In general, a three-phase power line with 3 phase conductors (A, B, C), neutral N, 

alternatively with ground wires, can be described with self-impedances ZAA, ZBB, 

ZCC, mutual impedances ZAB, ZAC, ZBC, self-capacitances CAA, CBB, CCC, mutual 

capacitances CAB, CAC, CBC, and shunt conductance G, representing leakage and 

corona losses. In case of the power line of multiple wires, e.g., low voltage (LV) 

line – A, B, C, N, the technique of Kron reduction [4] is applied to obtain a 3-wires 
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equivalent. The nodal admittance matrix (1) gives the relation between current 

injections to the sending (S) and receiving (R) bus IS, IR and nodal voltages VS, VR. 

Switches are modelled also as power lines, with mutual impedance and mutual 

capacity equal to zero. Self-impedance has negligible value, e.g., j0.1 Ω. 

[𝐈S𝐈R] = [𝐙−1 + 12𝐘 −𝐙−1−𝐙−1 𝐙−1 + 12𝐘] [𝐕S𝐕R]     𝐘 = 𝐆 + jω𝐂 

𝐙 = ⌊ZAA ZAB ZACZAB ZBB ZBCZAC ZBC ZCC⌋   𝐂 = ⌊ CAA −CAB −CAC−CAB CBB −CBC−CAC −CBC CCC ⌋      𝐆 = ⌊𝐺 0 00 𝐺 00 0 G⌋ (1) 

2.2 Transformers 

Two conventional methods exist for modelling of a conventional, two-winding 

transformer: using phase values and transformer connection, or transition from 

symmetrical components values to phase values. Three-winding transformer can be 

modelled by combination of models of two-winding transformer. 

2.2.1 Phase Values Model of Two-Winding Transformer 

Phase values model of a transformer is built in three steps [5]: definition of the 

transformer primitive admittance matrix, calculation of the windings admittance 

matrix, and, finally, definition of the transformer admittance matrix using the 

previous two matrices and taking the vector group into consideration. This approach 

is described in a detail in [5] with all necessary equations. 

2.2.2 Symmetrical Components Model of Two-Winding Transformer 

The second approach is the symmetrical components model. We assume the 

transformer with wye-delta connection with solidly grounded neutral point. 

Considering the transformer admittance matrix in symmetrical components (2) to 

be known; P stands for primary side and S for secondary side. 𝐘 [𝐈P012𝐈S012] = [𝐘PP012 𝐘PS012𝐘PS012 𝐘SS012] [𝐕P012𝐕S012] 

𝐈P012 = [IP0IP1IP2]   𝐈S012 = [IS0IS1IS2]   𝐕P012 = [VP0VP1VP2]   𝐕S012 = [VS0VS1VS2]   (2) 

For wye-delta connection with a solidly grounded neutral point, matrices of 

sequence admittances have form of (3), where Y is a leakage susceptance, evaluated 

from the short-circuit test, and p is transformer ratio. 
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𝐘PP012 = Yp2 [1 0 00 1 00 0 1]  𝐘PS012 = − Yp [0 0 00 1 00 0 1]     𝐘SS012 = Y [0 0 00 1 00 0 1] (3) 

Matrices (3) reflect the fact that delta winding connection does not allow zero 

sequence currents to flow. After the transition to phase values, admittance matrix 

can be expressed as (4). 𝐘 = Y [𝐘PP 𝐘PS𝐘PS 𝐘SS]  𝐘PP = 1p2 [1 0 00 1 00 0 1]  𝐘PS = − 13p [ 2 −1 −1−1 2 −1−1 0 2 ] 𝐘SS = 13 [ 2 −1 −1−1 2 −1−1 0 2 ] (4) 

The matrix (4) is advantageous because it does not cause phase displacement of 

voltage and current phasors, caused by vector group. For instance, differential 

protection can be easily modelled without the need of phase displacement 

compensation. 

2.2.3 Three-Winding Transformer 

Typical connection of a three-winding transformer is wye-wye-delta, where 

primary winding (wye) neutral point is solidly grounded, secondary winding (wye) 

neutral point is impedance grounded through the impedance ZN, and tertiary 

winding (delta) is for compensation. 

Primitive admittance matrix for three-winding transformer has a size of 10×10. It is 
more convenient though to use the symmetrical components method and replace the 

three-winding transformer by three two-winding transformers, as shown in Figure 1. 

 

Figure 1 

Equivalent diagram of three-winding transformer in symmetrical component representation 

This model requires the addition of a fictive bus “F”, but previously developed 
models of two-winding transformers can be used. Zero sequence impedance 

diagram, shown in Figure 1, was taken from [6]. For simplified calculations, positive 

sequence impedances are equal to zero sequence ones. Tap changer is modelled on 

the primary side (first winding). It is assumed that transformer leakage reactance 

value varies with a square of transformer ratio, then tap changing does not change 

its value. 
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Values of impedances in branches Z1, Z2, Z3 can be calculated using (5) from 

measured values from short-circuit test Z12, Z13, Z23, which usually have basis of 

the rated winding voltage and the largest apparent power of the transformer 

windings (usually the one with wye connection). Grounding impedance ZN has the 

basis of the winding to which neutral point the grounding impedance is connected. Z1 = Z12+Z13−Z232    Z2 = Z12+Z23−Z132    Z3 = Z13+Z23−Z122    (5) 

Following matrices Y1 and Y2 (6) can be used for the first and second winding 

(wye); 1 is 3×3 identity matrix. The third winding (delta) can be modelled by (4). 

𝐘1 = 1Z1 [  
 𝟏p2 𝟏p𝟏p 𝟏]  

   𝐘2 = 1Z2 [ 𝐘′ −𝐘′−𝐘′ 𝐘′ ] 𝐘′ = [1 − K −K −K−K 1 − K −K−K −K 1 − K]  
K = 13+Z2ZN        (6) 

2.3 Generator 

Generator can be modelled as an induced voltage E behind the impedance – 

reactance X. Generator is considered to be symmetrical, thus voltage phasors EABC 

are balanced and simply expressed as (7). For simplified calculations, induced 

voltage E is considered to have constant value. 

𝐄ABC =[ 1aa2] E  (7) 

2.4 Loads 

The simplest model of a complex load (given by power S = P + jQ) in node with 

voltage V has a form of constant admittances in ungrounded wye connection. After 

the elimination of voltage of wye connection, the following admittance matrix (8) 

is obtained. 

[  
   
 YA (1 − YA∑Y) − YAYB∑Y −YAYC∑Y− YAYB∑Y YB (1 − YB∑Y) −YBYC∑Y−YAYC∑Y − YBYC∑Y YC (1 − YC∑Y)]  

   
 
 

∑Y = YA + YB + YC           Yi = Si∗U𝑖2         i = A, B, C (8) 



Acta Polytechnica Hungarica Vol. 20, No. 11, 2023 

‒ 15 ‒ 

Also, compensation devices, such as capacitors and coils, can be modelled this way. 

A special case of the load is the supply of the AC railway system from a V-

connection (open delta) transformer. An example of a 25 kV system supplied from 

a 110 kV three-phase network is shown in Figure 2. These are actually two single-

phase transformers T1 and T2, which are connected to the line-to-line voltage on 

the primary side (in an open delta – in V). Each of them feeds one section of the 

traction line from the secondary windings. For reasons of the phase changing, the 

individual sections are separated by a neutral section. When the train is crossing the 

neutral section, the power supply to the train is interrupted. 

 

Figure 2 

Diagram of power supply of the traction line from transformers connected to V 

According to [6], the admittance matrix of such a power supply can be derived in 

the form of (9), where the left matrix is valid for Substation 1, and the right matrix 

is valid for Substation 2. N1 and N2 are the numbers of turns of the primary and 

secondary windings and YL is a load admittance connected to the secondary side of 

transformers T1 and T2. 

[ Y2 − Y2 0−Y2 Y1 + Y2 −Y10 −Y1 Y1 ] [Y1 + Y2 − Y2 −Y1−Y2 Y2 0−Y1 0 Y1 ]  Yi  =  𝛽2YLi   𝛽 =  N2N1   i = 1,2 (9) 

If we neglect the leakage reactance of the transformers and the resistances of the 

supplying lines, and replace the locomotive power consumption with only the active 

power P, the load admittance can be simply calculated according to (10). 

{  YL1 =  1R−jkX       YL2 =  0             for − 1 ≤ k < 0                     R =  U 2P   YL1 = 0                YL2 =  1R+jkX         for     0 < k ≤ 1                                       (10) 

In (10), U is the voltage of the trolley (a nominal value can be considered for 

simplicity), X is the equivalent reactance of the entire section of the supplying lines, 

and k is a factor indicating the position of the train (k = -1 if the train is at the end 

of the section fed by transformer T1 and k = 1 if the train is at the end of the section 

fed by transformer T2). When the train outside the section is powered by 

transformers T1 and T2 and when the locomotive pantograph crosses the neutral 

section, k = 0 and both admittances are zero (the power supply is interrupted). 

T1 T2 

A
B
C

Trolley

Rail

25 kV

3x110 kV

T1 T2 

T1 T2 

T1 T2 

Substation 1 Substation 2 
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2.5 Faults – Short Circuit and Phase Interruption 

In phase values, both short circuit and phase interruption can be easily simulated by 

modification of admittance matrix (1). Short circuit or earth fault means the addition 

of an infinite value to the corresponding bus (assuming the fault occurred close to 

the bus), thus the corresponding element of admittance matrix has an infinite value. 

Phase interruption means the self-admittance of the faulted phase in admittance 

matrix is zero. 

3 Application of the Model: Case Studies 

This chapter demonstrates the use of the model for analysis of power system 

dynamics in three selected cases: simultaneous faults analysis, operation of arc 

suppression coil automatics and voltage unbalance calculations. Case studies were 

conducted on test networks to show the functionality of the model, but they are 

applicable to real power systems. 

3.1 Analysis of Simultaneous Faults 

Single unbalance fault (e.g., short circuit or phase interruption, which are the most 

common faults in distribution networks) can be analyzed using symmetrical 

components method, as described e.g., in [3]. However, situation is getting 

complicated when analyzing simultaneous faults. These faults can really occur in 

the power system – often, they happen consequently (especially due to overvoltage 

occurrence caused by the first fault). In case of simultaneous faults, especially if 

different phases are affected, it is recommended to use phase values instead of 

symmetrical components, which the newly implemented simulation model allows. 

MODES simulation tool is thus, suitable for simulation of such faults.  

A demonstration is completed in this section. 

3.1.1 Test System Description 

A simple test system used for simultaneous faults analysis was taken from [8] and 

extended by a switch for simulation of a phase interruption. Diagram of the system 

is shown in Figure 3, together with parameters (reference is 116 kV, 100 MVA). 

The network was modelled as symmetrical; parameters are given as components 

values though. Matrices of phase values are created automatically by MODES (this 

is applicable only for symmetrical systems). 
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Figure 3 

Diagram of the test system for analysis of simultaneous faults 

3.1.2 Simulation of Simultaneous Earth Fault and Phase Interruption 

Simulation scenario is also indicated in Figure 3: single phase A to ground fault (short 

circuit) near bus 2 is applied in 1 s, and interruption of phase A near bus 3 occurs 

in 2 s. It means that the short circuit is fed from two sides from 1 to 2 s, and from 

one side afterwards. Analyzed values were phase A currents on both sides of the 

line, which together give the fault current. Results are shown in Figure 4; solid lines 

are from MODES; dashed ones were obtained using PSCAD/EMTDC tool (it was 

used for simulation validation). 

 

Figure 4 

Phase A currents for single line to ground fault and phase A interruption; solid lines – MODES, dashed 

lines – PSCAD/EMTDC 

The results of MODES and PSCAD/EMTDC are matching. The short-circuit 

current contributions from node 3 (blue waveforms) differs slightly, and the 

contribution from node 2 (red waveforms) matches completely. The fault current is 

initially given by a sum of currents from both sides, i.e., about 4400 A, and decays 

to approx. 500 A after the interruption. Simulation results match the fault currents 

computed in [8] as 3836 A and 478 A. 

For better validation of results, fault current of a single phase to ground fault was 

computed analytically using symmetrical components. Analytical computation is 

demonstrated in Figure 5 (reactance of the switch was neglected). Analytically 

calculated short circuit current is equal to 4393 A. To conclude, the newly built 
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asymmetric model provides credible results in case of simulation of simultaneous 

faults, as the results were validated against another simulation tool and also 

analytical calculation. 

 

Figure 5 

Calculation of the single line to ground fault in the test system using symmetrical components method 

3.1.3 Summary 

The first case study showed the application of the created three-phase model for 

analysis of simultaneous earth fault and phase interruption, the most common faults 

in distribution networks, on a simple grid model taken from [8]. Results were 

validated by analytical calculation, by simulation in PSCAD/EMTDC software and 

also by comparison with results published in the reference [8]. 

3.2 Arc Suppression Coil Automatic Tracking System 

Distribution systems, especially MV, are often operated as impedance-grounded. 

This way of operation increases the operational reliability, as the grid can be 

operated with an earth fault. On the other hand, it complicates the earth fault 

localization, which has to be done using advanced protection functions. Modelling 

of faulted distribution system operation requires advanced modelling possibilities, 

because asymmetry of line-to-ground capacities of power lines has to be considered, 

as well as shunt conductance. Otherwise, obtained results are not credible. This was 

also discussed in [9]. The case study demonstrates the simulation of an automation 

commonly installed in impedance-grounded MV distribution networks, which are 

arc suppression coil (ASC) tuning automation, equipped with parallel resistance 

connection. In addition, simulation of shunting system operation was done. 
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3.2.1 Test System Description 

Application of the created three-phase power system model for distribution system 

analysis is demonstrated on a simple 22 kV reactance grounded network, which was 

taken from textbook [10]. Diagram of the test system is shown in Figure 6. The ASC 

with reactance XSC = 5 kΩ is connected to the neutral point of the transformer 
secondary wye winding and it is equipped with a parallel resistance R = 708 Ω 

(value corresponding to 1 Ω connected to the auxiliary 500 V winding). 

 

Figure 6 

Diagram of the test system for analysis of ASCAT operation 

The Arc Suppression Coil Automatic Tracking System (ASCAT) was newly 

created in MODES and provides multiple functions. 

In fault-free state, ASCAT is tuning the ASC to the resonance with the line-to-

ground capacitance to minimize the earth-fault current in case of fault occurrence. 

ASC tuning is modelled as discrete (with 20 steps of 4% each), triggered 

automatically when the change of voltage on ASC exceeds 20%. Achieving 

continuous tuning in the model is unfeasible, as each change of ASC reactance 

means the change of admittance matrix and finally, the whole nodal matrix needs 

to be recalculated making the simulation time-consuming. 

In the faulted system, tuning of ASC is not allowed. But ASCAT has a different 

function – it connects the parallel resistor R for a short time to increase the active 

part of earth fault current, thus for proper operation of the directional earth fault 

protection (ANSI 67N; see e.g., [11] for more info). 
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The parallel resistor R is commonly used in impedance-grounded system, 

comparing to the shunting system with resistor Rsh, depicted also in Figure 6.  

The shunting method (earthing the affected phase in the transformer substation) is 

described in [12] and [13], and it is applied in case of an earth fault with high 

resistance. Its aim is to reduce the residual current in fault location by moving the 

earth fault to the substation. Earthing of the affected phase is done also 

automatically with the ASCAT system. 

3.2.2 Tuning of ASC in Fault-Free Operation 

The first simulation demonstrates the previously described operation of ASCAT in 

fault-free operation. In the beginning, ASCAT is tuning the ASC into the resonance 

with one branch (line V3; line V2 is switched off). Then another branch (V2) is 

switched at t = 1 s, followed by tuning of ASC to resonance with the new value of 

grid capacitance. Finally, at t = 2.5 s, second branch (V2) is switched off. ASCAT 

activates the tuning of ASC again. Simulation results (ASC voltage) are shown in 

Figure 7a. 

Resonance curves for a system equipped with ASC can be calculated analytically, 

based on the line parameters (conductance and capacity to ground). Resonance 

curves for the test system from Figure 6 are shown in Figure 7b, each curve correspond 

to the operational stage of the network (switched branches). Tuning process of ASC 

is indicated by arrows in Figure 7b. Each arrow is one step change of ASC impedance. 

Corresponding stages of ASC tuning are marked with numbers ① – ⑤ in Figure 7. 

   
a) b) 

Figure 7 

ASCAT test system operation (ASC tuning process) in fault-free operation: a) time course of ASC 

voltage U0, b) ASC voltage U0 dependent on its impedance XSC (resonance curves) for operation of one 

branch (V3) and two branches (V2+V3). 

Theoretical value of ASC resonance reactance XSC for operation of one line (V3) is 

given by equation (11) – it is equal to 3538 Ω. For two lines with the same length 
(operation of both V2 and V3), it is the half, i.e., 1769 Ω. Values of 3600 Ω and 
1800 Ω respectively, used in simulation and shown in Figure 7b, are pretty matching. 𝑋𝑆𝐶 = 1𝐵𝐴+𝐵𝐵+𝐵𝐶 = 1063.14⋅30+3.3⋅30+2.98⋅30  Ω = 3538 Ω (11) 
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3.2.3 Earth Fault with Auxiliary Resistor Connection 

In the following case, it is assumed that one branch (V3) is in operation, and ASC 

is tuned into resonance (XSC = 3600 Ω) in the initial state. The earth fault at the end 
of the line V3 is applied at time t = 0.1 s. ASCAT system automatically detects the 

earth fault (according to U0 voltage increase above 30%) and connects the auxiliary 

resistor for 0.1 s after the set delay of 0.1 s (processes were fastened for simulation 

purposes). Connecting the resistor eliminates the compensating effect of ASC, thus 

causes an increase of fault current to the value, which can be detected by earth fault 

protection. 

Simulation results – line currents and ASC voltage – are plotted in Figure 8. Solid 

lines are the results from the MODES, dashed lines are the results obtained by the 

simulation validation in OpenDSS simulation tool; results are almost the same and 

they are overlapping in Figure 8. 

  

a) b) 

Figure 8 

Simulation results of the ASCAT system operation during the earth fault: a) phase A line current IA and 

zero sequence current I0, b) ASC voltage U0; solid lines – MODES, dashed lines – OpenDSS 

In the moment of the earth fault occurrence (0.1 s), the ASC voltage U0 increases 

to the nominal phase voltage (1 p.u.). Auxiliary shunt resistor connection at t = 0.2 

s leads to a drop in voltage – a certain ASC detuning. This is much more evident in 

the phase current IA of the line, which is significantly increased as well as its zero-

sequence component I0, which exceeds the value of 5 A. The directional earth fault 

protection (ANSI 67N) with the threshold of 4 A detects the fault and issues 

a message. This message will help with fault localization (faulted branch is 

identified). 

3.2.4 Shunting System 

The last simulation done on this test system was the demonstration of shunting 

system. In this last case, both lines V2 and V3 are in operation and ASC is tuned to 

the resonance (XSC = 1800 Ω). A resistance earth fault (with fault resistance of 
500 Ω) is applied at the end of the line V3 at t = 0.1 s. The ASCAT actions are 
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noticeable from the Figure 9, showing the same variables as in previous case and also 

the simulation validation results from OpenDSS simulation tool; results are almost 

the same again and they are overlapping in Figure 9. 

  
a) b) 

Figure 9 

Simulation results of the ASCAT system operation, equipped with shunting system, during the earth 

fault: a) phase A line current IA and zero sequence current I0, b) ASC voltage U0; solid lines – 

MODES, dashed lines – OpenDSS  

Earth fault occurrence at t = 0.1 s leads to the increase of voltage U0 close to the 

nominal value (1 p.u.), connection of auxiliary shunt resistor at t = 0.2 s for a limited 

period of time (0.1 s) means an increase of the phase current IA of the line, which is 

slightly smaller than in the previous case. The zero-sequence component of the 

current is lower than the set threshold of 4 A, so the directional earth fault relay 

does not detect the fault. At time t = 0.4 s, the affected phase is earthed in the 

substation through a resistance of 11 Ω. The fault is thus transmitted to the 
substation from its actual location, and the fault current IA drops to zero. The power 

system should be still treated as faulted, but moving the fault to the substation 

minimizes the risks in the fault location (e.g., the arc should extinguish). 

3.2.5 Summary 

The three previous cases demonstrated the use of the newly built asymmetric model 

for MV distribution system analysis. The possibility to model the asymmetry of 

power lines and also the shunt conductance, which significantly affects the results 

(it is impossible to tune the ASC if all lines are entirely symmetrical), is of 

importance. A complex model of ASCAT system as well as a protection model were 

implemented in MODES. Presented cases are really simple and deals with the most 

common fault in the distribution system, which is the earth fault, thus, they are 

suitable also for education purposes. Results were validated using analytical 

calculations and OpenDSS simulation tool. 
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3.3 Voltage Unbalance Calculation 

One of the causes of asymmetry in power system is the load unbalance caused by 

uneven distribution of loads over phases. This phenomenon is known especially on 

lower voltage levels (LV and MV), where some consumers and prosumers have 

only single-phase connection. However, it is also a problem of AC single-phase 

railway traction feeders, connected to the HV distribution system [14]. In this case, 

the use of created three-phase system model for voltage unbalance calculation 

caused by the railway traction feeders (V-connected) is demonstrated. 

3.3.1 Test System Description 

For voltage unbalance calculation, modified test system depicted in Figure 10 was 

used. It is a part of the eight-node network published in [8]. 

The network was assumed to be balanced, except for loads in buses 7 and 8. These 

loads are the traction feeders 25 kV, fed from the 220 kV grid through the V-

connection (open delta) transformers, according to Figure 2. 

 

Figure 10 

Single-line diagram of the test system for voltage unbalance calculation 

3.3.2 Voltage Unbalance Caused by the Train Operation 

For voltage unbalance calculation, two scenarios were considered. The first one was 

the load consumption of P = 6 MW in bus 8, caused by the train operation in the 

railway segment fed from the transformer T2 in bus 8. The second scenario was the 

consumption of P = 6 MW in both buses 7 and 8, caused by the train operation in 

the railway segment fed from transformers T2 connected to these two buses. 

It is assumed that the transformer connection at node 8 corresponds to substation 1 

in the Figure 2, and the transformer connection at node 7 corresponds to substation 2. 

The values of power consumption of traction transformers supplied from the 220 kV 

network can be derived using the relations (9) and (10), the simplifying assumption 

of symmetrical phase voltages and neglecting reactance X in the relation (10). Phase 

values of these powers are SA= (3 + j1.73) MVA, SB= (3 – j1.73) MVA, SC=0 for 

both nodes. It is worth noting that although the locomotive takes only active power 

P, reactive power also flows in the network, causing voltage drops and losses. 
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When we know the power consumption in the individual phases, we can calculate 

the voltage asymmetry these consumptions will cause in the 220 kV network. 

A measure of asymmetry is the negative sequence voltage component. This value 

for the test system and defined two cases was calculated using the newly 

implemented network model in MODES; the results in per unit are given in Table 

1. In both cases, positive sequence voltage value was almost 1 p.u. Validation 

calculation was done in PSCAD/EMTDC, results of validation are given also in 

Table 1 and they are almost the same. 

Table 1 

Calculated values of negative sequence voltage 

Simulation case 

Negative sequence voltage in p.u. 

Bus 7 Bus 8 

MODES PSCAD MODES PSCAD 

1. – load of 6 MW in bus 8 0.01 0.01 0.01 0.01 

2. – load of 6 MW in buses 7 and 8 0.023 0.023 0.0204 0.0201 

Results in Table 1 are of interest. The standard EN 50160 [15] gives the admissible 

value of negative sequence voltage to be 0–2% of positive sequence voltage as the 

criterion for voltage unbalance. The requirement of EN 50160 is thus not fulfilled 

in the second case (negative sequence voltage reaches 2.3% and 2.04% 

respectively). 

3.3.3 Summary 

The chapter shows the use of the three-phase model for the evaluation of voltage 

unbalance caused by power consumption of traction feeders. The model makes 

possible to check whether the voltage unbalance does not exceed the limit defined 

in the standard EN 50160. Results were validated using PSCAD/EMTDC tool. 

4 General Summary and Future Work 

Two general concepts for simulation of three phase power system respecting the 

asymmetry are applicable, either the symmetrical components (positive, negative 

and zero sequence) or phase values (phase A, phase B, phase C). The choice of the 

concept is dependent on the problem being analyzed and to what extent the grid 

asymmetry needs to be respected. 

Newly designed simulation model, implemented to MODES simulation tool and 

described in this article, can deal with both concepts – it allows data entering in 

phase values or symmetrical components. The computation method can be also 

selected as either symmetrical components or phase values. Criteria of selection are 

summarized in Table 2. 
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Comparing to other simulation tools, the newly designed three phase model 

implemented to MODES allows to simulate different fault-free and faulted 

operation of power system in RMS values, making the computation fast. It is using 

the MODES simulation engine, which has already implemented advanced 

protection and automation models. Existing models can be used also in newly build 

projects, dealing with unbalanced power systems. The asymmetric model is 

supposed to have various applications in the future, mainly in power system 

analysis, and additional models of network elements are being prepared. Currently, 

it is a source model representing single-phase connection of power sources, which 

is typical for LV networks. Such a model will allow to analyze problems related to 

prosumers or charging of electric vehicles. 

Table 2 

Calculated values of negative sequence voltage 

Computation 

method 

Data entering 

Symmetrical components Phase values 

Symmetrical 

components 

Symmetrical both grid and load. 

Simulation of simple faults: 

single line to earth fault, line to 

line fault, double line to earth 

fault, single and double phase 

interruption. 

Internal computation of 

parameters in symmetrical. Both 

grid and load are symmetrical. 

Simulation of simple faults: 

single line to earth fault, line to 

line fault, double line to earth 

fault, single and double phase 

interruption. 

Phase values Symmetrical both grid and load. 

Internal computation of 

parameters in phase values. 

Model allows to simulate also 

simultaneous faults including 

phase interruptions and single 

line to ground faults. 

Neither grid nor load need to be 

symmetrical. It is e.g., possible to 

simulate the tuning of ASC.  

Model allows to simulate also 

simultaneous faults including 

phase interruptions and single 

line to ground faults. 

Conclusions 

This work shows the process for the creation of a computational tool, allowing 

calculation of load flow problems, short circuit currents and transient stability 

assessment using phase values. The MODES simulation tool, newly extended by 

the asymmetric model, can deal with the grid unbalance, in both initial (fault-free) 

stage and also those occurring in the grid, due to unbalanced faults, comprising 

simultaneous faults. 

Applications of the model were demonstrated using 3 selected problems from power 

systems operations – simultaneous faults, operation of arc suppression coil 

automatic tracking with earth fault protection and assessment of voltage unbalance 

caused by traction feeders. Results were validated by both analytical calculations 

and simulations using other tools. Simulation model implemented to MODES is 
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robust, allowing the analysis of power systems – especially distribution systems – 

under both fault-free and faulted operation. MODES is supposed to be used for 

analysis of different phenomena and also topical issues, such as, spread of 

distributed sources in the power system, in the future. Last but not least, it can be 

used for educational purposes, to demonstrate selected phenomena, in the grids, for 

the training of university students. The MODES tool usage is convenient and 

intuitive, thanks to the graphical user interface. 
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Abstract: The constant optimization of the properties of insulating materials, is currently 

highly topical, at a global scale, as it directly concerns the efficiency of the operation of 

electrical equipment. This study includes research on modern insulation systems based on 

hybrid and non-hybrid nanofluid-paper. Cellulose insulation is impregnated with Shell Diala 

S4 ZX-1 transformer oil, enriched with two types of Fe3O4 and C60 nanoparticles, with 

varying nanoparticle concentrations. Samples of insulating materials are subjected to 

analysis using the method of dielectric relaxation spectroscopy in the frequency domain.  

The results point to electrophysical processes, of a conductive and polarizing nature.  

The increasing concentration of Fullerene nanoparticles, causes a decrease in dielectric 

losses and reduces the influence of interfacial polarization and electric double layer 

polarization in the hybrid nanofluid-paper system. The loss spectra of the complex electric 

modulus are the same as the spectra of the complex permittivity in the liquid-paper system. 

The Havriliak-Negami function reveals the dominance of polarization losses over conduction 

losses in the studied frequency spectrum and their origin when an external alternating 

electric field is applied. 

Keywords: frequency domain; magnetic nanoparticle; fullerene nanoparticle; fluid-paper 

1 Introduction 

Transformers in electricity system are one of key devices for a safe operation of the 

grid. There is a great danger of economic and material damages in case of their 

failure or damage [1] [2]. Therefore, it is necessary to keep the device in operation 

without overloads due to high powers, short circuits, etc. [3]. More frequent 
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overloads of transformers have a negative impact on their isolation system on which 

the lifetime of a transformer is dependent on. It is possible to detect an increasing 

trend in the degradation of the system in time by an appropriate monitoring of an 

isolation system using one of the diagnostic methods. The isolation system in 

transformers is composed of the combination of liquid and solid dielectric: 

insulating liquid and paper [4]. Another requirement for this system is also from the 

view of a heat convection which arises in the area of the transformer winding. 

Conventional insulating liquids include mineral oils, synthetic esters and natural 

esters. The latest requirements to increase the performance of transformers and to 

decrease their dimensions are a motivation for scientists and engineers to discover 

new approaches and methods in the field of insulating materials. 

One of the ideas is to use the nm-sized particles which are freely dispersed in an 

insulating liquid. This method is able to increase the thermal conductivity of a 

particular liquid significantly and, as it is proved in certain studies, the liquid 

breaking strength [5]. Among the materials from the point of view of conductivity, 

both insulators and semi-conductive and conductive materials are used [6]. Since 

there is a strong magnetic field in the winding area, the usage of magnetic 

nanoliquids, where the paramagnetic nanoparticles are used, is considered. Given 

that the magnetization gradient is opposite to the magnetic field gradient, it is 

possible to create a natural circulation of a liquid in the transformer vessel [7]. 

In numerous studies, Fe3O4 nanoparticles prepared by a chemical method have been 

used to create a magnetic liquid. Subsequently, a surfactant is applied to the surface 

of the nanoparticles formed in this way, which prevents the nanoparticles from 

joining each other in the carrier liquid. The more detailed procedure for the 

production of nanofluid with Fe3O4 particles is described in [8]. 

Fullerene is another progressive material which has been used in experiments over 

last decade. This work was inspired by [9], where samples of nanofluids with Fe3O4 

nanoparticles with added fullerene were used. 

Many of the mentioned studies which deal with electrical properties observe 

changes in properties only at the level of a liquid material. From the point of view 

of applicability, it is important to carry out also experiments in the presence of paper 

or cellulose products, which are a part of the entire insulation system. 

2 Experiment 

2.1 Investigated Materials 

The experiment was carried out on samples of cellulose paper that were 

impregnated with samples of insulating nanofluids. The carrier-impregnating 
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substance consisted of modern Shell Diala S4 ZX-1 transformer oil. It is a base oil 

that is produced by converting natural gas into liquid hydrocarbons using GTL 

technology (Gas to Liquid). Natural gas continues in the production process by 

producing synthesis gas, which is subsequently transformed into crystal clear base 

oil with excellent properties through Fischer-Tropsch synthesis and refining.  

The progressivity of this oil points to zero sulfur content, which eliminates the risk 

of copper corrosion in power transformers and other significant properties include, 

higher thermal conductivity, higher oxidation stability and lower viscosity at low 

temperatures. Higher oxidation stability causes more excellent resistance of the oil 

to aging, which is accompanied by the higher formation of acids and oxidation 

processes. Suppressing these adverse factors with the acceptable properties of Shell 

Diala S4 ZX-1 oil helps extend cellulose insulation's life in power transformers [10] 

[11]. 

Six samples with different combinations of nanoparticle concentrations were 

prepared. Two types of nanoparticles were dispersed into the first three samples. 

Magnetic Fe3O4 nanoparticles were precipitated from an aqueous solution of Fe2+ 

and Fe3+ ions with NH4OH at 81 °C. Subsequently, steric stabilization took place 
using one layer of oleic acid C18H34O2. The second type of nanoparticle consisted 

of a spherical molecule of carbon C60 (Buckminsterfullerene) with triple-bonded 

atoms representing a closed structure. Purchased fullerene powder with a density of 

1600 kg/m3 was homogeneously dispersed in base oil without surfactant (surface-

active substance). Finally, stabilized magnetic nanoparticles with a concentration of 

2.3 %w/V were added to the first three samples with a concentration of fullerene 

nanoparticles of 0.01 %w/V, 0.02 %w/V, and 0.03 %w/V (the ratio of the weight of 

the nanoparticles to the volume of the liquid). The given dispersion created a final 

concentration of magnetic nanoparticles of 0.01 %w/V in the investigated samples. 

These samples were mixed at 60 °C, and we call them hybrid nanofluids (HIN, plus 
HIN-P paper). Other fluid samples are non-hybrid nanofluids (NIN, plus NIN-P 

paper). The fourth sample is enriched exclusively with fullerene nanoparticles with 

a concentration of 0.01 %w/V without surfactant. The fifth sample represents pure 

ferrofluid with a concentration of 0.01 %w/V, which represents comparison with 

the other samples due to the concentration of magnetic nanoparticles. The sixth 

sample consists of pure Shell Diala S4 ZX-1 transformer oil with a low density of 

786 kg/m3. An overview of the investigated samples of hybrid and non-hybrid 

liquids, which fulfill the function of impregnation medium for cellulose insulation, 

is presented in Tab. 1. Impregnation of liquids and cellulose insulation took place 

in Petri dishes. 
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Table 1 

Samples of impregnation nanofluids 

Sample 

Concentration of 

fullerene 

nanoparticles C60 

(%w/V) 

Concentration of 

magnetic 

nanoparticles Fe3O4 

(%w/V) 

 without surfactant 
with surfactant – 

oleic acid C18H34O2 

1. 0.01 0.01 

2. 0.02 0.01 

3. 0.03 0.01 

4. 0.01 0 

5. 0 0.01 

6. 0 0 

2.2 Experimental Procedure 

Samples of the insulation system hybrid nanofluid-paper and non-hybrid nanofluid-

paper were investigated by the method of dielectric relaxation spectroscopy in the 

frequency domain. Dielectric relaxation spectroscopy is a non-destructive method 

that applies an electric field to a material to capture a small signal of the dielectric 

response in the form of dipole rotation and migration of free charges across the 

material. This modern method approximates the behavior of electrophysical 

parameters without the potential damage to the material caused by the application 

of high electric field intensities. Therefore, it is necessary to use professional 

measuring devices for the experimental procedure. The measurements of the 

samples examined by us were carried out using the IDAX 300 measuring device. 

This device applies an alternating electric voltage U to the material with a changing 

frequency f from 0.1 mHz to 10 kHz. It measures the alternating electric current I 

flowing through the material. From these input parameters, the measuring device 

calculates impedance Z, from which several other electrophysical parameters are 

further expressed, such as, for example, electrical resistance R, complex capacitance 

C*, dissipation factor tan δ, and electrical conductivity σ. The output from the IDAX 

300 meter was connected to a high-voltage and a low-voltage electrode.  

The electrode system consisted of Rogowski electrodes with a diameter of 54 mm, 

between which the tested hybrid and non-hybrid nano liquid-paper insulation 

system samples were inserted. The distance between the electrodes was 0.42 mm, 

representing the thickness of the cellulose insulation. The electrode system was 

placed in a shielded container, which was connected to the grounding of the 

measuring apparatus. Because wide-range frequencies were applied, the shielded 

container served as protection against electromagnetic frequencies from the outside 

environment. These unwanted frequencies could cause interference and 

deterioration of the quality of the measured data. To measure the samples, an 

alternating electric voltage of 100 V, was applied with the IDAX 300 measuring 
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device, which created an alternating electric field intensity of 238 kV/m at the given 

distance between the electrodes. The measuring apparatus is shown in Fig. 1. 

 

Figure 1 

Experimental setup 

The experimental procedure was exposed in the laboratory to an air pressure of 

1013hPa, an air humidity of 36%, and an air temperature of 21 °C. The research 
began with the assembly of the experimental setup, which was connected according 

to Fig. 1, and proceeded to measure the nanofluid-paper samples. Due to the higher 

intensity of the electric field, the frequency band was shortened to 1 mHz – 3 kHz 

because it was impossible to measure the frequency spectrum of 3 kHz – 10 kHz. 

The reason was decreased capacitive reactance and increased electric current, which 

loaded the voltage source in the IDAX 300 measuring device. The measuring device 

recorded the measured data of the capacitance C and the dissipation factor tan δ via 

a USB bus connected to a computer with the IDAX 4.1.16 software. Since 

electrophysical parameters such as capacitance C and dissipation factor tan δ are 

mostly applied in technical practice [12], for a more accurate description of 

dielectric behavior within the research area, these data were converted to complex 

permittivity ε*, i.e., to its real ε' and imaginary component ε''. The reason for using 

complex permittivity to describe electrophysical processes was the modeling of 

relaxation and conduction mechanisms according to the characteristic response 

function, which reflected the parameters of the distribution of relaxation times. 

From recent studies, it was also found that the complex electric modulus M*, as the 

inverse value of the complex permittivity ε*, can point out in detail the dynamics of 

the distribution of polarization processes by eliminating the conduction process that 
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is present in the low-frequency band [13]-[16]. Therefore, the complex electric 

modulus M* and the complex permittivity ε* will be used to analyze hybrid and non-

hybrid nanofluid-paper samples. 

3 Results and Discussion 

The results of the experiment are analyzed in this section. We present the results of 

the complex permittivity, which will be accompanied by the results of the complex 

electric modulus for a comprehensive description of the investigated materials.  

In the third part of this chapter, electrophysical processes will be captured and 

analyzed through the distribution of relaxation times according to the Havriliak-

Negami dielectric model. 

3.1 Complex Permittivity 

The complex permittivity of samples of hybrid and non-hybrid nanofluids forming 

an insulating system together with cellulose paper is presented in this section.  

In Fig. 2, we present the real permittivity in the frequency band 1 mHz – 3 kHz.  

In the case of samples containing magnetic nanoparticles, a low-frequency 

dispersion is captured, which is attributed to at least one relaxation phenomenon.  

In higher frequencies, the real permittivity is stable at the value of 2.2 with a slight 

decrease. The exception is the 5. and 3. samples with a 1.07 times higher value, i.e., 

the sample with zero and the highest concentration of fullerene nanoparticles 

(0.03 %w/V). 6. the paper sample impregnated with pure GTL oil has the lowest 

real permittivity, moving at the value level of 2.2. The effect of fullerene 

nanoparticles is manifested by an increase in the real permittivity by a value of 0.04 

in the entire frequency spectrum. 
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Figure 2 

The frequency-dependent real permittivity ε´=f(f) of the investigated samples 

In Fig. 3, we present the imaginary permittivity in the examined frequency band. 

As mentioned in the characteristics of real permittivity, samples containing 

magnetic nanoparticles show a clear dielectric relaxation in the low-frequency and 

medium-frequency bands, which confirms the imaginary permittivity spectrum. 

Samples 1, 2, 3, and 5, i.e., samples with magnetic nanoparticles, reflect a 

remarkable loss maximum in the band 0.1 Hz – 1 Hz, which subsequently changes 

to increasing dielectric losses again as the frequency decreases. Comparing the 

HIN-P samples, an inverse decrease of the relaxation maximum with increasing 

concentration of fullerenes can be seen. In addition to the reduction of the relaxation 

peak, the captured mechanism is shifted to lower frequencies. This exciting feature 

reduces dielectric losses at 50 Hz and 60 Hz operating frequencies, representing 

important information in applying the given insulation system. The samples without 

magnetic nanoparticles (4 and 6) do not show a relaxation maximum at a frequency 

of 1 Hz. However, their dielectric losses increase in the low-frequency band, similar 

to the other samples. The mentioned increase in dielectric losses can be caused by 

conduction losses manifested in the low-frequency band. The fullerene fraction in 

the GTL carrier oil in the fluid-paper system (4 sample) slightly increases the 

dielectric loss and the real permittivity compared to the oil-paper sample (6. 

sample). 
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Figure 3 

The frequency-dependent imaginary permittivity ε´´=f(f) of the investigated samples 

The complex permittivity diagram in the complex plane is shown in Fig. 4. In the 

given display, the measured values of ε'' are plotted as a function of ε' at different 

frequencies (1 mHz – 3 kHz). If the individual measured points in this diagram 

belong to a semicircle, then the given insulating system reacts to the external electric 

field with a relaxation response. In practice, very few materials exhibit a single 

polarization mechanism with a relaxation time, so that this fact can be attributed to 

the distribution of relaxation times. From plotting the complex permittivity to the 

complex plane, we can observe for samples with magnetic nanoparticles an 

indication of the development of the curves into a semicircle, which corresponds to 

the relaxation peaks of the imaginary permittivity. Samples without the magnetic 

nanoparticle fraction have V-shaped characteristics, while it is not known whether 

the low-frequency increase is caused by a relaxation or conduction process. We also 

encounter a similar dilemma with samples 2, 3, and 5. The HIN-P sample with the 

same concentration of fullerenes and magnetic nanoparticles 0.01 %w/V (1 sample) 

copies a certain imaginary semicircle in the low-frequency band, which would 

reflect the presence of a relaxation phenomenon. Based on the development of the 

measured permittivity spectra into a complex plane, it is not possible in our case to 

accurately characterize electrophysical processes at the molecular level. Because of 

this, the complex permittivity values were recalculated to the values of the complex 

electric modulus, as an inverse complex dielectric parameter. 
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Figure 4 

Complex permittivity in the complex plane ε´´=f(ε´) 

3.2 Complex Electric Modulus 

The complex electric modulus is widely known due to its property of presenting the 

studied material without the influence of the conduction process and electrode 

polarization. These processes can affect the low-frequency spectrum of dielectric 

losses, which would distort the analysis of the measured data, presenting inaccurate 

identification of electrophysical processes in the low-frequency range. Some 

electrotechnical equipment, working on the principle of direct current, shows a 

failure rate based on the failure of the insulation system. Therefore, it is necessary 

to accurately identify electrophysical processes in the low-frequency band with 

subsequent prediction or provide relevant information to improve the insulation 

system. Fig. 5 shows the frequency spectra of the real modulus. Compared with the 

real permittivity in Fig. 2, the exact shape of the characteristics can be seen, which 

are reversed. It is possible to proceed from the findings that were described in 

subsection 3.1. 
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Figure 5 

The frequency-dependent real modulus M´=f(f) of the investigated samples 

The complex electric modulus shows the dielectric behavior of the investigated 

materials exclusively from the point of view of relaxation processes. This means 

that it only provides the relaxation response of the investigated material, excluding 

the electrode polarization. Fig. 6 represents an insight into the loss spectra of a 

complex electric modulus. When comparing the frequency dependences of ε'' and 

M'' of liquid insulation (oils, nanofluids), M'' has a shifted relaxation mechanism to 

the band of higher frequencies [8] [13]. From Fig. 3 and Fig. 6, it can be seen that 

the dielectric loss characteristics are the same, and there is no shift of the 

polarization peaks to the band of higher frequencies at M''. The fluid-paper 

insulation system does not change the dielectric response, which is presented by 

two parameters. It follows that the imaginary modulus for the fluid-paper system 

does not reveal polarization processes that were not recorded by the imaginary 

permittivity. Based on this, we find that the investigated frequency band is 

dominated by relaxation mechanisms and conduction losses suppressed by the 

losses of the relevant relaxation processes. 
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Figure 6 

The frequency-dependent imaginary modulus M´´=f(f) of the investigated samples 

3.3 Havriliak-Negami Plots 

In subsections 3.1 and 3.2, the examined samples were subjected to complex 

permittivity and complex electric modulus analysis. The results indicate that 

polarization losses in the low-frequency band could suppress conduction losses. 

Modeling electrophysical processes will verify the given statement with the 

Havriliak-Negami function (hereinafter referred to as "H-N"). Based on this 

dielectric model, the conduction and polarization losses are described by the 

relations: 

                                                                                                      (1) 

 (2) 

considering that σDC represents the direct electrical conductivity, ω is the angular 

frequency, ε0 is the vacuum permittivity, εs is the static or low-frequency 

permittivity (ε'→0), ε∞ is the optical or high-frequency permittivity (ε'→∞), τ 
represents the time relaxations of the polarization process and α and ß are empirical 

parameters describing the degree of distribution of relaxation times [17]. Fig. 7 

shows the modeled curve of the 1. sample according to the H-N function. Modeling 

with approximation to the measured characteristic was performed with a deviation 

of 2.52%. The modeled characteristic is the sum of individual polarization losses 

ε''Px and conduction losses ε''DC. The modeled spectra prove that the polarization 

process is more dominant in the low-frequency band than in the conduction process. 
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Figure 7 

Modeling of electrophysical processes occurring in the 1. sample 

The HIN-P insulation system responds to an applied electric field in the frequency 

band 1 mHz – 3 kHz by the presence of four polarization processes and a conduction 

process that is suppressed by relaxation losses. The polarization losses ε''P1 at a 

frequency of 2 mHz could be caused by the polarization of the space charge when 

applying a relatively high intensity alternating electric field. We estimate that the 

mentioned relaxation is not related to the fraction of Fe3O4 and C60 nanoparticles 

because the 6. sample without these nanoparticles shows a remarkable increase in 

dielectric losses in the low-frequency region (Fig. 12). The polarization process 

causes the contribution of dielectric losses ε''P2 at a frequency of 0.07 Hz. From Fig. 

3 and Fig. 6, we see that the origin of the given relaxation is related to magnetic 

nanoparticles. Thus, it can be an interfacial polarization at the magnetic 

nanoparticle-oil interface. All investigated samples with a concentration of 

magnetic nanoparticles (HIN-P and 5. sample) show similar behavior with this 

polarization at a frequency of 0.07 Hz. Fullerene nanoparticles do not cause this 

process because the 5. sample without these nanoparticles supports the occurrence 

of ε''P2 polarization losses (Fig. 11). Another proof is the characteristic of the 4. 

sample without magnetic nanoparticles (with C60 0.01 %w/V), which has no ε''P2 

contribution (Fig. 10). The most significant influence of polarization losses on the 

dielectric response is present around the frequency of 1 Hz. The polarization losses 

ε''P3 are related to the electric double layer polarization that occurs in ferrofluids at 

frequencies close to 1 Hz [8] [12] [18-20]. Magnetic nanoparticles are stabilized by 

a surfactant whose head is polar, creating a negatively charged particle. This system 

forms the first electrical layer that electrostatically attracts the positive ions present 

in the nanofluid. This mechanism supports the formation of a second electric layer 

on the nanoparticle's surface, which polarizes the system under an applied electric 
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field. By increasing the frequency, further increase of polarization losses in the band 

100 Hz – 3 kHz is investigated. The contribution ε''P4 causes interfacial fluid-paper 

polarization. This is confirmed by the finding from Fig. 3 and Fig. 6, which reveals 

a high-frequency increase in dielectric loss for every sample investigated, even for 

(6 sample) (NIN-P) without magnetic and fullerene nanoparticles. The individual 

relaxation parameters involved in modeling the H-N function are listed in Tab. 2. 

Fig. 8 shows the modeling of electrophysical processes of the 2. HIN-P sample. We 

state that the deviation of the modeled characteristic from the measured 

characteristic is equal to 3.3%. The lower the deviation, the more accurate the values 

of the modeling parameters of the characteristic ε''model. given in Tab. 2. The (2 

sample) differs from the (1 sample) in the increased concentration of fullerene 

nanoparticles by 0.01 %w/V (C60 = 0.02 %w/V). With this sample, we capture the 

same types of electrophysical processes as in Fig. 7. 

 

Figure 8 

Modeling of electrophysical processes occurring in the 2. sample 

Modeling of electrophysical processes of the 3. sample HIN-P is shown in Fig. 9. 

We note that the deviation of the modeled curve from the measured curve is equal 

to 2.63%. Similarly, as with samples 1 and 2, the same types of electrophysical 

processes are present. The difference is that the increase in the concentration of 

fullerene nanoparticles in HIN-P limits the contributions of ε''P1, ε''P2, and ε''P3, 

thereby reducing the dielectric losses and shifting these contributions to lower 

frequencies. Dielectric losses are also reduced at operating frequencies of 50 Hz and 

60 Hz, which is a remarkable feature in the potential application of these samples. 
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Figure 9 

Modeling of electrophysical processes occurring in the 3. sample 

In Fig. 10, we show the modeling of electrophysical processes of the (4 sample) 

NIN-P, which has only the fullerene fraction. We state that the deviation of the 

modeled characteristic from the measured characteristic is equal to 2.64%. This 

sample does not show the contributions of polarization losses ε''P2 and ε''P3 because 

it does not contain magnetic nanoparticles, like samples HIN-P and (5 sample).  

We register only space charge polarization and fluid-paper interfacial polarization. 

The parameter values are recorded in Tab. 2. 

 

Figure 10 

Modeling of electrophysical processes occurring in the 4. sample 
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Modeling of sample 5 NIN-P, which contains exclusively magnetic nanoparticles, 

is presented in Fig. 11. The occurrence of types of electrophysical processes is the 

same as for HIN-P samples. It is, therefore, evident that fullerene nanoparticles are 

not responsible for the contribution of polarization losses ε''P2 and ε''P3, which would 

cause a reduction of their contributions with a shift in the frequency spectrum.  

The deviation of the modeled characteristic of sample 5, is at the level of 3.82%. 

 

Figure 11 

Modeling of electrophysical processes occurring in the 5. sample 

Fig. 12 shows the modeled characteristics of the sample 6 NIN-P, which does not 

contain any concentration of nanoparticles. It consists exclusively of an oil-paper 

system. We note that the deviation of the modeled characteristic is equal to 3.69%. 

Similarly, as with sample 4, we do not register the contributions of polarization 

losses ε''P2 and ε''P3. Sample 4, which differs from sample 6, with the presence of 

fullerene nanoparticles, shows an increase in the contribution of polarization losses 

ε''P1 and conduction losses ε''DC. This is due to the fullerene fraction, which causes 

a higher conductivity of the material and a higher polarizability of the space charge 

in the low-frequency band of dielectric losses. 
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Figure 12 

Modeling of electrophysical processes occurring in the 6. sample 

As mentioned above in the text, Tab. 2 shows the parameter values of 

electrophysical process modeling of hybrid and non-hybrid nanofluid-paper 

insulation system samples using the H-N function. These parameters were modeled 

through equations (1) and (2). We note that the deviations mentioned above during 

modeling would slightly change the values of the individual parameters of the 

ε''model. characteristic. 

Table 2 

Parameter values of modeling electrophysical processes through the H-N function 

sample parameter p1 p2 p3 p4 

1. 

εs (-) 3.06 2.65 2.69 2.16 

εꚙ (-) 2.65 2.57 2.17 1.512 

α (-) 0.96 0.925 0.921 0.412 

ß (-) 0.6 0.95 0.881 0.201 

τ (s) 100.2 2.449 0.205 0.000022 

2. 

εs (-) 2.65 2.67 2.35 2.3 

εꚙ (-) 2.36 2.58 2.14 1.65 

α (-) 0.91 0.8 0.95 0.36 

ß (-) 0.39 0.79 0.96 0.23 

τ (s) 301.4 4.123 0.338 0.000022 

3. 

εs (-) 2.55 2.64 2.525 2.39 

εꚙ (-) 2.37 2.58 2.365 1.59 

α (-) 0.81 0.91 0.87 0.31 

ß (-) 0.69 0.96 0.95 0.22 

τ (s) 312.5 6.373 0.538 0.000022 
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4. 

εs (-) 2.305 - - 2.21 

εꚙ (-) 2.21 - - 1.64 

α (-) 0.81 - - 0.29 

ß (-) 0.31 - - 0.29 

τ (s) 305.8 - - 0.000022 

5. 

εs (-) 2.72 2.72 2.61 2.3 

εꚙ (-) 2.37 2.58 2.33 1.65 

α (-) 0.9 0.7 0.94 0.36 

ß (-) 0.41 0.95 0.97 0.23 

τ (s) 301.6 3.154 0.304 0.000022 

6. 

εs (-) 2.303 - - 2.21 

εꚙ (-) 2.22 - - 1.64 

α (-) 0.85 - - 0.3 

ß (-) 0.29 - - 0.28 

τ (s) 306.2 - - 0.000022 

Conclusions 

This study analyzed modern insulating materials based on the fluid-paper system. 

Hybrid and non-hybrid insulation systems were studied using the dielectric 

relaxation spectroscopy method in the frequency domain. These are unique results 

in the diagnostics of insulation materials for high-voltage applications, as samples 

of hybrid and non-hybrid nanofluids with different types and combinations of 

nanoparticles that formed a single unit with cellulose insulation were investigated 

and compared. Such materials are not sufficiently researched; therefore, the added 

value of this publication is precisely the research of the given modern insulation 

system. Frequency-dependent dielectric spectroscopy showed that dielectric losses 

in hybrid insulation systems could be reduced by increasing the concentration of 

fullerene nanoparticles. Increasing fullerene nanoparticles limited the contributions 

of relaxation processes such as interfacial polarization at the magnetic nanoparticle-

fluid interface and electric double layer polarization. The presence of electrical 

double layer polarization was responsible for increasing dielectric losses at 

industrial frequencies of 50Hz and 60Hz. Therefore, the stated finding is 

sympathetic to the potential application of the studied samples in practice. In the 

opposite case, in the non-hybrid nanofluid-paper system, there was an increase in 

dielectric losses at the concentration of fullerene nanoparticles with a fraction of 

0.01 %w/V, mainly in the low-frequency band. 

This study also showed that the complex electric modulus in the fluid-paper system 

does not shift the relaxation information to higher frequencies compared to the 

complex permittivity. Their dielectric responses ranged at the same frequencies. 

Therefore, it is possible to analyze these systems with one complex parameter and 

use the modeling of electrophysical processes through the Havriliak-Negami 

function. Based on this function, the parameter values of individual electrophysical 
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processes, which make up the frequency spectrum of the studied modern materials, 

were revealed. The liquid-paper insulating system with a concentration of magnetic 

nanoparticles exhibits four polarization processes and one conduction process in the 

frequency spectrum of 1 mHz – 3 kHz. The examined frequency spectrum of 

samples without magnetic nanoparticles contains two polarization processes and 

one conduction process. Individual types of polarization processes were presented 

in the results of this study. This work also provides a springboard for continuing 

research into these modern insulation systems. It is necessary to experimentally 

verify the behavior of these materials under various degradation factors and through 

several diagnostic methods for a comprehensive description of changes in the 

electrophysical structure of the given modern material. Dielectric relaxation 

response in the frequency band at the operating temperatures of the power 

transformer, with the application of these temperatures in a specific time horizon, 

would be no less important information concerning the insulating state of these 

materials. 
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Abstract: This paper deals with an investigation of the shielding effectiveness of shielding 

material HSF 54 and windows foil Profilon Antyspy. The motivation for this research was 

the ongoing need in the field, for improvement of shielding properties against 

electromagnetic fields. It is focused on the frequency range 0.8-9 GHz. Measurements were 

performed according to the IEEE 299-2006 Standard. The shielding coating was applied 

directly, on the MDF board, then measurements of shielding effectiveness and reflection of 

for all samples were performed in an anechoic chamber. The attenuation of the 

investigated samples was calculated from the measured values. Subsequently, the 

presence of spatial charge on the examined samples were measured in the 

anechoic chamber. It was found that all materials have shielding ability, to 

prevent the penetration of an electromagnetic field. The presence of spatial charge 

varies depending on the frequency of the electromagnetic field and its duration. It can be 

stated that it is necessary to ground each shielding coating, in order to avoid injury or 

destruction of electronic equipment. 

Keywords: electromagnetic wave; frequency; absorption; reflection; shielding, spatial 

charge 

1 Introduction 

In the past, electromagnetic radiation was an unknown topic for the lay public. 

With the dramatic increase of wireless technologies (mobile phones, Wi-Fi 

Internet, etc.), even the lay public is becoming increasingly interested in the issue. 

Mobile transmitters are placed on residential buildings, which can pose a threat 

from a possible radiation source. Currently, there are several options to protect 

against radiation from electrical equipment. 
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Limiting electromagnetic radiation is already possible during the design of 

electrical equipment. The manufacturer of the device must to comply with 

standards for the emission of electromagnetic radiation. However, it is not 

possible to completely eliminate electromagnetic radiation. On the other hand, for 

the operation of mobile devices, it is not desirable that the signal be eliminated.  

In that case, the only way to prevent electromagnetic radiation is to use shielding. 

There are many studies in the world that focus on the health problems caused by 

excessive exposure to the electromagnetic field. 

It is necessary to realize that a person is constantly exposed to an electromagnetic 

field. Up to 80% of a person’s time is spent inside buildings - at work, at home 

while shopping, etc. Therefore, buildings can offer a natural shielding of materials 

against the effects of the electromagnetic field. In our papers [1-5] we investigated 

the shielding effectiveness of commonly available building materials. We 

investigated that even common building materials have a shielding ability. In the 

case of the polystyrene material, the shielding ability is minimal to none. In the 

case of brick, we observed the shielding effectiveness in the frequency range from 

1 GHz to 9 GHz. It is also true that with the increasing thickness of the shielding 

material, the shielding ability of the material increases. The shielding ability of the 

material is defined by the shielding effectiveness SE. If it is necessary to increase 

the shielding effectiveness, it is possible to do the following: 

a) Change the thickness of the material - it is unrealistic for buildings 

b) Add additional material, for example, shielding coating, foil, etc. 

c) In this article, we focus on the use of a shielding coating and the use of a 

shielding foil. 

2 Shielding Effectiveness of the Electromagnetic Field 

The shielding ability of the material can be defined by the shielding effectiveness 

of the electromagnetic field. Shielding effectiveness can be determined in two 

ways: 

a) According to IEEE 299-2006 Standard, Method for Measuring the 

Effectiveness of Electromagnetic Shielding Enclosures based on the 

measurement of shielding effectiveness. This measurement was 

performed in an anechoic chamber. The measurement consists of two 

steps – with and without shielding, and based on the difference between 

these values, we calculate the shielding effectiveness of the shielding. 

The IEEE Standard determines the calculation of the shielding 

effectiveness based on parameters - electric field intensity, magnetic field 

intensity, electromagnetic field power and electromagnetic field voltage. 
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b) The shielding effectiveness can be calculated based on the relation (1), 

where A is the absorption of the electromagnetic field and R is the 

reflection of the electromagnetic field. If we know the parameters A and 

R, then the effectiveness of the shielding of the electromagnetic field is 

given by the sum of absorption and reflection of the electromagnetic 

field. The following figure (Fig.1) shows how the electromagnetic wave 

penetrates through the shielding material. It can be seen that part of the 

wave is reflected, part of the wave is absorbed by the shielding material 

and part of the wave passes through the material in the form of a 

transmitted wave. In practice, however, it is difficult to measure the 

absorption of the electromagnetic field because the absorption occurs 

inside the material. Therefore, the absorption of the electromagnetic field 

can be calculated from the shielding effectiveness and the reflection of 

the electromagnetic field. The SE and R parameters can be measured in 

an anechoic chamber based on the IEEE standard. 

In this paper, we focused on the research of the shielding effectiveness of 

electromagnetic field and reflection for the above-mentioned shielding foils and 

coatings. In our measurements, the values of the electromagnetic field intensity 

were in dB, therefore the equation (2) was used to calculate the shielding 

effectiveness 

SE=A+R                                                         (1) 

SE=P1+P2                                                       (2) 

where P1 is the power of the electromagnetic field hitting on the shielding material 

and P2 is the power of the electromagnetic field behind the shielding material. 

 

Figure 1 

Propagation of the electromagnetic wave through the shielding material. 

The second part of article was focused on the investigation of the formation of 

spatial charge on the examined samples. 
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3 Shielding Effectiveness Measuring Setup 

As mentioned earlier, in this paper, we focus our research on the shielding 

effectiveness of electromagnetic fields, using different shielding materials. Three 

materials were used: 

a)  Shielding material HSF 54 

b)  Shielding foil 1 – for commercial use (Profilon Antyspy) 

c)  Shielding foil 2 – for commercial use (Profilon Antyspy) 

 HSF 54 shielding coating is a universal electrically conductive coating used 

to shield low and high frequency electromagnetic radiation. It composed on 

the basis of carbon and high-quality acrylic binder. It is frost-resistant and 

this makes it a widely applicable coating for both interiors and exteriors. 

PROFILON AntiSpy window foil is a special security type of foil designed 

to block RF, IR, UV and solar energy. In addition, it is also intended for 

protection against electromagnetic interference (EMI). It is installed on the 

buildings or on window. According to the technical sheet, the shielding 

effectiveness of this foil ranges up to 33 dB (AS100) and up to 46 dB 

(AS260). During the measurement, we marked this foil as foil 1. We marked 

the second foil as foil 2. 

The set of the measuring workplace consists of a receiving antenna, transmitting 

antenna, pulse generator and a spectrum analyzer. In the first step, the workplace 

was calibrated based on the telecommunications equation: 

PVVP GGLPP ++−= 0
                                       (3) 

where PP is the received power, PV is the transmitted power, L0 is the free space 

losses, GV is the gain of the transmitting antenna and GP is the gain of the 

receiving antenna [6-8]. 

The principal view of the arrangement of antennas is shown in Fig. 2. However, 

no shielding was placed between the antennas during calibration. We placed the 

receiving and transmitting antenna at a distance of 2 m from each other at the 

same height from the floor and turned the antennas as precisely as possible 

perpendicular to each other. After the successful calibration, we placed the 

shielding material - a wooden board and the shielding effectiveness was measured. 

The shielding effectiveness values were considered as reference values. This is 

because the coating and foils were placed on a wooden board. If the measurement 

without shielding was considered as the reference value, then the shielding 

effectiveness value of the wooden board would be included in the shielding 

effectiveness. Therefore, the values of the shielding effectiveness of the wooden 

board were subtracted from the values of the shielding effectiveness of the 

shielding materials. The measurement was performed in the frequency range from 

0.8 GHz to 9 GHz with a step of 0.01 GHz. 
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Figure 2 

Experiment setup for measuring shielding effectiveness of electromagnetic field 

When measuring the reflection of the electromagnetic field, the arrangement of 

the antennas inside the chamber is shown in Fig. 3. The arrangement was 

performed so that the antennas did not interfere with each other. 

 

Figure 3 

Experiment setup for measuring reflection of electromagnetic field 
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4 Experimental Results 

a) Shielding Effectiveness 

As mentioned earlier, the measurement of shielding effectiveness is a 

comparative method where we compare the measurement without shielding 

and with shielding. After subtracting these two values, we have the value of 

the shielding effectiveness in the investigated frequency range. 

Figure 4 shows the dependence of electromagnetic field shielding 

effectiveness for three shielding materials – shielding coating HSF 54, 

shielding foil 1 and shielding foil 2. 

 

Figure 4 

Shielding effectiveness in the frequency range from 0.9 GHz to 9 GHz 

From the results, a similar shielding effect can be observed for all three 

shielding materials. The material "Foil 1" have the lowest values. The shielding 

effectiveness in the investigated frequency range reaches values from 10 dB to 

30 dB. We do not observe a rising or falling trend in the monitored frequency 

range. All three shielding materials have approximately the same values in the 

whole measured range. In the research that we published in [1-5] the same was 

true for the material polystyrene. Also, no trend was observed. However, an 

increasing trend was observed in the investigated frequency range for the brick 

material. In addition, the shielding effectiveness reached low values in the first 

third of the observed frequency range. The highest shielding effectiveness 

values were achieved in the last third of the observed frequency range. 

However, for measuring of shielding effectiveness - HSF 54 shielding coating, 

shielding foil 1 and shielding foil 2 - this fact was not confirmed. It follows that 

all three materials are suitable for shielding the investigated frequency range 

and have a similar shielding effect. 
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b) Reflection of Electromagnetic Field 

As mentioned in the section a), the shielding effectiveness does not reach 

a clear trend, but the values are defined in the range. However, this does 

not mean that the same applies to the reflection of the electromagnetic 

field. This is because the ratio of absorption and reflection can change in 

the monitored frequency range. This ratio can be change depending on 

the shielding material. However, it is still true that the sum of the 

reflection and absorption of the electromagnetic field is equal to the 

shielding effectiveness. In Fig. 5 it is possible to see the dependence of 

the reflection of the electromagnetic field in the observed frequency band 

from 0.9 GHz to 9 GHz. 

 

Figure 5 

Reflection of electromagnetic field in the frequency range from 0.9 GHz to 9 GHz 

From the results, it can be seen that the material Foil 2 achieves the highest 

values of electromagnetic field reflection. The material HSF 54 achieves the 

lowest values. In the investigated frequency range, an increasing trend of 

electromagnetic field reflection can be observed. 

In the case of HSF 54 material, no trend was observed and the values are within 

a narrow range. The maximum value of electromagnetic field reflection for HSF 

54 material is approximately 5 dB. The results show that the absorption of the 

electromagnetic field represent a larger part of the shielding effectiveness. This 

material therefore, absorbs the electromagnetic field more than it reflects it. 
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In the case of the Foil 2 material, the situation is the opposite. As the 

frequency increases, so does the proportion of electromagnetic field 

reflection. With the frequency increasing, the proportion of absorption 

decreases. 

c) Measuring the Spatial Charge 

The issue regarding the formation of spatial charge on shielding materials is 

relatively new. Accumulation of spatial charge may be dangerous for 

sensitive electronic devices. The main motive of the investigation the spatial 

charge was whether it would occur on the samples and in what quantity. 

The measurement time was set to 100 seconds, while the measurement took 

place in the following manner. At time t0 = 0 s the measurement started, at 

time t1 = 30 s the antenna, i.e., the source of the electromagnetic field, was 

turned off, and the measurement of the spatial charge continued. The results 

were recorded by a computer connected to the measuring device. 

Subsequently, the voltage values were read at the respective times t1 = 30 s, 

t2= 60 s and t3=90 s. 

The workplace for spatial charge measurement is shown in Fig. 6. The Trek 

541 A device was used for the measurement, with a measuring range from -1 

kV to +1 kV. The measuring probe with high sensitivity is placed closest to 

the measured object at a distance of 2.5 mm – 1 mm. During the 

measurement, the transmitting antenna was placed at a distance of 1 m from 

the measured sample. The following figure 6, shows the wiring diagram. 

 

Figure 6 

Experiment setup for measuring the spatial charge 
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The spatial charge measurement was performed with a grounded and ungrounded 

sample. Since the measured value was 0V when measuring with a grounded plate, 

the results will not be presented in the tables. 

First sample on which the voltage of spatial charge was measured was a MDF 

board painted with professional paint YShield HSF 54. With an ungrounded plate, 

the value of the spatial charge voltage increased together with increasing 

frequency. The decrease in value occurred at the 7.4 GHz frequency. At 

frequencies of 8.6 GHz, the value increased sharply and reached the maximum 

value achieved with this sample. The charge had a positive polarity during the 

entire measurement at all frequencies. 

Table 1 

Values of measured spatial charge for a MDF board with HSF 54 shielding paint 

f [GHz] 

Ungrounded plate 

Voltage of the spatial charge U [V] 

t1 = 30s t2 = 60s t3 = 90s 

0.9 5.5 5.5 6 

2.1 6 5.5 6 

2.6 5.5 5.5 6 

3.8 6 6.5 6.5 

5 7.5 7 7 

6.2 7 7.5 6.5 

7.4 3 7 6 

8.6 12 11.5 13.5 

 

 

Figure 7 

Dependence of spatial charge voltage on an ungrounded MDF board with HSF 54 shielding paint 

The sample shielding foil 1 at the initial frequency of 900 MHz reached negative 

values of the spatial charge at all measured times in the range from -21V to -4.5V. 
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As the frequency increased to 2.1 Ghz, there was a sharp increase and subsequent 

pre-polarization. By gradually increasing the frequency, the spatial charge 

remained approximately the same, and the change occurred at a frequency of 6.2 

GHz, when the charge increased slightly, until the frequency increased to 8.6 

GHz, when the charge decreased again. Graphically, this course is shown on the 

Figure 8. 

Table 2 

Values of measured spatial charge for a shielding foil 1 

f [GHz] 

Ungrounded plate 

Voltage of the spatial charge U [V] 

t1 = 30s t2 = 60s t3 = 90s 

0.9 -24.5 -23 -21 

2.1 3 1 1.5 

2.6 0 3 1 

3.8 1.5 1 1 

5 1.5 3.5 2 

6.2 4.5 5.5 7 

7.4 6 7 6.5 

8.6 2.5 2 3 

 

 

Figure 8 

Dependence of spatial charge voltage on an ungrounded shielding foil 1 

The following table shows the results for a shielding foil 2. 
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Table 3 

Values of measured spatial charge for a shielding foil 2 

f [GHz] 

Ungrounded plate 

Voltage of the spatial charge U [V] 

t1 = 30s t2 = 60s t3 = 90s 

0.9 -2.5 -0.5 -0.5 

2.1 -1 -1 -1 

2.6 -8 -10 -11.5 

3.8 -11 -11 -13.5 

5 -11.5 -12 -11.5 

6.2 -9.5 -10.5 -11.5 

7.4 -9 -11.5 -11.5 

8.6 -10 -11.5 -10.5 

Shielding foil 2 reached negative voltage values, which increased even after the 

antenna was turned off. The highest value of the voltage was at the frequency of 

3.8 GHz at the time of 90 s, when 60 s had passed since the antenna was turned 

off. The change occurs at the frequency of 2.6 GHz at which the value of the 

charge increased, and from this value the space charge did not change much by 

changing the frequency. 

 

Figure 9 

Dependence of spatial charge voltage on an ungrounded shielding foil 2 

Conclusions 

This paper is focused on examining shielding effectiveness, measuring and 

reflection of electromagnetic fields. Shielding effectiveness consists of reflection 

and absorption of the electromagnetic field. If we know shielding effectiveness 

and reflection of the electromagnetic field, it is possible to calculate the absorption 

of the electromagnetic field. The measurements were performed in an anechoic 
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chamber, within the frequency range of 0.9 GHz to 9 GHz. Each measurement 

was repeated 3 times, in order to increase accuracy. Based on the measurements, it 

is possible to evaluate the research: 

a) By measuring the effectiveness of the shielding, it was found that all three 

materials have the shielding ability to prevent the penetration of the 

electromagnetic field. No of increase or decrease trend in shielding 

effectiveness values was observed. The values are defined in range from 10 

dB to 30 dB. 

b) By measuring the reflection of the electromagnetic field, the situation is 

different. The material Foil 2 achieves the highest values of electromagnetic 

field reflection. The material HSF 54 achieves the lowest values. In the 

investigated frequency range, an increasing trend of electromagnetic field 

reflection can be observed. In the case of HSF 54 and Foil 1 material, no 

value trend was observed. 

c) The material HSF 54 achieves the lowest values of reflection of the 

electromagnetic field. It follows that this material achieves high values of 

absorption and is therefore suitable for absorbing the electromagnetic field. 

The same applies to foil 1. In the case of foil 2, the electromagnetic field 

reflection values also increase with increasing frequency. It follows that the 

absorption of the electromagnetic field decreases with increasing frequency. 

d) HSF 54 material is more suitable for absorbing the electromagnetic field. 

Foil 1 is also suitable for electromagnetic field absorption. In the case of foil 

2, the absorption of the electromagnetic field decreases with increasing 

frequency, and at the same time the reflection of the electromagnetic field 

increases. 

This research shows how to wisely choose shielding materials, in building 

planning and practice. There are cases when the reflection of the electromagnetic 

field is undesirable. In this case, the material HSF 54, is a suitable shielding for 

these purposes. 

The second part of this work was focused on the measurement possibilities for the 

creation the spatial charge. Accumulation of spatial charge may be dangerous for 

sensitive electronic devices. Spatial charge was detected on all ungrounded 

samples under the influence of a high-frequency electromagnetic field.  

The presence of charge varies, depending on the frequency of the electromagnetic 

field and its duration. It can be stated that it is necessary to ground each shielding 

coating, in order to avoid injuries or the destruction of electronic equipment. 
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Abstract: Distributed generation by renewable energy sources, is a new phenomenon in 

recent years and it brings several challenges for electric power system operations. Given 

that, distributed generators shall be strictly in compliance with relevant standards and 

technical requirements, to preserve current level of quality and reliability of electric power 

supply. Therefore, this research is aimed at compliance verification of non-synchronous 

power generating modules, with any relevant requirements. At the beginning, it provides 

comprehensive review on this issue including historical development, the current situation 

in the Czech Republic and relationships between legislation and standards, currently in 

force. The main contribution of the paper lies in the experiments performed on photovoltaic 

inverters, which represent the key components of photovoltaic systems and are responsible 

for fulfilling the imposed operational requirements. The results provide a real-world 

picture of the current state, in this field. We found that none of the tested inverters fulfilled 

the requirements to the full extent and therefore, we recommend careful verification of the 

power generating modules, units or component’s ability in this regard, before 
commissioning. 

Keywords: photovoltaic; inverter; requirements; RfG; EN50549-1; compliance 

1 Introduction 

The growth of living standards and constant social and economic development 

arising the need to secure more and more energy in a sustainable way. Currently, 

the majority of energy (more than 70% [1]) comes from fossil sources such as oil, 

coal and natural gas. The global trend is a gradual transition to renewable energy 

sources (RES) due to several factors. First, there is a question of climate change, 

which an integral part of fossil fuel usage and the associated greenhouse gas 
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formation. Also, with increasing global energy consumption, the required amount 

of fossil fuels increases. Non-renewable resources are limited and energy 

extraction is therefore not sustainable in the long term. Similarly, there is an effort 

of individual countries to increase their energy independence on fossil fuels 

imported from abroad. All these factors lead in developed countries to national 

and transnational policies for carbon neutrality with clearly defined milestones for 

individual years (for example, 2030 or 2050). This is possible only by gradually 

increasing the share of RES used in electricity production but also, for example, in 

transport. Developing countries are also following these goals. For example, 

China, which is the largest producer of greenhouse gases in the world, aims to be 

carbon neutral by 2060 [2]. Despite this, fossil fuels remain the main source for 

electricity generation with a share of approximately 40% from a global 

perspective [3]. 

Photovoltaic (PV) power plants are among the most widespread RES in the Czech 

Republic, primarily due to the favorable climatic conditions and problem-free 

availability of the primary source. The breakthrough years were 2009-2012, when 

the so-called "PV boom" caused by massive government support resulted in a 

strong increase of installed capacity (from 39.5 MWp in 2008 to 1959.1 MWp in 

2010). The most significant part was created by PV plants with nominal power 

outputs ranging from ones up to tens of MW connected at the medium voltage 

(MV) level. Due to the unexpectedly fast progress towards the fulfillment of the 

European Union energy targets until 2020 [4], to which the Czech Republic 

committed itself, the government support was gradually reduced and finally 

completely suspended from 1 January 2014. After this date, legislative support 

gradually began to move towards to sources with low power output aiming on 

maximizing the consumption of the generated electricity at the place of 

production. For example, in 2014, a subsidy program called new green savings [5] 

was launched, which was intended for energy savings in family houses and 

apartment buildings (the next stage is currently underway, which is expanded to 

include other areas of energy savings). Subsequently, in 2016, the term 

"microsource" was introduced by decree No 16/2016 of the Energy Regulatory 

Office [6]. Microsource is source with a rated current of up to and including 16 A 

per phase and a total maximum installed power of up to and including 10 kW. 

Advantage is, that there is no license needed and the decree provides also the 

possibility of a simplified connection process of small sources falling into this 

category after meeting defined conditions, which include, for example, preventing 

the power supply to the distribution system (DS) by appropriate technical means. 

In practice, they are almost exclusively PV plants connected to the low voltage 

(LV) with some form of surpluses accumulation and outputs in the order of kWs. 

This led to a change in the previous trend and the expansion of the so-called 

hybrid systems, which can be very effective when properly designed and 

optimized [7]. In case of any interest in the supply of electricity to the DS, the 

microsource must undergo the “first parallel connection process”. Subsequently, 
the owner of the resource has various business models at his disposal, such as the 
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supply of electricity to the grid at spot prices, or recently increasingly popular 

concept called "virtual battery". 

Historical and related legislative developments in the field of RES lead to the 

current situation where a large number of distributed generation (DG) with low 

power output are gradually connected to the grid across the country. Annual 

increments in the number of PV installations and the total amount of installed 

power are shown in Figure 1. There is clear exponential trend currently fueled 

especially by high energy prices. In the first half of 2022, higher numbers of 

installations were added with an overall larger portion of installed capacity than in 

the entire previous year. 

 

Figure 1 

Increase in PV installed capacity and number of installations in the Czech Republic [8] 

DG represents a change in existing approaches and brings a number of challenges 

in terms of managing the operation of the electric power system. In certain types 

of DS, there may be problems with power flow direction and voltage limits. This 

is mainly the case of the LV grids in rural areas. These are typical by long radial 

feeders with a relatively small cross-section, the consequence of which can be a 

high impedance at the point of common coupling (PCC). The load profile in rural 

areas is also significant factor, which is low during the day while PV plants power 

generation is high. The combination of these factors at a certain level of RES 

penetration can lead to a reverse power flow to the superior system and increase in 

voltage above the permitted limits defined in the EN 50160 [9]. Subsequently, it 

can cause source protections tripping, which is undesirable for both the 

distribution system operator (DSO) and the source owner. From the source owner 

point of view the electricity is not generated, and from the DSO point of view, 

problem is solved only for very short time. After tripping, voltage will return to 

the permitted limits, plant will resynchronize and problem will recur. In addition 
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there are also another issues which can possibly occur [10], including voltage 

asymmetry or harmonic current distortion by power electronics, which can affect 

loads, protections and increase losses of distribution transformers [11] [12]. 

Considering the aforementioned potential problems, it was necessary to formulate 

clear requirements on DG in order to prevent negative phenomena and maintain 

the current quality and reliability of electric power supply. From the European 

point of view, the Network Code on Requirements for Grid Connection of 

Generators (RfG) [13] was established in 2016. The power generating modules 

(PGMs) are divided into individual categories depending on the nominal power 

output with different mandatory and non-mandatory requirements imposed on 

each category and generation technology (synchronous or non-synchronous). RfG 

became integral part of regional grid codes, because ENTSO-E members have 

been obliged (according to [13]) to implement the requirements by April 27th, 

2019. EU countries have taken different approaches of implementation, but in any 

case, the result is that all newly connected power generation facilities (PGFs) or 

PGMs must meet the requirements. The RfG task is not to solve the grid specifics 

in individual countries, therefore the implementation of optional requirements or 

the specific range of required values for several mandatory requirements is left to 

local technical regulations. 

Product standards were subsequently created in line with RfG - EN 50549-1 [14] 

and EN 50549-2 [15] focusing on sources connected to LV and MV, respectively. 

The standards are established so that the PGFs/PGMs assembled from products 

which conform with EN 50549-1/2 are able to achieve compliance with the RfG 

and its national implementation (national grid code, e.g., PPDS:P4 [16] in the 

Czech Republic). The specific parameters of individual RfG and EN 50549-1/2 

requirements are defined at the national level, or even at the level of individual 

DSOs according to local specifics. The relationships between national technical 

regulations, standards and EU regulations are shown in Figure 2. 

According to [17], the manufacturer must ensure that products which he is going 

to introduce on the market are designed and manufactured according established 

regulations and technical requirements. He submits all the information and 

documentation necessary to prove the conformity of the product to the competent 

national authority. It is also his duty to draw up and issue a product declaration of 

conformity with the relevant requirements, but manufacturer is in conflict of 

interests, because he has significant economic interest in introducing the product 

on the market. Therefore, the declaration of conformity may not provide a 

guarantee of conformity fulfillment. This can lead to the introduction of such 

products on the market, which do not meet the requirements partially, or even in 

their entirety. 
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Figure 2 

Relationships between relevant documents 

The purpose of all legislative regulations and technical requirements related to 

DG, including PV plants, is to ensure their safe operation and to mitigate or 

completely eliminate negative impacts, such as voltage rise, etc. Therefore, it is 

absolutely necessary to ensure the correct and uniform application of the 

regulations to all products from all manufacturers placed on the common 

European market. This basic assumption is currently only slightly enforced in 

practice. For example, in the Czech Republic, the DSOs within the first parallel 

connection process (process of connecting such a source that is expected to supply 

the electricity to the grid) require proof of compliance through the "Document of 

generating module". However, it is only an ordinary form in which the contractor 

and the PGF owner guarantee the compliance with RfG and PPDS:P4 by their 

signature. The weight of such a document is therefore controversial and since the 

declaration of conformity is also not a reliable way how to prove the compliance, 

the only option, which is logically offered, is independent verification, for 

example, in certified third-party laboratories. The problem is the lack of testing 

workplaces and non-existing verification methodology or related standards 

nowadays (2022). 

The aim of this contribution is to provide a comprehensive overview about the 

operational characteristics of DG (especially PV plants) and their verification. 

Currently, apart from the authors´ contributions [18]-[22], there is only a 

minimum of publications [23] [24] focused on this very important but at the same 

time often overlooked area. The requirements imposed on non-synchronous PGFs 

are analyzed, potential problems and risks associated with their implementation 

are identified, and the need for systematic compliance verification is rationalized. 
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The practical experiments are focused on PV systems where the key component of 

the system, the PV grid-tie or hybrid inverter, is responsible for the whole system 

operational properties. Presented verification results provide a realistic picture of 

the current situation in the requirements implementation by individual 

manufacturers of PV inverters. 

2 Selected Requirements for Verification 

RfG and EN 50549-1/2 contain a number of requirements regarding synchronous 

and non-synchronous PGMs. As this contribution deals with compliance of PV 

inverters, requirements for non-synchronous PGMs are relevant and those that can 

have a fundamental impact on DS operation have been chosen for verification. 

The tested PV inverters are considered as components intended for use in A 

category of PGMs and for connection to LV DS. Therefore, the technical standard 

EN 50549-1 (hereinafter as EN) and local implementation of RfG – PPDS:P4 is 

applied and verified. An overview of selected requirements is given in Table 1. 

From an overall perspective, they can be divided into requirements imposed on 

withstand capability to sudden change of certain quantity and requirements that 

require an active response as the reaction to the change in the related quantity.  

In the following subsections, these requirements will be explained in detail 

together with the relevant legislative documents as well as technical standards and 

the specification of individual parameters with regard to national localization 

through the grid code in the Czech Republic. 

Table 1 

List of selected requirements 

Requirement 
RfG 

(article) 

EN 50549- 1 

(subclause) 

Rate of change of frequency (ROCOF) immunity 13.1(b) 4.5.2 

Power response to over-frequency 13.2 4.6.1 

Automatic connection and starting to generate electrical power 13.7 4.10 

Voltage support by reactive power 17.2 4.7.2 

Voltage related active power reduction - 4.7.3 

2.1 Rate of Change of Frequency (ROCOF) Immunity 

In general, PGFs should contribute to overall stability by withstanding dynamic 

changes in magnitude and frequency of voltage, unless safety standards require 

disconnection. ROCOF immunity is the only one of the selected, for verification, 

which can be considered to meet the withstand capability requirement. Other 

examples, which are not subjects in this paper, are the fault-ride-through 
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capability, defined in RfG and the Under-voltage ride through or Over-voltage 

ride through defined in EN. 

ROCOF immunity shall be provided regardless of protection settings. It means 

that the PGF shall remain connected and able to operate during frequency changes 

at a defined rate. The PGMs within the PGF shall have ROCOF immunity greater 

than or equal to the value defined by the responsible party (DSO or TSO) 

according to EN and RfG. It is also stated in EN, that when the ROCOF immunity 

is not defined by the responsible party, at least 2 Hz/s must apply for non-

synchronous generation technologies. 

Grid code in the Czech Republic requires the same value for non-synchronous 

PGMs as default stated in EN – 2 Hz/s. 

2.2 Power Response to Over-frequency 

Power response to over-frequency is defined both in EN and RfG, while RfG uses 

the term “limited frequency sensitive mode – over-frequency (LFSM-O)”. 

PGF shall activate active power response to over-frequency after reaching an 

activation frequency threshold. Active power shall decrease with predefined droop 

as a response to increasing frequency. Both the frequency threshold for activation 

(f1) and frequency droop (s) shall be programmable in the range of at least 50.2 to 

52 Hz and at least 2 to 12%, respectively, according to EN. The parameters are 

specified by relevant transmission system operator (TSO). 

The droop reference power is Pref, which is different for synchronous and non-

synchronous PGMs. For non-synchronous PGFs Pref is the power generated at the 

moment when the frequency reaches the threshold value. The value of active 

power calculated according to reference power Pref and droop defines the 

maximum power limit (Figure 3). For example, when the power of the primary 

source decrease during activated active power response to over-frequency, lower 

values of delivered power are allowed. 

EN also requires the possibility to set a threshold value for deactivating the 

function (fstop), which is used in some countries. Its basic principle (graphically 

explained in Figure 3) is that the power to which the PGF was limited remains 

constant even when the frequency is decreasing until the threshold value for 

deactivation is reached. After deactivation, power can be increased gradually with 

the same rate as defined in requirements for automatic connection and starting to 

generate electrical power. 

The frequency threshold for activation is 50.2 Hz, the frequency threshold for 

deactivation is 50.05 Hz a droop is 5% according to Czech grid code. 
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Figure 3 

Power response to over-frequency - settings according to Czech grid code 

2.3 Automatic Connection and Starting to Generate Electrical 

Power 

Synchronization of PGFs with DS shall be fully automatized. Relevant TSO shall 

specify requirements on automatic connection and starting to generate power 

according to RfG. EN imposes two categories of requirements depending on 

whether it is automatic reconnection and starting to generate power after interface 

protection tripping (as a fault result) or it is standard operational start. For both 

situations automatic connection and starting to generate electrical power is 

allowed only if the voltage and frequency are within the permitted range for at 

least the evaluation period that is specified. Permitted ranges as well as evaluation 

period shall be settable within minimal ranges provided by EN, together with the 

default values which shall apply when no settings are specified by the DSO. 

The subject of compliance testing presented in this article are requirements for 

automatic reconnection and starting to generate power after fault occurrence. The 

Czech grid code enables automatic connection and starting to generate electrical 

power after interface protection tripping in this situation: 

- Frequency and voltage are for at least 5 min in the ranges below: 

• U = (0.85 – 1.10)xUn 

• f = 47.5-50.05 Hz 

Also, power output shall rise gradually up to available power with maximum rise 

rate (gradient) of 10% of nominal power per minute after synchronization. 
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2.4 Voltage Support by Reactive Power 

RfG does not impose any requirements for reactive power regarding to A category 

PGMs. Voltage support by reactive power is defined in EN within requirements 

referred as power response to voltage changes. It states that the PGFs must be able 

to control active and reactive power if required by the relevant DSO. At the same 

time, PGF must not lead to exceeding the permitted voltage limits in [9] and 

during the normal operation conditions shall be able to contribute to maintaining 

the voltage within the limit. Requirements for reactive power capability are in line 

with EN in the Czech republic and they are shown in Figure 4. 

 

Figure 4 

 Requirements on reactive power of PGMs in the Czech Republic 

 

Figure 5 

The most common setting of reactive power control characteristic in the Czech Republic 

There are several control modes which can utilize reactive power capability 

defined in EN. They include simple fixed Q and cosφ setpoint control modes or 
more complex one, based on predefined control characteristics – reactive power 

dependent on voltage - Q(U) or cosφ dependent on active power - cosφ(P). 
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Currently, all DSOs in the Czech Republic require exclusively Q(U) control mode. 

This mode automatically set reactive power, which corresponds to specific voltage 

value based on control characteristic. The specific setting can be required 

individually in connection agreement, but the Czech grid code specifies the 

default setting shown in the Figure 5. 

2.5 Voltage Related Active Power Reduction 

Similar to the previous case, active power reduction is not required within the 

RfG. EN also does not directly define this requirement, but allows the 

implementation of a function that reduces the active power depending on the 

voltage in order to prevent the overvoltage protection tripping. Based on our long 

time practice in the field, control characteristic in Figure 6, which is characterized 

by two points - values of voltage for 100% and 0% of nominal inverter power is 

the most commonly implemented. The setting of control characteristics in Figure 

6, is commonly required by the largest DSO in the Czech Republic. However, 

different settings can be required individually in connection agreements. 

 

Figure 6 

The most common setting of voltage related active power reduction control in the Czech Republic 

3 Test Platform and Tested Inverters 

A test platform with the necessary equipment for complex compliance testing of 

1-phase and 3-phase PGUs and components of PGMs up to 50 kW with the 

requirements of EN 50549-1/2 [14] [15], RfG [13] and PPDS:P4 [16] was built at 

Department of Electrical Power Engineering at Brno University of Technology. Its 

composition allows to simulate low voltage alternating current system, enabling 

the simulation of selected phenomena on the output voltage, separately from the 

public DS, for testing the behavior and response of the inverter based PGUs or 
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components of PGMs, but also more complex local energy management systems 

in cooperation with battery energy storage systems and loads. The wiring diagram 

with all of the equipment used for compliance verification is shown in Figure 7. 

Selected laboratory equipment allows to perform repeatable tests always with the 

same parameters according to predefined test procedures. A DUT – in this case a 

tested PV inverter is supplied by programmable DC source at its DC side. DC 

source can be operated in PV simulator mode and is able to simulate various 

nonlinear voltage-current characteristics of PV module or PV array up to 10 kW. 

The 4-quadrant AC programmable source is powered by DS and it is used to 

create an artificial grid where the tested inverter is connected. Source output 

voltage and frequency can be changed arbitrarily and different test sequences can 

be programmed using the appropriate software. Selected quantities (voltage, 

current, power, etc.) were measured at the inverter´s input and output. Aggregated 
values were recorded every 50ms - the smallest sample time of the analyzer used. 

 

Figure 7 

Test platform wiring diagram for inverters verification purposes 

Overall, three photovoltaic inverters from three different manufacturers were 

tested. Their brief specification and marks used in the results presentation are 

given in Table 2. All of the tested inverters are available on the common European 

market and were purchased in the Czech Republic while also had a declaration of 

conformity with RfG and EN. Before the testing, the firmware was updated to the 

latest version. Then, they were configured in order to operate according to Czech 

grid code. This option is available in user interface of each inverter after entering 

the installer code and this is the most common way of parametrization by certified 

installers based on which they declare the compliance in "Document of generating 

module", which is required by DSO. 
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Table 2 

Inverter’s specifications 

Mark Nominal power Pn [W] Number of phases [-] Type 

A 10000 3 hybrid 

B 6000 3 hybrid 

C 6000 3 hybrid 

4 Results and Comments 

Graphs, which are used for the results presentation and evaluation of the 

individual requirements described in chapter 2, contains the measured values 

together with the required response of the inverter according to the requirements 

in the Czech Republic. In order to allow easy comparison of the results, values of 

active and reactive power were converted into per unit system. A base unit to 

which measured values are referenced are nominal power outputs of each inverter. 

Inverters B and C were tested at output power equal to 100% of nominal, while 

inverter A at 80% of nominal due to laboratory equipment and MPPT input 

limitations. 

The first of the verified requirements is automatic connection and starting to 

generate electric power after a fault. In this case, the 3-phase symmetrical 

overvoltage was simulated as the fault and the integrated interface protection of all 

inverters tripped. The course of the active power from the moment when the 

voltage returns to the nominal value is shown in Figure 8 The frequency was equal 

to the nominal value of 50 Hz and constant during the whole test. As can be seen, 

the inverter B and C fulfill the requirement on time delay before synchronizing to 

the grid after the voltage and frequency return to the interval between limit values, 

because the observation time until the inverters started to generate power was 

exactly 300 s. Subsequently, inverter C increased the output power with a gradient 

of precisely prescribed 10% Pn/min while inverter B with a slightly lower 

gradient, namely 9.66% Pn/min. However, a gradient lower than the prescribed 

one is allowed and therefore it can be concluded that the inverter B and C meets 

the requirements. On the contrary, Inverter A synchronized to the grid 

approximately 30 s after the voltage returned to the limits and began to supply all 

available power almost immediately. This means that it does not respect the 

requirements in the Czech republic and therefore, does not comply. 
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Figure 8 

Active power during starting to generate electrical power after synchronization 

Verification of withstand capability to fast frequency changes was performed for 

overall three changes, as can be seen in the right part of Figure 9. All the 

frequency changes were performed with ROCOF = 2 Hz/s, as this is the minimum 

required rate that the inverters must withstand. At the beginning of the test 

sequence, the voltage and frequency were kept constant until inverters 

synchronize. After inverters ramped up to the available power and reached a 

steady state, the frequency was increased by 1 Hz, followed by 2 Hz decrease and  

1 Hz increase back to the nominal frequency. The decisive criterion for the 

ROCOF requirement compliance evaluation is that the inverter remains connected 

and is able to operate during fast frequency changes. As can be seen in the left part 

of the figure, all three tested inverters remained connected and continued to supply 

active power to the grid. Therefore, the requirement for ROCOF immunity can be 

considered fulfilled and in compliance with the requirements in the Czech 

Republic for all tested inverters. 

 

Figure 9 

Active power response to rapid frequency changes 

As already mentioned, the inverters have been configured to default setting for the 

Czech Republic without any changes, and thus active response to frequency 

changes (LFSM-O) should be activated. Inverter A did not respond in any way to 

the frequency drop, which probably indicates that it has a high response time, or 

this function is not active. For inverters B and C, the active power decrease 

occurs, probably due to LFSM-O, while it can be seen that the inverters have 

different response and inverter B has higher response time. In the next sequence, a 
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test dedicated exclusively to the verification of LFSM-O will be described, where 

this behavior will be clarified. 

At the beginning of testing sequence for verifying of LFSM-O compliance, similar 

to the previous case, constant frequency and voltage were applied at the inverters 

terminals to reach the steady state. After that, the test sequence continued by the 

smooth increase of the frequency from the nominal value up to 52 Hz, followed by 

the smooth decrease back to the nominal value with 5 mHz/s rate of change of 

frequency. The frequency during the testing sequence can be seen in the right part 

of Figure 10 and the response of the inverters in the left part. The measured values 

were also averaged in one second and plotted in the P-f area (Figure 11) for easy 

compliance assessment and evaluation of the response settings (frequency 

threshold for activation and deactivation of the function, reference power and 

droop). The results show that, as indicated by the ROCOF test, power output of 

inverter A does not respond to frequency changes. In addition, the integrated 

interface protections tripped the inverter at 51.8 Hz. This behavior does not meet 

the requirements for LFSM-O even for the protection settings (in the Czech 

Republic, the non-synchronous PGMs shall be disconnected if the frequency 

exceeds 52 Hz). In this respect, inverter B and C did not show any deviations and 

LFSM-O is active in both of them. Droop and threshold value for activation are 

correctly set. On the other hand, inverter B does not have set the threshold value 

for deactivation and therefore does not comply with the requirements. Inverter C 

has a correctly set threshold value for deactivation, but does not respect the 

prescribed power increase gradient to be applied according to EN. After reaching 

the threshold value for deactivation, it waits for 300s and after that, it ramps up the 

output power to the available power rapidly. For this reason, it can be concluded 

that only inverter C has LFSM-O in compliance with the requirements in the 

Czech Republic, but it does not conform with EN. 

 

Figure 10 

Active power response to over-frequency 
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Figure 11 

Active power response to over-frequency in P-f area 

To verify the response of active and reactive power to voltage changes, a gradual 

change of voltage from a nominal value to 258 V, followed by a gradual decrease 

to 202 V and a return to the nominal value was used after steady state was 

reached. The rate of change of voltage was 50 mV/s. The test signal can be seen in 

the right part and the reactive and active power response in the left part of Figure 

12 and Figure 13, respectively. Similar to the previous case, measured values were 

averaged in one second and plotted in Q-U and P-U area (Figure 13) respectively. 

Based on the measured data, it is clear that the inverter A was operated with a 

constant power factor (approximately about 0.9) and both the Q(U) and P(U) 

control mode were not active. In addition, it was not capable of continuous 

operation at a voltage lower than 215 V, when it was disconnected. Due to 

incorrect implementation of the requirements for automatic connection and the 

starting to generate electrical power, the inverter was repeatedly connected and 

disconnected from the grid, with the disconnection occurring after the output 

power has increased to the available power. This behavior can have a negative 

impact on the power quality, especially on the voltage fluctuations at the point of 

common coupling. Measured values during period of repeated connection and 

disconnection have been removed from P-U and P-Q area for better readability. 

Inverter B activated the control mode for voltage support by reactive power 

depending on the voltage both in the case of an increase and a decrease in voltage. 

 

Figure 12 

Reactive power response to voltage changes 
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Figure 13 

Active power response to voltage changes 

 

Figure 14 

Reactive and Active power response to voltage changes in Q-U area and P-U area respectively 

It is clear from the Figure 14 that the parameters of the Q(U) control mode are not 

in compliance with the requirements in the Czech Republic because inverter 

exceeds maximum and minimum required reactive power and therefore reaches 

lower power factor than 0.9 in both cases. Voltage dependent active power 

regulation was not activated in the entire tested voltage range. Invertor C supplies 

the reactive power according to required Q(U) control characteristic, but values of 

reactive power are a little bit shifted to the left. This could occur due to different 

measurement uncertainty of the inverter and power analyzer. Also, reactive power 

response is not exactly the same for the same voltage when voltage is increasing 

and decreasing respectively. Active power response to voltage is valid and 

according to requirements, but same the same statements are valid as in the 

previous case. After active power was limited to the zero, inverter was no longer 

able to provide reactive power support of voltage. The measured values were also 

processed into the P-Q area (Figure 15) together with the expected working space 

according to the nominal apparent power declared by the manufacturer. Inverter B 

and C are able to exceed the nominal current limits, while for inverter A, this 

could not be assessed. In view of the above facts, it is clear that none of the tested 

inverters is in compliance with the requirements for the reactive power supply 

depending on voltage, and only inverter C, is in compliance with the requirement 

for voltage related active power reduction. 
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Figure 15 

PQ diagram of tested inverters 

Conclusions 

This paper examines the requirements imposed on one of the most crucial 

components of non-synchronous power generating modules - photovoltaic 

inverters and experimental laboratory verification of their compliance with the 

requirements in the Czech Republic. Verification was carried out in ResLab 

laboratory at Brno University of Technology. The main goal is to present the 

actual situation in this area and to point out the serious problems, that occur in the 

implementation of requirements, by the inverter manufacturers. 

Overall, three inverters were tested. It was found and proven by the results 

obtained and presented in this paper, that none of the tested inverters fulfilled the 

requirements according to the RfG, EN 50549-1 standard and their Czech 

localization, through the grid code referred here as PPDS:P4. This fact leads to the 

conclusion that PV inverter manufacturers are not able to correctly and 

consistently implement the requirements, as defined by national/international 

standards and regulations, as well as provide sets of settings for individual markets 

and local grid code requirements. If this trend continues, it may, in the future, 

have a fundamentally negative impact on the safety, reliability, quality, efficiency 

and predictability of the DS operations, as well as the operations for the entire 

electric power system. 

Among the most significant deviations found were: 

- Not respecting the grid parameters observing time before synchronizing 

and subsequent power rise gradient after fault 

- Inactive or incorrectly set active power response at over-frequency 

- Inability to operate in the entire operating range of voltage 

- Inactive or incorrectly set reactive power response to voltage changes 

- Inactive or incorrectly set active power response to voltage changes 
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Considering the above mentioned, we strongly recommend the swift establishment 

of standards for testing and verification of non-synchronous power generating 

modules, units and components. Furthermore, the introduction of certification 

processes and accredited laboratories, intended for the detailed examination of the 

compliance of all power generating modules, to be used in parallel operation with 

DS, at least within the type range. 

Last, but not least, reliable requests and control of compliance with any imposed 

requirements, not only on the basis of a declaration of conformity, but on the basis 

of certificates issued by third parties, for example, certified laboratories that have 

no economic motivations, in relation to a component manufacturer. 
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Abstract: This paper covers an approach for fault residuals construction, when carrying 

out the data driven techniques. The method is based on the system input and output data 

and is built on a difference between data of a “normal” and a “faulty” system behavior. 

The research evaluates the performance of the structures, based on the subspace 

identification technique, to highlight the acceptable usefulness of the resulting data driven 

approach. Following the same lines, it delineates the connection to input/output data and 

provides an approach to computation of the parameterized data matrices. The principle is 

applied directly in analysis of the data generated by the wind turbine model. 

Keywords: fault detection; fault residuals; data driven techniques; wind turbine models 

1 Introduction 

Beginning in the 70s of the last century, the analytical redundancy approach, 

instead of hardware redundancy, forces the concept of fault detection filters, 

constructed on the observations derived from the system measurements using 

Kalman filters [1] and system state observers [2]. The principal focus points on 

the fault detection and diagnosis were oriented on the chemical and petrochemical 

processes [3], the first applications of the data-driven methods are also linked to 

this industry area [4]. Thus, in the main context, the fault detection and isolation 

(FDI) part of such diagnostic systems have to give an efficient solution with small 

fault detection time delays. 

Many models based FDI techniques have been proposed including the above 

mentioned Kalman filters [5], unknown input observers [6] and H∞/H2 observer-

based residual filter schemes [7]. The underlying idea behind the model based FDI 

is to use a mathematical model of the system as the source of redundant 

information and to produce the state estimate-based fault residuals by using the 
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systems measured outputs. For all representations based on system models the 

fundamental question is the system observability. The disadvantage of this 

approach is the need for an accurate model of the process. 

An alternative approach known as data driven FDI (DD FDI) uses a collection of 

measured data to discover patterns related to the normal and faulty system 

behavior. The data driven FDIs prevailingly reflect results in machine learning, 

computational intelligence and data mining. The most popular DD FDI techniques 

are data feature-based prediction techniques using the nonlinear time series based 

on the projection-based techniques [8], prediction principle [9], the correlation 

analysis and Bayesian inference principle [10] and the fault feature extraction and 

classification using computational intelligence principle [11]. The additive fault 

estimators can also be considered as data driven procedures, usually applicable in 

the case of poor analytical knowledge of the system dynamics and external 

disturbances [12] [13]. 

The wind turbine technology is one of the appropriate ways for increased use of 

renewable energy. Thus, in order to improve a wind turbine behavior and 

reliability, faults prevention in the parts of the wind turbine and fault tolerant 

control stay relevant objectives. A way to ensure these tasks consists in 

introducing advanced fault detection, isolation, and accommodation schemes [14-

15], where FDIs are designed to estimate the filter speed by using a bank of state 

observers and bank of unknown input observers, respectively. To improve 

diagnosis of faults the wind farm level can be applied, when a wind turbine is 

considered in comparison to another turbine of the wind farm [16]. 

The starting data-driven solution in the wind turbine diagnosis relies on Takagi–
Sugeno (T-S) fuzzy models that are derived from a clustering c-means algorithm, 

followed by an identification procedure [17]. To achieve maximization of the 

wind power extraction, T-S fuzzy models of reduced dimension are proposed [18]. 

The power of the approach can be amplified when combining the wind power 

extraction T-S models by DD FDI and the weighting two or more metrics related 

with analytical FDI [19] [20]. In all schemes, a properly large data set should be 

available as a-priori knowledge to train the structure in the fault-free case. 

In this paper a basic ground is taken on the data driven approaches, based on 

subspace identification methods, for additive fault detection of wind turbines. 

Since the system state-space description projects the system state into output 

variables, it is a natural way for constructive data driven approaches to suppress 

the system model description and to identify only the parameterized matrices of 

system data. This leads to formulas for the matrix pseudo inverse operations on 

the predetermined data matrices that seems to be basic. Of course, this application 

of the orthogonal complement of non-square data matrices for identification of 

parameterized matrices of the system is not new and the presented way seems to 

be only a new adaptation. 
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The paper is organized as follows. Ensuing introduction in Sect. 1 and continuing 

by the system description using lagged variables in Sect. 2, constructions of data 

matrix null spaces are given in Sect. 3. The fault residuals generation is analyzed 

in Sect. 4 and suppression of noise effects is explained in Sect. 5. In the task 

relation, Sect. 6 describes substantial details in a reference model of wind turbines 

and applicability of the proposed method using benchmark model parameters is in 

Sect. 7. Finally, in Sect. 8, some prioritized concluding remarks are presented. 

For sake of convenience, throughout this paper used notations reflect usual 

conventionality so that 
Tx , T

X mean transpose of the vector x  and the matrix X , 

the notation 1
X denotes the Moore-Penrose pseudo inverse of a non-square 

matrix, ⊥
X reflects the orthogonal complement of a non-square matrix X , n

I is the 

nth order identity matrix and n r signifies the set nxr real matrices. 

2 Lagged Variables 

Considering that the task is focuses on developing the FDI method in the data-

driven fashion, the linear discrete-time model of the square system is used in the 

standard state space representation given by 

( 1) ( ) ( ) ( )i i i i+ = + +q Fq Gu v       (1) 

( ) ( ) ( )i i i= +y Cq w        (2) 

where ( ) n
i q is the state vector, ( ) uri u , ( ) m

i y  is the input and the 

output vector, respectively, while n nF , un rG , m nC . The system is 

corrupted by the stochastic disturbances ( ) n
i v , ( ) n

i w , which are zero 

means and normally distributed white noise. 

Taking (1), (2) the following can be performed for the square system (
u

r m= ) 

1 2

2

( ) ( ) ( )
( 1) ( ) ( ) ( ) ( )

( ) ( )
( 1)

( ) ( 1)

s s

o

s

o

i i i
i i i i i

i i
i s

i i s

− −

−

= +
+ = + + +

 + + + − =
 + + + − 

y Cq w
y CFq CGu Cv w

CF q CF G CG 0 u
y

CF C 0 v w
   (3) 

writing with 

( ) ( ) ( )
( ) , ( ) , ( )

( 1) ( 1) ( 1)
o o o

i i i
i i i

i s i s i s

     
     = = =
     + − + − + −     

u v w
u v w

u v w
  (4) 

which can be rewritten as: 

( ) ( ) ( ) ( ) ( )
o o o o

i i i i i= + + +y Pq Ru Sv w  (5) 

where, 
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2 3

( )
( ) ,

( 1)
o

s s

i
i

i s − −

 
    = =  
 + −   

 

0 0 0 0
u

CG 0 0 0
y R

u
CF G CF G CG 0

  (6) 

1 2 3

,

s s s− − −

   
   

= =   
   
   

C 0 0 0 0
CF C 0 0 0

P S

CF CF CF C 0

    (7) 

and ( ), ( ), ( ) sm

o o o
i i i y u w , ( ) sn

o
i v , sn nP , sm smR , sm snS . 

Thus, applying the input and output data sets, the related data structures can be 

investigated, defined as: 

( ) ( ) ( ) ( )
( ) , ( ) , ( ) , ( )

( ) ( )
( 1) ( 1)

g o
g g g o

g o

i r i r i i
i i i i

i i
i i

− −          = = = =         − −   

y u y y
y u z z

u u
y u

 (8) 

where 
2( ) rm

g
i z , 2( ) sn

o
i z  and s r n   

The structural relations (5) can be parameterized such that: 

, , , ,o p o p o p o p
= + +Y PQ RU D  (9) 

where, 

   , ,( ) ( 1) , ( ) ( 1)
o p o o o p

i i p i i p= + − = + −Y y y Q q q  (10) 

   , ,( ) ( 1) , ( ) ( 1)
o p o o o p o o

i i p i i p= + − = + −U u u V v v  (11) 

 , , , ,, ( ) ( 1)o p o p o p o p o oi i p = = + − D SV W W w w  (12) 

and ,

sm p

o p

Q , , ,, sm pm

o p o p

Y U , 
2

,

sm p

o p

D , p s r n   

When the new samples ( )
o

iy  and ( )
o

iu  are available, updated matrices are 

formulated by  appending the new columns on the right and deleting the first 

columns in ,o p
Y , ,o p

U  

Corollary 1 The subspace method aided data-driven fault detection can be detailed 

for systems with the additive faults, including the actuator faults. This application 

requests to alter the state equation (1) as: 

( 1) ( ) ( ) ( ) ( ), ( ) ,f fr n r
i i i i i i

+ = + + +  q Fq Gu Hf v f H               (13) 

2 3

( )
( ) ,

( 1)
o f

s s

i
f i

f i s − −

 
    = =  
 + −   

 

0 0 0 0
f

CH 0 0 0
R

CF H CF H CH 0

             (14) 

and modifies the matrix o
D as follows, when applying in (9), 

, ( ) ( ) ( ) ( 1) ( 1) ( 1)o p f o o o f o o oi i i i p i p i p = + + + − + + − + + − D R f Sv w R f Sv w   

 (15) 
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3 Construction of Data Matrix Null Spaces 

The presented method is built on non-square matrices, which gives the possibility 

to eliminate the column redundance by principle of the matrix null space. 

Lemma 1 The orthogonal projector onto the kernel of a non-square matrix 

, ,a b
b a

 L (an orthogonal complement of L ) takes the form: 

1

b

⊥ = − L I L L 0                   (16) 

Where, 

1 1( )T T −=L L LL                               (17) 

is the Moore-Penrose pseudo-inverse of L , where, 1 b aL  

Remark 1 Noting that for a non-square matrix it yields also that =L L , then 

multiplying this equality from the left-hand side by the identity matrix a
I  it 

yields: 

1( )T T

a b

−= = =L I L LI LL LL L                             (18) 

which implies, 

1 1( )T T

b

−= =I L LL L L L                              (19) 

Rewriting the equality (19) as: 

1=L LL L                                (20) 

it can be derived that: 

1 1( ( ) ) ( )T T

b b

− ⊥− = − = L I L LL L L I L L LL 0                                       (21) 

which defines (16). 

Lemma 2 Singular value decomposition (SVD) of a non-square matrix 

, ,a b
b a

 L  constructs the matrix relation: 

T =M LN Σ                                (22) 

where, 

   1 1, , ,a a b b

a b

 = =  M m m N n n M N                                  (23) 

are the ortthogonal matrices of the left and the right singular vectors of L and 

1

2
,a b a

a





−

 
 

=  
 
 

Σ 0                               (24) 

where 1, ,...,l al = are the singular variables of L , generally ordered in such a 

way that 1 2 0
a

      . 
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Remark 2 Since (22) can be rewritten as: 

  ( )

1 2 1 2, ,T b a b b a  −=  M L N N Σ N N                (25) 

the structure of Σ implies that: 

2 ,a b a−=LN 0                                (26) 

that is, the orthogonal complement of L is 2N  

Remark 3 To given L it can be constructed the square matrix T
LL and for the 

eigenvalue structure of T
LL it yields: 

, , 1, ,T T T T

l l l l l l
l a = = =LL s s u LL u                 (27) 

where l
 it the lth eigenvalue of T

LL , l
s it the lth right eigenvector of T

LL and 
T

lu  

it the lth left eigenvector of T
LL . Multiplying the left side of (27) by 

T

hu it has to 

be: 

T T T T

h l h h l l h l
 = =u LL s u s u s                             (28) 

which can be satisfied only if: 

 1, ,
, 1, ,

0, .
T

h l

h l
h l a

h l

== =


u s                             (29) 

that is the left and the right eigenvectors are orthonormal. Consequently (28) can 

be written as: 
T

lT T T T T T T

h h l h l h l h l l h l lT

l

  = = = =
L s

u s u LL s u LL s u Lv u Lv
L s

                     (30) 

which can be satisfied only if: 

1, ,
, 1, ,

0, ,

0, ,

T

h l

h l
h l a

h l

l a

 = ==  
 

u s                             (31) 

and where, 

, ,
T

Tl

l l l l lT

l

  = = =
L s

v L s
L s

                                  (32) 

Then (30) defines (22). 

To find the fault residual filter construction and structure, the following section is 

especially offered. 
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4 Fault Residuals 

A general fault diagnosis can be performed using residual signal that represents a 

deviation from standard operating conditions and can be generated by comparing, 

for example, a model output with the actual system output. 

The data-driven fault residuals must be generated from the system input and 

output data using the lagged variables. 

Rewriting (9) as: 

, , , ,o p o p o p o p
− = +Y RU PQ D  (33) 

and multiplying (33) from the left-hand side by ⊥
P (constructed by (16) to 

eliminate the effect of ,o p
Q ), it yields: 

 , , ,( )
o p o p o p

⊥ ⊥− =P Y RU P D  (34) 

and the fault residuals can be defined as: 

, , ,o p o p o p

⊥ ⊥ = −P Y P RU  (35) 

( ) ( ) ( )
o o o

i i i ⊥ ⊥= −P y P Ru  (36) 

Thus, the residual generation can be achieved if ⊥
P , ⊥

P R can be acquired from 

the system input and output data. 

To use the residual vector ( )
o

i  at the time instant step i, the statistic test has to 

be applied, based on the following covariance matrix computed in the fault-free 

case. 

1
, ,1

1

( ) ( )
p

T

o o p o pp

j

j j−
=

= Ξ Ω Ω  (37) 

to give the possibility of generating the fault occurrence threshold as: 

1( ) ( )T

o o o
t i i

−= ω Ξ ω      (38) 

when defining the detection logic: 

,

,
h

h

t t no fault

t t a fault





 

                  (39) 

where h
t + is a defined threshold. 

The presented approach takes advantage of the actual system input and output data 

sets to generate a discrepancy (residuals) that are indicative as a potential additive 

fault occurrence. 

It can be underlined that the data-driven technique addresses mostly anticipated 

fault conditions only. 
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5 Suppression of Noise Effects 

When the system is corrupted by the system and measurement noise, both taking 

Gaussian white noise properties, the instrumental variable ( )
o

iz  can be exploited 

to suppress noise effects. Since in this case the past data ( )
g

iz  are uncorrelated 

with the future noise realizations then, using (12): 

( )lim lim
, , , , , ,

1 1T T T

o p g p o p g p o p g pp pp p→ →= + =D Z SV Z W Z 0  (40) 

where, 

,

,
,

( 1) ( )

( 1) ( )
g p g g

g p
g p g g

i i p

i i p

− −   = =   − −   

Y y y
Z

U u y
 (41) 

The following remark shows the computation of the orthogonal complement ⊥
P  

Remark 4 Constructing according to (16) the orthogonal complement ,o p

⊥
U then it 

yields for the auxiliary variable   

( )lim lim lim
, , , , , , , , , ,

1 1 1T T T

o p o p o p g p o p o p g p o p o p g pp p pp p p
⊥ ⊥ ⊥

→ → → = − = =Y RU U Z Y U Z PQ U Z   

 (42) 

and the result of SVD to  , when exploiting the property (25), means: 

 1 2

T

=Γ Φ Ψ Ψ Σ                              (43) 

which defines that ⊥
P can be computed as: 

2

⊥ =P Ψ  (44) 

Finally, since (40) implies for  (34) that: 

( )lim
, , , ,

1 T T

o p g p o p g pp p
⊥

→= −0 P Y Z RU Z  (45) 

(45) means that: 

lim lim
, , , ,

1 1T T

o p g p o p g pp pp p
⊥ ⊥

→ →=P Y Z P R U Z  (46) 

and using the notations: 

lim lim
, , , ,

1 1,T T

YZ o p g p UZ o p g pp pp p→ →= =Φ Y Z Φ U Z  (47) 

then, with the pseudoinverse of the matrix UZ
Φ it can be computed that: 

1

YZ UZ

⊥ ⊥=P R P Φ Φ  (48) 

Thus, all the parameters are now known to construct (35) when computing the 

fault residuals from the system input and system output data.  

Note, in practice, the limit to infinity in (40), (42), (47) is replaced by a 

substantially large value of p. 
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6 Reference Wind Turbine Model 

The proposed reference linear model can be given by the model of the three-blade 

horizontal wind turbine [21]. 

In this scheme the aerodynamic torque is given as [22]: 

3 21

2
( ) ( ( ), ( )) ( )

r q
t r C t t v t   =  (49) 

where ( )v t is the actual speed of wind [m.s-1], r is the rotor radius [m], ( )
q

C   is the 

torque coefficient and   is the air density [kg.m-3]. Specifically, ( )
q

C   depends 

on the tip speed ratio ( )t [rad] between the tangential speed of the tip of a blade 

and the actual speed of wind and the blades pitch angle ( )t  [rad], where: 

( ( ), ( )) ( )
( ( ), ( )) , ( )

( ) ( )

p r

q

C t t r t
C t t t

t v t

  
  


= =  (50) 

whilst ( )
r

t is the rotor angular speed [rad.s-1] and ( ( ), ( ))
p

C t t   is a rotor torque 

coefficient. 

The turbine speed is controlled to track the reference trajectory ( )
rt

t , to maintain 

the tip-speed ratio at its optimal value o
 , computed from the relation: 

( )
( ) ( )

rt

v t
t t

r
 =  (51) 

Thus, using ( )t it yields: 

5 2

2

1( ) ( ( ), ( )) ( )
2 ( )

r q r
t r C t t t

t
    


=  (52) 

The two-mass drive train equations take the forms: 

( )
( ) ( ) ( ) ( ) ( )dtr

r r dt r r dt g

g

bd t
J t b b t k t t

dt N


   = − + − +  (53) 

2

( )
( ) ( ) ( ) ( )

g dt dt dt dt dt dt

g r g g g

g g g

d t k b b
J t t b t t

dt N N N

   
   

 
= + − + −  

 
 (54) 

( ) 1
( ) ( )

r g

g

d t
t t

dt N


 = −  (55) 

where ( )
r

t  is the rotor angular speed [rad.s-1], ( )
g

t is the generator rotating 

speed [rad.s-1], ( )t is the torsion angle [rad], ( )
g

t  is the aerodynamic torque 

[kg.m2.s-2], r
J is rotor inertia moment [kg.m2], g

N is gear ration, dt
b is the torsion 

damping coefficient [N.m.s.rad-1], r
b is rotor external damping [N.m.s.rad-1], dt

k is 

the torsion stiffness [N.m.rad-1], g
b is the generator external damping [N.m.s.rad-1] 

and dt
 is efficiency od drive train. 

The hydraulic pitch is modeled by the differential equation of the form [23] 
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2
2 2

2

( ) ( )
2 ( ) ( )

n n n r

d t d t
t t

dtdt

     + + =  (56) 

while ( )t  is the measured pitch angle [rad], ( )
r

t  is the reference pitch angle 

[rad], n
 is the pitch filter natural frequency [rad.s-1],   is the damping factor and 

the generator and converter dynamics are modeled by the first-order differential 

equation [24]: 

( )
( ) ( )

g

g gr

d t
t t

dt


 + =  (57) 

where ( )
g

t  is the generator torque [Nm], ( )
gr

t is the generator torque reference 

[Nm] and  is the generator and converter time-constant parameter [s-1]. 

Considering the continuou-tine system state-space description of the reference 

wind turbine model of the following form: 

( )
( ) ( ), ( ) ( )

d t
t i t t

dt
= + =

q
Aq Bu y Cq                 (58) 

then the used vector variables and the reference model matrix parameters are 

defined as follows: 

( ) ( ) ( ) , ( ) ( ) ( )T T

gr r r gt t t t t t      = =   u y                                   (59) 

( ) ( ) ( ) ( ) ( ) ( ) ( )T

r g gt t t t t t t      =  q                                   (60) 

0 0 0 0 0 1 0 0 0 0 0
,

0 0 0 0 0 0 1 0 0 0 0
T

n




   = =     
B C  (61) 

11

2

2

0 0 0

0 0 0

1
0 0 0 0 0

0 0 0 2 0
0 0 0 1 0 0
0 0 0 0 0

dt dt

r g r

gdt dt dt dt dt dt

g g g g gg g

g

n n

b k
a

J N J

bb b k

J N J J NJ N

N

  

 



 − 
 
 − − 
 =  − 
 

− − 
 
 − 

A  (62) 

5

11 2

1( ) ( ( ), ( )) ( )
2 ( )

dt r

q r

rr

b b
a t r C t t t

JJ t
   


+

= −  (63) 

In simulation this scheme is accommodated by accordingly adding the vectors of 

the system noise and the measurement noise. 
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7 Simulations 

The parameters used in the reference model are [21] 

3 1

g

1 1 1

dt r g

6 1 2 6 2

dt g r dt 

1

n

 = 1.225kg.m  = 57.5m  = 95  = 501s

 = 775.49 N.m.s.rad  = 7.11N.m.s.rad  = 45.6 N.m.s.rad 0.6

 = 2.7 10 N.m.rad  = 390kg.m   = 55 10 kg.m = 0.97

 = 11.11rad.s

r N

b b b

k J J

 





− −

− − −

−

−

=
 

and, consequently, the derived matrix elements are 
-2

12 13 21
4

23 22 32

44 45 66

 =    1.4840 10  =   -49.0909  =    0.0203

 =    7.0688 10   =   -0.1171  =   -0.0105

 = -13.3320  = -123.4321  = -50.0

a a a

a a a

a a a


  

Finally, supposing the constant speed wind profile, then the matrix element 11a is 

defined as: 

s r q

11

 = 0.05  = 2.4  = 1.25  = 0.25

1.0499

C

a

  
=

 

To obtain parameters of the discrete-time system model (1), (2), the continuos-

time representation was converted to the discrete-time form by the standard 

Matlab function using the sampling period 0.02
s

t s= and the resulted equations 

were used for generating the input and output data to construct the instrumental 

variable in the simulation. 

 

Figure 1 

Time response of the residual filter on the first actuator fault 

As the result Figure 1 presents the fault residual response reflecting a step-like 

fault in the gain loss of the first actuator at the time 20
f

t s= . The FDI was 

trained according to the algorithm discussed in the paper and the result is analyzed 
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in the term of detection threshold. In order to generate a suitable training data set 

with the proportion balance of the faulty-free and the faulty event, there were set 

both interval parameters as 8r s= = and the value 12p = . 

The system model was extended by the system noise input vector: 

  0.693 0.3 0097 0. 0872T =V  

while the system noise ( )v i  obeys normal distribution with zero mean and 

standard deviation 0.3 = . 

These examples illustrate the power that can be invoked through the prescribed 

method properties. 

Conclusions 

In the paper, a benchmark model is used for building and simulation testing a fault 

detection scheme, based on the subspace method data-driven principle, applicable 

to wind turbine benchmarks. To construct the reference residual from fault-free 

data, the discrete-time system model parameters are used for the prediction data 

set generation. Exploited data-driven methodology has sufficient adaptability in 

correspondence to different system operating points. Simulation case indicates 

that the residual performance is satisfactory. 

Compared with the model-based fault detection method, prior knowledge of 

complex system model is not needed and only the parameterized matrices, need to 

be identified. Modifications of this framework to obtain hybrid solutions, 

combining neural networks and fuzzy inference system approaches, are the subject 

of future research in this algorithmic field, since the hybrid input-output 

representations are challenging research works in the wind turbine diagnosis. It is 

worthwhile to point out here, that the proposed method can be simply adjusted to 

disturbances or noise [23], which would be welcome applications in the wider 

industrial systems. 
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Abstract: The contribution of energy storage systems (ESS) to the electricity system is the 

subject of this paper. There were implemented aspects that are extremely popular and 

typical in power system setup according to distribution network characteristics. For this 

reason, a power network included sources like wind farms and solar farms, and in some 

unfavorable situations, the distribution network link was used as a backup source of 

electricity. In this power system, load was seen as having constant power. Energy storage 

systems were put into place throughout the simulation to make up for lost power until a 

particular stage of discharge, at which point connections to the distribution system (DS) 

were made. Simulations were carried out in the Matlab/Simulink environment, to examine 

the collaboration of the aforementioned elements, over a 48-hour period, under various 

conditions. 

Keywords: solar power plant; wind power plant; energy storage system 

1 Introduction 

Households or companies who produce extra fuel or energy and occasionally 
supply it to the national (or local) distribution network, while also consuming the 
same fuel or energy from the network, are considered to be consumers of 
renewable energy sources (RES) (when their fuel or energy requirements exceed 
their own production). To do this, households install rooftop PV panels that 
produce electricity [1-3]. Additionally, these homeowners have the option to use 
battery storage to increase the amount of PV energy they consume on their own; 
this practice is called as prosumer in the literature. Businesses that produce biogas 
and feed it into the gas grid can also do this while using gas from the same grid at 
various times or in other locations. 
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The power network may already use such an element to regulate the power in the 
network if prosumers take part in benefit programs and so give free capacity for 
the network operator's aims. For this aim, the research discussed in this paper will 
be applied, in which the prosumer (Energy Storage System (ESS)) [17] [29] is 
used as a typical storage device and, in the case of a network power loss, the 
prosumer serves as an energy producer. The Simulink software, which was used to 
model a variety of potential circumstances in the electrical network, was used to 
examine the impact of such a prosumer's operation. 

2 Simulation of a Case Study 

The presented case study concerns the connection of the on-grid electrical network 
with the distribution system (DS) for the purposes of delivery, or power sales, and 
vice versa. This connection is made at the 22 kV node (designated M1 in 
Figure 1). The necessary power is obtained from the DS in the event that there is 
not enough energy to support the load. This model also includes other sources, 
including a wind farm (WPP) and a photovoltaic power plant (PVP) [4], [12-15]. 

 

Figure 1 

The environment of the Simulink program includes a schematic connection of the electrical circuit 

In the distribution system, the M1 node creates the link between the distributor 
and prosumer. The prosumer is made up of a photovoltaic power plant (PVP), a 
wind power plant (WPP), and an energy storage system (ESS) at nodes M5 and 
M6. The measurement site for a load measurement system is also a load 
measuring at node M2. 
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The model offers measurements of critical parameters in real-time. In addition to 
current and active power flow, voltage monitoring in each node, frequency 
monitoring, and condition monitoring of the SoC (State of Charge) ESS are 
included. 

The model also offers a comparison of the active power of production and non-
production units. The identical components used to build the prosumer system 
depicted in Figure 1 were also used to build these systems. 

1.1 The Predetermined Design Parameters 

• A photovoltaic power plant (PVP) that is linked and has a total installed 
capacity of 1800 kWp, a useable area of 12000 m2 and a 15% efficiency 
[17] [25] 

• The 2-day sun diagram was used to determine the solar radiation 
properties (Figure 2). 

 

Figure 2 

Properties of solar radiation 

• A load with a peak power of 1 MW (with the option to attach additional 
technical devices as a load with a total power of 3×50 kW in case of RES 
excess power) 

• Load characteristics are determined using Figure 3 

• The term “ESS” (Energy Storage System) can refer to a variety of 
potential energy storage technologies, including flywheels, compressed 
air, supercapacitors, etc. 
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Figure 3 

Graph illustrating the load throughout a 48-hour simulation (per units) 

• Linked wind power plant with Pi = 400 kW at nominal wind speed of 
vnom = 9 m/s 

• The set ESS parameters are in accordance with Figure 4, with the 
exception of parameter no. 5, i.e., the maximum permitted power 
obtained from the DS has been adjusted from the original 400 kW to 
250 kW 

The Energy Storage System (ESS), similar to the Battery Energy Storage System 
(BESS), comprises four components: the control unit (ESS Control), the State of 
Charge (SoC) status computation, current sources that emulate ESS functionality 
(similar to a photovoltaic unit), and a 0.4 kV/22 kV transformer (Refer to Figure 
4) [24]. 

 

Figure 4 

The ESS block subsystem is composed of four integral parts 
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The ESS, akin to the BESS, gets its charge from the distribution system (DS) 
during low tariff periods, which in this simulation model are set from 24:00 to 
6:00. The system only permits charging when the ESS capacity is under the 
nominal ESS capacity. 

The ESS control block incorporates several variables, including combined 
voltages and currents in node M1, active power computation, a constant for the 
maximum active power that can be sourced from the DS, and a constant for the 
maximum charging power [30]. 

The control block compares the immediate active power measurement with the 
maximum allowable active power consumption. Should the prosumer exceed the 
maximum allowable power consumption from the DS, the control block outputs 
the difference between the immediate active power value and the maximum 
permissible active power consumption, leading to the discharge of the ESS. This 
control function is only valid during the period between regular charging cycles, 
that is, from 6:00 to 24:00. 

The “Charging Logic” block manages the charging behavior, outputting a logical 
“1” during the designated charging time and comparing it with the SoC state.  
If the SoC level falls under a set parameter, the ESS initiates charging at a 
specified interval [20-22]. 

To accurately simulate the ESS behavior, it is critical to monitor the SoC in real-
time, which is accomplished using the Stored Energy Calculation block.  
The primary purpose of the ESS is to supplement the load when the maximum 
power consumption from the DS is exceeded. 

 

Figure 5 

ESS's default settings 
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Legend (parameters) for Figure 5: 

1 Represents rated power in kW 

2 Represents nominal ESS capacity in kWh 

3 Represents initial ESS capacity in % 

4 Represents system efficiency in % 

5 Represents the maximum permitted power consumption in kW from the 
distribution network after which the ESS will start supplying power 

6 Represents constant of the integration regulator 

7 Represents range of usable battery capacity in % 

8 Represents maximum charging power in kW 

 

Figure 6 

Diagram provides a comprehensive view of the distribution and management of dynamic and static 

loads within an energy system 

The Load Block subsystem, depicted in Figure 6, is bifurcated into two sectors: a 
dynamic load and a static load. 

The dynamic load incorporates the connection of several hundred households, 
along with the nearby industrial components. This is analogous to a dynamic 
network where the load varies over time. The static load, on the other hand, 
represents the technological equipment link, such as multiple electric boilers 
utilized for Domestic Hot Water (DHW) production. This connection operates in 
three stages (3 × 50 kW) when there's a surplus of active power on the side of the 
prosumer and the asynchronous motor [14]. 
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The subsystem connection of the Load Block is shown in Figure 6. The dynamic 
load offers the capability to determine the nominal power in megawatts and to 
adjust the power factor, which influences the magnitude of the reactive power 
drawn by the load and the load characteristics. All electrical quantities are 
measured at the M2 node (22 kV), taking transformer losses into consideration. 

For dynamic loads, analogous to Photovoltaic (PV) or Energy Storage System 
(ESS) units, there are current source connections operating on the same principle. 
However, the regulation of these sources is dependent on the load characteristic, 
and these sources contribute negative alternating current to the circuit. 

3 An Outline of Transients 

We took into account the beginning conditions of the model setup and separated 
the observed time (48 hours) into discrete intervals where we documented the 
evolution of power, voltage, frequency, and other significant features. 

 

Figure 7 

Characteristics of active powers 

Fig. 7's active power characteristics are described as follows: 

• Power from the wind power plant (WPP) and from the DS is utilized to 
cover the load in the I. interval between 0 and 6 o'clock. ESS has finished 
charging. 

• It begins providing PVP power to the network at the start of II. interval, 
which reduces the amount of power drawn from the DS. 

• The extra electricity from RES is given to the DS during the III. interval 
with the intention of selling it. The technological equipment is connected 
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as a load in three states with a combined power of 3×50 kW if the power 
supplied to the DS from RES exceeds the value of 50 kW, with the 
shutdown of technological equipment being coupled not only to the value 
of power supplied to the DS from RES but also for a specific period of 
time when they draw power from the network. This indicates that even if 
the RES does not supply power to the DS, these technological devices 
can still draw power from the network. 

• Because the prerequisites for their continued operation are not satisfied, 
technical equipment is disconnected during the IV. interval. 

• It will begin sending ESS power to the network at the start of the 
V. interval since the need of the maximum permitted power taken from 
the DS, namely 250 kW, has been satisfied. 

• The period is set aside for charging the ESS during the VI. interval, 
which lasts between 24. and 30. hours. Even when fully charged to its 
built-in rated capacity in this time zone, the ESS cannot power the 
network. 

• The wind farm supplies a rated output of 400 kW from around 34. o'clock 
in VII. interval, practically to the end of the simulation, which is 
characterized by a lower delivery of electricity from PVP than the III. 
period. Similar to III. interval, technical equipment is linked as a load in 
the event that there is extra electricity from RES. 

• When it is becoming dark and the power from the PVP is fast decreasing 
in the last VIII. period, it is once again turned on by the ESS, which 
stabilizes the power obtained from the DS at 250 kW. Figure 13's 
depiction of the ESS SoC shows that the ESS capacity stabilized at 60% 
SoC. Table 1 shows that WPP, with a total of 16.17 MWh of power 
delivered to the network over the whole monitored period, was the main 
supplier, followed by PVP (9.85 MWh). 19.93% of the total power 
needed to handle the load was used by the prosumer from the DS. 

Table 1 

Usage of electricity during case simulation 

W [MWh] LOAD TOTAL ESS GRID PV FARM 
WIND 

FARM 

WIN_A* 29.94 0.00 –0.71 –1.54 –0.51 0.0 

WOUT_A** 0.00 29.94 0.48 6.19 9.85 16.17 

* WIN_A is the electricity consumed by the load, accordingly in the form of losses 

** WOUT_A is electricity delivered by production units 

The following graphs show the courses of the relevant quantities in nodes M0 to 
M6. 
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Figure 8 

Electrical parameters that were measured at the M0 node 

 

 

Figure 9 

Electrical parameters that were measured at the M1 node 
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Figure 10 

Electrical parameters that were measured at the M2 node 

 

 

Figure 11 

Electrical parameters that were measured at the M3 node 
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Figure 12 

Electrical parameters that were measured at the M4 node 

 

 

Figure 13 

Electrical parameters that were measured at the M5 node 
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Figure 14 

Electrical parameters that were measured at the M6 node 

 

 

Figure 15 

The network's frequency fluctuation throughout the measured period 
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Figure 16 

The ESS's active power and state of charge state 

 

 

Figure 17 

Wind power plant characteristics that have been observed (blade rotation, wind speed, rotor speed) 
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The network's frequency characteristics are described in Figure 15: 

I. The progressive connection of the load, or technical equipment, in three 
stages of 3×50 kW results in a fall in frequency below the nominal value fn 

II. The gradual disconnection of the load, or technological equipment, results 
in a rise in frequency above the nominal value fn 

III. The charging of the ESS causes the frequency to fall below the nominal 
value fn, and the disconnection of the ESS causes the frequency to rise (end 
of charge, SoC = 95%) 

IV. The connection of the ESS as a result of the prosumer exceeding the 
maximum permitted power consumption from the DS, which is 250 kW, 
causes the frequency to grow over the nominal value fn 

V. The connection or disconnection of the load, where the regulation was 
decreased or raised by the power supply from DS, is again the cause of the 
frequency falling below or rising over the nominal value 

Conclusions 

In the case scenario, a WPP with an installed power of 400 kW at a wind nominal 
speed of 9 m/s was added to the prosumer's electrical circuit design. The solar 
panels' useable area was 12000 m2, and their efficiency was 15%, increasing the 
PVP plant's installed capacity to Pi = 1800 kWp. The parameter for the ESS, 
which originally set the maximum permitted power consumption from the DS at 
400 kW, was adjusted to 250 kW. 

In the case scenario, an extra active power demand in the form of technical 
equipment (such as an electric boiler) was connected in three stages of 3×50 kW, 
which resulted in the consumption of 29.94 MWh of electricity within the allowed 
time period. Direct usage of RES electricity to meet the load accounted for 
80.07% of the total (23.97 MWh). Also included in the extra RES electricity sent 
to the DS was a volume totaling 1.54 MWh. 

When evaluating the quality of the electricity according to STN 50160 for LV and 
MV, we can determine that there were no dangerous phenomena in the entire 
interconnected electricity network when the load or production unit was connected 
or disconnected, respectively, and that the voltages and frequencies, the two key 
quality indicators, were kept within acceptable bounds. According to the 
frequency characteristics, the power control frequency errors for the on-grid 
system were in the order of tenths and did not exceed 0.5 Hz. 
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Abstract: Energy transition requires scaling up the supply of low emissions electricity from 

renewable energy sources (RESs) and acceleration of deployment of dispatchable sources of 

low emissions electricity such as hydro and nuclear. Power output from RESs, particularly 

photovoltaic (PV) generation, can vary periodically and irregularly, depending on weather 

conditions. At high PV penetration levels, this peculiarity of the technology can not only 

cause voltage and power flow fluctuations in the local distribution grids, but also violate the 

demand-supply balance of a whole energy system, resulting in issues with frequency control 

and difficulty of demand supply management. This study is primarily focused on demand and 

supply balancing of an energy system with high PV penetration levels, assuming a significant 

share of nuclear power plants (NPPs), as well as thermal power plants (TPPs) and a strong 

transmission system. The potential benefits of flexible nuclear operations in an energy system 

are analyzed. It is demonstrated that nuclear power plants’ flexibility can reduce the share 

of environmentally unfriendly thermal power units and substantially reduce the restrictions 

for renewable energy. The IEEE 9-bus test system is used for the case study. 

Keywords: nuclear energy; flexible operation; renewable energy integration; demand-

supply balancing; transmission power system; nuclear terrorism 
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1 Introduction 

1.1 Global Energy Goals and Challenges 

The expansion of solar, wind, and modern bioenergy is particularly significant, 
while nuclear and hydropower also contribute. Today about 25% of total energy 
supply is from low emissions energy sources and this expands to around 50% by 
2030 in the net zero emissions by 2050 scenario [1]. In the announced pledges 
scenario, electricity demand increases by 30%, from around 23300 TWh today to 
about 30300 TWh by 2030, while global CO2 emissions from electricity generation 
fall by around 18% in 2030 [1]. Future growth in energy is predicted to mostly come 
from non-industrialized countries, while for the European Union energy demand is 
expected to drop slightly. For Asia high growth rates of more than 60% are 
projected, and the largest absolute boost in energy demand will be observed in 
China and India [2]. 

Rapid decarbonization of the electricity sector requires a massive surge in the 
deployment of low emissions generation. The share of renewables increases from 
almost 30% of electricity generation globally in 2020 to about 45% in 2030 in the 
announced pledges scenario [1], but this is still 15% points short of the level reached 
in the net zero emissions. 

Nuclear power and dispatchable low emissions capacity, such as hydropower, 
biomass and geothermal are important elements of the picture, but capacity 
additions are dominated by PV and wind. The largest increases in deployment to 
close the emissions gap take place in emerging market and developing economies 
[1]. 

Global energy supply relies predominantly on fossil fuels like oil, coal and natural 
gas. The most important energy fuel is oil, mostly to fuel cars. Then comes coal, 
which is primarily used to generate electricity. Third place goes to natural gas, 
which heats homes, and also generates electricity in turbines. While new sources of 
energy are gradually changing the energy landscape, the burning of oil, gas, and 
coal is harmful to the environment. Most prominently, this leads to CO2 emissions 
causing global warming. Without further measures, average global temperature will 
climb by more than 3°C by the end of the century, and sea levels may rise by up to 
1 m [2]. To prevent the Earth from overheating, CO2 and other greenhouse gas 
emissions must be reduced by at least 50% by the midst of this century, compared 
to their 1990 levels. 

In the announced pledges scenario [1], coal demand declines by 10% to 2030, and 
almost 85% of demand growth is met by renewables, as a result of which the share 
of nuclear and renewables increases from 17% to 24% in 2030 and the share of 
unabated fossil fuels declines to 72% of the global energy mix. 
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To achieve national policy targets and in response to technological progress, the 
power sector is expected to go through a phase of significant transformation in most 
countries. Germany, for example, has decided to switch to a renewable energy 
economy and leave oil, coal, gas and also nuclear behind. The share of renewables 
in the power mix in Germany is expected to increase from currently 30% to 50% in 
2030 and to 80% in the year 2050 [2]. In comparison, France has decided to reduce 
the share of nuclear power from the current 75% to 50% over the next 10 years and 
to increase the share of renewable energies in turn [2]. 

1.2  Implementation of Energy Efficiency 

Energy efficiency implies that more energy services can be generated with the same 
fuel input, or alternatively, that less fuel input is needed to achieve the same energy 
service [3]. It reduces reliance on external suppliers of oil and gas and also provides 
business opportunities for European companies such as construction firms, 
manufacturers of energy-using equipment or companies selling energy services. For 
these reasons, the efficient use of energy is also perceived as Europe's biggest 
energy resource. 

Besides saving energy costs, energy efficiency can bring multiple other benefits to 
households, companies and nations. A recent study by the International Energy 
Agency finds that improved energy efficiency could reduce the world's energy 
needs in 2050 by one third at no extra costs, and thus contribute substantially to 
fight global warming [3]. Projections by the International Energy Agency though 
suggest that as much as two-thirds of the economically viable energy efficiency 
potential will remain untapped unless policies change [3]. 

Consumers, industry and governments all have a role to play in this market. 
Consumers buy energy efficient technologies and services. Industry invests in 
research and development to bring to the market energy efficient equipment. 
Governments invest in policy programs. Indeed, the energy efficiency markets are 
largely dependent on policies to create the conditions for the market to function. 
The potential of profitable efficiency measures is huge, but without strong, 
additional policies, most of it is expected to remain untapped nonetheless, especially 
in the building sector [4]. 

1.3  Balancing Operation and Generation Dispatch 

To maintain the power balance in a system, it is necessary to schedule the generation 
of each dispatchable generation unit. The total power demand, which reflects all the 
changes of all individual demands, varies hourly, daily, weekly, depending on a 
season and a year. In a power system the balance of demand and supply is ensured 
by controlling the output of the dispatchable generators in a demand-and-supply 
balancing area. When the instantaneous balance is insufficient or lost, the power 
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system’s frequency (nominally 50 Hz or 60 Hz) or voltage will fluctuate, reducing 
the quality of supply [5]. In the worst-case multiple devices, including power plants 
with rotating machines, which are designed to operate within a specified range of 
frequency deviation, are disconnected from the power system, leading to a blackout 
(see Fig. 1). 

 
Figure 1 

Frequency control in a power system [5] 

The balancing between demand and supply is realized through sophisticated 
generation schedule to make the best use of the features of each generation unit and 
system: the hourly balancing through generation unit’s starts and stops, the 
balancing in minutes through centralized automatic generation control specifying 
the production of each unit, the balancing in seconds through independent governor 
control of each unit, and the remaining mismatch is transformed into a fluctuation 
of the system frequency [6]. Because the balancing requirements vary by time, by 
day, by season, reflecting the variation of the demand and supply structure including 
the share of RESs (e.g., photovoltaic), the key concept to accommodate large 
amount of variable generation is the flexibility of a power system to cope with the 
balancing. 

1.4  Integration of Variable Renewable Energy 

Ukraine has also joined the global course towards decarbonization, development 
and dissemination of energy-saving technologies and renewables. Recently in 
Ukraine there is a steady trend for reducing electricity production at pulverized coal 
power units and increasing the share of carbon-neutral electricity from RESs [7]. 
One of Ukraine's commitments under the Association Agreement with the European 
Union is the development and maintenance of RESs, taking into account the 
principles of economic feasibility and environmental protection. Renewable energy 
is recognized as one of the main priorities of energy reform, and the promotion of 
energy production from alternative energy sources is the task of state policy in the 
energy sector. This is enshrined in the adopted Energy Strategy of Ukraine, for the 
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period up to 2035 and in the provisions of the legal framework. Renewable energy 
guarantees environmental security and energy independence to the entities that 
implement it [8]. 

The United Energy System (UES) of Ukraine is a set of power plants, electrical and 
thermal networks operating in the general mode of generation, transmission and 
distribution of electrical and thermal energy. NPPs, TPPs and hydroelectric power 
plants (HPPs), combined heat and power (CHP) plants, as well as power plants 
running on alternative energy resources (i.e., solar, wind, biofuel and others) operate 
in parallel in the UES of Ukraine. All of them are connected by main electric 
networks. As of mid-2021, the share of electricity generated by nuclear generation 
is 58.7%, HPPs and pumped storage hydropower – 10.2%, RESs – 9.1%, TPPs and 
CHPs – 20.5% [7]. 

Solar energy has received the greatest development among RESs in Ukraine [9]. 
One of the main advantages of photovoltaics is that due to its modular aspect the 
size of a system may range from few Watts to several MW or even GW. Another 
big advantage is that this power production may often be organized directly where 
it is needed, eliminating most of the transportation and distribution cost.  
A drawback often put forward is the variability of the power production of solar 
power plants (SPPs). The PV modules, which constitute the SPPs, can generate 
electricity during a fairly narrow period of time during the day and demonstrate 
fluctuations in power production periods due to weather conditions. The SPPs 
significantly affect the schedule of operation of TPPs, which are the second main 
source of electricity in Ukraine, along with NPPs. This results in additional costs 
spent for operation of TPPs. As the installed capacity of SPPs increases, these costs 
will rise further, and will reduce the efficiency of TPPs in the long run. 

NPPs, which account for the largest share of generation, operate on a uniform 
schedule and create an energy base during the day. NPPs increase or decrease power 
very slowly, so abrupt maneuvers are simply dangerous. As a result, nuclear power 
plants cannot increase production during the evening peaks and decrease it at night, 
when there is a "night dip" in electricity consumption. At the same time, energy 
share from RESs is growing rapidly, which is a cause for concern. Unlike NPPs, 
which emit energy constantly and in the same amount, RESs are variable and 
dependent on weather conditions (i.e., availability of sun or wind) [10] [11]. These 
are two extremes, and both need to be balanced by those energy sources that can be 
more easily turned on and off as needed. 

The daily and seasonal variability of wind and solar generation present a challenge 
to their efficient integration into existing electrical grids. In general, the variability 
and uncertainty introduced by renewable energy calls for a higher level of system 
flexibility. The amount of flexibility needed to accommodate the introduction of 
new RESs depends on their capacity and the existing flexibility in the system's 
infrastructure and operation [10]. This article considers one of the possible ways to 
overcome this problem – the theoretical possibility of increasing the flexibility of 
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NPPs. Requirements for the operational stability of energy systems are discussed 
and highlighted. 

The main tasks of the study are as follows: 

• Assess the possibility of integrating high levels of variable solar energy without 
compromising reliability with operational and institutional changes. 

• Analyze the impact of unregulated use of SPPs on the modes of electricity 
generation. 

• Estimate the possibility of regulating the operation of the UES with different 
shares of SPPs in the energy balance. 

• Assess the feasibility of flexible regulation of NPPs in terms of power losses 
and PV curtailment reduction. 

Of practical importance is the possible introduction of a mechanism to maintain the 
balance of demand and supply in the energy system with a significant share of 
RESs, using the maneuverability of NPPs and TPPs. 

The rest of this paper is organized as follows. Section 2 introduces the conditions 
to maintain the balance of demand and supply of electricity, Section 3 presents the 
approach to model the power system with NPPs and SPPs, Section 4, defines the 
case study, and Section 5 provides a discussion of the obtained results and estimates 
the role of flexible nuclear operations in the energy system. Finally, Section 6 
presents the conclusions drawn. 

2  Maintaining the Necessary Balance of Demand and 

Supply of Electricity 

2.1  Covering Consumers’ Demand of Electric Energy in the 

UES of Ukraine 

The balance of production and consumption of electric energy in the UES of 
Ukraine is mainly maintained jointly by power units of TPPs and HPPs [12]. At the 
same time, the maneuverability of HPP power units is usually used during the 
morning and evening maximums of the power demand. Therefore, the uneven 
consumers’ demand in the UES of Ukraine is predominantly covered with the 
maneuverability of power units of TPPs. It is impossible to completely exclude at 
least a part of thermal power units from the daily schedule of load covering in order 
to reduce their daily starts-stops, because without their participation it is difficult to 
cover uneven demand through the day, including the maximal demand periods.  
In addition, TPP power units often remain the only means for regulation of the 
modes of electricity generation at night [13]. 
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Obviously, the forced use of TPP power units as maneuverable generating 
capacities of the UES is associated with significant additional costs for their daily 
start-ups, as well as with costs for the energy generation by these power units [14]. 
Moreover, this mode of operation is not provided by the design of thermal power 
units, which leads to the increased wear of equipment, reduced reliability of its 
operation, as well as increased costs for scheduled and post-emergency repairs of 
thermal power units [12]. 

It should also be noted that thermal power units, which are used to regulate the 
operating capacity of the UES, mostly operate in energy-inefficient modes, 
especially at night, and their fuel consumption increases. The cost of fuel used in 
the operation of TPP units with variable load also increases, as the so-called fuel 
"backlight" (i.e., adding a certain amount of natural gas or fuel oil to the main fuel 
(coal) to facilitate ignition and ensure sustainable combustion) is periodically 
required. 

The named shortcomings of the forced use of thermal power units as maneuverable 
generation have a negative impact on the efficiency of the UES of Ukraine, and it 
is one of the reasons for the increase in wholesale prices and retail electricity tariffs. 
Thus, despite the significant potential of unloaded generating capacity in the UES 
of Ukraine, reliable and high-quality energy supply is becoming a challenging task 
for the energy sector. 

2.2  Negative Impacts of Uncontrolled Use of SPPs on the 

Modes of Operation of TPPs 

The need to cover uneven loads is inevitably associated with reduced reliability and 
efficiency of the power system, the main reason is that in the UES of Ukraine there 
is a significant shortage of shunting generating capacities, i.e., power units that can 
quickly go into operation from hot or cold reserve and change the magnitude of 
their power output in a wide range. 

The greatest difficulties in managing the modes of electricity generation in the UES 
occur during the night demand minimum [15]. These complications are especially 
noticeable on summer weekends, when consumers’ demand slightly exceeds the 
base (almost unregulated) capacity of operating NPP units. In this situation, even 
relatively small fluctuations in consumers’ demand are extremely difficult for the 
power system. In the event of reduced power demand, it may be necessary to 
quickly shut down one of the NPP units, which is not only undesirable for economic 
reasons, but also impossible for technical reasons, as well as in terms of NPP’s 
safety [16]. In case of a short-term increase in power demand, it may be necessary 
to curtail some loads or limit their electricity consumption, as the TPPs in reserve 
cannot be brought into operation quickly enough, and this usually takes at least 1-2 
hours. Limiting electricity demand leads to reduction of generation at power plants, 
which means a reduction of their capacity factor. 
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The opposite problem is the growing share of RESs in the country's energy balance. 
If there is an excess of unregulated generation from SPPs in the UAS, while the 
power demand remains unchanged, the need for electricity production by the 
thermal power units will decrease. Thus, there will be a need to reduce the output 
of TPP units or even reserve part of them. It is clear that this will increase the uneven 
loading of TPP units, significantly worsen their operation modes, leading to rise in 
costs for their operation and maintenance [12]. 

Given that, the uncontrolled use of SPPs can gradually exacerbate one of the biggest 
problems of the UES of Ukraine, which is the uneven daily load schedules of 
traditional generation, including TPPs. Combined with the shortage of 
maneuverable generating capacities, this will inevitably decrease the reliability and 
efficiency. 

2.3  Applications of NPP’s Flexibility for Maintaining the 

Balance of Demand and Supply 

Increasing the flexibility of generation sources is one of the mechanisms to address 
the generation variability and ensure the balance of demand and supply. Power 
systems with increasing penetrations of variable renewable energy sources (i.e., 
wind and solar power) require greater system flexibility, including operating 
reserves and ramping capability to ensure that the supply-demand balance is 
maintained at all times [17-19]. 

This paper considers the viability of the flexibility enhancing of existing NPPs to 
allow faster response to demand changes. It should be noted that flexible operation 
of conventional generators often results in increased fuel, maintenance and capital 
costs that must be balanced against the benefits of increased levels of renewable 
energy in the system [6]. 

NPPs are commonly operated in a “baseload” mode, producing their maximum 
rated capacity whenever online, while the electricity demand varies during the day 
and year. In the power system generation must constantly correspond to 
consumption, and if there are too many NPPs in the system, they will have to change 
their capacity in response to changes in demand [20]. NPPs are technically capable 
of more flexible operation, changing their power output over time (i.e., ramping or 
load following) and contributing to power system reliability needs, including 
frequency regulation and operating reserves [21]. Flexible operation can help 
manage daily and seasonal variability in demand or renewable energy output or 
respond dynamically to hourly market prices or system operator dispatch. 

For the UES of Ukraine and for similar power systems with NPPs supplying a 
substantial portion of the net load and/or with a significant share of variable energy 
sources, the flexible capabilities of NPPs are essential for maximizing revenues for 
reactor owners, ensuring system’s reliability, reducing system’s operational costs, 
integrating renewable energy, and reducing greenhouse gas emissions [21]. 
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However, in literature nuclear units are typically represented as inflexible “must-
run” (baseload) resources [19, 20, 22]. These traditional representations do not 
accurately capture the flexible capabilities of NPPs or the peculiar operational 
constraints arising from nuclear reactor dynamics and fuel irradiation cycles [21]. 

For example, pressurized water reactors (PWR), which are common in Ukraine and 
throughout the world, are capable of flexible operation by adjusting power output 
primarily by withdrawing neutron absorbing control roads into the core to increase 
power and inserting control roads to reduce power [21]. The PWR reactor operates 
in a double-circuit nuclear power system, and ordinary non-boiling water is a 
neutron moderator and coolant and is under high pressure (~ 16 MPa) [22]. Inserting 
or withdrawing control rods is an effective way of modulating power output for 
flexible operation, but the maximum rate at which reactors can adjust electricity 
production, or “ramp,” is constrained by limitations on the thermal and mechanical 
stresses incurred by nuclear fuel assemblies. 

Depending on the design, French and German reactors can safely operate with ramp 
rates of up to 2–5.2% of rated power capacity per minute, without increasing the 
rate of fuel cladding failure [23] [24]. However, in practice ramp maneuvers 
performed by operators typically proceed at a more conservative pace (e.g., at < 
0.5% per minute) to limit stress on reactor components [21]. Existing nuclear plants 
in France and Germany contribute up to 5% of their maximum rated power to 
frequency regulation [23] [24]. 

2.4  Is it Safe to Invest in Nuclear Power? 

Nuclear power plants are considered among the safest and most reliable installations 
in the world. But at the same time, accidents with negative consequences are 
possible. Today, along with accidents due to technical causes and human factors, 
nuclear energy engineers must reckon with the possibility of accidents due to 
military actions. A never known before situation occurred in 2022 at the 
Zaporizhzhia Nuclear Power Station (ZNPP), in the southeastern Ukraine, which is 
the largest nuclear power plant in Europe and among the 10 largest in the world. 

The ZNPP has become the center of an ongoing nuclear safety crisis, also known as 
an act of nuclear terrorism by russia, which is considered the most difficult situation 
of this kind in history [25]. The military forces of the russian federation captured 
the plant, destructed the power station's infrastructure, damaged its power lines [25]. 
The potential threat from the development of events may exceed the scale of 
previous disasters at nuclear power plants [26]. 

According to the International Atomic Energy Agency (IAEA), the situation in 
Ukraine is unprecedented, and this is for the first time when an armed conflict 
continues on the territory of a large nuclear installation [27]. In their report, the 
IAEA expressed great concern regarding the situation and impact of the military 
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conflict at the ZNPP with respect to operating staff, physical integrity of the 
facilities, nuclear safety and security systems, communication and power supply 
[27]. 

In such a context, nuclear power plants can have threatening consequences for 
humanity and the environment. Can investing in nuclear energy be considered safe 
in the 21st century? 

3  Regulation and Constraints on Flexible Operation 

of Nuclear Power Plants 

3.1  Modelling of Generation of Different Types of Power 

Plants 

3.1.1 Power Output of Solar Units 

As the distributed generation penetration increases, it is necessary to possess generic 
models of distributed generators and appropriate power flow equivalents, especially 
in large scale power system models, for which modeling the distribution network is 
not feasible [28]. 

In general, it can be assumed that generation in distribution network not modeled in 
the power flow, but replaced by some combined resultant load and generation (or 
the sum of both that may results in negative load) may be considered as distributed 
generation [28]. In this study the modelled SPP represents an aggregated equivalent 
of a solar PV plant. 

The solar irradiation data and the ambient temperature data were extracted from the 
Photovoltaic Geographical Information System (PVGIS) [29] for the geographical 
location of Southern Ukraine, latitude: 50°89', longitude: 34°8', as an example. It is 
assumed that the slope of the PV modules (i.e., the angle with the horizontal plane) 
is 37° for a fixed (non-solar) mounting type, the azimuth is –1°. The crystalline 
silicon photoelectric technology is considered. The PV electric output was 
estimated in accordance with [30]: 

( )( )1 ,PV PV PV PV PV refP А G T Tη γ= ⋅ ⋅ ⋅ + −  (1) 

where, PPV is power produced from the PV system in kW; ηPV is the power 
conversion efficiency of the PV module in p.u.; ηPC is the efficiency of the power 
converter in p.u.; APV is the area of the PV array in m2; GPV is the solar irradiance 
incident on the plane of the PV array in kW/m2; γ is the temperature coefficient of 
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the PV module; TPV is the PV module temperature in °С; and Tref is the reference 
temperature in °С. 

3.1.2 Power Output of Nuclear Units 

The output of the nuclear power units is regulated with regard to the ramp rate of 
the reactors, total power demand and amount of power output from PV installations: 

( )

( )

1

1

1

1 1

1

1

1

1 , 1

, 1 1 ...

... 1 1

1 ,

cons
NPP i

i ramp rampNPP SPP

i i

cons cons
NPP i i

i rampNPP SPP NPP SPP

i i i iNPP

i
cons

i
ramp NPP SPP

i i

cons
NPP i

i ramp N

i

P
P K K

P P

P P
P K

P P P P
P

P
K

P P

P
P K

P

Σ

−
−

Σ Σ

−
− −

Σ

−

Σ

−
−

⋅ψ
+ ≥ +

+

   ⋅ψ ⋅ψ
≤ < + ∨   + +   =

 ⋅ψ
∨ − < < + 

⋅ψ
− 1 rampPP SPP

i

K
P













≤ + +

 (2) 

In (2) Pi
NPP is the instant active power output of the NPP at the i-th time step; Pi

SPP 
is the instant active power output of the SPP at the i-th time step; Pi

Σcons is the total 
instant active power consumption at the i-th time step; ψ is the maximum possible 
share of NPPs in total energy production in the UES; Kramp is the ramping rate of 
the NPP in p.u. per a time step. The coefficient ψ depends on the available capacity 
of nuclear power units and balancing capabilities of the UES and is assumed to be 
0.6. 

3.1.3 Power Output of Thermal Units 

In this the TPP is considered the most maneuverable generation source in the UES, 
which can cover around 30% of the nominal power demand. Depending on the 
operational conditions and the load profile, the TPP’s output can vary to match the 
demand and supply. In the model this type of source will be connected to a slack 
bus. 

3.2  Operational Constraints 

During the operation of the UES it is important to ensure that system’s constraints 
are satisfied. At each step of the modelling the power system must meet operational 
constraints, such as power balance, voltage limit at each node, and transmission 
lines’ current capacity limits. In this work the demand and generation values change 
in hourly steps. To simulate different operating states of the UES, power flow 
should be recalculated for all the snapshots of load demand values. The constraints 
are determined as follows [31]. 
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Voltage limits constraints: 
min max≤ ≤n n nV V V  (3) 

Branch capacity constraints: 
max

max

≤

≤

fn fn

rn rn

I I

I I
 (4) 

SPP real and reactive power constraints: 

min max

min max

≤ ≤

≤ ≤

SPP SPP SPP

SPP SPP SPP

P P P

Q Q Q
 (5) 

In the equations (3)-(5) Vi is the voltage at the n-th bus, Ifn is the forward flow 
capacity of the n-th branch of the UES; Irn is the reverse flow capacity of the n-th 
branch of the UES; PSPP and QSPP are the available real and reactive power 
capacities of the SPP. The superscripts and subscripts min and max represent the 
maximum and minimum allowable limits of the corresponding values. It is accepted 
in this work that voltage deviations should not exceed ±0.1 p.u. threshold [32]. 

4  Case Study 

The object under study is a UES with a significant share of NPPs, TPPs and SPPs, 
which in some approximation reminds the simplified energy system of Ukraine and 
some European countries. The IEEE 9-bus test system with the base 100 MWA was 
chosen to simulate such a UES. The diagram of the system is shown in Fig. 2. 

The modified IEEE 9 bus system was modelled in PowerWorld simulator, and load 
flow studies were performed to assess the system’s performance under different PV 
penetration levels, using Newton-Raphson method. The rated bus voltages, load 
values and transformers’ impedances are in accordance with [33]. The overhead 
transmission lines are of 50 km length and have AC-240/32 wires with 605 A 
current capacity and 217 MW power capacity. The bus data and the rated load data 
is shown in Table 1, and the branch data is given in Table 2. 
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Figure 2 

Single-line diagram of the IEEE 9-bus test system 

Table 1 
Bus data for the power system under study 

Bus No. Bus type Voltage, p.u. Voltage, kV Load 
MW Mvar 

1 TPP (Slack) 1.04 16.5 0 0 
2 NPP 1.025 18.0 0 0 
3 SPP 1.025 13.8 0 0 
4 PQ 1 230 0 0 
5 PQ 1 230 125 50 
6 PQ 1 230 90 30 
7 PQ 1 230 0 0 
8 PQ 1 230 100 35 
9 PQ 1 230 0 0 

Table 2 
Branch data for the power system under study 

Line 
from 

Line to Resistance, 
R, Ω/km 

Reactance, 
X, Ω/km 

Conductivity, 
B, Ʊ/km 

1 4 0 0.0576 0 
4 5 0.121 0.435 2.6∙10-6 
4 6 0.121 0.435 2.6∙10-6 
5 7 0.121 0.435 2.6∙10-6 
6 9 0.121 0.435 2.6∙10-6 
7 2 0 0.0625 0 
7 8 0.121 0.435 2.6∙10-6 
9 3 0 0.0586 0 
9 8 0.121 0.435 2.6∙10-6 

A single-line diagram of the UES modelled in PowerWorld simulator is shown in 
Fig. 3. 
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SPPs are the most unstable sources of the UES with a variable output. Scenarios 
with the SPPs’ installed capacity of 10%, 20%, 30%, 40%, 50%, 75% and 100% of 
the total system’s capacity are considered. The installed capacity of the solar 
generation units with regard to the total system’s capacity is further referred as the 
penetration level. 

TPP power units are maneuverable generating capacities of the UES, and, therefore, 
they are located at the slack bus, which can adjust its output in wide limits to match 
the demand and supply. 

NPPs are less maneuverable. In the UES of Ukraine the nuclear units usually 
operate in a “baseload” mode. For the first seven scenarios it is considered that the 
NPP operates with the ramp rate up to 2% of rated power per a time step, while the 
installed capacity of SPPs moderately changes from 10% to 100% of the power 
system’s capacity. For the next seven scenarios the NPP power units are considered 
to have more flexibility so that they are able to operate with the ramp rate of up to 
20% per a time step. In this case the NPPs will better contribute to frequency 
regulation and provision of an operating reserve. 

In total, there are fourteen scenarios that differ in the installed capacity of the SPPs 
and the NPPs’ flexibility. Their summary is given in Table 3. 

 
Figure 3 

Single-line diagram of the UES in PowerWorld (the simulation is ongoing) 

Table 3 
Scenarios for the case study 

Scenarios Description 
1-7 The installed capacity of the SPPs is 10%, 20%, 30%, 40%, 

50%, 75%, 100% of the total power system’s capacity. The 
NPPs have low flexibility and operate with the ramp rate up 
to 2% of the rated power per a time step. 
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8-14 The installed capacity of the SPP is 10%, 20%, 30%, 40%, 
50%, 75%, 100% of the total power system’s capacity. The 
NPPs have higher flexibility and operate with the ramp rate 
up to 20% of the rated power per a time step. 

5  Results and Discussion 

The simulated scenarios are operationally feasible, i.e., power flow converged 
successfully, and none of the established constraints were violated. The results of 
the simulation are given in Table 4. 

Table 4 
Simulation results for different scenarios 

Scenario TPP 
share, 
p.u. 

NPP 
share, 
p.u. 

SPP 
share, 
p.u. 

Power Loss 
share, 
p.u. 

PV 
curtailment 
necessary? 

PV 
curtailment, 

% 

1 41.35 56.29 2.37 0.67 No 0 
2 41.70 53.56 4.74 0.65 No 0 
3 40.94 51.95 7.11 0.64 Yes 9.02⸳10-5 
4 39.58 50.95 9.48 0.64 Yes 6.9⸳10-2 
5 38.05 50.11 11.84 0.66 Yes 0.47 
6 33.44 48.81 17.75 0.76 Yes 3.21 
7 28.64 47.75 23.61 0.96 Yes 7.06 
8 41.35 56.29 2.37 0.67 No 0 
9 41.70 53.56 4.74 0.64 No 0 
10 40.94 51.95 7.11 0.63 No 0 
11 39.58 50.95 9.48 0.64 No 0 
12 38.05 50.11 11.84 0.66 Yes 13.32⸳10-4 
13 33.44 48.81 17.75 0.77 Yes 0.64 
14 28.64 47.75 23.61 0.94 Yes 3.23 

The voltage variations were checked for different operating conditions, and the 
voltage levels in the nodes were found to be within the established limits (i.e., 
deviations do not exceed ±0.1 p.u. threshold). As an example, a color map 
visualization with the voltage levels is shown in Fig. 4 (a capture during the running 
scenario 7). 

The “colder” colors correspond to lower bus voltage levels (i.e., below 1.0 p.u.), 
and the “warmer” colors – to higher bus voltage levels (i.e., above 1.0 p.u.). 
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Figure 4 

Voltage color map for the UES in PowerWorld (scenario 7) 

Dependences of the share of thermal and nuclear power units in the energy 
generation balance of the UES from PV penetration are shown in Fig. 5. For the 
scenarios with mild ramp rate of the NPPs (i.e., baseload operation) the shares of 
TPPs and NPPs in energy generation mix both decrease with the increase of the PV 
penetration. For the scenarios with additional flexibility of NPPs the share of the 
NPPs in energy generation mix constantly decreases, while the share of the TPPs 
moderately increases until the PV penetration level of 50%. Further the share of the 
TPPs starts to decrease, but its declining proceeds notably slower than the declining 
of the NPPs. 

Comparing flexible and inflexible operation of the nuclear, the share of NPPs in the 
total generation mix is higher with the NPPs’ ramp rate of 20% than with the NPPs’ 
ramp rate of 2% until the PV penetration reaches 30%. At the same time, the share 
of TPPs in the total energy generation mix is lower with the NPPs’ ramp rate of 
20% than with the NPP’s ramp rate of 2% until the PV penetration reaches 30%. 
This means that flexible operation of nuclear units allows to better engage them in 
the demand-supply balancing and to reduce the share of environmentally unfriendly 
thermal power units. However, when the PV penetration exceeds 30%, the situation 
changes to the opposite. This can be explained by the peculiarities of NPP regulation 
under high penetration of RESs. Thus, higher PV penetrations, reduce the value of 
nuclear flexibility and enhance demand for reserves. Forecasting of solar generation 
and scheduling of NPPs with regard to the expected SPPs output can be a helpful 
measure to increase the share of cleaner energy technologies. 
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Figure 5 

Dependences of the share of TPPs and NPPs in total energy generation 

Comparison of power losses in the energy system with different ramp rates of the 
NPPs is shown in Fig. 6. As it can be seen, additional flexibility of the NPPs has 
negligible influence on the power losses. 

 
Figure 6 

Comparison of power losses in the energy system with different ramp rates of the NPP 

Additionally, nuclear flexibility allows to significantly reduce PV curtailment in the 
system. For example, at high PV penetrations of 75% and 100% (scenarios 13 and 
14) the PV curtailment with flexible nuclear power is 0.64% and 3.23% 
accordingly, while 3.21% and 7.06% of PV generation must be curtailed when there 
are inflexible nuclear power units in the energy system (scenarios 6 and 7). 
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Conclusions 

Many countries and regions have policy targets in place, which steer the energy 
system towards meeting future demands for clean, reliable and affordable energy 
services, using PV and wind technologies. However, high penetration levels of PV 
in the united energy systems can violate demand-supply balance, cause issues with 
frequency control and complicate demand-supply management. While TPPs have 
the best maneuverable generating capacities, NPPs can also contribute to the 
demand and supply balancing in the UES. 

In this paper the potential impacts of flexible nuclear operations within an energy 
system with a significant share of NPPs, high solar penetration and a strong 
transmission system has been investigated. The results have shown that a flexible 
nuclear operation can substantially reduce curtailment of renewables and, in some 
cases, reduce the share of environmentally unfriendly thermal energy. Higher than 
a 30% PV penetration reduces the value of nuclear flexibility and enhances the 
demand for reserves. Forecasting of solar generation and scheduling of NPPs with 
regard to the expected SPPs output can be a helpful measure to increase the share 
of cleaner energy technologies, such as nuclear and renewable energy. 

Although the numerical results are case specific, the flexible operation of nuclear 
power stations is likely to yield similar benefits in power systems with comparable 
shares of RESs and NPPs. 

A rigorous sensitivity analysis, exploring which factors are most crucial for 
economic benefits of nuclear flexibility, would be a productive avenue for future 
work. 
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Abstract: Extremely adaptable power systems are required, as the share of variable 

renewable energy sources increases. The variable renewable energy sources' ability to be 

installed on the grid, is frequently thought to be constrained by a limited flexible capacity.  

A general, methodological framework, for the optimal scheduling of an islanded power 

system, with a variety of flexibility resources, is presented in this work. In particular, it takes 

into account a significant amount of intermittent RES and the widespread use of electric 

vehicles that offer charging and discharging options. The modeling in this work also 

considers demand response programs' active market participation and the installation of 

energy storage capacities. Additionally, it covers the involvement of electricity 

interconnections, as a source of flexibility. Two illustrative case studies of an island power 

system connected to a mainland power system, have been used, to evaluate the applicability 

of the proposed strategy. The scheduling framework is daily, with an hourly interval.  

The results of the modeling show how important all of the flexibility resources are, for 

effective energy management and the supply of ancillary services, especially in cases for 

high-RES penetration. The proposed method can be used by market operators, policymakers 

and regulatory authorities, to choose the best system development, market design and 

portfolio synthesis. 

Keywords: optimization; island system; flexibility; interconnection; energy storage; demand 

response  

1 Introduction 

The availability of domestic energy resources and/or their importing options via 
available transportation means, the system-wide energy requirements that must be 
met, and the applied energy policy decision-making based on a series of factors 
such as economic, historical, social, environmental, demographic, institutional 
and/or geopolitical ones, are the key factors that determine the synthesis of the 
energy supply mix for each energy system. Especially recently, the issue of energy 
security has been gaining importance, both with regard to the availability of primary 
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energy sources and the reliability of power systems in relation to the growing share 
of volatile renewable sources. 

The rapidly growing share of electricity generation plants, based on volatile RES, 
together with the changes in the structure and functioning of the energy sector, 
brought about by progressive decarbonization, among other things, increase the 
importance of modeling the further development of energy systems. One of the key 
aspects of modeling is the issue of "generation adequacy", i.e., the search for such 
an arrangement of the electricity system structure (system elements, internal links 
between them, and links of the system to surrounding systems) that ensures energy 
security both in terms of short-term operation of the system (reliability of electricity 
supply) and in terms of long-term development of the energy system [1]. 

A series of works have been presented in the literature investigating the combined 
optimization of energy and reserves, dealing with the various aspects of generation 
adequacy and energy security. [2] highlights the increasing complexity of models 
reflecting the changing structure of the electricity industry, as a sector and a range 
of new constraints and target values. At the same time, [2] points out that models 
are often based on different assumptions, using different modeling approaches. This 
in turn, often leads to a wide dispersion of modeling results and the results of 
different models are often difficult to compare. In relation to this, it emphasizes the 
transparency of the description of the models, the assumptions used, and the 
modelling techniques. For example, [3] compares nine power sector models. 
Similar to [2], it highlights the differences between the models, both in the 
application of various constraints and in terms of the data used. In particular, they 
highlight differences in the ways in which the impact of EVs, pumped storage and 
demand response are captured. A survey of modeling techniques and trends in the 
co-optimization of the energy and reserves markets was provided by the authors in 
[4]. In [5], the authors formulated two approaches for clearing the energy and 
spinning reserve markets while examining the effects of demand involvement in the 
reserve offers. Investigation on the impact of demand flexibility on the clearing of 
the energy and reserves markets can be found in [6]. The thermal unit commitment 
problem has been studied through a mixed-integer linear programming (MILP) 
model in [7]. A version with a comparable unit commitment has also been given in 
[8]. A co-optimization strategy for energy-reserve power markets has been 
introduced in [9]. The authors of [10] presented a MILP model for the joint 
clearance of energy and reserve power exchanges by integrating the hourly offers 
module of EUPHEMIA (pan-EUroPean Hybrid Electricity Market Integration 
Algorithm) with particular unit commitment constraints. Additionally, the same 
authors in [11] studied the market products offered by EUPHEMIA for the 
interconnected Greek electricity grid. In addition, the authors of [12] created an 
optimization model for deciding how to dispatch energy and reserves in electricity 
markets. The authors of [13] developed a methodological approach for integrating 
bidding schemes, in day-ahead energy and spinning reserve markets, focusing on 
the bidding strategies. For a generation business to optimize its economic profit in 
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day-ahead energy and spinning reserve markets, the authors in [14] devised an 
optimization model for the optimal bidding strategy problem. The authors in [15], 
focused on islanded power systems and underscored the role that electricity 
interconnection plays in meeting reserve requirements. 

This paper proposes an optimization approach for the optimal scheduling of energy 
and reserves for an island power system, taking into account the involvement of 
thermal power plants, renewable energy sources, an energy storage system, electric 
vehicles, and demand response initiatives (DRPs). The work's consideration of the 
activation of electricity interconnections as a provider of flexibility services is a 
significant contribution. The mathematical model will be used to make operational 
decisions on the examined power system's energy generation mix, reserve provision 
mix, and quantification of flexibility provided by ESS, EVs, DRPs, and electricity 
interconnection. 

The remaining parts of this paper are arranged as follows: The problem to be solved 
is defined in Section 2, and the mathematical model's explanation is provided in 
detail. Section 3 also provides a description of the case study and the relevant input 
data, and Section 4 provides a comprehensive discussion of the model outputs to 
highlight the main findings. Last but not least, Section 5 provides a summary of the 
primary conclusions. 

2 Methodology 

2.1 Objective Function 

The optimization model co-optimizes the energy and reserves scheduling of an 
island that is interconnected with the mainland power system from the system 
operator's perspective. A flowchart of the proposed methodological approach is 
depicted in Figure 1. 
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Figure 1 

Superstructure of the proposed methodological approach 
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2.2 Electricity Supply and Demand Balance 

The energy demand balance of the studied islanded power system is formulated in 
Equation (2). More specifically, the electricity supply from diesel-fired power 
generators (∑ 𝑝𝑝𝑖𝑖,𝑡𝑡𝑐𝑐𝑜𝑜𝐸𝐸𝑅𝑅𝑖𝑖 ), renewable energy sources (∑ 𝑝𝑝𝑜𝑜,𝑡𝑡𝑜𝑜𝑜𝑜𝑠𝑠𝑜𝑜 ), power discharge from 
ESSs (∑ 𝑝𝑝𝑝𝑝,𝑡𝑡𝑝𝑝𝑖𝑖𝑠𝑠𝑝𝑝 ) and EVs (∑ 𝑝𝑝𝑅𝑅,𝑡𝑡𝑝𝑝𝑖𝑖𝑠𝑠 ∙ 𝑀𝑀𝑅𝑅𝑡𝑡𝑜𝑜𝑡𝑡𝑅𝑅 ), and electricity imports from the mainland 
power system (𝑀𝑀𝑖𝑖𝑝𝑝𝑡𝑡) must satisfy the final electricity demand after potential 
activation of demand response programs (∑ 𝑑𝑑𝐸𝐸,𝑡𝑡𝑐𝑐𝑠𝑠𝐸𝐸 ), the electricity exports to the 
mainland power system (𝑒𝑒𝑒𝑒𝑝𝑝𝑡𝑡) and the charging requirements from both ESSs 
(∑ 𝑝𝑝𝑝𝑝,𝑡𝑡𝑐𝑐ℎ𝑝𝑝 ) and EVs (∑ 𝑝𝑝𝑅𝑅,𝑡𝑡𝑐𝑐ℎ𝑅𝑅 ∙ 𝑀𝑀𝑅𝑅𝑡𝑡𝑜𝑜𝑡𝑡) in each time interval. �𝑝𝑝𝑖𝑖,𝑡𝑡𝑐𝑐𝑜𝑜𝐸𝐸𝑅𝑅𝑖𝑖 + �𝑝𝑝𝑜𝑜,𝑡𝑡𝑜𝑜𝑜𝑜𝑠𝑠𝑜𝑜 + �𝑝𝑝𝑅𝑅,𝑡𝑡𝑝𝑝𝑖𝑖𝑠𝑠 ∙ 𝑀𝑀𝑅𝑅𝑡𝑡𝑜𝑜𝑡𝑡𝑅𝑅 + �𝑝𝑝𝑝𝑝,𝑡𝑡𝑝𝑝𝑖𝑖𝑠𝑠𝑝𝑝  

+𝑀𝑀𝑖𝑖𝑝𝑝𝑡𝑡 = �𝑑𝑑𝐸𝐸,𝑡𝑡𝑐𝑐𝑠𝑠𝐸𝐸 + �𝑝𝑝𝑅𝑅,𝑡𝑡𝑐𝑐ℎ𝑅𝑅 ∙ 𝑀𝑀𝑅𝑅𝑡𝑡𝑜𝑜𝑡𝑡 + �𝑝𝑝𝑝𝑝,𝑡𝑡𝑐𝑐ℎ𝑝𝑝 + 𝑒𝑒𝑒𝑒𝑝𝑝𝑡𝑡 ∀𝑡𝑡 (2) 

2.3 Technical Constraints 

The production cost of each diesel-fired power generator (𝐶𝐶𝑖𝑖,𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝) is calculated by 
Equation (3), and is a function of its electricity output (𝑝𝑝𝑖𝑖,𝑡𝑡𝑐𝑐𝑜𝑜𝐸𝐸𝑅𝑅) and its specific cost 
coefficients (𝑎𝑎𝑖𝑖, 𝑏𝑏𝑖𝑖, and 𝑐𝑐𝑖𝑖). The operational range of each diesel-fired power 
generator, both maximum (Pimax) and minimum (Pimin), is bounded by constraints 
(4) and (5). Both constraints take into account the power unit's participation in 
energy (𝑝𝑝𝑖𝑖,𝑡𝑡𝑐𝑐𝑜𝑜𝐸𝐸𝑅𝑅) and reserves-up (𝑟𝑟𝑖𝑖,𝑡𝑡𝑠𝑠𝑜𝑜) and down (𝑟𝑟𝑖𝑖,𝑡𝑡𝑝𝑝𝐸𝐸) scheduling, subject also to 
the decision of its operation or not (𝑒𝑒𝑖𝑖,𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜). Furthermore, constraints (6) and (7) set 
the ramp limits, both up (𝑅𝑅𝑅𝑅i) and down (𝑅𝑅𝑅𝑅𝑖𝑖), of each diesel-fired power generator. 
In addition, Constraint (8) determines the minimum uptime (𝑅𝑅𝑈𝑈𝑖𝑖) of each diesel-
fired power generator after its start-up decision (𝑦𝑦𝑖𝑖,𝑡𝑡), as well as Constraint (9), 
describes the minimum downtime (𝑅𝑅𝑈𝑈𝑖𝑖) of each diesel-fired power generator after 
its shut-down decision (𝑧𝑧𝑖𝑖,𝑡𝑡). Finally, Equation (10) is a logical one, correlating 
operation, start-up, and shut-down decision-making. 𝐶𝐶𝑖𝑖,𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝 = 𝑎𝑎𝑖𝑖 ∙ (𝑝𝑝𝑖𝑖,𝑡𝑡𝑐𝑐𝑜𝑜𝐸𝐸𝑅𝑅)2 + 𝑏𝑏𝑖𝑖 ∙ 𝑝𝑝𝑖𝑖,𝑡𝑡𝑐𝑐𝑜𝑜𝐸𝐸𝑅𝑅 + 𝑐𝑐𝑖𝑖 ∀𝑀𝑀, 𝑡𝑡 (3) 𝑝𝑝𝑖𝑖,𝑡𝑡𝑐𝑐𝑜𝑜𝐸𝐸𝑅𝑅 + 𝑟𝑟𝑖𝑖,𝑡𝑡𝑠𝑠𝑜𝑜 ≤ 𝑃𝑃𝑖𝑖𝑓𝑓𝑒𝑒𝑚𝑚 ∙ 𝑒𝑒𝑖𝑖,𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 ∀𝑀𝑀, 𝑡𝑡 (4) 𝑝𝑝𝑖𝑖,𝑡𝑡𝑐𝑐𝑜𝑜𝐸𝐸𝑅𝑅 − 𝑟𝑟𝑖𝑖,𝑡𝑡𝑝𝑝𝐸𝐸 ≥ 𝑃𝑃𝑖𝑖𝑓𝑓𝑖𝑖𝐸𝐸 ∙ 𝑒𝑒𝑖𝑖,𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 ∀𝑀𝑀, 𝑡𝑡 (5) �𝑝𝑝𝑖𝑖,𝑡𝑡𝑐𝑐𝑜𝑜𝐸𝐸𝑅𝑅 + 𝑟𝑟𝑖𝑖,𝑡𝑡𝑠𝑠𝑜𝑜� − (𝑝𝑝𝑖𝑖,𝑡𝑡−1𝑐𝑐𝑜𝑜𝐸𝐸𝑅𝑅 − 𝑟𝑟𝑖𝑖,𝑡𝑡−1𝑝𝑝𝐸𝐸 ) ≤ 𝑅𝑅𝑅𝑅𝑖𝑖 ∀𝑀𝑀, 𝑡𝑡 (6) �𝑝𝑝𝑖𝑖,𝑡𝑡−1𝑐𝑐𝑜𝑜𝐸𝐸𝑅𝑅 + 𝑟𝑟𝑖𝑖,𝑡𝑡−1𝑠𝑠𝑜𝑜 � − (𝑝𝑝𝑖𝑖,𝑡𝑡𝑐𝑐𝑜𝑜𝐸𝐸𝑅𝑅 − 𝑟𝑟𝑖𝑖,𝑡𝑡𝑝𝑝𝐸𝐸) ≤ 𝑅𝑅𝑅𝑅𝑖𝑖 ∀𝑀𝑀, 𝑡𝑡 (7) 
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� 𝑦𝑦𝑖𝑖,𝑡𝑡′𝑡𝑡
𝑡𝑡′=𝑡𝑡−𝑈𝑈𝑇𝑇𝑖𝑖+1 ≤ 𝑒𝑒𝑖𝑖,𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 ∀𝑀𝑀, 𝑡𝑡 (8) 

� 𝑧𝑧𝑖𝑖,𝑡𝑡′𝑡𝑡
𝑡𝑡′=𝑡𝑡−𝐷𝐷𝑇𝑇𝑖𝑖+1 ≤ 1 − 𝑒𝑒𝑖𝑖,𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 ∀𝑀𝑀, 𝑡𝑡 (9) 

𝑦𝑦𝑖𝑖,𝑡𝑡 − 𝑧𝑧𝑖𝑖,𝑡𝑡 = 𝑒𝑒𝑖𝑖,𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 − 𝑒𝑒𝑖𝑖,𝑡𝑡−1𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
 ∀𝑀𝑀, 𝑡𝑡 (10) 

2.4 RES Modeling 

The upper production potential of each RES in each time interval (𝐹𝐹𝑜𝑜,𝑡𝑡) is imposed 
by Constraint (11). In particular, it equals the amount that is directly utilized (𝑝𝑝𝑜𝑜,𝑡𝑡𝑜𝑜𝑜𝑜𝑠𝑠) 
and the other one that is curtailed (𝑝𝑝𝑜𝑜,𝑡𝑡𝑐𝑐𝑠𝑠𝑜𝑜𝑡𝑡). Furthermore, Constraint (12) sets a 
maximum limit on the reserve-down supply potential of each RES in each time 
interval (𝑟𝑟𝑜𝑜,𝑡𝑡𝑝𝑝𝐸𝐸). 𝑝𝑝𝑜𝑜,𝑡𝑡𝑜𝑜𝑜𝑜𝑠𝑠 + 𝑝𝑝𝑜𝑜,𝑡𝑡𝑐𝑐𝑠𝑠𝑜𝑜𝑡𝑡 ≤ 𝐹𝐹𝑜𝑜,𝑡𝑡 ∀𝑟𝑟, 𝑡𝑡 (11) 𝑝𝑝𝑜𝑜,𝑡𝑡𝑜𝑜𝑜𝑜𝑠𝑠 − 𝑟𝑟𝑜𝑜,𝑡𝑡𝑝𝑝𝐸𝐸 ≥ 0 ∀𝑟𝑟, 𝑡𝑡 (12) 

2.5 Electricity Exchanges Modeling 

The energy and reserve exchanges with the mainland power system are formulated 
in Constraints (13)-(16). More specifically, Constraint (13) sets the maximum value 
(𝐼𝐼𝑀𝑀𝑃𝑃𝑡𝑡𝑐𝑐𝑒𝑒𝑜𝑜) of electricity imports (𝑀𝑀𝑖𝑖𝑝𝑝𝑡𝑡) and operating reserve-up (𝑟𝑟𝑡𝑡𝑠𝑠𝑜𝑜) supply from 
the mainland power system. In the same context, Constraint (14) describes the 
respective upper capability of reserve-down provision (𝑟𝑟𝑡𝑡𝑝𝑝𝐸𝐸). Last but not least, 
Constraints (15) and (16) set the corresponding limits for the case of electricity 
exports and reserve exchanges to the mainland power system. 𝑀𝑀𝑖𝑖𝑝𝑝𝑡𝑡 + 𝑟𝑟𝑡𝑡𝑠𝑠𝑜𝑜 ≤ 𝐼𝐼𝑀𝑀𝑃𝑃𝑡𝑡𝑐𝑐𝑒𝑒𝑜𝑜 ∀𝑡𝑡 (13) 𝑀𝑀𝑖𝑖𝑝𝑝𝑡𝑡 − 𝑟𝑟𝑡𝑡𝑝𝑝𝐸𝐸 ≥ 0 ∀𝑡𝑡 (14) 𝑒𝑒𝑒𝑒𝑝𝑝𝑡𝑡 + 𝑟𝑟𝑡𝑡𝑝𝑝𝐸𝐸 ≤ 𝐸𝐸𝐸𝐸𝑃𝑃𝑡𝑡𝑐𝑐𝑒𝑒𝑜𝑜 ∀𝑡𝑡 (15) 𝑒𝑒𝑒𝑒𝑝𝑝𝑡𝑡 − 𝑟𝑟𝑡𝑡𝑠𝑠𝑜𝑜 ≥ 0 ∀𝑡𝑡 (16) 

2.6 ESSs Modeling 

Constraint (17) quantifies the state-of-charge balance level of each ESS in each time 
interval. (𝑠𝑠𝑠𝑠𝑐𝑐𝑝𝑝,𝑡𝑡𝑠𝑠𝑡𝑡 ), considering both charging (𝑆𝑆𝐹𝐹𝑝𝑝𝑐𝑐ℎ) and discharging efficiencies 
(𝑆𝑆𝐹𝐹𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠) for charging (𝑝𝑝𝑝𝑝,𝑡𝑡𝑐𝑐ℎ ) and discharging (𝑝𝑝𝑝𝑝,𝑡𝑡𝑝𝑝𝑖𝑖𝑠𝑠) modes, correspondingly. 
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Moreover, the upper charging (𝐺𝐺𝑝𝑝𝑐𝑐ℎ−𝑓𝑓𝑒𝑒𝑚𝑚) and discharging limits (𝐺𝐺𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠−𝑓𝑓𝑒𝑒𝑚𝑚) of each 
ESS are expressed by Constraints (18) and (19), respectively, considering its 
participation in both energy (𝑝𝑝𝑝𝑝,𝑡𝑡𝑐𝑐ℎ  and 𝑝𝑝𝑝𝑝,𝑡𝑡𝑝𝑝𝑖𝑖𝑠𝑠) and reserve (𝑟𝑟𝑝𝑝,𝑡𝑡𝑝𝑝𝐸𝐸 and 𝑟𝑟𝑝𝑝,𝑡𝑡𝑠𝑠𝑜𝑜) markets. Also, 
constraints (20) and (21) guarantee that ESS energy level and reserve schedules are 
within the allowable bounds, both minimum (𝑆𝑆𝑆𝑆𝐶𝐶𝑝𝑝𝑓𝑓𝑖𝑖𝐸𝐸) and maximum (𝑆𝑆𝑆𝑆𝐶𝐶𝑝𝑝𝑓𝑓𝑒𝑒𝑚𝑚), 
respectively. 𝑠𝑠𝑠𝑠𝑐𝑐𝑝𝑝,𝑡𝑡𝑠𝑠𝑡𝑡 = 𝑠𝑠𝑠𝑠𝑐𝑐𝑝𝑝,𝑡𝑡−1𝑠𝑠𝑡𝑡 + 𝑝𝑝𝑝𝑝,𝑡𝑡𝑐𝑐ℎ ∙ 𝑆𝑆𝐹𝐹𝑝𝑝𝑐𝑐ℎ − 𝑝𝑝𝑝𝑝,𝑡𝑡𝑝𝑝𝑖𝑖𝑠𝑠𝑆𝑆𝐹𝐹𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠 ∀𝑤𝑤, 𝑡𝑡 (17) 𝑝𝑝𝑝𝑝,𝑡𝑡𝑐𝑐ℎ + 𝑟𝑟𝑝𝑝,𝑡𝑡𝑝𝑝𝐸𝐸 ≤ 𝐺𝐺𝑝𝑝𝑐𝑐ℎ−𝑓𝑓𝑒𝑒𝑚𝑚 ∀𝑤𝑤, 𝑡𝑡 (18) 𝑝𝑝𝑝𝑝,𝑡𝑡𝑝𝑝𝑖𝑖𝑠𝑠 + 𝑟𝑟𝑝𝑝,𝑡𝑡𝑠𝑠𝑜𝑜 ≤ 𝐺𝐺𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠−𝑓𝑓𝑒𝑒𝑚𝑚 ∀𝑤𝑤, 𝑡𝑡 (19) 𝑠𝑠𝑠𝑠𝑐𝑐𝑝𝑝,𝑡𝑡𝑠𝑠𝑡𝑡 − 𝑟𝑟𝑝𝑝,𝑡𝑡𝑠𝑠𝑜𝑜𝑆𝑆𝐹𝐹𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠 ≥ 𝑆𝑆𝑆𝑆𝐶𝐶𝑝𝑝𝑓𝑓𝑖𝑖𝐸𝐸 ∀𝑤𝑤, 𝑡𝑡 (20) 𝑠𝑠𝑠𝑠𝑐𝑐𝑝𝑝,𝑡𝑡𝑠𝑠𝑡𝑡 + 𝑟𝑟𝑝𝑝,𝑡𝑡𝑝𝑝𝐸𝐸 ∙ 𝑆𝑆𝐹𝐹𝑝𝑝𝑐𝑐ℎ ≤ 𝑆𝑆𝑆𝑆𝐶𝐶𝑝𝑝𝑓𝑓𝑒𝑒𝑚𝑚 ∀𝑤𝑤, 𝑡𝑡 (21) 

2.7 EVs Modeling 

The corresponding EV modeling is formulated analogously to the ESS one by 
Constraints (22-26). More specifically, Equation (22) sets the state-of-charge level 
in each time interval (𝑠𝑠𝑠𝑠𝑐𝑐𝑅𝑅,𝑡𝑡𝑜𝑜𝑅𝑅), as well as constraints (23) and (24) impose the 
maximum limits on charging (𝐺𝐺𝑅𝑅𝑐𝑐ℎ−𝑓𝑓𝑒𝑒𝑚𝑚) and discharging decision-making 
(𝐺𝐺𝑅𝑅𝑐𝑐ℎ−𝑓𝑓𝑒𝑒𝑚𝑚), taking into account their involvement in both energy and reserve 
markets. Finally, constraints (25) and (26) guarantee that EV energy levels and 
reserve schedules are within specific imposed energy limits. 𝑠𝑠𝑠𝑠𝑐𝑐𝑅𝑅,𝑡𝑡𝑜𝑜𝑅𝑅 = 𝑠𝑠𝑠𝑠𝑐𝑐𝑅𝑅,𝑡𝑡−1𝑜𝑜𝑅𝑅 + 𝑝𝑝𝑅𝑅,𝑡𝑡𝑐𝑐ℎ ∙ 𝑆𝑆𝐹𝐹𝑅𝑅𝑐𝑐ℎ ∙ 𝑀𝑀𝑅𝑅𝑡𝑡𝑜𝑜𝑡𝑡− �𝑝𝑝𝑅𝑅,𝑡𝑡𝑝𝑝𝑖𝑖𝑠𝑠 + 𝐸𝐸𝑅𝑅,𝑡𝑡𝑐𝑐𝑜𝑜𝐸𝐸𝑠𝑠�𝑆𝑆𝐹𝐹𝑅𝑅𝑝𝑝𝑖𝑖𝑠𝑠  

∀𝑣𝑣, 𝑡𝑡 (22) 

𝑝𝑝𝑅𝑅,𝑡𝑡𝑐𝑐ℎ + 𝑟𝑟𝑅𝑅,𝑡𝑡𝑝𝑝𝐸𝐸 ≤ 𝐺𝐺𝑅𝑅𝑐𝑐ℎ−𝑓𝑓𝑒𝑒𝑚𝑚 ∀𝑣𝑣, 𝑡𝑡 (23) 𝑝𝑝𝑅𝑅,𝑡𝑡𝑝𝑝𝑖𝑖𝑠𝑠 + 𝑟𝑟𝑅𝑅,𝑡𝑡𝑠𝑠𝑜𝑜 ≤ 𝐺𝐺𝑅𝑅𝑝𝑝𝑖𝑖𝑠𝑠−𝑓𝑓𝑒𝑒𝑚𝑚 ∀𝑣𝑣, 𝑡𝑡 (24) 𝑠𝑠𝑠𝑠𝑐𝑐𝑅𝑅,𝑡𝑡𝑜𝑜𝑅𝑅 − 𝑟𝑟𝑅𝑅,𝑡𝑡𝑠𝑠𝑜𝑜𝑆𝑆𝐹𝐹𝑅𝑅𝑝𝑝𝑖𝑖𝑠𝑠 ≥ 𝑆𝑆𝑆𝑆𝐶𝐶𝑅𝑅𝑓𝑓𝑖𝑖𝐸𝐸 ∀𝑣𝑣, 𝑡𝑡 (25) 𝑠𝑠𝑠𝑠𝑐𝑐𝑅𝑅,𝑡𝑡𝑜𝑜𝑅𝑅 + 𝑟𝑟𝑅𝑅,𝑡𝑡𝑝𝑝𝐸𝐸 ∙ 𝑆𝑆𝐹𝐹𝑅𝑅𝑐𝑐ℎ ≤ 𝑆𝑆𝑆𝑆𝐶𝐶𝑝𝑝𝑓𝑓𝑒𝑒𝑚𝑚 ∀𝑣𝑣, 𝑡𝑡 (26) 

2.8 DRPs Modeling 

Constraints (27-30) formulate the DRPs modeling. In particular, Equation (27) 
describes the amount of the modified energy demand (𝑑𝑑𝐸𝐸,𝑡𝑡𝑐𝑐𝑠𝑠 ), taking into account the 
applied DRPs (𝑑𝑑𝐸𝐸,𝑡𝑡𝑠𝑠𝑜𝑜 and 𝑑𝑑𝐸𝐸,𝑡𝑡𝑝𝑝𝐸𝐸) upon the reference electricity demand (𝑅𝑅𝐸𝐸,𝑡𝑡𝑜𝑜𝑜𝑜𝑓𝑓). 
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Equation (28) ensures that the total energy demand is at the same levels over the 
scheduling time horizon. Finally, constraints (29-30) set the minimum (𝑅𝑅𝐸𝐸,𝑡𝑡𝑓𝑓𝑖𝑖𝐸𝐸) and 
maximum (𝑅𝑅𝐸𝐸,𝑡𝑡𝑓𝑓𝑒𝑒𝑚𝑚) demand variation ranges, respectively. 𝑑𝑑𝐸𝐸,𝑡𝑡𝑐𝑐𝑠𝑠 = 𝑅𝑅𝐸𝐸,𝑡𝑡𝑜𝑜𝑜𝑜𝑓𝑓 + 𝑑𝑑𝐸𝐸,𝑡𝑡𝑠𝑠𝑜𝑜 − 𝑑𝑑𝐸𝐸,𝑡𝑡𝑝𝑝𝐸𝐸 ∀𝑦𝑦, 𝑡𝑡 (27) �𝑑𝑑𝐸𝐸,𝑡𝑡𝑠𝑠𝑜𝑜𝑡𝑡 = �𝑑𝑑𝐸𝐸,𝑡𝑡𝑝𝑝𝐸𝐸𝑡𝑡  ∀𝑦𝑦 (28) 𝑑𝑑𝐸𝐸,𝑡𝑡𝑐𝑐𝑠𝑠 − 𝑟𝑟𝐸𝐸,𝑡𝑡𝑠𝑠𝑜𝑜 ≥ 𝑅𝑅𝐸𝐸,𝑡𝑡𝑓𝑓𝑖𝑖𝐸𝐸 ∀𝑦𝑦, 𝑡𝑡 (29) 𝑑𝑑𝐸𝐸,𝑡𝑡𝑐𝑐𝑠𝑠 + 𝑟𝑟𝐸𝐸,𝑡𝑡𝑝𝑝𝐸𝐸 ≤ 𝑅𝑅𝐸𝐸,𝑡𝑡𝑓𝑓𝑒𝑒𝑚𝑚 ∀𝑦𝑦, 𝑡𝑡 (30) 

2.9 System Reserve Requirements 

Constraints (31) and (32) determine the system operating reserve requirements in 
both upward (𝑅𝑅𝑡𝑡𝑠𝑠𝑜𝑜) and downward (𝑅𝑅𝑡𝑡𝑝𝑝𝐸𝐸) directions, respectively. �𝑟𝑟𝑖𝑖,𝑡𝑡𝑠𝑠𝑜𝑜𝑖𝑖 + �𝑟𝑟𝑝𝑝,𝑡𝑡𝑠𝑠𝑜𝑜𝑝𝑝 + �𝑟𝑟𝑅𝑅,𝑡𝑡𝑠𝑠𝑜𝑜𝑅𝑅 + �𝑟𝑟𝐸𝐸,𝑡𝑡𝑠𝑠𝑜𝑜𝐸𝐸 + 𝑟𝑟𝑡𝑡𝑠𝑠𝑜𝑜 ≥ 𝑅𝑅𝑡𝑡𝑠𝑠𝑜𝑜 ∀𝑡𝑡 (31) 

�𝑟𝑟𝑖𝑖,𝑡𝑡𝑝𝑝𝐸𝐸𝑖𝑖 + �𝑟𝑟𝑝𝑝,𝑡𝑡𝑝𝑝𝐸𝐸𝑝𝑝 + �𝑟𝑟𝑅𝑅,𝑡𝑡𝑝𝑝𝐸𝐸𝑅𝑅 + �𝑟𝑟𝐸𝐸,𝑡𝑡𝑝𝑝𝐸𝐸𝐸𝐸 + �𝑟𝑟𝑜𝑜,𝑡𝑡𝑝𝑝𝐸𝐸𝑜𝑜 + 𝑟𝑟𝑡𝑡𝑝𝑝𝐸𝐸≥ 𝑅𝑅𝑡𝑡𝑝𝑝𝐸𝐸 
∀𝑡𝑡 (32) 

The objective function (1) to be minimized is included in the overall optimization 
problem, which is expressed as a mixed-integer quadratically constrained 
programming problem that is subject to the imposed constraints and equations (2)-
(32). 

3 Case Study 

The developed optimization model has been tested on an illustrative case study of 
an islanded power system. In particular, the four diesel-fueled power units of the 
chosen islanded power system are detailed in their techno-economic characteristics 
in Tables 1 and 2. These data include the start-up cost, the technical minimums and 
maximums, the ramp limits, and the minimum uptimes and downtimes for each 
diesel-fired unit. 

Wind turbines account for 200 MW, and solar photovoltaics for the remaining 80 
MW of the 280 MW installed capacity in addition to the diesel-fueled generators. 
The daily reference electricity demand and the RES potential for each technology 
type over each time period are depicted in Figure 2. 
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Table 1 
Economic data of the studied power system 

Diesel-fired 

generator 𝒊𝒊 a (€/MW2) b (€/MW) c (€) Start-up cost (€) 

Diesel-1 3 20 100 50000 
Diesel-2 4.05 18.07 98.87 50000 
Diesel-3 3.99 19.21 107.2 50000 
Diesel-4 3.88 26.18 95.31 50000 

Table 2 
Technical data of the studied power system 

Diesel-fired 

generator 𝒊𝒊 Technical 

minimum 

(MW) 

Technical 

maximum 

(MW) 

Ramp-up 

and down 

(MW/min) 

Minimum 

uptime (h) 

Minimum 

downtime (h) 

Diesel-1 28 150 4 16 1 
Diesel-2 20 120 3 16 1 
Diesel-3 30 100 3 16 1 
Diesel-4 20 200 5 16 1 

 
Figure 2 

Reference electricity demand and RES potential per technology type in each time period 

The battery capacity, the initial energy storage level, the charging and discharging 
efficiencies, the minimum allowable energy storage level, and the charging and 
discharging rates of the ESS considered are all shown in Table 3. 
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Table 3 
ESS operational data 

ESS data Value 

Battery capacity (MWh) 50 
Initial storage level (MWh) 25 
Charging efficiency (%) 0.95 
Discharging efficiency (%) 0.9 
Minimum battery energy storage level (MWh) 5 
Charging rate (MW) 50 
Discharging rate (MW) 50 

Table 4 presents the operational data of the considered EVs, including the number 
of EVs (1000 in total), the battery capacity, the charging and discharging 
efficiencies, as well as the charging and discharging rates. Each electric vehicle is 
assumed to have a minimum energy storage level equal to 10% of its battery 
capacity, and the initial energy storage level at hour "0" is assumed to be 50% of its 
battery capacity. Figure 3 presents the EVs' electricity consumption allocation for 
the trips conducted during the examined day. 

Table 4 
EVs techno-economic data 

Electric 

vehicle type 

Number of 

electric 

vehicles 

Charging, 

discharging 

efficiency (%) 

Charging, 

discharging 

power (MW) 

Battery 

capacity 

(MWh) 

EV-1 300 95 0.0072 0.0173 
EV-2 50 95 0.011 0.1 
EV-3 250 95 0.0037 0.0076 
EV-4 150 95 0.0046 0.0358 
EV-5 250 95 0.0037 0.023 

In both directions, the reserve requirements are assumed to be 20% of the reference 
electricity demand. Diesel-fired generating units will receive a reserve provision 
price of 10 €/MW, ESS of 12 €/MW, EVs of 15 €/MW, the grid will receive 20 
€/MW, and DRPs will receive 25 €/MW. 

Lastly, the electricity interconnection capacity with the mainland power system in 
both directions is assumed to be 250 MW. 

An additional case study ("Energy transition case") has been executed to assess the 
case where RES more than cover the expected electricity load. In particular, the 
installed capacity of both wind and solar power is assumed to be 1000 MW each. 
Moreover, the battery storage capacity increases to 1000 MWh with the same 
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techno-economic data as in the reference case. Finally, the reserve provision price 
of all providers (diesel-fired units, ESS, EVs, DRPs, RES) is assumed to be 10 
€/MW. 

 
Figure 3 

EVs electricity consumption on an hourly basis 

4 Results and Discussion 

The problem has been globally optimized using the CONOPT solver within the 
General Algebraic Modeling System (GAMS) Studio 37 [16]. An optimality gap of 
0% has been achieved. 

4.1 Reference Case 

The total daily operating cost of the islanded power system amount to around 1.77 
million €. This value is quite important when compared to the case where there is 
no electricity interconnection with the mainland power system, where the 
corresponding number equals around 3.1 million €. The net cost of purchasing 
electricity makes up 71% of the 1.77 million euros; the remaining cost is split 
between the generation cost of diesel-fired units (26%) and the cost of providing 
reserves (3%). The energy supply and demand mix of the analyzed islanded power 
system is shown in Figure 4 on an hourly basis. With their charging and discharging 
cycles, ESSs and EVs make energy allocation easier for several hours a day.  
The main charging hours for ESSs are the 6th and the 24th hours, as well as the EVs 
are being charged during the 1st day hour and the time interval between hours 3-5. 
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ESSs discharge during the 1st and the 8th day hours, and the EVs during 8th, 9th and 
22nd day hour. There is also a model assumption that the storage levels at both ESSs 
and EVs must remain unchanged between the beginning (hour "0") and the end 
(hour "24") of the examined day. Figure 5, which depicts the daily allocation of 
energy supply, demonstrates that the grid's net imports share accounts for nearly 
49% of the total supply, followed by diesel-fired generators, which stand for 28%, 
and RES, whose share represents the remaining 23%. In the case of the absence of 
electricity interconnection with the mainland power system, diesel-fired power 
generators meet around 77% of the total electricity contribution, and the remaining 
23% is supplied by RES power units. 

 

 
Figure 4 

Hourly energy supply and demand mix of the examined islanded power system 

The operating-up reserve provision mix of the analyzed islanded power system is 
depicted in Figure 6. Diesel-fired generators are the only ones providing this 
service, and they are regarded as the most cost-effective means of doing so. Figure 
7 depicts how they operate close to their technical minimums and remain 
operational throughout the day. As a result, they may be able to provide this upward 
service by increasing their power output. This is also the case in the scenario without 
electricity interconnection with the mainland power system, where the diesel-fired 
power generators operate between 52% and 67% of their technical maximums, as 
depicted in Figure 8. Thus, there is enough capacity to provide, that upward service, 
during all of the day hours. 
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Figure 5 
Daily energy supply allocation of the examined islanded power system 

 

 

 

Figure 6 
Operating-up reserve provision mix of the examined islanded power system 
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Figure 7 

Hourly diesel-fired power generation of the examined islanded power system in the case of  electricity 
interconenction with the mainland power system 

 

 

Figure 8 
Hourly diesel-fired power generation of the examined islanded power system in the case of no 

electricity interconenction with the mainland power system 
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Figure 9 

Operating-down reserve provision mix of the examined islanded power system 

The operating-down reserve provision mix of the analyzed islanded power system 
is depicted in Figure 9. On a daily basis, the ESS meets 45% of that service's total 
requirements. Diesel-fired units account for approximately 37% of total 
requirements, while EVs cover almost 5% of daily requirements. It is important to 
note that the electricity interconnection with the power system on the mainland 
contributes to the service's coverage, providing approximately 13% of the total daily 
requirements. Note that due to the fact that the diesel-fired power units operate at 
medium levels in the case of no electricity interconnection with the mainland power 
system (see Figure 7), they have increased capability to provide also downward 
service. In particular, they cover the whole daily needs in that case. 

The modified and reference electricity demands of the studied islanded power 
system are shown in Figure 10. Although the total daily load remains unchanged, 
there are distinct patterns in the allocation of the hourly electricity demand. During 
the hours when the net reference electricity demand is at its lowest, the modified 
electricity demand is characterized by some increases compared to the reference 
demand. These times are between 1 and 7 hours, 9 hours, and 15 to 18 hours. During 
specific hours, namely 8th, 10th-14th and 19th-24th, the modified electricity demand 
decreases somewhat in comparison to the reference. The model determines the best 
scheduling strategy to reduce these peak periods of the net reference electricity 
demand in order to satisfy the net load at a more cost-effective rate. The results are 
almost identical when the electricity interconnection, with the mainland power 
system, is not included. 
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Figure 10 

Modified and reference electricity demand of the examined islanded power system 

Figure 11 portrays the state-of-charge levels of each EV type of the examined 
islanded power system. It is assumed in the case study adopted that the storage level 
at the time period prior to the optimization process (hour "0") and the last day hour, 
namely the 24th one, must remain the same and amount to 50% of the aggregated 
battery capacity of each EV type. It can be observed that the 6th and 7th hours 
comprise the ones where the battery capacities are almost full for all EV types, and 
they gradually discharge, either selling electricity to the grid or using it for their 
consumption for the conduction of their trips, to reach the 50% level at the end of 
the day. 

  

Figure 11 
Aggregated state-of-charge levels of each EV type of the examined islanded power system 
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4.2 Energy Transition Case 

 

Figure 12 
Hourly energy supply and demand mix of the examined islanded power system in the Energy 

Transition case 

Figure 12 depicts the hourly energy supply and demand mix of the examined 
islanded power system in the Energy Transition case. This case is characterized by 
high penetration of RES in the power system. The results show that the islanded 
power system has been converted into a net electricity exporter, reporting around 5 
GWh of net exports. Electricity imports occur only during the first 6 hours of the 
day when there is zero production from photovoltaics, and the diesel-fired power 
units are shut down. The aggregated electricity generation from diesel-fired power 
units has been minimized to less than 0.4 GWh daily, while ESS flexibility 
(charging and discharging cycle) is used during almost all of the hours of the day. 

Figure 13 portrays the operating-up reserve provision mix of the examined islanded 
power system in the Energy Transition case. In contrast to the reference case where 
diesel-fired power units exclusively meet this service, there is a great diversification 
of that service's coverage in the Energy transition one. ESS contributes around 39% 
of the total daily needs, followed by the main grid with around 36%, the DRPs with 
almost 14%, diesel-fired power units with 9%, and EVs with less than 2%. 
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Figure 13 
Operating-up reserve provision mix of the examined islanded power system in the Energy Transition 

case 

Figure 14 portrays the operating-down reserve provision mix of the examined 
islanded power system in the Energy Transition case. All the available providers 
take part in the coverage of that service, with RES accounting for around 45%, ESS 
standing for 35%, DRPs with almost 13%, electricity interconnection with less than 
5%, EVs with almost 2% and an almost negligible share from diesel-fired power 
units. 

 

Figure 14 
Operating-up reserve provision mix, for the examined islanded power system, in the Energy Transition 

case 

Conclusions 

In their efforts to meet their electricity needs in a dependable, cost-effective and 
long-term manner, islanded power systems face numerous obstacles. Taking into 
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account the existence of various flexibility providers like ESS, EVs, and DRPs, this 
work proposes an optimization strategy, based on mixed-integer quadratic 
programming, to optimally determine an islanded power system's energy and 
reserves scheduling. It also examines the role that electricity interconnections play 
as providers of energy and reserve. 

The results emphasize the significance of including these resources in the mix of 
energy and reserves, which may be even more significant, in the event of extremely 
high-RES penetration. In addition, the model outputs highlight the economic 
significance, when considering the electricity interconnection, with the mainland 
power system, compared to the case without. 

All of these flexibility providers' design decisions and detailed testing of their 
performance on mid- and long-term planning frameworks, are future challenges. 
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Appendix 

Nomenclature 

Sets 𝑡𝑡 Time periods 𝑀𝑀 Conventional power units (Diesel-fired power generators) 𝑟𝑟 Renewable Energy Sources (RES) 𝑣𝑣 Electric Vehicles (EVs)  𝑤𝑤 Energy Storage Systems (ESSs)  𝑦𝑦 Demand Response Programs (DRPs)  𝑀𝑀 Upward reserve supplier resources (Conventional, ESSs, EVs, DRPs, Grid) 𝑖𝑖 Downward reserve supplier resources (Conventional, ESSs, EVs, DRPs, Grid, RES) 

Parameters 𝐶𝐶𝑖𝑖𝑠𝑠𝑡𝑡𝑠𝑠𝑜𝑜 Unit's 𝑀𝑀 start-up cost  𝐶𝐶𝑓𝑓,𝑡𝑡𝑝𝑝𝐸𝐸  Unit's 𝑖𝑖 operating-down reserve provision cost 𝐶𝐶𝐸𝐸,𝑡𝑡𝑠𝑠𝑜𝑜 Unit's 𝑀𝑀 operating-up reserve provision cost 𝐶𝐶𝑜𝑜,𝑡𝑡𝑐𝑐𝑠𝑠𝑜𝑜𝑡𝑡 RES curtailment cost  𝑅𝑅𝑈𝑈𝑖𝑖 Unit's 𝑀𝑀 minimum downtime  𝑅𝑅𝐸𝐸,𝑡𝑡𝑓𝑓𝑒𝑒𝑚𝑚 Maximum DRP consumption  𝑅𝑅𝐸𝐸,𝑡𝑡𝑓𝑓𝑖𝑖𝐸𝐸 Minimum DRP consumption  𝑅𝑅𝐸𝐸,𝑡𝑡𝑜𝑜𝑜𝑜𝑓𝑓 DRP reference consumption level  𝐸𝐸𝐸𝐸𝑃𝑃𝑡𝑡𝑐𝑐𝑒𝑒𝑜𝑜 Maximum value of electricity exports 𝐸𝐸𝑅𝑅,𝑡𝑡𝑐𝑐𝑜𝑜𝐸𝐸𝑠𝑠 EV energy consumption 𝐹𝐹𝑜𝑜,𝑡𝑡 RES availability factor  𝐺𝐺𝑅𝑅𝑐𝑐ℎ−𝑓𝑓𝑒𝑒𝑚𝑚 EV maximum charging power  𝐺𝐺𝑅𝑅𝑝𝑝𝑖𝑖𝑠𝑠−𝑓𝑓𝑒𝑒𝑚𝑚 EV maximum discharging power  𝐺𝐺𝑝𝑝𝑐𝑐ℎ−𝑓𝑓𝑒𝑒𝑚𝑚 ESS maximum charging power  𝐺𝐺𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠−𝑓𝑓𝑒𝑒𝑚𝑚 ESS maximum discharging power  𝐼𝐼𝑀𝑀𝑃𝑃𝑡𝑡𝑐𝑐𝑒𝑒𝑜𝑜 Maximum value of electricity imports 𝑃𝑃𝑖𝑖𝑓𝑓𝑒𝑒𝑚𝑚 Unit's 𝑀𝑀 technical maximum  𝑃𝑃𝑖𝑖𝑓𝑓𝑖𝑖𝐸𝐸 Unit's 𝑀𝑀 technical minimum  𝑅𝑅𝑅𝑅𝑖𝑖 Unit's 𝑀𝑀 ramp-down limit  𝑅𝑅𝑅𝑅𝑖𝑖 Unit's 𝑀𝑀 ramp-up limit  𝑅𝑅𝑡𝑡𝑝𝑝𝐸𝐸 Operating-down reserve requirements  𝑅𝑅𝑡𝑡𝑠𝑠𝑜𝑜 Operating-up reserve requirements  𝑆𝑆𝐹𝐹𝑅𝑅𝑐𝑐ℎ EV charging efficiency  𝑆𝑆𝐹𝐹𝑅𝑅𝑝𝑝𝑖𝑖𝑠𝑠 EV discharging efficiency  𝑆𝑆𝐹𝐹𝑝𝑝𝑐𝑐ℎ ESS charging efficiency  
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𝑆𝑆𝐹𝐹𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠 ESS discharging efficiency  𝑆𝑆𝑆𝑆𝐶𝐶𝑅𝑅𝑓𝑓𝑒𝑒𝑚𝑚 EV battery capacity  𝑆𝑆𝑆𝑆𝐶𝐶𝑅𝑅𝑓𝑓𝑖𝑖𝐸𝐸 EV minimum allowable state-of-charge level  𝑆𝑆𝑆𝑆𝐶𝐶𝑝𝑝𝑓𝑓𝑒𝑒𝑚𝑚 ESS maximum capacity  𝑆𝑆𝑆𝑆𝐶𝐶𝑝𝑝𝑓𝑓𝑖𝑖𝐸𝐸 ESS minimum allowable state-of-charge level  𝑅𝑅𝑈𝑈𝑖𝑖 Unit's 𝑀𝑀 minimum uptime  𝑎𝑎𝑖𝑖 , 𝑏𝑏𝑖𝑖 , 𝑐𝑐𝑖𝑖 Production cost coefficients of unit 𝑀𝑀  𝑀𝑀𝑅𝑅𝑡𝑡𝑜𝑜𝑡𝑡 Number of EVs of each EV type  

Variables 𝑐𝑐𝑖𝑖,𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝 Unit's 𝑀𝑀 production cost in each time period 𝑡𝑡 𝑑𝑑𝐸𝐸,𝑡𝑡𝑐𝑐𝑠𝑠  Cleared DRP energy consumption  𝑀𝑀𝑖𝑖𝑝𝑝𝑡𝑡 Electricity imports in each time period 𝑡𝑡 𝑒𝑒𝑒𝑒𝑝𝑝𝑡𝑡 Electricity exports in each time period 𝑡𝑡 𝑑𝑑𝐸𝐸,𝑡𝑡𝑝𝑝𝐸𝐸 Downward DRP energy consumption 𝑑𝑑𝐸𝐸,𝑡𝑡𝑠𝑠𝑜𝑜 Upward DRP energy consumption  𝑝𝑝𝑖𝑖,𝑡𝑡𝑐𝑐𝑜𝑜𝐸𝐸𝑅𝑅 Unit's 𝑀𝑀 cleared total energy supply in each time period 𝑡𝑡 𝑝𝑝𝑜𝑜,𝑡𝑡𝑐𝑐𝑠𝑠𝑜𝑜𝑡𝑡 Cleared amount of RES curtailed in each time period 𝑡𝑡 𝑝𝑝𝑜𝑜,𝑡𝑡𝑜𝑜𝑜𝑜𝑠𝑠 Cleared contribution of each RES directly utilized in each time period 𝑡𝑡 𝑝𝑝𝑅𝑅,𝑡𝑡𝑐𝑐ℎ  Cleared EV charging power in each time period 𝑡𝑡 𝑝𝑝𝑅𝑅,𝑡𝑡𝑝𝑝𝑖𝑖𝑠𝑠 Cleared EV discharging power in each time period 𝑡𝑡 𝑝𝑝𝑝𝑝,𝑡𝑡𝑐𝑐ℎ  ESS cleared charging power in each time period 𝑡𝑡 𝑝𝑝𝑝𝑝,𝑡𝑡𝑝𝑝𝑖𝑖𝑠𝑠 ESS cleared discharging power in each time period 𝑡𝑡 𝑟𝑟𝐸𝐸,𝑡𝑡𝑠𝑠𝑜𝑜 Unit's 𝑀𝑀 cleared operating-up reserve supply  𝑟𝑟𝑓𝑓,𝑡𝑡𝑝𝑝𝐸𝐸  Unit's 𝑖𝑖 cleared operating-down reserve supply 𝑟𝑟𝑡𝑡𝑠𝑠𝑜𝑜 Operating-up reserve supply from the mainland power system 𝑟𝑟𝑡𝑡𝑝𝑝𝐸𝐸 Operating-down reserve supply from the mainland power system 𝑠𝑠𝑠𝑠𝑐𝑐𝑅𝑅,𝑡𝑡𝑜𝑜𝑅𝑅  EV state-of-charge level  𝑠𝑠𝑠𝑠𝑐𝑐𝑝𝑝,𝑡𝑡𝑠𝑠𝑡𝑡  ESS state-of-charge level  

Binary variables 𝑦𝑦𝑖𝑖,𝑡𝑡 Unit's 𝑀𝑀 start-up decision-making in each time period 𝑡𝑡 𝑧𝑧𝑖𝑖,𝑡𝑡 Unit's 𝑀𝑀 shut-down decision-making in each time period 𝑡𝑡 𝑒𝑒𝑖𝑖,𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 Unit's 𝑀𝑀 operation decision-making in each time period 𝑡𝑡 
Acronyms 

DRPs Demand Response Programs 
ESSs Energy Storage Systems 
EVs Electric Vehicles 
RES Renewable Energy Sources 
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