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Preface 

Special Issue on CogInfoCom and Applied Informatics 

The special issue collects papers introducing advanced research achievements on 

the scientific discipline of Cognitive Infocommunications (CogInfoCom). 

Cognitive Infocommunications investigates the link between the research areas of 

infocommunications and cognitive sciences, as well as the various engineering 

applications which have emerged as the synergic combination of these sciences. 

The primary goal of CogInfoCom is to provide a systematic view of how cognitive 

processes can co-evolve with infocommunications devices so that the capabilities 

of the human brain may not only be extended through these devices, irrespective 

of geographical distance but may also be blended with the capabilities of any 

artificially cognitive system. This merging and extension of cognitive capabilities 

are targeted towards engineering applications in which artificial and/or natural 

cognitive systems are enabled to work together more effectively. 

The content of the special issue is as following: 

The paper written by T. Guzsvinecz et al. titled as “The Effect of Engineering 

Education on Spatial Ability in Virtual Environments” discusses that spatial skills 

are important in the modern world, tests that can improve them are included in the 

curriculum of engineering studies. The paper presents the results of a pre-test and 

a post-test in a self-developed virtual environment. The spatial skills of students 

were measured on these tests using the Mental Rotation Test (MRT), Mental 

Cutting Test (MCT), and the Purdue Spatial Visualization Test (PSVT). Between 

the pre-test and post-test, spatial ability enhancing courses were attended by the 

students. The paper shows that their performance on the post-test improved 

significantly – albeit slightly. The paper shows how this improvement differs 

between various user groups and test types 

The paper written by T. Sipos titled as “Cognitive dissonancy on sustainable 

mobility from transport engineering point-of-view” aims to define sustainable 

mobility, particularly reference travel time recognition and its economic and 

cognitive impact with a particular focus on info-communication. The paper 

focuses on the social surplus of mobility and its effect on consumer time budget 

and cognitive recognition of sustainability. The paper discusses that nowadays, the 

added value of mobility is unquestionable; meanwhile, the increasing amount of 

information causes cognitive load. Travel time seems to be constant, and different 

mobility modes have different (environment)mental loads. Therefore an 

(environ)mental impact assessment is required and the always-changing 

environment must lead to an analysis of the effects of rational decisions. 

The paper written by T. Guzsvinecz et al. titled as “The Cognitive Motivation-

based APBMR Algorithm in Physical Rehabilitation” presents a new, alternative 

method of gesture recognition using the cognitive properties of intelligent 
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decision-making systems to support the rehabilitation process of people with 

disabilities: the Asynchronous Prediction-Based Movement Recognition 

(APBMR) algorithm. The algorithm “predicts” the next movement of the user by 

evaluating the previous three with the goal to maintain motivation. Based on the 

prediction, it creates acceptance domains and decides whether the next user-input 

gesture can be considered the same movement. The purpose of this paper besides 

presenting this new method is to evaluate the mean techniques. The paper 

concludes that the Contraharmonic mean technique gives the best average gesture 

acceptance rates in the ±0.05 m and ±0.1 m acceptance domains, while the 

Arithmetic mean technique provides the best average gesture acceptance rate in 

the ±0.15 m acceptance domain when using the APBMR algorithm. 

The paper by M. Zöldy et al. titled as “Modelling, Simulation and Validation of 

Hybrid Vehicle Fuel Consumption” discusses that controlling, influencing and 

managing the fuel and energy consumption and refill of hybrid vehicles will be 

essential in the decades of increasing vehicle autonomy not to have dried out or 

low battery vehicles along the roads. The paper aims to establish a fuel 

consumption model with the vehicles' fuel consumption influencing factors to 

simulate and evaluate the consumption and refill. Results were validated in 

proving ground tests in a high-speed handling track. As a result, the paper presents 

a model that enables the correct prediction of reality in a model environment. 

Based on this result, autonomous vehicles can be developed with real 

environmental effects and fuel consumption behavior. 

The paper written by I. Péntek et al. titled as “Use of Smart City solutions 

supported by healthcare data during a pandemic” discusses that in recent decades, 

new solutions shaping smart city architecture. Data generated by healthcare and 

smart devices infiltrate into smart city solutions. This topic is heavily challenging 

and rapidly evolving. The constant and fast change in the subject technologies that 

implement an architecture and the sensitivity of data from human sources can be 

seen as key factors in these challenges. The paper presents some possibilities 

offered by smart city solutions in a way that can be used effectively by healthcare 

during a pandemic. The introduced smart ecosystem offers the possibility of 

cognitive supplementation of human capabilities based on general bio-sensor data. 

It illustrates an example of use for a healthcare workflow where service 

abstraction plays a key role. 

The paper written by D. Mattyasovszky-Philipp et al. titled as “Cognitive 

Information Systems and related Architecture Issues” discusses that the rapid 

developments in information technology and business must drive the progress of 

Cognitive Information Systems (CIS). The paper seeks to combine multiple CIS 

and Understanding-based management systems concepts into a single design 

framework (UBMSS) based on the object-oriented paradigm. The proposed 

overall solution helps us comprehend CIS and UBMSS features, allowing us to 

build a realistic development strategy for Cognitive Information and Cognitive 

Management Systems (CMSs). 
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The paper written by L. J. Laki et al. titled as “Sentiment Analysis with Neural 

Models for Hungarian” discusses that sentiment analysis is a powerful tool to gain 

insight into the emotional polarity of opinionated texts. Computerized applications 

can contribute to the establishment of next-generation models that can provide us 

with data of unprecedented quantity and quality. In this regard the paper presents 

the first neural transformer-based sentiment analysis model for Hungarian 

language, which achieved state-of-the-art performance. The paper uses data 

augmentation methods, specifically machine translation and cross-lingual transfer, 

to increase the size of our training corpora. The paper provides evidence for the 

increased efficiency of the trained models if translation text is added to the 

training corpora. Furthermore, using the augmentation technique, we could further 

increase the performance of our models. The contribution of the paper is an 

important milestone in the advancement of sentence-level and aspect-based 

sentiment analysis in Hungarian language. 

The paper written by D.Mohammed et al. titled as “Vehicle Automation Impact on 

Traffic Flow and Stability: A Review of Literature” discusses that the 

Autonomous vehicles (AVs) and Connected Vehicles (CVs) will improve the 

traffic flow though increasing road capacities and reducing travel time and 

congestion to a great extent. This study has selected four main factors such as 

travel behavior factor, the effect of platooning, travel time factor, and the effect of 

intersection control. These factors have been extensively argued and thoroughly 

discussed in this paper. 

 

Prof. Dr. Péter Baranyi 

Guest Editor 



Acta Polytechnica Hungarica Vol. 20, No. 5, 2023 

 – 11 – 

The Effect of Engineering Education, on Spatial 
Ability, in Virtual Environments 

Tibor Guzsvinecz1, Éva Orbán-Mihálykó2, Erika Perge3,  
Cecília Sik-Lányi4 
1Department of Information Technology and its Applications, Faculty of 
Information Technology, University of Pannonia, Gasparich Márk utca 18/A, 
8900 Zalaegerszeg, Hungary 

2Department of Mathematics, Faculty of Information Technology, University of 
Pannonia, Egyetem utca 10, 8200 Veszprém, Hungary 

3Department of Basic Technical Studies, Faculty of Engineering, University of 
Debrecen, Ótemető utca 2, 4028 Debrecen, Hungary 

4Department of Electrical Engineering and Information Systems, Faculty of 
Information Technology, University of Pannonia, Egyetem utca 10, 8200 
Veszprém, Hungary 

1guzsvinecz.tibor@zek.uni-pannon.hu, 2orbane@almos.uni-pannon.hu,  
3perge@eng.unideb.hu, 4lanyi@almos.uni-pannon.hu 

Abstract: Since spatial skills are important in the modern world, tests that can improve 

them are included in the curriculum of engineering studies. In this article, the results of a 

pre-test and a post-test are presented, which were performed in the herein developed, 

virtual environment. The former was conducted in the beginning, while the latter was done 

at end of semester 2019/2020/1, with 240 engineering students. The spatial skills of 

students were measured on these tests using the Mental Rotation Test (MRT), Mental 

Cutting Test (MCT), and the Purdue Spatial Visualization Test (PSVT). Between the pre-

test and post-test, spatial ability enhancing courses were attended by the students.  

The results show that their performance in the post-test, notably improved – albeit slightly. 

This improvement differs between various user groups and test types: regarding the 

students, 1st-year, right-handed or those who were at most 18 years old improved 

significantly, between the two tests; regarding the test types, significant improvement only 

occurred during the two MRT tests. While no such difference was detected on the pre-test, 

civil engineering students significantly outperformed mechanical engineering students in 

the post-test, while males who scored at least 50 points on the post-test, performed 

significantly better than females on the pre-test. 

Keywords: cognitive skills; education; mental rotation test; mental cutting test; purdue 

spatial visualization test; spatial ability; virtual environments; virtual reality 
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1 Introduction 

As several jobs concerning engineering require well-developed spatial skills, they 
are essential in the modern age. For example, architects, interior designers, 
engineers and technicians should excel in spatial aptitude tasks. Due to the 
importance of spatial skills, it was suggested by Miller that spatial ability training 
should be included in the curriculum of engineering studies [1]. In the study of 
Miller and Bertoline, it was also concluded that these skills can be improved 
through time as they are not biological susceptibilities [2]. Through the years, a 
considerable number of paper-based tests was developed to enhance the spatial 
skills of the users, such as the three that are focused on in this paper: the Mental 
Rotation Test (MRT) [3], the Mental Cutting Test (MCT) [4] and the Purdue 
Spatial Visualization Test (PSVT) [5]. 

Since the world is transitioning into a digital one, new versions of these spatial 
ability improving tests are recreated in virtual or in augmented environments [6-
9], although their numbers are scarce. Some studies even include gamification 
elements in the tests with the goal to make the tests feel like a game by 
introducing levels, points, and rewards to motivate the user [10] [11]. Also, it 
became easier to create digital versions of these tests and to measure the spatial 
skills of the users since the inception of the field of Cognitive 
InfoCommunications (CogInfoCom) [12-15]. As the CogInfoCom environment 
consists of multiple fields (such as education [16], human-computer interaction 
[17-20], connection between eye-tracking and complex cognitive processes [21] 
[22], sense of presence [23]) and the user is placed into virtual reality (VR) – or 
into virtual laboratories [24] – the role of visuality in virtual space [25-27], and 
smart environments [28], new cognitive capabilities can emerge [29]. Thus, with 
CogInfoCom, it is possible to investigate how human cognitive capabilities can be 
merged and extended with the cognitive capabilities of digital devices to provide 
easier interaction between humans and other, artificially cognitive agents. 

Besides these, research of spatial skills is also part of this environment [30-32]. 
According to Kovari et al., a connection exists between problem solving [33], 
Education 4.0 and CogInfoCom [34] [35]. This means that Education 4.0, by its 
concept, encourages the implementation and development of individual 
knowledge and skills using modern digital educational technology systems and 
individualized education. 

To investigate this connection further, the authors of this paper would like to 
investigate whether traditional engineering education can affect the spatial skills 
of the users in virtual environments. For example, the use of VR can even improve 
real-world spatial skills [36]. However, what about tasks in reality? Can these 
real-world tasks improve the spatial skills of people in virtual environments? 
Thus, it would be interesting to see whether education of students during their 
courses can affect their spatial skills in VR. This is crucial to be investigated, 
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since a VR system is complex, made up of various parts [37] and the users are just 
as essential as the other parts [38-40]. 

2 Research Questions and Hypotheses 

To reach this goal, two tests were taken by 240 engineering students: one in the 
beginning of the 2019/2020/1 semester and another one in the end of it. These two 
tests will be referred to as pre-test and post-test, respectively. On both tests, the 
spatial skills of students were measured using the MRT, MCT, and PSVT tests. 
Between these two tests, the students took spatial ability training courses. These 
courses lasted 14 weeks. During the practical sessions, there were groups of 30 
students, and the sessions lasted 3 hours/week/group. 

During these courses, students learnt the foundations of axonometry and 
perspective, the Monge two-plane representation, issues of spatial shapes’ 
visibility, pruning tasks, the transformation of image plane systems, representing 
circles, forms of rotations, perpendicularity, matching tasks, and metric problems. 
Also, the development of spatial skills was helped by geometric bodies made from 
cardboard and 3D printing, as well as the various body models and animations 
created using a 3D modeling software. Taking these spatial forms in hand, rotating 
them, observing their properties, cutting the forms made of foam (Styrofoam), 
building from different forms, and taking them apart contributed to the acquisition 
of personal experience. 

As can be seen, these courses in engineering education aim to enhance the spatial 
skills of students, therefore it could be interesting to see whether there are 
improvements between the results of the pre-test and post-test. 

Therefore, after the pre-test concluded, the authors set up two research questions 
(RQ) about the post-test which are the following: 

• RQ1: Did the results of the students significantly improve between the 
two tests after completing the spatial ability training courses? 

• RQ2: Do the improvements vary among the different user groups? 

The authors and teachers expected that improvement can be realized. To check 
this hope and get the answers, the same number of null hypotheses (Hs) were 
formed. 

• H1: The results of the students do not significantly improve between the 
two tests. 

• H2: The improvements do not vary among the different user groups. 
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3 Methodology 

A spatial ability measuring virtual environment was developed in 2019 by the 
authors. This virtual environment can be used with a desktop display and the Gear 
VR head-mounted display. The former version uses Windows, while the latter 
uses Android. For this study however, only the former version was used. In this 
virtual environment, the spatial skills of the users could be measured with three 
types of tests: the MRT, MCT, and PSVT. When entering the virtual environment, 
the users are placed into a space and the selected test type appears in front of 
them. The users cannot change location in this space. They have to select their 
answers using a keyboard and/or mouse on PC. When using the Android version, 
they have to use the touchpad on the right side of the Gear VR to select their 
answers. Examples of these three test types in the virtual environment are shown 
in Figure 1. 

  

 

Figure 1 

Examples of the three test types: MRT (left), MCT (right), and PSVT (center) 

Each test type has ten questions and has to be done by the users three times. This 
means that 9 test sequences exist and a total of 90 answers is gathered from one 
student. However, the test questions were randomized in each case to prevent the 
students from remembering them. The completion times are also logged after each 
sequence. This measurement method was the same on both the pre-test and the 
post-test. There were no differences. Information regarding the users is logged as 
well by the application: when starting the virtual environment, the gender, primary 
hand, age, studies of the user and the years spent at the University, have to be 
entered into the application. 
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During the analysis of the post-test’s results, a problem arose regarding the 
mentality of the students. Both the pre-test and the post-test were included in their 
university courses; therefore, it was mandatory for them to take the tests. In the 
case of the pre-test, the students assumed that their results could affect their grades 
on exams. However, the post-test was done after the students completed their 
exams, meaning that they realized that their answers do not influence their grades. 
Due to this, a possibility exists that some students answered the questions on the 
spatial ability tests very quickly. This changed the data distributions between the 
two tests. This can be seen in Figure 2. 

 

Figure 2 

Distributions of the rates of correct answers in case of the pre-test (left) and post-test (right) 

The Kolmogorov-Smirnov test was performed on each data frame. The results 
were the following: p-value = 0.6335 in the case of the pre-test and it is 0.03801 in 
the case of the post-test. This means that the hypothesis of normal distribution is 
accepted regarding the former, while it is rejected regarding the latter. However, 
the dispersion increased between the tests (from 0.1185 to 0.1423), while the 
average decreased between the two tests (from 0.6660 to 0.6391). A two-sample 
Welch-test was also done to test the equality of the expected values. According to 
the results (p-value = 0.02503), the two data frames significantly differ from each 
other. Even the rates of correct answers are worse in the case of the post-test, 
which is very-very surprising. It may suggest that some students did not take the 
test seriously. To investigate this suspicion further, the test completion times were 
investigated by the authors. This can be seen in Figure 3. 
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Figure 3 

Histograms of the completion times regarding the pre-test (upper) and post-test (lower) 

At the first sight, one can realize big differences between the two histograms: in 
the case of the post-test, there are extremely many small values among the 
completion times. To avoid this inaccuracy of “first sight”, the authors analyzed 
the completion times data in detail. First, the descriptive statistics are the 
following: in the case of the pre-test, the smallest completion time is 7.9 seconds, 
the largest is 1168.4 seconds, the average is 189.3 seconds and the dispersion is 
121.2 seconds, while they are 6.6 seconds, 1239.10 seconds, 134.61 seconds, and 
115.5 seconds, respectively, in the case of the post-test. As can be seen, the 
average completion times are quite smaller in the case of the post-test. 

A two-sample Welch-test was also done to see whether the completion times of 
the two tests are significantly different from each other. According to the results 
of the test (p-value < 2.2×10-16), they are. In Figure 4 their cumulative distribution 
functions are presented. 
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Figure 4 

The cumulative distribution functions regarding the completion times of the pre-test (black) and post-

test (red) 

As can be seen in Figure 4, the red line (which belongs to the post-test) starts to 
increase earlier than the black one (which is the pre-test). This fact can also be 
observed from the kernel function. This means that in the case of the post-test, the 
number of small completion times has been increased which is possibly due to the 
“mandatory spatial ability tests” not influencing the grades of the students. 

When talking about the completion times, the previous fact is also supported by 
the quantiles in the data: the authors calculated the deciles of data of the 
completion times and the results are presented in Table 1. 

Table 1 

The deciles of data of the completion times 

Test 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 

Pre 7.9 64.4 94.1 119.5 142.9 165.1 193.7 223.2 264.0 337.6 

Post 6.6 25.1 48.2 71.5 89.7 109.4 131.2 158.6 195.0 256.4 

As can be seen in Table 1, approximately 20% of the data (431 records) regarding 
completion times are under 48.2 seconds in the case of the post-test. This is 
different in the case of the pre-test, as only 6% of data (131 records) are under 
48.2 seconds. Naturally, there is a small possibility that this decrease in time is 
due to the students became too good at solving these tests. However, this is a very 
large decrease, moreover the probability of correct answers would have increased. 
This fact and the large increase in small times suggest otherwise. 

Naturally, the data had to be carefully filtered to eliminate the answers of the 
students who did not take the tests seriously. For this, the test types were taken by 
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the authors who tried to correctly solve the spatial ability questions as quickly as 
possible. The results show that their completion times were longer than a minute 
in each case. They even reached the two-minute mark in a few cases. Therefore, 
based on the authors’ time and the data in the previous subsection, it is unrealistic 
to correctly solve a test type in under a minute. However, to give the benefit of the 
doubt, the authors concluded to filter the data with a 50-second limit. Of course, 
both the pre-tests and post-test data were handled in the same manner. 

First, the authors had to decide whether the data or the students themselves are 
trustworthy. As the authors think that this property is the consequence of an 
attitude, a decision was made to eliminate people with all their data. Before 
filtering, the authors split the students into two groups: “trustworthy” and 
“untrustworthy” ones. Trustworthy students were the ones whose completion 
times were equal or longer than 50 seconds in at least 8 test sequences out of 9 (as 
each test type was done three times). Naturally, the definition of untrustworthy 
students is the complement of the trustworthy ones. Then all data of untrustworthy 
students were excluded. After making these two groups, the distribution of post-
test’s data changed which can be seen in the lower half of Figure 5. 

 

 

Figure 5 

The filtered data distributions of the pre-test (upper) and the post-test (lower) 

For sake of correct data analysis, the data of the pre-test and post-test were also 
filtered. According to the p-value = 0.8426 and p-value = 0.2072, the hypotheses 
of normal distributions were accepted in the case of the pre-test and post-test, 
respectively. 
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4 Results and Discussion 

There are three subsections in this section. The general results are presented in the 
first. The hypothesis testing can be found in the second one. Lastly, the limitations 
of the study are detailed in the last one. 

4.1 General Results 

Both tests were done by 240 students. Regarding the rates of correct answers, the 
minimum is 0.3083, the maximum is 0.9667, the average is 0.6660 and the 
dispersion is 0.1185 in the case of the pre-test, while they are 0.2583, 0.9167, 
0.6391, and 0.1423, respectively in the case of the post-test. After the data were 
filtered, these numbers changed. Regarding the pre-test, 210 students’ data were in 
the filtered data set: their minimum rate of correct answers is 0.408, their 
maximum is 0.9667, the average is 0.6791 and their dispersion is 0.1110. 
Regarding the post-test, 153 students were in the filtered data set: their minimum 
rate of correct answers is 0.3583, their maximum is 0.9167, their average is 
0.6986 and their dispersion is 0.1043. 

After the data were filtered, it could be seen that the numerical value of the 
average rates of correct answers is larger in the case of the post-test. According to 
the results of the two-sample Welch-test, p-value = 0.0437 which means that the 
results are significantly better – albeit only slightly – in the case of the post-test.  
In the following subsection, this fact is investigated in detail with the filtered data. 
Afterward, the analysis of the results began. 

First, the results of the male and female students were assessed, for both tests. 
These results are shown in Table 2. 

Table 2 

The results of males and females on the two tests 

 Number of 
students 

Min Max Average Dispersion 

Pre-test, male 183 0.4083 0.9667 0.6919 0.1078 

Post-test, male 142 0.3583 0.9167 0.7028 0.1043 

Pre-test, female 27 0.4417 0.7833 0.5923 0.0963 

Post-test, female 11 0.5250 0.7750 0.6447 0.0921 

As can be observed in Table 2, the average rates of correct answers are 
numerically better in the case of the post-tests regarding both males and females. 
First, the rates of correct answers on the pre-test were investigated in the filtered 
data set. Based on the results of the two-sample Welch-test, males who achieved 
at least 50 correct answers (out of 120 which is the number of possible correct 
answers) performed significantly better than females on the pre-test (p-value = 
1.773×10-5). 
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The next part of the investigation consisted of examining the rates of correct 
answers on the post-test between the genders. Using a two-tailed Welch-test, 
males performed almost slightly significantly better than females on the post-test 
(p-value = 0.06888); although the number of female students is small. However, 
since the differences in the averages are quite large numerically, the authors 
wanted to check the results with a one-tailed Welch-test which resulted in p-value 
= 0.03444. Due to the probability value, a significant difference exists: males 
performed better on the post-test. 

Afterward, the differences between the males’ rates of correct answers on the two 
tests were investigated. Both the two-tailed and one-tailed Welch-tests did not 
result in significant differences (p-value = 0.3568 and p-value = 0.1784, 
respectively). Thus, there are improvements in the case of males, but they are not 
significant. 

Lastly, a similar analysis was done in the case of females. Just by observing their 
numerical data, we can note that their improvement is larger than that of males. 
Due to the results of the one-tailed Welch-test, the improvement of females is 
almost significant on the 0.05 level (p-value = 0.06623). If this level were 0.1, 
then their improvements would be considered significant. The larger level of 
significance (the probability of type I. error) can be reasoned by the small number 
of data concerning females. 

Next, the results of the right-handed and left-handed students were assessed on 
both tests. These results are presented in Table 3. 

Table 3 

The results of right-handed and left-handed students on the two tests 

 Number of 
students 

Min Max Average Dispersion 

Pre-test, right-handed 185 0.408 0.967 0.683 0.109 

Post-test, right-handed 135 0.450 0.917 0.705 0.098 

Pre-test, left-handed 25 0.442 0.883 0.651 0.123 

Post-test, left-handed 18 0.358 0.833 0.654 0.140 

The average rates of correct answers improved on the post-test in the case of both 
groups, but it is greater in the case of right-handed students. Afterward, four 
Welch-tests were performed, and their results are presented in Table 4. 

According to Table 4 significant improvement exists between the results of the 
two tests in the case of right-handed students (p-value = 0.0317). The differences 
between the results of all other groups are not significant. 
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Table 4 

The differences in the results of right-handed and left-handed students on the two tests 

 Test stat. Significance Number of tails 

Pre-test, right-handed & 
Pre-test, left-handed 

1.2287 0.2290 2 

Post-test, right-handed & 
Post-test, left-handed 

1.4800 0.1550 2 

Pre-test, right-handed & 
Post-test, right-handed 

-1.8636 0.0317 1 

Pre-test, left-handed & 
Post-test, left-handed 

-0.0769 0.4696 1 

The studies of the students on both tests were investigated next. The numerical 
results are presented in Table 5, while the results of the comparison are shown in 
Table 6. In both tables, architectural or civil engineering students are shortened to 
CE and mechanical engineering students to ME. Mechatronics students also joined 
the post-tests, although they were not present on the pre-test. They are abbreviated 
to MC in the two tables. 

Table 5 

The results of various engineering students on the two tests 

 Number of 
students 

Min Max Average Dispersion 

Pre-test, CE 58 0.4083 0.8500 0.6592 0.1039 

Post-test, CE 26 0.4500 0.8500 0.6670 0.1127 

Pre-test, ME 152 0.4417 0.9667 0.6867 0.1134 

Post-test, ME 98 0.3583 0.9167 0.6990 0.1039 

Post-test, MC 29 0.5250 0.8917 0.7259 0.0925 

Table 6 

The differences in the results of different engineering students on the two tests 

 Test stat. Significance Number of tails 

Pre-test, CE & Pre-test, ME -1.670 0.098 2 

Post-test, CE & Post-test, ME -1.308 0.199 2 

Post-test, CE & Post-test, MC -2.103 0.041 2 

Post-test, ME & Post-test, MC -1.335 0.188 2 

Pre-test, CE & Post-test, CE -0.300 0.766 2 

Pre-test, ME & Post-test, ME -0.881 0.379 2 

According to the results presented in Table 6, only one significant difference 
exists due to p-value = 0.041: there is a significant difference between the results 
of civil engineering students and mechatronics students on the post-test. 
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The next to investigate was the years spent at the university. The results of the 
students are presented in Table 7. It should be noted that someone mistakenly 
marked “not a student” on the post-test as every tester was a university student. 

Table 7 

The results of engineering students on the two tests grouped by university years 

 Number of 
students 

Min Max Average Dispersion 

Pre-test, 1st year 207 0.4083 0.9667 0.6798 0.1108 

Pre-test, 2nd year 2 0.4500 0.6750 0.5625 0.1590 

Pre-test, 3rd year 1 0.7583 0.7583 0.7583 NA 

Post-test, 1st year 150 0.3583 0.9167 0.6993 0.1040 

Post-test, 2nd year 1 0.5750 0.5750 0.5750 NA 

Post-test, 3rd year 1 0.6000 0.6000 0.6000 NA 

Post-test, not a student 1 0.8167 0.8167 0.8167 NA 

As can be seen in Table 7, most of the students were in their 1st year. It is shown 
by the data in Table 7, that the average rate of correct answers of 1st-year 
improved between the two tests. However, is the difference significant? To answer 
this question, a comparison was done between the results. Due to the result of the 
one-tailed Welch-test, the difference is significant (p-value = 0.045). This means 
that the results on the post-test were improved significantly compared to the pre-
test. 

Next, the results were investigated by age groups, but first, the number of students 
by age has to be assessed. This is presented in Figure 6. 

 
Figure 6 

The number of students by age on the pre-test (left) and the post-test (right) 

As can be seen in Figure 6, the two years which have the largest number of 
students are 19 and 20 in the case of both tests. In an earlier paper of the authors 
([31]), two age groups were created: those students who are 18 years old at most 
and those who are over 18. Therefore, these two groups are used in this paper as 
well. The results of the users and the comparison can be seen in Tables 8 and 9, 
respectively. 
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Table 8 

The results of the students by age groups on the two tests 

 Number of 
students 

Min Max Average Dispersion 

Pre-test, ≤ 18 31 0.4750 0.8583 0.6411 0.1099 

Post-test, ≤ 18 12 0.4500 0.8167 0.6201 0.1060 

Pre-test, > 18 179 0.4083 0.9667 0.6857 0.1105 

Post-test, > 18 141 0.3583 0.9167 0.7053 0.1017 

Table 9 

The differences in the results of engineering students by age groups on the two tests 

 Test stat. Significance Number of tails 

Pre-test, ≤ 18 & Pre-test, > 18 -2.080 0.044 2 

Post-test, ≤ 18 & Post-test, > 18 -2.681 0.019 2 

Pre-test, ≤ 18 & Post-test, ≤ 18 0.576 0.570 2 

Pre-test, > 18 & Post-test, > 18 -1.652 0.050 1 

According to Table 9, a detectable difference exists between the two age groups’ 
results on both tests (p-value = 0.044 and p-value = 0.019, respectively). No 
significant difference can be detected between the results of those who are ≤ 18 
years old on both tests (p-value = 0.570), while a detectable difference exists 
between the results of those who are older than 18 on both tests (p-value = 0.050). 

Lastly, the test types were assessed between the pre-test and post-test. The results 
grouped by the test types are presented in Table 10, while those of the 
comparisons are shown in Table 11. 

Table 10 

The results of the students by test types on the pre-test and post-test 

 Number of 
students 

Min Max Average Dispersion 

Pre-test, MRT 210 0.433 1.000 0.812 0.129 

Pre-test, MCT 210 0.133 0.967 0.451 0.153 

Pre-test, PSVT 210 0.133 0.967 0.640 0.172 

Post-test, MRT 153 0.383 1.000 0.846 0.114 

Post-test, MCT 153 0.133 0.833 0.454 0.150 

Post-test, PSVT 153 0.033 1.000 0.648 0.185 

According to the results of the Welch-test, each test type can be distinguished 
from each other on every level of significance. After comparing the results on the 
pre-test and post-test, it can be concluded that the only significant improvement 
can be found on the MRT test (p-value = 0.004). It can also be observed that in the 
case of the other two test types (where the average is drastically lower than on the 
MRT test), no significant improvement appears. 
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Table 11 

The differences in the results of the students by test types on the pre-test and post-test 

 Test stat. Significance Number of tails 

Pre-test, MRT & Pre-test, MCT 26.153 0 2 

Pre-test, MRT & Pre-test, PSVT 11.610 0 2 

Pre-test, MCT & Pre-test, PSVT -11.878 0 2 

Post-test, MRT & Post-test, MCT 25.729 0 2 

Post-test, MRT & Post-test, PSVT 11.283 0 2 

Post-test, MCT & Post-test, PSVT -10.065 0 2 

Pre-test, MRT & Post-test, MRT -2.629 0.004 1 

Pre-test, MCT & Post-test, MCT -0.189 0.425 1 

Pre-test, PSVT & Post-test, PSVT -0.407 0.342 1 

4.2 Hypothesis Testing 

Based on the results presented in the previous subsection, both null hypotheses 
(H1 and H2) are rejected. This means that education has an effect on the results 
and the alternative hypotheses became true in every case. 

The first to discuss is H1 which originally states that “the results of the students do 
not significantly improve between the two tests”. This is rejected as the results 
inside the two data frames (pre-test and post-test) were compared to each other 
and it yielded p-value = 0.0437. According to the previous probability value, the 
results are significantly different between the two tests, but this significance is 
only slight. This means that attending the spatial ability training subjects which 
focus on multiple types of spatial problems can increase these skills of the 
students. Therefore, what the students learn in a real environment can affect 
virtual ones as well. 

Keep in mind that the two tests were conducted in the same semester. Therefore, 
there is a possibility that longer or future courses that focus on spatial skills can 
enhance them even more. 

The next – and last – null hypothesis to discuss is H2. It originally stated that “the 
improvements do not vary between the different user groups”. This was also 
rejected. For this, first, the results grouped by the students’ gender were assessed. 
When comparing the pre-tests in the filtered data, males who achieved at least 50 
correct answers performed significantly better than females on the pre-test (p-
value = 1.773×10-5). According to Table 2, males performed significantly better 
than females on the post-test by approximately 9.02% (p-value = 0.03444).  
It should be noted that this difference was approximately 16.82% between males 
and females on the pre-test, therefore engineering education improved the results 
of females, especially. 
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Due to the results presented in Table 4, it can be concluded that the performance 
of right-handed students improved significantly by 3.22% among the two tests (p-
value = 0.0317). The improvement of results among left-handed students is 
0.46%. Thus, engineering education improved mainly the results of right-handed 
students. 

It is shown by the results in Table 6 that while there is no detectable significant 
difference among the results of all groups, mechatronics students performed 
significantly better than civil engineering students by 8.83% on the post-test (p-
value = 0.041). The improvements between the two tests are 1.18% for civil 
engineering and 1.79% for mechanical engineering students which are not 
significant. As was mentioned earlier, mechatronics students did not take the pre-
test. This means that when looking from the perspective of different studies, no 
significant improvements were found among the two tests. It should be noted that 
however, the students’ average rates of correct answers improved between the two 
tests, although not significantly. This is possibly due to the small timeframe 
between the two tests. 

As can be seen in Table 7, mainly 1st-year students took the tests. According to p-
value = 0.045, they improved significantly between the two tests by approximately 
2.87%. 

According to Table 9, there are differences in the results among various age 
groups and tests. Those students who are over 18 performed significantly better on 
the pre-test by approximately 9.96% than those who are 18 or younger (p-value = 
0.044). This same group also performed significantly better on the post-test by 
approximately 13.74% (p-value = 0.019). Also, only this group improved 
significantly between the tests by approximately 2.86% (p-value = 0.050).  
The performance of those who are 18 or younger actually decreased by 3.28%.  
It should be noted that the number of those who are 18 years old at most is quite 
small on the post-test, and this decrease is fortunately not significant (p-value = 
0.570). 

Lastly, the test types were assessed. According to Table 11, there are only 
significant improvements on the MRT test type between the pre-test and post-test 
by approximately 4.19% (p-value = 0.004). These improvements are only 0.66% 
and 1.25% in the case of the MCT and PSVT test types, respectively. These two 
are not significant, but are still improvements, nonetheless. However, this means 
that engineering education improves the results on the MRT test type, especially. 

4.3 Limitations of the Study 

Naturally, this study also has its limitations. The main limitation was the 
motivation, and thus, attitude of the students. Since they knew that the post-test 
did not affect their grades or did not give them bonus points on exams, some of 
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them just quickly selected random choices on the tests. With proper motivation, 
students could take the tests more seriously. Another limitation was that the tests 
were only done using a desktop display. However, conducting the tests on paper 
or using the Gear VR as well, could complement the results. 

Conclusions 

As mentioned in the introductory section, since a connection exists between 
CogInfoCom and Education 4.0, the authors wanted to investigate whether real-
life spatial ability training affects this skill in VR. For this goal, the authors used 
their previously developed spatial ability testing application to measure these 
skills of 240 university students. A pre-test and a post-test were conducted in the 
same semester: the former in its beginning and the latter in its end. 

According to the results, real-life education has significantly affected the spatial 
skills in virtual environments. These results, however, vary among different test 
types and user groups. The users’ performance on each test type is improved, 
although it is only significant in the case of the MRT test type. Also, while the 
performance of males is significantly better than that of females, it is undeniable 
that real-life engineering education more strongly affected the performance of 
females than that of males.  

The gap between their performances, became smaller on the post-test, after they 
attended the spatial ability training courses. Also, those students who were over 18 
years of age were significantly affected by these courses. Similarly, right-handed 
students were more affected by these real-life spatial ability training courses than 
left-handed ones. 

These results show the importance of an engineering education, while they can 
also strengthen the aspect of a connection exists between CogInfoCom and 
Education 4.0. Based on the results, it can be concluded that not only the use of 
VR affects education, but education also influences the use of VR. 
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Abstract: This article aims to define sustainable mobility, particularly, reference travel time 

recognition and its economic and cognitive impact with a particular focus on info-

communication. The paper focuses on the social surplus of mobility and its effect on 

consumer time budget and cognitive recognition of sustainability. Nowadays, the added 

value of mobility is unquestionable; meanwhile, the increasing amount of information causes 

cognitive load. Travel time seems to be constant, and different mobility modes have different 

(environment)mental loads. Therefore, a (environ)mental impact assessment is required.  

An always-changing environment must lead to an analysis of the effects of rational decisions. 

The work focused on travel time, as a decision parameter and its impact on (environ)mental 

load and sustainability. 

Keywords: sustainability; travel time; environmental load; rational decision, cognitive 

mobility 

1 Introduction 

Recently more and more articles have been dedicated to the analysis of rational 
transportation decisions [1-4] to understand travel needs. Environmental load is one 
of the biggest problems in our time, and our knowledge of its consequences are 
limited and constantly expanding. More and more science, research, and technology 
are paying attention to possible solutions [5] [6]. The future effects of transport-
related pollution are difficult to foresee with enormous certainty, which makes it 
challenging to analyze the adaptability and preparedness of different technological 
[7-9] social [10] and economic [11] [12] systems and their effect on the human mind 
[13] [14]. 

Meanwhile, continuous technological development provides increasingly effective 
tools to ensure mobility and provide more extensive services and goods [15]. Travel 
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time is a frequently studied aspect of rational decision-making [16]. The term 
“travel time budget” is defined by a person’s average daily travel time, which 
seemed to be relatively constant by Mokhtarian and Chen [17]. The assumption is 
that all travelers have a constant, non-zero travel time budget when they are willing 
to consume to reach more goods and products. Cognitive processes are several 
processes that contribute to the formation of thoughts or decisions in our case that 
are helping the consumer in their mobility-related decisions. Cognition helps obtain 
information and draw conscious and unconscious conclusions about the world. 
More and more info communication tools are used nowadays that could load the 
mental cognitive capacity of consumers. Lots of information are received before the 
mobility and also during the mobility. 

In this article, the author has only analyzed rational decisions about mobility. 
Understanding the complexity of cognitive processes requires a broad 
understanding of the human worldview. There is always much information 
circulating us that allows us to make decisions. This article focuses on travel time 
and its impact on the environment through mobility. The process of obtaining the 
information available with our senses and turning it into conclusions or actions is 
made possible by cognition. 

It is turned out that the amount of time is relatively constant over time and space 
that consumers spend on mobility. The travel time appears to be a universal 
constant: 1.1-1.3 hours per passenger per day [18] [19] (Figure 1). Crozet found 
[20] further that due to the theorem of constant travel time budget with enhanced 
technological innovation, the action radius of the consumer could increase 
(Figure 2): 

  
Figure 1 

Travel time budget (h/cap/day) in numerous cities 
and countries throughout the world. Sources: Kloas 

et al., (1993); GFV, (1987, 1992); Orfeuil and 
Salomon, (1993); UKDOT, (1994); DMT, (1993); 

Szalai et al., (1972); Katiyar and Ohta, (1993); 
USDOT, (1992); Malasek, (1995); Vibe, (1993); 
Riverson and Carapetis, (1991); EIDF, (1994); 
FORS, (1988); Metro, (1989); Olszewski et al., 

(1994); Xiaojiang and Li, (1995). 

Figure 2 
Motorised mobility (car, bus, rail, and aircraft) per 
capita by world region vs GDP per capita between 

1960 and 1990. 

 

(Source: [21]) 
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The author formulated the research question of how constant travel time budget and 
increasing environmental pollution of personal mobility influences the cognitive 
load? The article is structured as follows: after introducing the constant travel time, 
the author investigates the (environment)mental load of different transport modes 
and their role in the constant travel budget theorem. Later the conclusion is being 
drawn as the more information is available and influencing our life, the larger 
(environ)mental load is being caused by the technical enhancement. 

2 Technological Enhancement and its Effect 

Technological development has been unquestionable in the last couple of centuries 
in mobility. However, with constant travel time theorem, technological 
development could cause an increase in travelled distance (Figure 3): 

 
Figure 3 

Distance travelled in km per person per day since 1800 in the US 
(Source: [22] based on Ausubel J. H., Marchetti C., Meyer P. S.) 

As shown in Figure 3, the technological development resulted in 2.7% distance 
development per year on cumulated integrated moving average per decade per 
person. Meanwhile, it is also essential to note that these transport modes are still 
primarily driven by internal combustion engines, burning fossil fuel. Therefore, the 
constant travel time budget theorem affects increasing travel distance and with 
technological development also influences environmental pollution [23]. 
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On the other hand, the idea of a constant travel time budget ‒ at least at first glance 
‒ contradicts one of the foundations of traditional traffic engineering theory: travel 
time is a disadvantage that needs to be reduced. The principle of reducing travel 
times is at the core of many decision-making processes, and almost all models for 
forecasting local travel needs are based on travel time. It serves to generate revenue 
from development benefits by saving travel time. It is therefore, essential to 
understand the cognitive reasons for mobility decisions. From a traffic engineering 
point-of-view, instead of thinking about decreasing the travel time, the following 
should be considered: "What are the most attractive goods or services one can 
achieve with a specific travel time budget?". From this consideration, it can be 
concluded that as their overall mobility increases (Figure 3), that could increase 
economic activity. Based on the analysis (Figure 4), it can be stated that an increase 
in road traffic – that cause environmental pollution – occurred with more significant 
development in economic activity. That is the cause why the generalized black 
arrow monotone is decreasing. 

 
Figure 4 

The connection between road transport performance and economic activity 
*Please note that Malta and Portugal are missing from the OECD dataset 

People will switch to faster modes of transport to have more options, but that causes 
more environmental load and more cognitive effort due to the info communication 
system. The enhanced info-communication system leads to an enormous 
information load where failure needs to be identified and eliminated to avoid users 
losing their trust in the available data [24]. 
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Figure 5 
The connection between road transport performance and economic activity 
*Please note that Malta and Portugal are missing from the OECD dataset 

Access to information, goods or services can be evaluated from several 
perspectives, including a particular group, mode, location, or activity. Traditional 
design often underestimates these factors and ideas and neglects the cognitive load 
[25]. 

3 Cognitive Connections in Mobility 

Longer, faster, more often. Simply that is a tendency that describes our mobility 
pattern, proving that these trends are the basis of our activities. The most important 
feature that makes the modern lifestyle more attractive than previous forms is the 
fantastic variety of goods, services, and information [26]. However, in this case, our 
choice results from a simple combination of several key variables. The income level 
or Value of travel time, combined with the proposed speeds of different mobility 
technologies and available information and information pressure, influences the 
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rational decision. To describe such a complex system, four Descartes coordinate 
systems were established: 

Income or Value of time vs Time Budget [27] 

Time budge vs Distance or environmental pollution 

Distance or environmental pollution vs Information requirement [28] 

Information requirement vs Income or Value of Travel Time 

The definition value of travel time, time budget, distance and information 
requirement cannot be negative; therefore, the 4 Descartes coordinate systems can 
be merged into one non-conventional Descartes coordinate system. Please note that 
from origin into every direction, the parameters are increasing. Now let me 
formulate some basic assumptions: 

(i) The constant travel time theorem is valid and based on that, and a red 
line has been drawn for constant travel time. 

(ii) The further one travel, the more significant the air pollution is. Even 
with the change in transport mode, please consider changing more 
environmental polluting plane from car, or car from powered two 
wheelers1, based on these black dashed lines are drawn. 

(iii) The further the travel is, the more information is required (each 
transport mode has a different parameter level). Based on these blue 
lines are drawn [29] 

(iv) The higher the income or the Value of travel time is, the larger the 
travel-related information requirement. Based on this yellow dashed 
line is drawn 

 

                                                           
1  more environmental polluting in terms of emission unit per transport performance 

[CO2et/pkm] 
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Figure 6 

The connection between travel time, pollution, and cognitive activity 
(Source: own edition based on [22]) 

Conclusions 

This work was designed to reveal the contradiction between sustainability and 
mobility, particularly reference travel time recognition and its economic and 
cognitive impact, focusing on info-communication as a part of decision-making 
process. The beginning of the paper introduced the constant travel time theory and 
its cognitive reflection through sustainability. Nowadays, the added value of 
mobility is unquestionable, although it’s role in the decision-making process in not 
yet fully understood. Meanwhile, the increasing amount of travel-related 
information causes the cognitive load, and the transportation causes harmful 
environmental load. As travel time seems constant, different mobility modes have 
different (environ)mental loads. This study focused on travel time as a decision 
parameter and its impact on the (environ)mental load. 
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Abstract: This article presents a new, alternative method of gesture recognition, using the 

cognitive properties of intelligent decision-making systems, to support the rehabilitation 

process of people with disabilities: the Asynchronous Prediction-Based Movement 

Recognition (APBMR) algorithm. The algorithm “predicts” the next movement of the user 

by evaluating the previous three with the goal to maintain motivation. Based on the 

prediction, it creates acceptance domains and decides whether the next user-input gesture 

can be considered the same movement. For this, the APBMR algorithm uses six mean 

techniques: the Arithmetic, Geometric, Harmonic, Contrahamonic, Quadratic and the Cubic 

ones. The purpose of this article besides presenting this new method is to evaluate which 

mean technique to use with the three different acceptance domains. We evaluated the 

algorithm in real-time, using a general and an advanced computer, as well as testing, verified 

by prediction, from a file and comparison of the algorithm to one of their earlier works.  

The tests were done in four groups of users, respectively, each group performing four 

gestures. After analyzing the results, we concluded that the Contraharmonic mean technique 

gives the best average gesture acceptance rates, in the ±0.05 m and ±0.1 m acceptance 

domains, while the Arithmetic mean technique provides the best average gesture acceptance 

rate in the ±0.15 m acceptance domain, when using the APBMR algorithm. 

Keywords: cognitive infocommunications; human-computer interaction; Kinect; mean 

techniques; motivation; prediction-based gesture recognition; real-time gesture recognition; 

rehabilitation 

1 Introduction 

Stroke is one of the most frequent diseases of the modern day. As shown in [1, 2], 
48% of people who survived brain-to-asthma disease suffer from half-side 
paralysis. Not only that, in more than 60% of cases, cognitive decline is detectable. 
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Up to 12-18% of people with this disease are aphasic. 24-53% of stroke patients are 
partially or completely dependent on other people. Due to this, modern technology 
should be involved. 

The development of stroke rehabilitation methods that do not place additional 
burdens on the overburdened healthcare systems was stimulated by the increasing 
number of stroke patients in need of post-stroke rehabilitation [3]. Researchers are 
working on new rehabilitation methods as virtual reality can be used in 
neurorehabilitation. There are many initiatives in healthcare, primarily in the field 
of movement rehabilitation, where some form of gameplay is used. “Serious games” 
(in other words, games that develop something) can complement physiotherapy as 
motion elements are used. These are controlled by motion therapists [4]. Even 
virtual reality-based games and video games are new, well-used technologies that 
can be effectively combined with the traditional rehabilitation of an upper limb 
injury following a stroke. 

In the mentioned software, the movement of the patient is monitored through an 
optical device to indicate if they are practicing properly. There are some 
applications where the user is placed in a virtual environment and, for example, they 
handle a phobia or reduce the frustration associated with the rehabilitation 
procedure [5]. 

There are many neurorehabilitation techniques based on virtual reality technology 
that are promising on solving this problem [6-14], however they did not spread 
across the field of healthcare. These techniques are well-developed judging from an 
IT perspective, but the users in the healthcare field found them difficult to use and 
customize, thereby the patient lost motivation [15] [16]. In some cases, even the 
sensors should be customized [17]. Telemedicine can also be an important factor 
[18] [19]. It is more important nowadays than previously, as the hospitals are 
overcrowded and rehabilitation at the home of the patients is much more convenient 
for both the patient and the therapist. Therefore, we present an alternative method 
besides the existing ones, thus the workers in the field of healthcare could have one 
more method to choose from. 

Fortunately, the area of Cognitive InfoCommunications (CogInfoCom) [20] is 
ready to highlight new capabilities of ICT on human-machine blended 
combinations, such as hand gestures and movement evaluation [21-28]. This 
provides an opportunity to examine a number of human factors using modern 
cognitive IT methods. However, according to Ghazarian and Noorhosseini, 
exergames could not adapt to the needs of the patients if the application is calibrated 
by the therapist beforehand or when the correction values are pre-set [29]. Our 
previous work could adapt to the needs while maintaining the motivation of patients 
in the rehabilitation process [25]. However, it was not always accurate. Therefore, 
to improve our work as well, we propose the Asynchronous Prediction-Based 
Movement Recognition (APBMR) algorithm. This algorithm does not require large 
computing power, supports low-cost sensors such as the Kinect, can be used as a 
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form of telemedicine, and can adapt more accurately to the patients compared to 
our previous work. Thus, it can be used at the home of patients if they have a low-
cost sensor such as the Kinect. The APBMR algorithm “predicts” the next 
movement of the user by evaluating the previous three and decides whether the next 
user-input gesture can be considered the same movement with the goal to maintain 
motivation. It also follows the position of the user and matches their speed, to make 
the decision of accepted gestures easier. 

This article is structured as the following: Section 2 deals with the materials and 
methods. Section 3 presents the results, containing both real-time and file-based 
evaluations, section 4 discusses them and in Section 5, conclusions are provided. 

2 Materials and Methods 

This section is divided into three subsections: subsection 2.1 presents the idea which 
led to the development of the APBMR algorithm, while subsection 2.2 defines it in 
detail and subsection 2.3 presents the collected data. 

2.1 The Idea of the APBMR Algorithm 

While the Kinect v1 and v2 sensors can be used in the medical field by substituting 
more expensive sensors [30], with [31] or without data filtering [32], there are two 
problems with them regarding gesture recognition: the first is that when the user 
stands at a different distance from the sensor than before, it returns new x, y, z 
coordinates. Therefore, when repeating the same gestures at a different position, it 
may not be recognized. Another problem is the speed: when doing the same gestures 
at a different speed, the gestures may not be recognized as well. 

Thus, we devised and developed the APBMR algorithm in 2019 using C#, which 
follows the position of the users and also, tracks the speed of the movement. This 
algorithm is similar to two of our previous algorithms, namely the Reference 
Distance Based Synchronous/Asynchronous Movement Recognition 
(RDSMR/RDAMR) algorithms [25]. They are similar as they use the same gesture 
acceptation domain principle, but they will be compared and elaborated on in 
subsection 3.3 and section 4, respectively. 

Therefore, the following is hypothesized: The average of accepted gestures is larger 

when the APBMR algorithm is used than in the case of the previous algorithm it 

was based upon and it can also be used for telerehabilitation. 

It should also be mentioned, that even though the APBMR is developed for the 
Kinects; in principle, it can be used with any sensor that sends movement descriptor 
data in real-time and evaluates gestures by using coordinates. 
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2.2 Presenting the APBMR Algorithm 

In this subsection, the APBMR algorithm is presented. Before defining the steps of 
the algorithm, two pieces of crucial information should be noted. The first is that 
the algorithm only evaluates one axis at a time. After it completes the evaluation on 
one axis, it starts the evaluation on another. When all three axes are evaluated, the 
gestures are either accepted or rejected. The other piece of information is that the 
algorithm looks for repeating gestures in the movement descriptors by searching for 
the farthest and the closest coordinates from the starting point on the currently 
evaluated axis. This can be seen in Figure 1. 

Imagine that the starting coordinate of a gesture is the leftmost X in the figure. First, 
the algorithm determines whether the starting coordinate is at the bottom or at the 
top of a “slope”. Then, the algorithm searches for the coordinate that is the farthest 
from the starting coordinate (illustrated with the second X): in the figure the starting 
coordinate is at 0.5220696 and the farthest is at 0.1476125. Since the starting 
coordinate was at a top of a “slope” in the case of this example, then it looks for the 
farthest coordinate at the bottom. Reaching this coordinate means that the gesture 
is about halfway done. Afterward, the algorithm searches for the coordinate that is 
the closest to the starting coordinate (illustrated with the third X). In this case, it is 
at 0.5437541. As can be suspected, it is not the closest numerically, because 
searching for this coordinate has a few criteria: If the starting coordinate is at the 
top of a slope, then the closest coordinate also has to be at the top. Naturally, if the 
starting coordinate is at the bottom, then the closest coordinate has to be at the 
bottom as well. Also, the closest coordinate must be after the previous farthest 
coordinate. If this closest coordinate is reached, then the algorithm can conclude 
that this coordinate is the end of the first gesture. Afterward, the coordinate 
symbolized by the third X in the figure becomes the new starting coordinate for the 
next gesture and the algorithm repeats these steps. 

 
Figure 1 

Illustration of how the algorithm calculates the number of gestures and the length of the gestures 
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After defining how the algorithm finds the gestures, let us look at how it works, 
step-by-step: 

1. Scans the number of done gestures by searching for the closest and farthest 
coordinate points (referred to as “clofarpoint” later on) to the starting 
coordinate point in the movement descriptors. 

2. Calculates the average length of the scanned gestures. 

3. Predicts the possible next movement on the x axis and its acceptance 
domains based on the last three done gestures using mean techniques. This 
step has multiple substeps: 

a. While 𝑖𝑖 < 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 6, it calculates the length of 
the previous three movements based on the following rules: 𝑥𝑥1 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖+2  − 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖 (1) 𝑥𝑥2 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖+4 − 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖+2 (2) 𝑥𝑥3 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖+6 − 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖+4 (3) 

, where 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is the number of all “clofar” in the gesture 
descriptors. Variable i is incremented by 2 in each cycle. 

b. It creates an average of these lengths using a mean technique 
(mtk). This can be selected by the user (𝑘𝑘 ∈ [1,6]). The used 
mean techniques were the Arithmetic average (4), Geometric 
average (5), the special case of Harmonic average for three 
numbers (6), Contraharmonic average (7), Quadratic average (8) 
and the Cubic average (9). The special case of Harmonic average 
was required as the regular Harmonic average equation gave “Not 
a Number” (NaN) results during measurements. 𝑐𝑐𝑐𝑐1 =

1𝑛𝑛∑ 𝑥𝑥𝑖𝑖𝑛𝑛𝑖𝑖=1  (4) 𝑐𝑐𝑐𝑐2 = �∏ 𝑥𝑥𝑖𝑖𝑛𝑛𝑖𝑖=1𝑛𝑛  (5) 𝑐𝑐𝑐𝑐3 =
3𝑥𝑥1𝑥𝑥2𝑥𝑥3𝑥𝑥1𝑥𝑥2+𝑥𝑥1𝑥𝑥3+𝑥𝑥2𝑥𝑥3 (6) 𝑐𝑐𝑐𝑐4 =

𝑥𝑥12+𝑥𝑥22+⋯+𝑥𝑥𝑛𝑛2𝑥𝑥1+𝑥𝑥2+⋯+𝑥𝑥𝑛𝑛 (7) 

𝑐𝑐𝑐𝑐5 = �1𝑛𝑛∑ 𝑥𝑥𝑖𝑖2𝑛𝑛𝑖𝑖=1  (8) 

𝑐𝑐𝑐𝑐6 = �1𝑛𝑛∑ 𝑥𝑥𝑖𝑖3𝑛𝑛𝑖𝑖=13  (9) 

, where, similarly, as in equations (1-3), xi is the length of the ith gesture. Also, since 
the algorithm uses the previous three gestures, n = 3 in all mtk equations.  
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c. Generates a new coordinate called 𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑐𝑐𝑗𝑗 at frame j, while 𝑗𝑗 < 𝑐𝑐𝑐𝑐𝑘𝑘 and 𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥𝑖𝑖+4 + 𝑗𝑗 + 1 < 𝑥𝑥𝑖𝑖 by using one of the 
mentioned mean techniques and the following rules: 

𝑦𝑦1 = � 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑛𝑛𝑐𝑐𝑖𝑖+ 𝑗𝑗 ,
𝑥𝑥𝑖𝑖−𝑗𝑗𝑚𝑚𝑐𝑐𝑘𝑘 ≥ 𝑚𝑚𝑐𝑐𝑘𝑘−𝑗𝑗𝑚𝑚𝑐𝑐𝑘𝑘𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑛𝑛𝑐𝑐𝑖𝑖+𝑗𝑗  +𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑛𝑛𝑐𝑐𝑖𝑖+𝑗𝑗+12 , 𝑐𝑐𝑐𝑐ℎ𝑐𝑐𝑐𝑐𝑒𝑒𝑖𝑖𝑒𝑒𝑐𝑐  (10) 

𝑦𝑦2 = � 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑛𝑛𝑐𝑐𝑖𝑖+2+𝑗𝑗 ,
𝑥𝑥𝑖𝑖−𝑗𝑗𝑚𝑚𝑐𝑐𝑘𝑘 ≥ 𝑚𝑚𝑐𝑐𝑘𝑘−𝑗𝑗𝑚𝑚𝑐𝑐𝑘𝑘𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑛𝑛𝑐𝑐𝑖𝑖+2+𝑗𝑗+𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑛𝑛𝑐𝑐𝑖𝑖+2+𝑗𝑗+12 , 𝑐𝑐𝑐𝑐ℎ𝑐𝑐𝑐𝑐𝑒𝑒𝑖𝑖𝑒𝑒𝑐𝑐  (11) 

𝑦𝑦3 = � 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑛𝑛𝑐𝑐𝑖𝑖+4+𝑗𝑗 ,
𝑥𝑥𝑖𝑖−𝑗𝑗𝑚𝑚𝑐𝑐𝑘𝑘 ≥ 𝑚𝑚𝑐𝑐𝑘𝑘−𝑗𝑗𝑚𝑚𝑐𝑐𝑘𝑘𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑛𝑛𝑐𝑐𝑖𝑖+4+𝑗𝑗+𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑛𝑛𝑐𝑐𝑖𝑖+4+𝑗𝑗+1 2 , 𝑐𝑐𝑐𝑐ℎ𝑐𝑐𝑐𝑐𝑒𝑒𝑖𝑖𝑒𝑒𝑐𝑐  (12) 

𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑐𝑐𝑗𝑗 =

⎩⎪⎪
⎪⎪⎨
⎪⎪⎪⎪
⎧ 13∑ 𝑦𝑦𝑐𝑐3𝑐𝑐=1 , 𝑘𝑘 = 1�∏ 𝑦𝑦𝑐𝑐3𝑐𝑐=13

, 𝑘𝑘 = 23𝑦𝑦1𝑦𝑦2𝑦𝑦3𝑦𝑦1𝑦𝑦2+𝑦𝑦1𝑦𝑦3+𝑦𝑦2𝑦𝑦3 , 𝑘𝑘 = 3𝑦𝑦12+𝑦𝑦22+𝑦𝑦32𝑦𝑦1+𝑦𝑦2+𝑦𝑦3 , 𝑘𝑘 = 4�13∑ 𝑦𝑦𝑐𝑐23𝑐𝑐=1 , 𝑘𝑘 = 5�13∑ 𝑦𝑦𝑐𝑐33𝑐𝑐=13
, 𝑘𝑘 = 6

 (13) 

, where c is the coordinate of the previous gestures. 

d. Creates three acceptance domains for each 𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑗𝑗 
coordinate. It creates a very strict acceptance domain 
(𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑐𝑐𝑗𝑗 ± 0.05 𝑐𝑐), a medium strict one (𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑐𝑐𝑗𝑗 ±

0.10 𝑐𝑐) and the least strict one (𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑐𝑐𝑗𝑗 ± 0.15 𝑐𝑐). 

e. The algorithm does the previous steps for the remaining two axes 
(y and z). 

f. Calculates the percentage of the coordinates inside all three 
acceptance domains on all axes and evaluates whether the gesture 
is accepted. 

g. Waits until the user does a following gesture, then the algorithm 
pulls the earliest movement descriptor from the stack and starts 
over again with the remaining ones. 

h. The algorithm runs until the user turns it off. 
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By doing these steps, a possible next gesture of the user and its acceptance domains 
are created. As substep 3/e stated, the algorithm generated not only the possible 
movement descriptor of the user but their acceptance domains as well. See Figure 
2 for the sequence diagram of the APBMR algorithm. 

 
Figure 2 

Sequence diagram of the APBMR algorithm 

In Figure 3, the previously mentioned acceptance domains are represented with six 
thin blue lines, while the original gesture is drawn with a black line and the predicted 
movement with an orange line. The acceptance domains are generated around the 
predicted movement descriptors. 

If the reader looks at Figure 3, it could be observed that the acceptance domains and 
the predicted movement descriptors share the same shape on the x axis. The goal 
for the original movement is to stay inside these acceptance domains in each frame. 
Since all frames are evaluated, the gesture is accepted if it is inside these acceptance 
domains. This means at least 50% of the number of frames of a movement. If a 
gesture is accepted inside the strictest acceptance domain, that means that the 
APMBR algorithm can very accurately predict and classify the gesture of the user 
based on the previous three movements. Figure 3 tells us that for the strictest 
acceptance domain, 70% of the gestures are inside. For the medium strict one, 
98.65% are inside, and for the least strict, 100% are inside. 
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Figure 3 

Graphical representation of the APBMR algorithm on the x axis 

Keep in mind, that the algorithm predicts gestures on one axis at a time, therefore 
before deciding on an accepted gesture, the algorithm has to be run on all three axes. 
Fortunately, the algorithm is very fast and this does not result in a problem – even 
in real-time. 

The strength of this algorithm is that it can accept gestures when done in another 
position than the previous gestures. By default, this a problem with the Kinect, as it 
has a built-in 3D coordinate system and it only accepts those gestures that are done 
in the same position as the previous gestures. Since the APBMR algorithm follows 
the movement of the user, it predicts the position where the following gesture will 
be made. See Figure 4. 

 
Figure 4 

Graphical representation of the changing position of the right hand on the Kinect’s y axis 
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Another strength of this algorithm is that it is asynchronous, meaning that when the 
movements are done at a different speed (thus, having fewer frames), they are 
accepted as well. See Figure 5 for graphical representation. In the figure, the first 
three gestures are done at a “normal” speed, while the next six are done faster and 
the last few are slower. Only the strictest acceptance domain is shown in the figure. 

 
Figure 5 

Graphical representation of the changing movement speed 

2.3 Data Collection 

Data collection was done in the second half of 2019 at the University of Pannonia. 
Four groups of people tested the algorithm. Out of these four groups, two groups 
measured in real-time, while the data of the other two was logged in a file. This 
algorithm was evaluated using two different computers. We will refer to these 
computers as General or Advanced. Their specifications are the following: 

• General: Intel Core i7-720QM 1.60GHz, 6GB DDR3 1333MHz, ATI 
Mobility Radeon HD 5850 1GB 

• Advanced: Intel Core i9-9900K 3.60GHz, HyperX 32GB Predator DDR4 
3200MHz, ASUS ROG Strix GeForce RTX 2080 8GB GDDR6 SUPER 

Also, the speed of the algorithm when predicting from a file was also assessed. As 
the APBMR algorithm uses a similar principle as our previous algorithm, they were 
compared as well. Table 1 presents the data-gathering phase. 

Table 1 
Data collection 

Computer  People Gestures Repetition Evaluation Algorithm 

Advanced 16 4 10 File APBMR 
Advanced 32 4 10 Real-time APBMR 
General 32 4 10 Real-time APBMR 

Advanced 32 4 10 File APBMR and 
RDSMR/RDAMR 
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As can be seen, there are 16*4*10+32*4*10+32*4*10+32*4*10=4480 cases to 
evaluate the accuracy and speed of the APBMR algorithm. However, there are six 
different mean techniques and each was measured, therefore total number of cases 
is 4480*6=26880. This means that 32*4*10*2*6=15360 cases were evaluated in 
real-time and 16*4*10*6+32*4*10*6=11520 cases were evaluated from a file. 

It should be noted that in the second and the third row, the users who tested the 
algorithm were the same. Also, the measured gestures were the same in each row: 
A circular movement, a waving movement, a diagonal movement forwards and a 
diagonal movement upwards. Lastly, in the fourth row of Table 1, it can be seen 
that both algorithms were assessed. Here, the testers recorded gesture descriptors 
and the data were saved in a file, since it was critical to assess the same coordinates 
of the gestures. Therefore, in the case of the last row, both algorithms loaded the 
data from the mentioned file and evaluated it. 

3 Results 

This section is split into four subsections. Subsection 3.1 presents the real-time 
results of both computers when evaluating the algorithm. Subsection 3.2 deals with 
the results when predicting movement descriptors from a file. Next, subsection 3.3 
compares the APBMR algorithm to our old algorithm. Finally, subsection 3.4 
evaluates all results of the APBMR algorithm, by taking every previous data into 
account. 

Also, from the next subsection onwards, abbreviations are used instead of the 
frequently occurring words or phrases. These and their meanings are the following: 

• Average Gesture Acceptance Rate (AGAR), which is an average rate of 
accepted gestures in the whole dataset 

• Acceptance Domain (AD), where the users’ gestures have to be located 

• Arithmetic Mean Technique (AMT), as defined in equation (4) 

• Geometric Mean Technique (GMT), as defined in equation (5) 

• Harmonic Mean Technique (HMT), as defined in equation (6) 

• Contraharmonic Mean Technique (CHMT), as defined in equation (7) 

• Quadratic Mean Technique (QMT), as defined in equation (8) 

• Cubic Mean Technique (CMT), as defined in equation (9) 



Acta Polytechnica Hungarica Vol. 20, No. 5, 2023 

‒ 51 ‒ 

3.1 Real-Time Results 

First, the results received with the general computer were investigated (Figure 6). 
In the case of circular gestures, the CHMT gives the best AGAR for the strictest 
AD (26.95%), the HMT gives the best AGAR for the medium strict AD (64%) and 
the Arithmetic mean gives the best AGAR for the least strict AD (87.1%). In the 
case of waving gestures, the HMT gives the best AGAR for both the strictest and 
medium strict ADs: 76.1% and 95.7%, respectively. For the least strict one, the 
CHMT gives the optimal results with an AGAR of 97.265%. In case of the forward-
diagonal gestures, the CHMT gives the best AGAR for both the strictest and the 
medium strict ADs, which are 84.765% and 99.218% respectively. For the least 
strict AD, the HMT gives the best AGAR of 100%. This means that the HMT 
accepted every forward-diagonal gesture done by the users. Lastly, in case of the 
upward-diagonal gesture, the CHMT gives the best AGAR of 19.921% for the 
strictest AD. In the medium strict and the least strict ADs, the AMT gives the best 
AGARs of 52.343% and 75.39%, respectively. 

 
Figure 6 

Results received with the general computer (real-time) 

Secondly, the results received with the advanced computer were investigated 
(Figure 7). When circular gestures are assessed, the CHMT provides the best 
average acceptation rate of the strictest AD with 23.437%. For the medium strict 
and the least strict AD, the QMT provides the best average acceptation rates: 
73.046% and 98.437%, respectively. After evaluating the waving gesture using the 
advanced computer, the results show that the CHMT provides the best AGAR of 
the strictest AD with 79.296%. Meanwhile, the AMT has the best AGAR of 
96.875% medium strict AD. For the least strict AD, the HMT gives the best AGAR 
with 99.609%. In case of the forward-diagonal gestures, the CHMT provides the 
best AGAR using the strictest (65.625%) and the medium strict (92.187%) ADs. 
The AMT yields the best AGAR for the least strict AD with 96.093%. Lastly, in 
case of upward-diagonal gestures, the CHMT gives the best AGAR for all ADs: 
48.828% for the strictest AD, 89.843% for the medium strict and 94.921% for the 
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least strict one. It should be noted that for the least strict AD, the HMT has the same 
AGAR as the CHMT. 

 
Figure 7 

Results received with the advanced computer (real-time) 

Lastly, their speed was compared and that can be seen in Table 2. In the table, “1” 
refers to the circular movements, “2” to the waving gestures, “3” to the forward-
diagonal movements and “4” to the upward-diagonal gestures. Also, “G” refers to 
the general, while “A” to the advanced computer. 

Table 2 
Comparisons between the averages of time (ms) 

Mean  

Technique 
G1 G2 G3 G4 A1 A2 A3 A4 

AMT 3.047 3.048 1.466 1.770 0.603 0.549 0.485 0.451 
GMT 1.672 1.964 0.918 1.023 0.383 0.339 0.304 0.271 
HMT 1.193 1.878 0.825 0.896 0.355 0.323 0.265 0.245 

CHMT 1.574 3.528 0.924 1.221 0.453 0.432 0.325 0.305 
QMT 1.525 2.983 0.900 1.164 0.410 0.392 0.308 0.297 
CMT 0.985 3.199 0.955 1.323 0.272 0.413 0.333 0.314 

Naturally, the advanced computer performs the task faster. It can also be seen that 
the APBMR algorithm on the general computer is not slow either. This is good as 
this fact adds to the possibility of using this algorithm in a home environment. 

3.2 File-based Results 

In this subsection the file-based results are evaluated (Figure 8). Only the advanced 
computer was used in this regard. The first gesture to be evaluated was the circular 
movement: the CHMT gave the best average accepted ratio in the strictest AD with 
37.5%, while the AMT gave the best average accepted ratio in the medium strict 
AD with 64.322%. The QMT gave the best average accepted ratio in the least strict 
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AD with 84.895%. The following gesture to be evaluated was the waving gesture: 
the HMT gives the best AGAR in the strictest AD with 62.934% and the CHMT 
gives the best AGARs in all other ADs: 91.545% and 97.118%, respectively.  
It should be noted that the HMT and CMT returns the same results as the CHMT in 
the least strict AD. Next, the forward-diagonal gesture was investigated: in this case 
the CHMT gives the best AGAR in the strictest AD with 72.135%. Similarly, in the 
medium strict AD, also the CHMT gives the best AGAR with 88.281%. For the 
least strict AD, the AMT gives the best AGAR of 94.791%. Finally, the upward-
diagonal gesture was examined: the CHMT gives the best AGARs in the strictest 
and medium strict ADs with 45.520% and 76.562%, respectively. In contrast, the 
HMT gives the best AGAR in the least strict AD with 86.718%. 

 
Figure 8 

Results received with the advanced computer (file-based) 

3.3 Comparison to the RDSMR/RDAMR Algorithms 

This subsubsection shows the comparison between the APBMR and the 
RDSMR/RDAMR algorithms. However, we omitted the RDSMR from the 
comparison. With it, the elapsed time between two movement descriptors can 
influence the results, in contrast to the RDAMR where it does not: By definition, 
the RDAMR can provide a better average of accepted movements than its 
synchronous counterpart. 

The RDAMR works similarly to the APBMR: it creates the same ADs as the 
APBMR, but it only uses the first three gestures for their creation. Therefore, the 
ADs do not change during the gesture recognition. While the RDAMR works and 
can be used, the not-changing ADs could be a problem later on, since the algorithm 
does not follow the speed and the position of the user. If one of these factor changes, 
the algorithm would not accept the gesture, even if its shape is the same. Another 
difference between the algorithms is that the RDAMR evaluates whether the gesture 
is accepted during the time the user does the movements, while the APBMR 
evaluates it immediately after one is finished. 
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When comparing the two algorithms, we analyzed the AGARs of each mean 
technique (APBMR) and the RDAMR algorithm. Also, we only tested the APBMR 
in three ADs (±0.05 m, ±0.10 m and ±0.15 m). It became apparent that the APBMR 
returned improved results than the RDAMR. Therefore, we increased the ADs when 
using the RDAMR algorithm until it gave similar AGARs as the APBMR. It should 
be noted that their execution times could not be compared, as the APBMR evaluates 
after the gesture is done, while the RDAMR does it during the movement in each 
frame. The results of the comparison can be seen in Figure 9. 

 
Figure 9 

Comparing the mean techniques of the APBMR to the RDAMR algorithm 

Similarly, to before, the circular gesture was the first to be compared. Better AGARs 
are provided by all MTs of the APBMR than the by the use of the RDAMR 
algorithm. The difference between the AGARs of the two algorithms is very high 
in the cases of the AMT, HMT and CHMT. The AGARs when the GMT, QMT and 
the CMT are used are quite similar. Therefore, the APBMR is superior to the 
RDAMR in case of the circular gestures. Although, the results are more interesting 
in the case of the waving gesture: the differences in the AGARs of the RDAMR 
between the ±0.05 m and ±0.10 m ADs are quite large. Also, the AGAR of the 
RDAMR in the ±0.10 m AD (66.0%) is similar to the AGARs of the APBMR 
algorithm in the ±0.05 m AD (61.7% - 67.5%, depending on the used mean 
technique). Contrarily, in the case of the circular gesture, the ADs of the RDAMR 
are needed to be increased to ±0.15 m to have the same AGARs as the APBMR in 
the ±0.05 m AD. In the case of the forward-diagonal gesture, worse AGARs are 
returned by the RDAMR than in the case of the waving gesture. An AGAR of 88.7% 
is provided by APBMR with the use of the CHMT in the ±0.05 m AD which is the 
optimal mean technique to be used in this case. Meanwhile, a similar AGAR is 
provided by the RDAMR with 87.5% in the ±0.20 m AD, which is quite a large 
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AD. Similarly, to the forward-diagonal movement, the results regarding the 
upward-diagonal gesture are alike to it. In the ±0.20 m AD, an AGAR of 68.4% can 
be reached with the RDAMR algorithm which is slightly better than the ones in the 
±0.05 m AD using the APBMR algorithm. The AGARs of the latter are between 
58.6%-62.8% depending on the mean technique used. 

Although, as can be suspected during the comparison, superior AGARs are 
provided by the APBMR. In the ±0.05 m AD, the increase of AGARs is between 
358.2%-535.3% depending on the mean technique used, while in the ±0.10 m and 
±0.15 m ADs it is 87.8%-125.4% and 22.7%-47.3%, respectively. 

4 Discussion 

The APBMR algorithm also works well in real-time, and different MTs give the 
best AGARs in case of each gesture and ADs: in the ±0.05 m AD, the CHMT 
presents the best AGARs in three out of four gestures, while the remaining one gives 
the best AGAR with the HMT. In the ±0.1 m AD, the CHMT presents the best 
AGARs in two out of four gestures, while one of the remaining two gives the best 
AGAR with the AMT and the other with the HMT. In the ±0.15 m AD, the HMT 
presents the best AGARs in two out of four gestures, while the other two 
movements give the best AGARs with the AMT. However, the GMT gives the 
worst average acceptance rates in case of each gesture: for the circular movements, 
the AGARs of the GMT are the following: 11.272%, 28.013% and 39.397%, which 
are quite bad compared to the other MTs. For the waving gestures, the AGARs are: 
34.709%, 55.133% and 59.486%. For the forward-diagonal gestures, the AGARs 
are the following: 21.316%, 39.397% and 43.415%. Last, but not least, for the 
upward-diagonal gesture, the AGARs are: 28.995%, 51.339% and 60.825%. 

Based on the results, the GMT, QMT and CMT should not be used for predictive-
based gesture recognition as the AMT, HMT and CHMT provide better results. 
From the strictest AD to the least strict, the former has AGARs of 24.073%, 
43.470% and 50.781%, while the middle has AGARs of 29.334%, 56.848% and 
70.896%; and the latter has AGARs of 26.317%, 47.990% and 57.435%. Contrarily, 
the CHMT presents the optimal AGARs in both the ±0.05 m and ±0.1 m ADs with 
53.392% and 79.562%, respectively. For the ±0.15 m AD, the use of the AMT 
results in the optimal AGAR of 89.620%. 

Different numerical differences exist between the AGARs in case of each gesture: 
With the circular movements, the numerical differences are between 0.28125 - 
0.58371. In the case of the waving gestures, the numerical differences are between 
0.22686 - 0.32187. With the forward-diagonal gesture, the numerical differences 
are between 0.21652 - 0.35714, while the numerical differences are between 0.3183 
- 0.46897 with the upward-diagonal gesture. As mentioned, the APBMR evaluates 
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each axis. However, during these evaluations, it can be observed that numerical 
differences exist between the AGARs on each axis: on the x axis, the numerical 
differences are between 0.17383 - 0.20117, while the numerical differences are 
between 0.19076 - 0.34147 and 0.06803 - 0.07129 on the y and z axes, respectively. 

The measurements were done with the Kinect that has its own coordinate system 
with positive and negative values. Due to the possible negatives, the GMT, QMT 
and CMT gave worse results. It is possible that with other sensors – that do not 
return negative coordinate values – or with some shift in the returned coordinates 
of the Kinect, they may provide better results. See Table 3 which shows which MT 
to use in case of different gestures and ADs when evaluating on all three axes. 

Table 3 
Which mean technique to use in case of different gestures and ADs when evaluating on all three axes? 

AD Circular Waving 
Forward-

diagonal 

Upward-

diagonal 

±0.05 m CHMT (0.304) HMT (0.711) CHMT (0.738) CHMT (0.391) 
±0.1 m AMT (0.619) HMT (0.941)  CHMT (0.925) CHMT (0.723) 
±0.15 m AMT (0.837) HMT (0.977) AMT (0.964) HMT (0.833) 

When comparing the AMPBR to the RDAMR, the following can be concluded: in 
the ±0.05 m AD, the former has AGARs between 45.195%-62.656% depending on 
the used MT, while the latter only has an AGAR of 9.863%. In the ±0.1 m AD, the 
APBMR provides AGARs between 70.410%-84.524% depending on the used MT, 
while the RDAMR only provides an AGAR of 37.5%. In the ±0.15 m AD, the 
APBMR algorithm produces AGARs between 76.660%-92.571% depending on the 
used MT, while the RDAMR algorithm only produces an AGAR of 62.5%. 
Meanwhile, in the ±0.25 m AD, the AGAR of the RDAMR algorithm reaches a 
percentage that is similar to the AGAR of the APBMR in the ±0.15 m AD. 

Conclusions 

We proposed the Asynchronous Prediction-Based Movement Recognition 
algorithm, for physical rehabilitation using sensors. The APBMR algorithm predicts 
the next gesture of the users from the previous three by using six different MTs and 
decides whether the next user-input movement is accepted. By doing so, it can 
follow user’s speed and position, making the decision to accept the next gesture 
easier. The most important is to get the optimal AGARs. However, the optimal MT 
differs from gesture to gesture as well as from AD to AD, while the MTs that should 
not be used are the same in each case. The AMT, HMT and CHMT should be used 
for prediction-based gesture recognition, but these MTs should be changed 
depending on the gestures and ADs. Also, simpler gestures can require fewer axes. 

Still, when taking our whole database of gestures into consideration, the CHMT 
gives the optimal average of accepted gestures out of all six MTs in the ±0.05 m 
and ±0.1 m ADs with 53.392% and 79.562%, respectively. Meanwhile, in the ±0.15 
m AD, the AMT provides the optimal average of accepted gestures with 89.620%. 
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In conclusion, the APBMR algorithm is more accurate than our older RDAMR 
system. It can adapt to the current capabilities of the user, which is a criterion for 
maintaining motivation in the patients and for successful physical rehabilitation. 
Since the APBMR algorithm could be used at home, the rehabilitation process can 
be made easier for both the therapist and patient. Thus, our hypothesis is well 
accepted. 
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Abstract: Controlling, influencing and managing the fuel/energy consumption and refill 

frequency of hybrid vehicles will be essential in the coming decades of increasing vehicle 

autonomy and not have depleted or low battery vehicles, along the roadways.  

The presented research aims to establish a fuel consumption model with the vehicles' fuel 

consumption influencing factors, to simulate and evaluate the consumption and refill rate. 

The aim is to collect the effect of fuel consumption in a comprehensive literature overview. 

We defined the most relevant work for modelling and simulation. Results were validated in 

proving ground tests at a high-speed handling track. Several tests were done to validate 

different parameters' effects on fuel consumption and refine the models. As a result, we 

built a model that enables the correct prediction of reality in a model environment. It is 

valuable while autonomous vehicle testing is increasingly becoming simulations. Based on 

our results, autonomous vehicles can be developed with real environmental effects and fuel 

consumption behavior. 

Keywords: autonomous vehicles; plug-in-hybrid vehicles; fuel consumption; simulation 

and validation 

1 Introduction 

Increasing the autonomy of cars and electrification are the two main automotive 
industry trends in the second decade of this century. There are scenarios in that 
they go hand-by-hand in other options, and one of them may spread faster [1]. 
Vehicles of the future will need energy – fuel, electricity or even an unknown 
source – and their independence will increase [2] [3]. Their effect on the 
environment [4] [5] and keeping their operation cost optimal is a focal area [6] [7]. 
In the vehicle industry, the manufacturers need to compliance standards and social 
pressure about fuel and exhaust emissions [8] [9]. Vahidi and Sciarretta [10] dealt 
with connected and Automated Vehicles (CAVs) energy-saving potentials based 
on motion, optimal control theory and eco-driving. Other vehicles' connectivity 
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allows better anticipation of upcoming events (for instance: hills, curves, low 
traffic, state of traffic signals and measurement of neighboring vehicles).  
The paper created the first major analysis of connected and automated vehicles.  
It concluded that access to information (via advanced sensors and V2X 
communication [11] [12]) increased power, and precision positioning and control 
enable connected and automated vehicles to plan and execute eco-driving 
maneuvers much better than a human driver. Related literature to this paper 
specified energy-saving potentials. For instance, V2I causes 10% of energy 
savings, while connected and automated vehicles 20% (in platooning, where the 
vehicles communicate with each other, have 7-10% drag reduction).  
An interesting result, is that driving scenarios only have 3% of energy savings. 
These results and functions have a maximum advantage that does not need 
additional hardware costs, so it is not a significant effort from the manufacturer's 
side to develop these autonomous functions. Similar statements are presented in 
the paper of Barabas et al. [13]. He and Wu [14] presented mixed platoons with a 
mixed fleet of gasoline and electric vehicles. These vehicles have different 
characteristics as electric vehicles have high efficiency and energy recuperation. 
Their model uses a non-linear optimization depending on whether the platoon is 
led by an automated or a human-operated vehicle. This vehicle gets acceleration 
characteristics, which guarantees the lowest energy consumption of the platoon, 
while the following vehicles set targeted cruising speeds. The determination of the 
acceleration profile can be solved in many ways. One of these ways is with the 
continuum model. These models are usually used for hydrodynamic problems. 
However, Ronjung et al. [15] show that these models can describe the effect of 
acceleration changes with memory (that affects, for instance, fuel consumption, 
exhaust emission, velocity, or density) and give a proper solution with linear and 
non-linear stability checks too. These acceleration changes play a big role in 
traffic, causing traffic congestion or local clusters, and the model can reproduce 
these complicated traffic phenomena. This numeric solution is consistent with the 
theory. Fuel economy can be optimized in various ways. One of these ways 
introduced by Wu et al. [16] is an application designed for human drivers and 
autonomous vehicles. This FEOS (Fuel Economy Optimization System) system is 
designed for free-flow and car-following modes. It calculates the optimal 
acceleration and deceleration values by La-grange multipliers (considers even 
manual and automatic gear shifting and current gas pedal operations and 
calculates the optimal fuel usage with feedback). The system is based on previous 
optimization systems of sending the information to the autonomous vehicles, 
while the human driver gets the acceleration and deceleration information via an 
HMI (Human-Machine Interface). The system is tested and validated with a 
driving simulator experiment, where urban driving conditions gained more 
attention on saving gas than, for instance, freeway (because of the traffic 
conditions: more acceleration and deceleration is needed). Eight participants took 
the test from 24 to 34 years of age with normal vision and a valid driver's license. 
Four participants executed the test with FEOS and the other two without it, and 
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the test concluded that the fuel usage and emission were significantly lower with 
FEOS (12-26%). This advantage with an autonomous vehicle can be even better 
with improved motion planning methods [17]. Fuel economy testing is important 
nowadays, and there is no accepted mechanism. One method was designed by 
Mersky and Samaras [18], where the main goal was to create a test method for 
autonomous vehicles for fuel economy testing. This new method is different 
because it considers how individuals drive and compares to autonomous vehicles. 
This way, we can get a clear picture of the advantages of autonomous vehicles on 
fuel economy. In other models, autonomous vehicles have unrealistic optimization 
decisions or have many requirements and non-public information. This model also 
can calculate fuel consumption if the vehicle follows another vehicle. The paper 
concludes that it is challenging to reduce fuel economy without predicting, and the 
performance can improve significantly by improving the amount of time a vehicle 
can predict actions in the future. Ross et al. [19] investigate four scenarios that can 
be seen in Figure 1. These scenarios can be partial or full automation, personal 
and shared vehicles, and these scenarios are a combination of these. Based on 
2011 and 2014, an interpolation was done to 2017. These results are interesting: 
full automation is likely to result in more energy consumption mainly because it 
allows vehicles to travel faster (mainly because of travel demand). Shared 
vehicles' main energy saving potentials are because ridesharing can significantly 
reduce energy consumption. 
 

Figure 1 

Autonomous vehicle driving scenarios [14] 

According to these papers, reducing fuel consumption in vehicles is mandatory.  
In the case of full automation, if we do not reduce consumption, the pollution can 
gain too high a level, and it can affect health. That is why some regulations and 
testing standards need to be instituted to spread autonomous vehicles [20]. 

The self-driving vehicle can improve fuel consumption in different traffic 
situations, such as roundabouts, as Pokoradi et al. [21] described. Self-driving 
vehicles are much available to get information, communicate real-time data and 
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co-operate with other road users. Evidence from current research indicates that in-
vehicle systems positively impact fuel consumption and can improve fuel 
efficiency [22]. In-vehicle feedback systems are relatively new tools for driving 
more fuel and environmental consciousness to support driver behavior change. 
There are many devices on the board of the vehicles to be used to improve fuel 
efficiency, such as dashboard displays, heads-up displays etc. Barth and 
Boriboonsomsin [23] presented in their paper that speed feedback via in-vehicle 
dashboard displays can improve fuel efficiency by even 10-20%. Strömberg and 
Carlsson [24] report about a similar phenomenon in buses. Up to 6.8% in fuel 
consumption decreased when bus drivers received real-time feedback on their 
driving via in-vehicle eco-driving systems. Autonomous vehicle’s potential role in 
future mobility emission control is highlighted by Babiak et al. [25]. 

Similarly, to other characteristics, autonomous vehicles' fuel consumption 
measurement is hard to insert into the automotive industry's traditional type 
approval process, as Baranyi et al. [26] reported. The situation is much more 
complicated in the case of vehicles equipped with artificial intelligence. Aiming to 
reach a similar safety-critical failure level that is normal for human-driven 
vehicles, it would be necessary to test more than 4,000,000 km/s for an automated 
vehicle. It is not realistic, and this gap can be overburdened by using simulation 
environments combined with exceptional proving grounds [27]. 

Zöldy and Zsombók [28] research focused on determining the onboard (internal) 
and environmental (external) influencers of fuel consumption to be able to 
develop highly automated self-driving vehicles. They state that understanding and 
influencing fuel consumption is an excellent opportunity to utilize the driver 
assists systems for eco-driving in an increased way. This also provides a great 
help in assisting drivers in eco-driving training. Vehicle fuel- and energy 
consumption could depend on various reasons, and that is to be categorized as 
vehicle-driven parameters [29], road-related parameters [30], usage (driver) 
related parameters and ambient parameters. The four categories with their main 
contributors [31] and their magnitude [32] [33] are presented in Table 1. Related 
literature overview can be summarized as follows: autonomous and connected 
vehicles will have a significant role in future mobility. Testing and validation of 
automated vehicles make it necessary to test and measure the vehicle partially in 
virtual reality. Most of the aspects of self-driving vehicles are valid for energy 
consumption-related issues. As the future drivetrain technology is unclear yet, we 
focus on today's most complex solution, the plug-in hybrid technology, while it 
covers the two most potent applicants: electric vehicles and internal combustion 
engines. Focal research parameters were defined by Table 1 as follows: gear ratio, 
tire pressure, air conditioner use, vehicle speeds: 
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Table 1 

Influencers and their magnitude on fuel consumption 

Fuel consumption influencers (-%=increase fuel consumption 

Vehicle driven parameters Usage related parameters 

weight 0.5 l/100 kg total runtime up to 8 % 

gearbox -3.3 % severity of 
accelerations 

down to -10 % 

maintenance up to 5 % frequent braking -1.4 % 

engine oil up to 2 % over speeding -2.6 % 

tires (retreaded) -1.8 % driver style up to 5 % 

tires (low pressure -0.2 % short trips down to 7 % 

  engine start-up up to 12 % 

  air conditioning -3.0 % 

Road related parameters Ambient parameters 

surface type 1.0 % wet Intake air 
temperature 

cold temperature 

extra warm 
temperature 

wind 

landscape profile 

6.6 % 

material 0.5 % 

 

2 Materials and Methods 

The literature review-based research program is presented in Figure 1. After 
capturing the relevant fuel consumption onboard influencers, a test track for real 
vehicle testing was chosen and modelled. Real vehicle tests validated the model-
based simulations. 

 
Figure 2 

Block scheme of the research 

The test program has two main parts: first, the real driving fuel consumption data 
was measured and evaluated. The focus was on the onboard fuel consumption 
influencers, while an autonomous vehicle can potentially affect fuel consumption. 
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Measurement results were incorporated into the modelling and simulation part. 
The number of measurements was determined for each measurement series during 
the measurements based on the following. For a population with unknown 
distribution, the sample size can be calculated from the Chebyshev equations as 
follows: 

ασµσ
−≥








⋅+〈〈⋅− 1

n
kx

n
kxP

 (1) 

For simple random selection, the formula (1) is simplified to: 

( ) α−=∆+〈〈∆− 1)( xxMxP  (2) 

Rearranging Equation (2) gives the number of samples needed to achieve the 
desired accuracy: 

2

22

∆
⋅

= kst
n

 (3) 

Where: 

n - required sample size 

t - probability parameter 

sk - corrected empirical standard deviation 

D - accuracy range 

 

Using the formula (3), the number of measurements performed can be examined 
in the appropriate standard deviation. To evaluate this, I have determined based on 
the literature how much spreading ranges are acceptable for each parameter under 
test with a propellant. The results are shown in Table 2. Here, it can be seen from 
formula (3) that the standard deviation calculated from the number of 
measurements carried out is lower than the standard deviation, sexp, which 
characterizes the measurement's statistical robustness. Based on this, the results of 
the measurements are statistically acceptable. 

Table 2 

Number of measurements to be performed and performed per measurement point 

 sexp. scalc. t d n [db] 

Power W 0.07 0.040 1.96 0.05 6 

fuel consumption l/100 km 0.05 0.040 1.96 0.05 6 

energy consumption kWh/100km 0.03 0.031 1.96 0.05 10 
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2.1 Test Vehicle 

A parallel, mild-hybrid vehicle was chosen for the Integrated Motor Assist system 
tests. It has an internal combustion engine with a volume of 1.5 liters with variable 
valve timing. Its transmission system is a 6-gear manual gearbox. A brushless DC 
motor is placed between these two, which also serves as a starter, rated at 10 kW. 
The system output is 90 kW. The battery is a Li-ion pack, with a capacity of 
0.6 kWh, consisting of 84 cells, with a voltage of 12 V individually.  
The measurement was the following: the vehicle's cruise control was set at 
110 km/h speed, and tests were carried out with Normal mode. Measured onboard 
consumers were air condition, headlights and audio system. The decrease of the 
vehicle's range on a 2 km long highway distance has been investigated. 

Table 3 

Technical specifications of the measured vehicle [28] 
 

Engine 1.5 i-VTEC 

Displacement (cm3) 1.499 

Bore (mm) 73 

Stroke (mm) 89.4 

Maximum Power (kW (LE)) /révolutions 
(1/min) 

83(114) /6,100 

Maximum Torque 
(Nm)/révolutions(1/min) 

145/4,800 

Compression ratio 10.4:1 

Maximum speed(km/h) 200 

Acceleration (0-100 km/h) 9.9 

Empty weight (kg) 1,147 

Fuel consumption (l/100km) 

city 4.4 

highway 6.1 

mixed 5.0 

2.2 Test Track Description 

Two sets of tests were performed to verify the adequacy of the simulation results. 
The first was a measurement of consumption in an urban environment, where 
consumption variations were observed under identical traffic conditions but with 
variations in weather and day length. Analysis of the data from the measurements 
showed that the 40 cycles of measurements we carried out did not provide a 
sufficiently robust answer to whether our assumptions were sufficiently well 
founded. 

As a second test environment, we chose a dedicated section of a test track on 
which we measured the effect of different consumers on fuel consumption at a 
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constant average speed. During the measurements, the pressure in the vehicle's 
tires was varied intermittently, assuming that low pressure, which could be an 
indication of neglect or carelessness, was a clear indication of the vehicle's 
condition. 

The effect of the mix of factors influencing consumption thus created was 
investigated as a function of speed and gear. In order to have a properly 
interpretable set of results, it was endeavored to compare the consumption 
measured at the same speed data in the simulations. 

Each test track measurement cycle was run for 30 minutes at average speeds of 47 
and 50 km/h. 

In all cases, fuel consumption was measured at ambient parameters by preparing 
the vehicle's fuel supply system and dispensing it from a specially calibrated fuel 
tank using a top-up procedure to achieve the highest possible accuracy. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 

Test track for simulation (real picture and GPS tracked) 

2.3 Modelling and Simulation 

There are now many possibilities for simulating real-world consumption data with 
a high accuracy. The most widely used of these is the IPG Carmaker simulation 
environment, where arbitrary test programs can be run within a high-fidelity 
environment. Depending on the level of detail of the input data as well as the 
accuracy of the vehicle data to be tested, it can provide real-time results for 
vehicles in different environmental and driving situations. 
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In our case, we were looking for a more general solution to predict the measured 
data, so we chose to test in a simulation environment supported by neural 
networks. Simulation tools using neural networks, similar to the human brain, are 
able to predict fuel consumption and, thus vehicle range by taking into account a 
number of known or less known variables. 

In choosing the right simulation network, we took into account, the complexity of 
each network and the computational capacity required, as well as the amount of 
empirical data needed to achieve sufficient accuracy. This grew from the simplest 
black-box model, which relies only on the anemometric data, to the more complex 
but significantly higher accuracy back propagation and radial basis neural 
networks, which empirically, achieve efficiencies of 95-98%. 

According to the literature, there is a growing emphasis on the use of feed-forward 
neural networks. 

In this model, neurons can be grouped into several hidden layers. The main 
features are an input layer, whose length depends on the number of inputs, an 
arbitrary number of so-called hidden layers, and an output part, whose size is 
equal to the number of desired outputs. 

The size of the input and output layers were not varied and since no significant 
change was detected by varying the number of hidden layers, we worked with a 
network having only one hidden layer, varying only the number of neurons. 

3 Results and Discussion 

The main aim of the real-world test was to measure the effect of different onboard 
consumers on vehicle fuel consumption and distance prediction. The result can be 
summarized as it is presented in Table 4. 

Table 4 

Fuel consumption differences caused by the additional consumers 

  l/100 km kg/h difference 

Power 

[W] 

no consumer 4.6 6.24 0 0 

radio 4.65 6.31 1% 160 

lightning 4.7 6.38 2% 200 

air condition 5.3 7.19 15% 2,480 

heating 5.4 7.33 17% 2,720 

all consumers (radio, lightning, 
heating) 5.6 7.60 22% 3,080 
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Topological differences and environmental effects as wind were compensated so 
that the test was carried out in both directions, and the results were averaged. This 
approach helped to eliminate this effect and put onboard consumers in focus.  
A further research step could be to extend the investigations on the external effect 
on fuel consumption. Results of the simulation are presented in Figure 3.  
The baseline case was that no extra onboard consumers were added. The chart x-
axis is the driven distance [m], and y is the fuel/electric consumption (absolute 
fuel consumption, actual fuel consumption, and actual electric consumption). 
Results are presented with and without extra onboard consumers in Figure 4. Four 
different onboard consumer level was simulated on the same track with similar 
environmental parameters: no consumer (left up), lightning as 200 W energy 
consumption (right up), air-condition with 2,500 W (right bottom) and radio, 
lightning and heating with 3,000 W (left bottom). 

  

  
 

Figure 3 

Results of fuel and energy consumption simulation 

Figure 3 shows the simulations results in the distance function in all cases.  
The length of the testing curve is 2.4 km. The fuel and energy consumption 
profiles of the four cases are very similar. The main difference in energy/fuel 
utilization is seen in the first part of the track between 0 and 180 meters and the 
closing part after 2,300 meters. In the first track, the start-up energy consumption 
of the vehicle is the reason for the different behavior. In the last part, the 
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accumulator charge appears. During the intermedium parts of the track, only a 
slight difference is to realize that the tendencies (start and stop of ICE, start and 
stop of electric engine, recharge of accumulator) are the same. Table 5 gives an 
overall picture of the measured and simulated fuel consumption. In the third row 
of Table 5, the raw simulation data is compared to the measurement. It is to 
recognize that increasing onboard energy consumption increases the difference 
between simulated and measured values. 

Table 5 

Average fuel and energy consumptions 

Fuel consumption [l/100 km] 

w/o 

consumer 

200 W 

load 

2500 W 

load 

3000W 

load 

Simulation (Sim) 4.6 4.66 4.85 5.02 

Measurement (Meas) 4.6 4.70 5.3 5.6 

Sim - Meas difference 0% 1% 8% 10% 

Corrected simulation (Corr Sim) 4.60 4.70 5.34 5.62 

Corr Sim - Meas. Difference 0% 0% 1% 0% 
 

After evaluating the data, it is proposed to use a correction that is a multiplication 
of a z constant and the extra load as presented in Equation 6: 

 (6) 

where Bcorr is the corrected simulated fuel consumption, Bsim is the simulated fuel 
consumption, Z is the constant correction factor of 0.0002, and L is the actual 
extra load of the onboard consumers. As Table 5 last row shows with the proposed 
correction, the simulation results were in the 1% range of the measured results. 

Conclusions 

This work established a correction factor, to correlate fuel consumption simulation 
results, with onboard consumers and road test data. A comprehensive literature 
overview in the research paper highlights the importance of fuel consumption 
prediction of autonomous plug-in-hybrid vehicles. These vehicles contain all 
state-of-the-art propulsion technologies that will play an essential role in the 
mobility of the following decades [37]. The basis of the forecasting is a simulation 
model that correlates with the actual consumption. Development and testing of 
autonomous vehicles will be done partially in virtual reality. To have accurate fuel 
consumption simulation results, it is crucial to have correct fuel consumption data 
connected to that realistic emission and environment load. The three commonly 
used models and simulation environments were examined, and one was chosen, 
based on the potential for utilization. In this test environment, a basic setup was 
built, to do a basic test concerning the potential utilization and validate it with our 
tests. Our tests concluded that, the modelled fuel consumption method could be 
verified in simulations, for hybrid autonomous vehicles, in the future, with an 
accurate correction factor. 



I. Zsombok et al. Modelling, Simulation and Validation of Hybrid Vehicle Fuel Consumption 

 – 72 – 

Acknowledgement 

Project no. 2019-1.3.1-KK-2019-00004 has been implemented with support from 
the National Research, Development and Innovation Fund of Hungary, financed 
under the 2019-1.3.1-KK funding scheme. 

References 

[1] Madanipour, V., Montazeri-Gh, M., Mahmoodi-k, M. Clean Techn Environ 
Policy (2017) 19: 291, https://doi.org/10.1007/s10098-016-1195-y 

[2]  Szauter, F., Péter, T., & Lakatos, I. (2014, September) Examinations of 
complex traffic dynamic systems and new analysis, modeling and 
simulation of electrical vehicular systems. In 2014 IEEE/ASME 10th 
International Conference on Mechatronic and Embedded Systems and 
Applications (MESA) (pp. 1-5) IEEE 

[3] Lakatos, I., Szauter, F., Pup, D., & Nagy, A. (2020, November) Alternative 
Propulsion Buses in the Metropolitan Public Transport. In Vehicle and 
Automotive Engineering (pp. 49-66) Springer, Singapore 

[4]  Palevičius V, Podviezko A, Sivilevičius H, Prentkovskis O. (2018) 
Decision-Aiding Evaluation of Public Infrastructure for Electric Vehicles in 
Cities and Resorts of Lithuania. Sustainability. Vol. 10, p. 904, 
https://doi.org/10.3390/su10040904 

[5] Matijošius, J., Juciūtė, A., Rimkus, A., & Zaranka, J. (2022) Investigation 
of the concentration of particles generated by public transport gas (CNG) 
buses. Cognitive Sustainability, 1(1) https://doi.org/10.55343/cogsust.10 

[6] Gáspár, P., Bokor, J., Mihály, A., Szabó, Z., Fülep, T., & Szauter, F. (2015) 
Robust Reconfgurable Control for In-wheel Electric Vehicles. IFAC-
PapersOnLine, 48(21), 36-41 

[7] Zoldy, M., Szalmane Csete, M., Kolozsi, P. P., Bordas, P., & Torok, A. 
(2022) Cognitive Sustainability. Cognitive Sustainability, 1(1) 
https://doi.org/10.55343/cogsust.7 

[8] Szabó M, Szalmáné Csete M, Pálvölgyi T. (2018) Resilient Regions From 
Sustainable Development Perspective, European Journal Of Sustainable 
Development 7: 1 pp. 395-411, 17 p. 

[9] Čokorilo, O. (2008) Risk management implementation in aircraft accident 
cost analysis. The 12th Annual World Conference, Air Transport Research 
Society (ATRS) World Conference, July 6-10, 2008, Athens, Greece 

[10] Vahidi A, Sciarretta A (2018) Energy-saving potentials of connected and 
automated vehicles, Transportation Research Part C, 
https://www.elsevier.com/locate/trc 



Acta Polytechnica Hungarica Vol. 20, No. 5, 2023 

 – 73 – 

[11] Péter, T., Háry, A., Szauter, F., Szabó, K., Vadvári, T., & Lakatos, I. (2021) 
Analysis of Network Traversal and Qualification of the Testing Values of 
Trajectories. Acta Polytechnica Hungarica, 18(10), 151-171 

[12] Torok, A., & Pauer, G. (2022) Safety aspects of critical scenario 
identification for autonomous transport. Cognitive Sustainability, 1(1) 
https://doi.org/10.55343/cogsust.23 

[13] Barabás I., Todoruț A., Cordoș N., Molea A.: Current challenges in 
autonomous driving, IOP Conf. Series: Materials Science and Engineering 
252 doi:10.1088/1757-899X/252/1/012096 (2017) 

[14] He X, Wu X (2018) Eco-driving advisory strategies for a platoon of mixed 
gasoline and electric vehicles in a connected vehicle system, Transportation 
Research Part D, https://www.elsevier.com/locate/trd 

[15] Rongjun C, Hongxia G, Fengxin S, Jufeng W (2018) An extended macro 
model accounting for acceleration changes with memory and numerical 
tests, Physica A, https://www.elsevier.com/locate/physa 

[16] Wu C, Zhao G, Ou B (2011) Fuel economy optimisation system with 
applications in vehicles with human drivers and autonomous vehicles, 
Transportation Research Part D, https://www.elsevier.com/locate/trd  

[17] Antonya C., Butnariu S., Beles H.: Parameter Estimation from Motion 
Tracking Data. In: Duffy V. (eds) Digital Human Modeling. Applications 
in Health, Safety, Ergonomics and Risk Management: Ergonomics and 
Health. DHM 2015, Lecture Notes in Computer Science, Vol. 9185, 
Springer, Cham https://doi.org/10.1007/978-3-319-21070-4_12 (2015) 

[18] Mersky A C, Samaras C (2016) Fuel economy testing of autonomous 
vehicles, Transportation Research Part C, 
http://www.elsevier.com/locate/trc 

[19] Ross C, Guhathakurta S (2017) Autonomous Vehicles and Energy Impacts: 
A Scenario Analysis, ScienceDirect, https://www.sciencedirect.com 

[20] Robinson I: The End of Emissions with Self-Driving Cars, 2018.04.11, 
https://www.azocleantech.com/article.aspx?ArticleID=706 (2018) 

[21] Pokorádi, L., Koçak, S., & Tóth-Laufer, E. (2021) Fuzzy Failure Modes 
and Effects Analysis Using Summative Defuzzification Methods. Acta 
Polytechnica Hungarica, 18(9), 111-126 

[22] Rastelli J P, Milanés V, De Pedro T, Vlacic L: Autonomous driving 
manoeuvres in urban road traffic environment: a study on roundabouts. 
Proceedings of the 18th World Congress the International Federation of 
Automatic Control, Aug 2011, Milan, Italy 

[23] Barth M, Boriboonsomsin K: Energy and emissions impacts of a freeway-
based dynamic eco-driving system, Transportation Research Part D: 
Transport and Environment, Vol. 14, pp. 400-410, 2009 



I. Zsombok et al. Modelling, Simulation and Validation of Hybrid Vehicle Fuel Consumption 

 – 74 – 

[24] Strömberg H K, Karlsson I M: Comparative effects of eco-driving 
initiatives on urban bus drivers–Results from a field trial. Transportation 
Research Part D: Transport and Environment, Vol. 22, pp. 28-33, 2013 

[25] Babiak, M., Iglinski H.: Analysis of the potential of autonomous vehicles in 
reducing the emissions of greenhouse gases in road transport, Procedia 
Engineering 192, pp. 353-358 (2017) 

[26] Baranyi, P., Csapó, Á., Budai, T., & Wersényi, G. (2021) Introducing the 
Concept of Internet of Digital Reality. Acta Polytechnica Hungarica, 18(7) 
225-240 

[27] Szalay, Z., Tettamanti, T., Esztergár-Kiss, D., Varga, I. and Bartolini, C. 
Development of a Test Track for Driverless Cars: Vehicle Design, Track 
Configuration, and Liability Considerations, Periodica Polytechnica 
Transportation Engineering, 46(1), pp. 29-35, doi: 
https://doi.org/10.3311/PPtr.10753 (2018) 

[28] Zöldy M., Zsombók I.: Modelling fuel consumption and refuelling of 
autonomous vehicles Horizons of Railway Transport 2018 37, MATEC 
Web of Conferences 235, 000 https://doi.org/10.1051/matecconf/ 
2018235000 (2018) 

[29] Široký J, Schroder S, Gašparík J (2017) Comparison of operational and 
economic aspects of direct road transport and continental combined 
transport. Communications - Scientific Letters of the University of Zilina, 
19, 109-115 

[30] Geiger A., Holló A., Thernesz A., Durgo R., Czibor S., Bartha L, Gergó P. 
Chemically Stabilized Rubber Bitumen, Proceedings of EEC, Istanbul, 
Turkey, Volume: ISBN/EAN 978-90-802884-0-9, 1-8 (2012) 

[31] Zöldy M, Zsombók I. (2019) Influence of External Environmental Factors 
on Range Estimation of Autonomous Hybrid Vehicles, System Safety: 
Human - Technical Facility - Environment, 1(1), 472-480, doi: 
https://doi.org/10.2478/czoto-2019-0061 

[32] Zanne M, Groznik A, (2016) The impact of traffic flow structure on traffic 
safety: the case of Slovenian motorways. Transport. 1-7, 
https://doi.org/10.3846/16484142.2016.1153519 

[33] https://en.wikipedia.org/wiki/Honda_CR-Z 

[34] Prescan TASS – Users Manual, © 2018 TASS International Version 8.4.0 

[35] IPG Carmaker – Users Guide, User's Guide Version 7.0.1 

[36] ITD Vires- Format Specification, Rev. 1.4 – DRAFT 

[37] M, Baranyi P: Cognitive Mobility – CogMob. 12th IEEE International 
Conference on Cognitive Infocommunications – CogInfoCom 2021 • 
September 23-25, 2021 pp. 921-925 



Acta Polytechnica Hungarica Vol. 20, No. 5, 2023 

‒ 75 ‒ 

Monitoring Pandemics, using Sensor Data from 

Smart Ecosystems 

István Péntek, Attila Adamkó 

University of Debrecen, Faculty of Information Technology, Kassai út 26, 4028 
Debrecen, Hungary; pentek.istvan@inf.unideb.hu; adamko.attila@inf.unideb.hu 

Abstract: In recent decades, new solutions, shaping smart city architecture. Data generated 

by healthcare and smart devices infiltrate into smart city solutions. This topic is heavily 

challenging and rapidly evolving. The constant and fast change in the subject technologies 

that implement an architecture and the sensitivity of data from human sources can be seen 

as key factors in these challenges. In this research, we have tried to present some possibilities 

that are obtainable by smart city solutions, in such a way, that they can be used effectively, 

by healthcare during a pandemic. Research focuses on how data from wearable devices can 

be collected and used, how these can be integrated into the ecosystem of smart cities, and 

how data can be used in health care. Access to health-related and personal data is regulated 

by the General Data Protection Regulation, which made the architecture use a high level of 

abstraction business definition and extensibility. The envisioned features of the above-

mentioned architecture rely solely on the disciplinary areas of service-oriented architecture 

and component-oriented development methodologies. The described smart ecosystem offers 

the possibility of cognitive supplementation of human capabilities based on general bio-

sensor data. It illustrates an example of use, for a healthcare workflow, where service 

abstraction plays a key role. 

Keywords: healthcare; smart city; smart home; wearable; activity tracker 

1 Introduction 

Modern smart city solutions are compatible with several types of sensors.  
The complex, Smart City Systems, are gathering sensor data to take advantage of 
the perceptions gained from the processed data. The extracted information can be 
applied to control various devices, resources or improve services. Smart cities are 
organized in a network that can share raw data or extracted information with other 
smart cities or their institutions. With the information extracted from the accessible 
data, the consumers and smart city services can make many preferable decisions 
and provide value-added services. 
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Modern homes can be smart as well and can be connected to one or more networks. 
In this sense, modern homes are not individual systems, they can be a part of well-
defined networks. If one or more smart homes are connected to a closed network, 
then they can share information. Smart homes connected to an open network can be 
linked to other services or other services can be linked to smart homes [1]. In this 
way, open smart home solutions can integrate into smart city solutions, they can 
communicate with each other and use each other’s resources. Smart homes typically 
can share a large amount of sensor data with their environment, so smart cities can 
use these sensor data of smart homes to improve the quality of their services. In a 
modern smart city, the city’s services need a lot of data and information to operate 
the services and the city’s smart institutions [2]. 

In most cases, smart home solutions only spread to the extent that the collected 
sensor data is used locally to operate the building, thus optimizing operating costs 
and convenience. So, most of these solutions are exhausted in heating control, 
automatic control of shading systems, watering plants, and so on. However, next-
generation solutions are now able to collect data from the users ’devices as well. 
This allows smart homes to access data that most users can only browse with the 
right target applications. Wearable activity tracker devices have thus become 
connectable to smart home solutions. In this way, the biosensor data collected by 
smart homes can be easily channeled into modern smart home solutions, thus 
providing useful data to healthcare institutions and services in the city [3]. 

2 Digitized Healthcare Services in a Smart City 

The digitization of healthcare services is most often exhausted through the 
publication and storage of examination results in digitized form. However, in some 
cases, beyond this, digitalization involves the contribution of external services and 
making the services of a healthcare institution publicly available. In a smart city, 
institutions operating in the city should also take advantage of digitization. With the 
help of digitized health services, data from external sources can also be used in 
health examinations [4]. Using data from an external source, a general medical 
examination can provide a much more accurate picture of a patient’s condition and 
make a more accurate diagnosis. Professionals also measure heart rate and blood 
pressure in a basic medical examination, but this only reflects the current condition 
and does not provide a historical data set that could be interpreted retrospectively 
[5]. In most cases, health systems do not even have access to such data. However, 
it is possible for tools developed for this purpose, but for personal use only. In some 
cases, for example, 24-hour blood pressure monitors and blood glucose monitors 
are used. The data provided by these tools are evaluated only after using the tool.  
In other words, the data is evaluated by professionals only after, all of the 
measurements are completed and any anomalies or optionally required reactions, 
can be reported. 
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However, tools to support a healthy lifestyle are becoming more widespread and 
popular. An increasing proportion of the population has such facilities. These 
devices usually collect data using several different sensors during continuous 
operation. Most of these devices have a unique mobile application that collects, 
reads, and interprets data. Most of these tools also provide a publicly available 
interface for extracting data. Some applications for devices can even synchronize 
measurement data to the cloud. Some smart home solutions are now able to detect 
these devices and receive measurement data. Also, there are smart home solutions 
that allow you to extend the implementation so that even other standard tools can 
be incorporated into the smart home ecosystem. Smart bracelets and activity 
tracking devices used by people are equipped with several different sensors. Even 
the cheapest devices can track heart rate data, more expensive devices can even 
monitor blood oxygen, and some devices also measure blood pressure, although this 
is not yet the case in this segment. The devices can export data in multiple formats, 
but some devices require the use of a special application. 

Measurement data from activity monitoring devices, embedded in smart home 
solutions, is not an advantage for the home to operate home units. For the most part, 
there is no need for this data, the building can be operated perfectly without it. 
Because smart homes make people’s lives easier not only in the area of operation 
but also in many other areas, these data can be useful in the area of well-being. 
Smart homes channeled into the smart city system can transmit these measurement 
data to the city or some of its services. Biosensor data collected by smart homes can 
be useful data sources for smart cities and their institutions [6]. In healthcare 
facilities, historical data may be the basis of the examination. Data that cannot be 
measured or generated locally can also be analyzed by professionals. 

After analyzing the data, smart homes can perform additional useful tasks based on 
the results. During monitoring, smart homes can pay close attention to the 
occurrence of certain data and can even initiate alarms or other activities. In this 
way, smart homes complement health services with a user-operated ecosystem. 

Fig. 1 illustrates an overview of the reference architecture in which the connection 
between smart homes and smart city health facilities can be established.  
The connector between the smart homes and the healthcare institutions is a third-
party system, that has been designed to act as a hub between the smart homes and 
healthcare institutions. The Med-i-hub system will be described in the next section. 
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Figure 1 

Reference architecture of a smart ecosystem 

2.1 Adding Cognitive Extensions to Traditional Healthcare 

Solutions using the Smart Ecosystem 

Information and communication technologies (ICT) are increasingly being used in 
healthcare management systems [7]. Significant progress in ICT in recent years 
offers a solution to the problems of healthcare management systems. Thanks to this 
development, generic healthcare systems can be endowed with artificial intelligence 
capabilities, with the help of which these systems can support the decisions of 
professionals much more effectively. Bio-sensor time series produced by 
individuals provide healthcare systems with data that allows individuals to benefit 
from the use of their data. 

Traditional healthcare systems can thus be equipped with various cognitive 
extensions that access and use the patients' bio-sensor data while they live their 
everyday lives. With the help of accessible data, healthcare services can be 
improved in many areas, e.g.: Heart rate values are a base for most medical 
examinations. Exploiting the possibilities of smart cities is obvious in a smart 
ecosystem where the goal is to improve healthcare services with collective cognitive 
capabilities. 

Monitoring and keeping under control, a pandemic situation requires such cognitive 
capabilities, that can recognize the positive cases in time. The most important 
criterion for protection and treatment is to identify and isolate positive cases and 
contacts as quickly as possible. The Med-i-hub system can help this work by 
connecting and supplying the healthcare areas with the sensor data. 
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3 Med-i-hub Prototype System 

One of the most interesting and difficult challenges for healthcare systems is 
dynamic scalability, based on the actual load. Currently, healthcare systems are not 
or not properly scalable and due to their possibly outdated architecture, are not 
suitable for adding additional resources as the load increases. Our experience shows 
that existing, mostly monolithic healthcare systems can operate using cloud 
services, but due to the lack of scalability options, they are unable to take advantage 
of cloud services, so most system components do not operate in cloud architecture 
and require unique and dedicated physical resources. It is often the case that a 
resource is shared by several services, which can impair the efficiency of services 
because a significant portion of the resources is shared with other services. If one 
service uses more of that resource, other services will have less of that resource. 
When designing these types of systems, the scaling of resources should take into 
account the number of components they share and the proportion of services that 
will use those resources. In the case of existing components, it is only possible to 
prepare the components for scalability by costly conversion. A system or 
component can be scaled in 2 dimensions: horizontally or vertically. The two 
dimensions are not mutually exclusive, it is possible to use both at the same time, 
however, cloud architectures mostly support horizontal scalability. 

3.1 Scalability of the Hub System 

In the case of horizontal scaling, existing system components are "cloned" and 
attempts are made to add more instances over time to perform multiple tasks. In this 
case, the system components have a separate set of resources. Vertical scaling gives 
existing system components more resources, such as processor cores, memory, 
storage, etc. This is more difficult to implement with cloud architecture and is a 
less-used solution. For the proposed system, horizontal scaling is used, but we do 
not cover the technological implementation of scaling in the description of the 
research results. 

There are several conditions for horizontal scalability, the most critical of which 
should be considered when designing a system [8]: 

- Replacement: during the design of the components, special care must be 
taken to add a new element to the system during the horizontal scaling if the 
load increases or to remove an existing element if the load decreases. Thus, 
"replacement" is a very important consideration in the state transitions of 
components during the design of individual business processes. 

- Capacity planning: To facilitate scaling, you need to know how many 
resources are needed for a given number of transactions. Knowing the 
capacities will help you estimate the amount of scaling required for the 
specified load. 
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- Monitoring: continuous monitoring of the load allows the scaling to operate 
under maximum controlled conditions. 

- Predefined route: in the case of a live system, scaling should be directed so 
that transactions reach newly added elements during up-scaling, but do not 
include transactions removed during down-scaling. Predefining routes helps 
to logically distribute the load. 

In addition to horizontal scaling, the proposed system is designed to handle requests 
efficiently, even under heavy loads. In the research, the research team proposes a 
horizontally scalable hub system that works with bio-sensor data and can be easily 
integrated into the ecosystem of smart homes and smart cities. The proposed system 
is called the Med-i-hub. The architecture of the system can be logically divided into 
two major parts, the service layer, and the sensor layer. 

Figure 2 
Reference architecture of the Med-i-hub system 
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3.2 The Layered Architecture of the System 

In the architecture of a proposed Med-i-hub system, the service layer and the system 
elements located here are responsible for communicating with biosensory devices. 
The sensor layer receives, transforms, and stores measurement data, it filters and 
marks possible measurement errors. It is not intended to serve web requests, 
although it does have publicly available programming interfaces through which it 
can receive the raw measurement data. The task of the sensor layer is to process the 
incoming data in near real-time and put it in permanent storage. It has to keep the 
response time to devices as low as possible. 

Another layer of the Med-i-hub system is the service layer. The primary function of 
the service layer is data visualization. This layer is also accessible via HTTP.  
It makes the data placed in the persistent storage by the sensor layer available to 
users. In addition to the classic web interface, this layer also provides open 
programming interfaces for accessing data. It supports multiple message formats 
and is able to respond to callers in XML or JSON format, as well. It can be scaled 
horizontally by adding extra web servers, but this layer is not intended to guarantee 
near real-time response time as the load increases. Unlike the sensor layer, this layer 
does not use the same technology stack. The data is stored in a classic relational 
database, the system communicates with callers via general web servers without 
data manipulation. So, this layer is like a classic web application. Fig. 2 illustrates 
the reference architecture of the Med-i-hub system with the described layers. 

3.3 Integration with External Systems 

Because the system logically behaves like a hub and is still designed as a hub 
system, one of the most important questions is how to integrate it with other 
systems. The most important task of hub systems is to provide information or raw 
data to actors [9]. An open application programming interface (API) has been 
developed to allow the system to easily collect data from other systems equipped 
with bio-sensors. Open APIs can use multiple message formats for both request and 
response, which can be controlled by the caller in the request header. The client can 
specify the requested content type using MIME types. It must be sent in the request 
header. The following MIME types are valid for requests in the prototype system: 

- application/json 
- application/xml 
- application/xhtml+xml 
- application/fhir+xml 
- application/fhir+json 



I. Péntek et al. Monitoring Pandemics, using Sensor Data from Smart Ecosystems 

‒ 82 ‒ 

These MIME types can be used in both layers, so the hospital information systems 
also have the potential to define the standard they know. With FHIR support, the 
system is able to support the use of better-known health standards. 

3.4 Smart Home Extension 

Using open application programming interfaces (open API), integration with 
external systems is quite easy. An open API is easy to discover using the appropriate 
browser. Multiple open-source toolsets are available to work with open application 
programming interfaces. While different smart home solutions have different 
capabilities and network interfaces, should implement an extension framework.  
In some cases, special systems are developed to operate the building so it is 
necessary to define an extension framework to proxy the data from the internet of 
things (IoT) devices to the smart institutions. 

The research team is working on a smart home extension recommendation to 
support extending the smart home solutions with smart health care services.  
The extension helps to feed cognitive health care services with bio-sensor data 
produced by individuals. 

4 Collection and Use of Health-related Data 

Thus, the data transmitted by the devices used by the users can be collected and 
transmitted to the actors connected to the network. Different devices make 
measurement data publicly available in different formats. Some tools are familiar 
with industry standards, while others do not use standards. Because measurement 
data cannot be used without interpreting the data, it is important to extract the 
information from the raw measurement data. None of the actors discussed so far can 
be expected to interpret the data and have the expertise to extract the information 
[10]. It is necessary to introduce an intermediate layer to perform the following 
tasks: 

- Receives the raw measurement data 
- Clean, filter out measurement errors 
- Transforms the raw measurement data 
- Standardize the processed measurement data 
- Stores standardized data 
- Forward it to the appropriate actors 

Smart home solutions do not have the task of understanding and using healthcare 
domain knowledge, it is also not the job of smart city solutions. It is not the job of 
health systems to understand and integrate different physical wearable devices [11]. 
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Our proposed Med-i-hub system, described later in this research, can be used for 
this task, establishing a connection between user devices and health systems, taking 
advantage of smart home and smart city solutions. 

4.1 Health Care Standards 

Many standards are available in the field of health care, but only a few of these are 
widely used. One such common and the commonly used standard is Health Level 7 
(HL7). Health Level 7 (HL7) is a widely used international standard for the 
transmission of health data, and electronic patient records [12]. The name of the 
standard refers to the seven layers of the OSI model. In the HL7 definition, the top 
layer, i.e. the seventh layer, is the application layer responsible for health data 
interchange, which defines how the systems can understand the electronic health 
records sent or received. The HL7 standard is the result of a private project run by 
the Health Level Seven consortium, also recognized by the American National 
Standards Institute (ANSI). The purpose of the standard is to develop a widely 
accepted health standard. Almost 55 countries are already members of the 
organization. At the time of this research, the most common version is v2. The v3 
version contains some important changes that may help spread the standard.  
The widespread adoption of the new version is hampered by the point that 
healthcare systems are changing very slowly, more slowly than other types of 
systems, and the transition to the newer standards and technologies is also very 
costly. The HL7 v3 standard is backward compatible and supports the v2 version 
[13]. 

The HL7 standard is based on the Systematized Nomenclature of MEDicine 
(SNOMED) categorization system. SNOMED is one of the most complete medical 
code systems in the world, allowing the most exhaustive medical description of 
patients [14]. It is based on the Systematized Nomenclature of Pathology (SNOP), 
created in the 1960s, which was initially designed to represent pathological concepts 
in a multidimensional system [15]. Fast Healthcare Interoperability Resources 
(FHIR) is a healthcare standard that uses the HL7 standard [16]. The HL7 standard 
was created by Health Level Seven organization to describe the message format and 
a standard application programming interface for the efficient and unambiguous 
exchange of health data. FHIR is based on the HL7 standard. It uses the HL7 data 
format, but is much more modern, making it easy to use. It allows the use of modern 
web technologies such as Representative State Transfer (REST) and Hypertext 
Markup Language (HTML) [17]. External systems can use the Javascript Object 
Notation (JSON) or Extensible Markup Language (XML) message format to 
exchange electronic health records [18]. The main purpose of the FHIR standard is 
to define cooperation between health systems and to standardize data exchange. 
Thanks to the HL7 and FHIR standards, data can be easily accessed by healthcare 
providers and individuals from a variety of devices, e.g.: a mobile device or a 
personal computer. 
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Figure 3 

HL7 data flow using Med-i-hub system 

As HL7 is a widely supported standard introduced in more and more countries, it is 
advisable to rely on it when developing new systems if the developed system 
exchanges electronic health records with other systems. Using the HL7 standard the 
national regulations can be applied standardized way. In this research, we relied on 
the HL7 standard. Fig. 3 illustrates the common HL7 data flow using the Med-i-hub 
system. 

4.2 The Usefulness of Bio-Sensory Data during a Pandemic 

A pandemic is an infectious disease that infects many people over a very large area, 
whether on several continents or worldwide. Officially, the World Health 
Organization (WHO) is entitled to declare a pandemic. In cases of an infectious 
disease that occur in a short time, in greater numbers than usual, and there is a link 
between them, it is an epidemic. If an infectious disease is persistent in a given area 
and occasionally produces new cases, then it is called endemic. Seasonal influenza, 
which affects large areas but not the whole world, is considered an endemic, not a 
pandemic, but a new influenza virus that is devastating to humans could cause a 
pandemic [19]. Mankind has repeatedly faced pandemic diseases. Advances in 
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technology make it possible to detect positive cases in a short time and search for 
contacts effectively. The tools currently in use during the pandemic, while effective, 
do not take full advantage of the technology. 

COVID-19 has become a focus of research, so we have learned a great deal about 
hitherto, unknown information, concerning coronaviruses. Among other things, 
new research suggests that coronavirus infection can be detected from pulse data 
before a patient produces a positive coronavirus test result. According to the 
research, the infection can be detected up to 7 days before the onset of symptoms 
and a positive test by continuously analyzing heart rate data. The study identified a 
metric in pulse data that occurs before positive cases in most cases. According to 
the metric, there is a change in the time elapsed between heartbeats. Although a 
change in heart rate may not only occur in COVID-19 disease, it may be a clear 
indication that an individual's immune system is working [20]. 

According to another study, where the research was based on measurements at rest, 
the infection could also be detected with the help of everyday activity monitoring 
tools before it caused symptoms. The study states that the extremely increased heart 
rate indicated the onset of symptoms. Changes in heart rate data were observed in 
81% of study participants who later produced a positive test result. This change in 
heart rate data can occur up to nine and a half days before symptoms. According to 
a study by Nature Biomedical Engineering published in November, the researchers 
used smartwatch data to identify nearly two-thirds of COVID-19 cases four to seven 
days before people developed symptoms. The study looked at data from 32 people, 
of more than 5,000 participants, who became positive for the virus [21]. In the study, 
the researchers retrieved raw heart rate data. The outlier values were removed.  
A measurement value was signed as an outlier the heart rate value was greater 
than 200 or less than 30. Heart rate features were extracted, such as median heart 
rate per minute and average heart rate per minute. Additionally, daily steps were 
calculated. The researchers were looking for the abnormal resting heart rate, and 
they created a metric to find the abnormalities. 

The above researches also confirm that the work done by the research team is 
forward-looking. Measurements made by bio-sensory devices used by ordinary 
people can be used in a large number of areas. Analyzing the data can help detect 
certain diseases, manage the risks, and use the results of the analyzes to make 
medical examinations more accurate [22]. This, of course, requires the development 
of a solution that allows these data to reach healthcare institutions as well. The data 
is mostly not available to doctors and users do not keep it long enough. Few 
analyzes are performed on the measurement data, as no such target software or 
application is available on the market. The development of smart homes and smart 
cities, on the other hand, provides an opportunity to link the city’s health facilities 
and residents’ measurement data. With our solution, the Med-i-hub system with the 
help of activity tracker devices can be easily channeled into smart homes, and smart 
homes can transmit data or information extracted from measurements to the smart 
city’s institutions. 
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The Med-i-hub system has a prototype version. The system was operating for test 
purposes multiple times. The research team has historical data from voluntary 
participants. From such data, the research team has already performed various data 
processing operations. 

4.3 Data Measured by Med-i-hub System before the First 

Positive COVID-19 Test 

Using the Med-i-hub system, this data can be easily accessed and analyzed on an 
individual basis. The system also allows for the easy sharing of data with the 
appropriate healthcare institutions, who can make the necessary decisions or make 
recommendations to patients. 

 
Figure 4 

Heart rate values 72 hours before the first positive COVID-19 test (retrieved from historical data) 

Testing of the system was ongoing during the pandemic, so historical data were 
available that subsequently confirmed the association between increased heart rate 
and COVID-19 infection. The research team also conducted its experiment, 
assuming an analysis of the relationship between historical data and heart rate and 
infection. A small test group was formed, 10 Hungarian people who had no contact 
with each other. Participants continuously wore the activity monitoring devices and 
transmitted the measurement data to the Med-i-hub system using a mobile 
application developed for this purpose. The test lasted for half a year, between 
August 2021 and January 2022. Participants immediately make a rapid COVID-19 
test for any symptoms of COVID-19. The result and date of the test were handed 
over to the research team. A positive coronavirus test was performed on three of the 
ten participants. One in November, another one in December, and in January.  
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In these three cases, the heart rate fluctuated during the infection but was higher 
than the previously measured average. Fig. 4 shows one of the three cases where 
the average heart rate is higher than before the infection. 

Fig. 5 shows the official Hungarian COVID-19 statistics. 

 
Figure 5 

Hungarian COVID-19 statistics for the given period 

Many other symptoms may precede a positive COVID-19 test result. Some of these 
can be tracked by an everyday person with wearable activity tracker tools, and the 
results can be easily analyzed [23]. The described hub system allows connecting 
common residential systems with the smart institutions in the smart city. The health 
care systems can access historical sensor data. This way, these systems can develop 
their services. Using real-time data or time series the institutions are able to provide 
more reliable and efficient service to the users. In the future, smart healthcare 
systems have to use data from external sources to provide more efficient services to 
their users. In the above cases, the healthcare institutions were blind, they do not 
know about the positive tests, the tests were made by third-party companies.  
The doctors became aware of the positive test from the patients, after hours of the 
test result. Smart processes with smart participants will result in smart healthcare 
services. 
Conclusions 

The described system is a good complement to both smart homes and smart cities, 
as it extends the functionality of the two systems while minimizing development 
tasks. The proposed system acts as a hub in a smart ecosystem while being able to 
perform computationally intensive tasks in near real-time. As a result, there is no 
need to expand the smart systems’ hardware. With well-defined standard interfaces, 
the system can be easily integrated into existing systems without the need to 
implement different and complex data formats and communication interfaces. 

In the event of a pandemic, several different defenses are needed. Each form of 
defense is designed to curb or stop the epidemic. The best solution to curb epidemics 
is to identify positive cases on time and quarantine those affected, minimizing 
contracts. Continuous screening is needed to recognize positive cases on time. 
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Continuous screening can be invasive or non-invasive. Both methods have 
advantages and disadvantages and can even be effective in combination as well. 
The research has proposed a solution for non-invasive screening solutions that 
allows positive cases to be screened in a way that does not involve an extra cost to 
individuals and the time spent is minimal. The proposed solution fits into the 
everyday lifestyle, of individuals and does not require extra effort. Smart homes are 
becoming more prevalent and smart cities are evolving with them. Combining the 
two smart systems and exchanging data provides an opportunity to develop 
cognitive healthcare services that simultaneously serve the well-being of 
individuals and the community without incurring additional work for them. 
Advances in information technology and medicine provide an opportunity to 
recognize and manage epidemic situations and thus minimize harm. The strength of 
smart ecosystems, lies in the quality of their cognitive services and the bio-sensor-
based cognitive healthcare capabilities, that fit perfectly into this ecosystem. 

References 

[1] Dae-Man Han and Jae-Hyun Lim, "Design and Implementation of Smart 
Home Energy Management Systems Based on Zigbee [J]", Consumer 

Electronics, Vol. 56, 2010 

[2] K. Su, J. Li and H. Fu, "Smart city and the applications," 2011 International 

Conference on Electronics, Communications and Control (ICECC), 2011, 
pp. 1028-1031, doi: 10.1109/ICECC.2011.6066743 

[3] Qin Xue, "Smart Healthcare: Applications of the Internet of Things in 
Medical Treatment and Health", Information Construction, Vol. 2010, No. 
5, pp. 56-58 

[4] O. A. Adenuga, R. M. Kekwaletswe, A. Coleman, “eHealth integration and 
interoperability issues: towards a solution through enterprise architecture”, 
Health Information Science and Systems, Vol. 3, No. 1, 2015, pp. 1-8 

[5] Á. Garai, I. Péntek, “Adaptive services with cloud architecture for 
telemedicine,” 6th IEEE Conference on Cognitive Infocommunications 
(CogInfoCom), Győr, Hungary, 19-21 October, 2015, pp. 369-374 

[6] Á. Garai, I. Péntek, A. Adamkó, Á. Németh, “Methodology for clinical 
integration of e-Health sensor-based smart device technology with cloud 
architecture,” Pollack Periodica, Vol. 12, No. 1, 2017, pp. 69-80 

[7] Burney SA, Mahmood N, Abbas Z. Information and communication 
technology in healthcare management systems: Prospects for developing 
countries. International journal of computer applications. 2010 Jul;4(2):27-
32 

[8] Abdel Khaleq and I. Ra, "Agnostic Approach for Microservices Autoscaling 
in Cloud Applications", International Conference on Computational Science 
and Computational Intelligence (CSCI), Las Vegas, NV, USA, 2019, pp. 
1411-1415, doi: 10.1109/CSCI49370.2019.00264 



Acta Polytechnica Hungarica Vol. 20, No. 5, 2023 

‒ 89 ‒ 

[9] A. Adamkó, Á. Garai, I. Péntek, “Common open telemedicine hub and 
interface standard recommendation”, The 10th Jubilee Conference of PhD 
Students in Computer Science, Szeged, Hungary, 27-29 June 2016, pp. 24-
25 

[10] Tai-hoon Kim, Carlos Ramos, Sabah Mohammed, Smart City and IoT, 
Future Generation Computer Systems, Volume 76, 2017, pp. 159-162 

[11] A. Hideg, L. Blázovics, K. Csorba, M. Gotzy, “Data collection for widely 
distributed mass of sensors”, Cognitive Infocommunications (CogInfoCom), 
7th IEEE Conference on, Wroclaw, 2016, pp. 193-198 

[12] Lu X, Gu Y, Yang L, Jia W, Wang L: Research and implementation of 
transmitting and interchanging medical information based on HL7. Inf. Sci. 
Eng.: 457-460, 2010 

[13] George W Beeler, HL7 Version 3—An object-oriented methodology for 
collaborative standards development1, Presented at the International Medical 
Informatics Association Working Group 16 Conference on Standardisation 
in Medical Informatics—Towards International Consensus and Cooperation, 
Bermuda, 12 September, 1997.1, International Journal of Medical 
Informatics, Volume 48, Issues 1-3, 1998, pp. 151-161, ISSN 1386-5056, 
https://doi.org/10.1016/S1386-5056(97)00121-4 

[14] J. Liu, K. Lane, E. Lo, M. Lam, T. Truong, C. Veillette, Addressing 
SNOMED CT implementation challenges through multi-disciplinary 
collaboration, Stud Health Technol Inform, 160 (2010), pp. 981-985 

[15] Dolin RH Alschuler L Boyer S Beebe C. An update on HL7's XML-based 
document representation standards. Proc AMIA Annu Symp 2000, pp. 190-
194 

[16] Bender, Sartipi K: HL7 FHIR: an agile and RESTful approach to healthcare 
information exchange. Computer-Based Medical Systems (CBMS), IEEE 
26th International Symposium:326, 331, 2013 

[17] Mulligan G, Gracanin D: A comparison of SOAP and REST 
implementations of a service based interaction independence middleware 
framework, Simulation Conference (WSC). Proceedings of the 2009 Winter 
1432:1423, 2009 

[18] Riveras Sanchez YK, Demurjian SA, Baihan MS: Achieving RBAC on 
RESTful APIs for mobile apps using FHIR. IEEE Conference on Mobile 
Computing:139-144, 2017 

[19] Morens, David M., et al. “What Is a Pandemic?” The Journal of Infectious 

Diseases, Vol. 200, No. 7, Oxford University Press, 2009, pp. 1018-21, 
http://www.jstor.org/stable/27794175 



I. Péntek et al. Monitoring Pandemics, using Sensor Data from Smart Ecosystems 

‒ 90 ‒ 

[20] Mishra, T., Wang, M., Metwally, A. A. et al. Pre-symptomatic detection of 
COVID-19 from smartwatch data. Nat Biomed Eng 4, 1208-1220 (2020) 
https://doi.org/10.1038/s41551-020-00640-6 

[21] Ates, H. C., Yetisen, A. K., Güder, F. et al. Wearable devices for the 
detection of COVID-19. Nat Electron 4, 13-14 (2021) 
https://doi.org/10.1038/s41928-020-00533-1 

[22] Gao, W., Emaminejad, S., Nyein, H. et al. Fully integrated wearable sensor 
arrays for multiplexed in situ perspiration analysis. Nature 529, 509-514 
(2016) https://doi.org/10.1038/nature16521 

[23] Lauer SA, Grantz KH, Bi Q, Jones FK, Zheng Q, Meredith HR, et al. The 
Incubation Period of Coronavirus Disease 2019 (COVID-19) From Publicly 
Reported Confirmed Cases: Estimation and Application. Ann Intern Med. 
2020;172(9):577-82, Epub 2020/03/10. pmid:32150748; PubMed Central 
PMCID: PMC7081172 



Acta Polytechnica Hungarica Vol. 20, No. 5, 2023 

‒ 91 ‒ 

Cognitive Information Systems and Related 

Architecture Issues 

Dóra Mattyasovszky-Philipp and Bálint Molnár 

Eötvös Loránd University, ELTE, Faculty of Informatics, Information Systems 
Department, Pázmány Péter 1/C, 1117 Budapest, Hungary,  
e-mails: mattyasovszky@inf.elte.hu, molnarba@inf.elte.hu 

Abstract: The rapid developments in information technology and business, must drive the 

progress of Cognitive Information Systems (CIS). There are some studies on the generic 

model of CIS analysis and design. The work herein, seeks to combine multiple CIS and 

Understanding-based management systems concepts into a single design strategy (UBMSS). 

But they weren't identified as modeling artifacts or as building blocks as enabler that are 

required to construct a consistent and integrated system. The artifacts that are the basis to 

generate functions for CIS are as follows: semi-structured documents, models of business 

processes, components of knowledge management, building blocks of the enterprise, and 

information architecture, along with autonomous software components, and methods of 

Artificial Intelligence (AI). The above-described parts, were merged into a single framework 

for CIS modeling. This framework is based on the object-oriented paradigm. The study seeks 

to characterize and propose an overall model that helps us comprehend CIS and UBMSS 

features, allowing us to build a realistic development strategy for Cognitive Information and 

Cognitive Management Systems (CMSs). 

Keywords: Cognitive Infocommunicaton; Cognitive Information Systems; Cognitive 

Architecture; Cognitive Resonance; Cognitive Management Systems 

1 Introduction 

Within the last several decades, there has been a significant increase in the usage of 
information technology by various businesses. The layers and features of an 
Information Systems (IS) architecture are planned, designed and maintained via 
architecture governance. An IS architecture encompasses all components of a 
system by defining distinct views; numerous models materialize these viewpoints, 
which are articulated in diverse approaches for information systems analysis and 
design [1]. Baranyi et al. founded the scientific field of Cognitive Info-
communications (CogInfoCom) [1, 2, 3], this scientific method has highlighted 
several facets of IS, as well as human-computer interactions, and offers a fresh take 
on IS. This notion may be thought of as a fusion of Information Systems and 
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Cognitive Science. The thesis is of the Cognitive Info-communication that 
successful CogInfoCom will improve human performance. 

CogInfoCom has a tremendous influence on our world; we realize new benefits and 
obstacles, and scientists evaluate and study both sides on a regular basis, namely 
the human and machine sides. Recent studies have attempted to incorporate 
"emotion transplantation" into speech, improving the expressiveness of text-to-
speech synthesis, training neural networks [4], and studies improving decision 
accuracy of ensemble-based systems to improve medical image processing, thus 
supporting medical diagnosis [5]. A new approach is being presented that uses a 
neural network without the use of a dictionary of proper nouns to anticipate secret 
phrases and convert them to meaningless terms in order to discover the best answer 
while taking into account the crucial worry about privacy [6, 7]. 

Using the most up-to-date methodology for modeling, evaluating, and building 
information systems allows for the use of architectural and system design strategies. 
This strategy brings together system development approaches and cognitive science 
theories [1]. Zachman [8] and the TOGAF methods [9] describe how we see the 
architecture of information systems within businesses. The evolution of technology 
in the field of information systems may be captured by the concepts of Data Science 
and semantics. The paper focuses on modern Data Science algorithms and 
elaborates on a solution that would be manifested in a prediction module that aids 
in financial decision-making using Cognitive technology the authors in Molnár et 
al [10], taking into account the various technological and software architectural 
solutions to elaborate. 

The present study develops a CIS modeling framework that takes into account a 
variety of technical and architectural aspects and solutions. 

2 Difference between Systems 

Three key principles, according to Hurwitz, are: contextual understanding from the 
model, hypothesis generation (suggested explanations for phenomena), and 
continual learning from data over time [11]. As a result, Ogiela compiled a list of 
applications of informatics and information technology that use cognitive 
information processing methods [12]. So, ideal CISs are: contextual insight from 
the model, development of hypotheses (suggested explanations for observations) 
[13], and ongoing learning from information. As a result of the synergy between 
silicon (computer) and carbon (human) agents, the human side, benefits from 
improved cognition. Assists in automated data comprehension and extracts 
semantic information. During cognitive resonance, semantic information promotes 
comprehending interpretation [14]. Cognitive resonance is a beneficial synergy. 
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The HCI (Human-Computer Interaction) synergy incorporates and encompasses 
CogInfoCom as a channel and carrier. The CogInfoCom guarantees that the data 
stream is interpreted as a stimulus by the sensor or sensory organ in the human body. 
The stimulus is either row data or other forms of information that are exchanged 
between the persons involved in HCI. Cognitive resonance helps to extract and 
comprehend sensory input. Ecological psychologist Vincente Raja created 
principles of dynamic system theory (DST) to explain agent-environment 
interactions [15]. Cognitive Resonance is one of the attempts to make sense of 
modeling exercises in the modern data analytics environment using Data Science 
techniques. To move towards the age of cognitive systems, Lemieux argues that we 
must address how we will account for choices made by intelligent computers, 
including people interacting with intelligent machines [16, 17]. 

CISs cannot be equated to human cognition in the traditional sense due to the 
complexity of human cognition, as these functions are the cognitive, information 
processing, and reasoning activities through which humans perceive, comprehend, 
and apply acquired knowledge. Humans attempt to adapt to situations that may 
happen at any time and in any aspect of life. Typically, CIS possess domain-specific 
abilities. Nevertheless, a comparison between human cognition and CISs suggests 
a need for improvement; thus, CISs must be provided with infocommunication and 
the incorporation of cognitive architecture features in order to diminish the 
significance of domain specificity. 

The information architecture that enables the creation of a framework to describe 
the information exchange between the carbon and silicon agents buttresses the 
notion that CIS may be anchored in Enterprise Architecture and LIDA [18, 19, 20, 
8]. The benefit of the LIDA model is that it is an architecture that focuses of both 
conceptual and computational levels on cognitive processes and their structure [21]. 

3. Cognitivity of Zachman Framework 

Zachman's paradigm characterizes the multiple views of Enterprise Systems as the 
distinct perspectives of business players. The viewpoints highlight the architecture's 
layers. The elements encapsulate the numerous models portrayed by diverse ways. 
By including cognitive components into the Zachman framework [8] the framework 
will support cognitive architecture as well. 
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Figure 1 

An abstract semantically mapping between Zachman architecture and CIS’s components 

The concept of CIS is to create a computer system that is integrated into the business 
and organizational environment. This must be accomplished via Web technologies 
[22, 23]. 

 
Figure 2 

Cognitive elements 

The scores in Figure 1 were generated based on the scale in Figure 2, using the 
cognitive elements as results. As a result, the model and design methodology must 
take into account the socio-technical environment, the Web, and software 
engineering approaches for enhancing and amending the system's functionality with 
modern data analytical solutions. On an aspect level, to satisfy the CIS requirements 
for cognitive resonance, where cognitive resonance is to be integrated into the two 
aspects that ensure the continuous improvement of the information system's 
cognitive level. According to the authors of Molnár et al. article [22], Enterprise IT 
Architecture is a collection of strategic and architectural disciplines that includes 
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Information, Business System, and Technical Architectures [10]. Business 
(systems) architecture - Specifies the structure and content (information and 
function) of the organization's business systems [10]. 

4 CogInfoCom and Cognitive Information Systems 

The framework presents a model in which the human, carbon agent capabilities is 
captured in a cognitive model, the silicon agent services are captured in a 
computational model, and then a mutual map is constructed using the cognitive 
architecture. The objective is to establish a link between the human side and the 
computational architecture's model parts. The objective is twofold: one is to enable 
a data or business analyst to define models more effectively than would be possible 
otherwise, and the other is to create a model that is close to the decision-cognitive 
maker's capabilities; additionally, this model can be communicated to the carbon 
agent via some form of information communication (InfoCom). The suggested 
approach decomposes the data analytics paradigm into manageable components. 
The technique is based on collaboration across disciplines such as machine learning, 
information theory, ontology engineering, and computational finance.  
The recommended technique is a generic approach that may be used to any other 
area of problem-solving provided that a sufficiently specific description of the 
domain can be studied inside the proposed framework. A conceptual framework 
aids in comprehending and organizing the different components and relationships 
of a given system or phenomenon. A conceptual framework is crucial for 
understanding the actors and their characteristics, as well as their interactions and 
dependencies, within the context of a CIS. This framework supports the 
comprehensive understanding of the CIS and aids in the identification of potential 
improvement or optimization opportunities. In addition, it can promote the 
integration of interdisciplinary perspectives, in CIS as in BENIP (Built 
ENvironment Information Platform) [24], emergency evacuation through 
FDS+EVAC (Fire Dynamics Simulator with Evacuation) [25], climate protection 
evaluation method [26], etc., where all contributing to the success of info-
communication meanwhile, emphasize the need of it. 

5 Cognitive Mapping of CogInfoCom 

The Repertory Grid [27] is one way of cognitive mapping. The Repertory Grid (RG) 
approach has several applications. This technique's findings may be used to analyze 
decision choices or design training programs for interpreting MIS data, while it can 
also reveal mutual understanding across diverse roles and responsibilities within a 
company. The RG can generate cognitive maps that show the junction of mutually 
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agreed and portrayed information, and proved bits of knowledge. The decision-
makers cognitive capacities are important variables in a business process because 
they arbitrate between easily accessible information and the decision's 
consequences. 1 Three common cognitive mapping strategies are: Causation, 
semantics, and idea mapping (see [28]). In this way, distinct management groups 
might be exposed to the cognitive structures and belief systems that they employ to 
interpret difficulties. Cognitive resonance is a key notion in interpreting the output 
of a computer process. Complex information streams resulted from current IT 
developments. Computational intelligence and machine learning produce the stream 
of data. The cognitive resonance may assist analyze and distinguish between the 
carbon and silicon agents' conceptions. The information stream comprises 
processed data, an explanation of the findings based on the model's features, and 
maybe a silicon agent knowledge base [29]. CogInfoCom's cognitive resonance role 
is to eliminate the "semantic wall" between systems, between carbon and silicon 
agents. The cognitive mapping methodologies may represent how a given 
stakeholder understands and perceives models, data, and the outcomes of data 
analytics pipelines. So, a person may assign a model with data to its antecedents 
and outcomes. The cognitive resonance as conceptual framework allows for 
assessing and discerning similarities and differences between models and data 
analytics pipelines, possibly elucidating that an explanatory system based on 
knowledge may yield concepts, and conceptual structures of mental models of 
stakeholders. However, the outcomes of the analyses are frequently difficult to 
understand or inconclusive [30]. So, data science systems have outperformed the 
carbon agents in terms of performance and mental capacity. Applications of data 
science pipelines include Decision Support Systems, Management/Executive 
Information Systems, and Manufacturing Execution Systems [31]. Complicated 
data science pipelines are unlike other mission-critical software in that they are 
difficult to test and analyze. The data analytics pipelines allow obtaining 
considerable data “features”. The intelligent explanatory subsystem, the system's 
knowledge bases, and knowledge discovery in data collections might construct the 
silicon agent's "expectations." CogInfoCom facilitates information communication 
between partners, particularly between the carbon agent and the CIS. CISs allow 
the silicon agent to attain cognitive resonance with the human actor in the eco-
system of CISs Figure 3. 
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Figure 3 

Achieving Cognitive Resonance 

6 The Mental Model for the Carbon Agent 

Following a document hierarchy, an overall idea map is in a document format, and 
the hierarchy of documents represents the deconstruction of the idea map into 
pertinent concept partitions. A document-centric strategy for the realization of idea 
maps and the associated hypergraph representation for finding significant patterns 
to produce cognitive resonance are now feasible [32, 22, 33]. To understand 
empirical data and the findings of data analytics, an information system might use 
cognitive-agent or cognitive architecture solutions [31]. The LIDA architecture is 
an option for establishing a cognitive architecture inside an Information System.  
A data analytics function in the form of an Information System may create the 
appropriate data representation for senior management. A business intelligence and 
data analytics solution can offer suitable information visualization and structure. 
Effective info-communication may achieve the desired organization and format. 
Recent business information systems allow CogInfoCom to interface with the 
carbon agent. Several methods exist for communication devices that can convey 
information to the carbon agent. To create a cognitive resonance between carbon 
agents and the information system in an organization, a multi-dimensional cognitive 
model might be developed. A subject-domain is a particular domain or context.  
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A conceptual map helps characterize and illustrate important conceptions and 
features of a topic area. 

The subject-domain contains the notions and their attributes. The notions, attributes, 
statuses, and the relations between them can be represented [34]. 

Definition 1 Subject-domain consists of: A finite set of concepts that are 
represented by 𝑵𝑵𝑵𝑵𝑵𝑵𝑵𝑵𝑵𝑵𝑵𝑵 =  {𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛1, … ,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛}    (1) 

The concepts are described by properties, the properties belong to certain attribute 
set 𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷 = {𝑇𝑇1, … ,𝑇𝑇𝑛𝑛}  of wich consist of the attribute types; The finite set of 
value ranges is  𝑹𝑹𝑹𝑹𝑵𝑵𝑹𝑹𝑬𝑬𝑺𝑺𝑬𝑬𝑵𝑵 = {𝑅𝑅1 … . .𝑅𝑅𝑘𝑘} that contains the domain of value for 
every single type of attributes, 𝑇𝑇𝑖𝑖. where 𝑅𝑅𝑖𝑖   is a countable infinite set. 𝑅𝑅𝑅𝑅𝑛𝑛𝑔𝑔𝑔𝑔 ∶  𝑇𝑇𝑖𝑖 ⟶  𝑅𝑅𝑖𝑖 ,  𝑅𝑅𝑖𝑖    (2) 

Definition 2 Hierarchy within Subject-domain 

Let 𝑵𝑵𝑷𝑷𝑷𝑷𝑵𝑵𝑷𝑷𝑵𝑵_𝑯𝑯𝑵𝑵𝑷𝑷𝑷𝑷𝑯𝑯𝑷𝑷𝑯𝑯𝑯𝑯𝑷𝑷𝒔𝒔_𝒅𝒅  designate the set of notion hierarchies that comprise 
the hierarchies within a Subject-domain where 𝑵𝑵𝑷𝑷𝑷𝑷𝑵𝑵𝑷𝑷𝑵𝑵_𝑯𝑯𝑵𝑵𝑷𝑷𝑷𝑷𝑯𝑯𝑷𝑷𝑯𝑯𝑯𝑯𝑷𝑷𝒔𝒔_𝒅𝒅 =

 {𝑛𝑛_ℎ1, … ,𝑛𝑛_ℎ𝑛𝑛 }. The relationship between notion hierarchies of Subject-domain 
can be described by directed edges that represent a mapping relationship between 
two hierarchies [29]. 

Definition 3. A Notion Hierarchy, 𝑛𝑛_ℎ𝑖𝑖 ∈ 𝑵𝑵𝑷𝑷𝑷𝑷𝑵𝑵𝑷𝑷𝑵𝑵_𝑯𝑯𝑵𝑵𝑷𝑷𝑷𝑷𝑯𝑯𝑷𝑷𝑯𝑯𝑯𝑯𝑷𝑷𝒔𝒔_𝒅𝒅 =

 {𝑛𝑛_ℎ1, … ,𝑛𝑛_ℎ𝑛𝑛 } can be represented as tree structure, directed graph.  
The relationship between elements of a notion hierarchy can be described with a 
mathematical relation, namely by partial ordering 𝑅𝑅,𝑛𝑛𝑙𝑙 𝑅𝑅 𝑛𝑛𝑔𝑔 ⇔ 

 𝑛𝑛𝑖𝑖 𝑃𝑃𝑃𝑃𝑛𝑛𝑃𝑃𝑔𝑔𝑃𝑃𝑛𝑛𝑃𝑃(𝑛𝑛𝑙𝑙 ) ⊂ 𝑃𝑃𝑃𝑃𝑛𝑛𝑃𝑃𝑔𝑔𝑃𝑃𝑛𝑛𝑃𝑃�𝑛𝑛𝑔𝑔 �, ∀ 𝑛𝑛, 𝑅𝑅𝑅𝑅𝑛𝑛𝑔𝑔𝑔𝑔 �𝑃𝑃𝑃𝑃𝑛𝑛𝑃𝑃𝑔𝑔𝑃𝑃𝑛𝑛𝑃𝑃(𝑛𝑛𝑙𝑙 )�(𝑇𝑇𝑖𝑖) ⊂
 �𝑃𝑃𝑃𝑃𝑛𝑛𝑃𝑃𝑔𝑔𝑃𝑃𝑛𝑛𝑃𝑃�𝑛𝑛𝑔𝑔 �� (𝑇𝑇𝑖𝑖) (4) 

Definition 4. The hierarchy mapping between notion hierarchies of subject domains 
is for an association between a pair of notion hierarchies 𝑛𝑛𝑠𝑠_𝑑𝑑𝑗𝑗ℎ ∈ 𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐻𝐻𝑖𝑖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑦𝑦𝑠𝑠𝑑𝑑𝑖𝑖 ,𝑛𝑛𝑠𝑠_𝑑𝑑𝑗𝑗𝑘𝑘 ∈ 𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐻𝐻𝑖𝑖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑦𝑦𝑠𝑠𝑑𝑑𝑗𝑗         𝑛𝑛 ≠ 𝑗𝑗,  𝑀𝑀𝑅𝑅𝑃𝑃ℎ𝑖𝑖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑦𝑦: 𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐻𝐻𝑖𝑖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑦𝑦𝑠𝑠𝑑𝑑𝑖𝑖 ⟶  𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐻𝐻𝑖𝑖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑦𝑦𝑠𝑠𝑑𝑑𝑗𝑗 (5) 

Definition 5. Similarity Correspondence is specified through the mapping between 
the two concept hierarchies 𝑛𝑛𝑠𝑠𝑑𝑑𝑗𝑗ℎ ∈ 𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐻𝐻𝑖𝑖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑦𝑦𝑠𝑠𝑑𝑑𝑖𝑖 ,𝑛𝑛𝑠𝑠𝑑𝑑𝑗𝑗𝑘𝑘 ∈ 𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐻𝐻𝑖𝑖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑦𝑦𝑠𝑠𝑑𝑑𝑗𝑗        𝑛𝑛 ≠ 𝑗𝑗, 𝐶𝐶𝑛𝑛𝑃𝑃𝑃𝑃𝑔𝑔𝐶𝐶𝑃𝑃𝑛𝑛𝑛𝑛𝐶𝐶𝑅𝑅𝑛𝑛𝐶𝐶𝑔𝑔: 𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐻𝐻𝑖𝑖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑦𝑦𝑠𝑠𝑑𝑑𝑖𝑖 × 𝑁𝑁𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐻𝐻𝑖𝑖𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑦𝑦𝑠𝑠𝑑𝑑 ⟶ℝ+   (6) 
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The outlined model can be used to find the notions that can be exploited to build up 
an effective info-communication between the carbon agent and silicon agent, even 
when the silicon agent includes cognitive agents. 

7 Reality and Expectations form CIS  

It is vital to state clearly what is expected from CIS. As there are many unresolved 
or partly resolved challenges, the goal of CIS design must be decided. The need for 
a CIS be able to improvise, develop new hypotheses, and test them has been shown 
to be impractical. Humans can perceive and discover new information from the 
environment because they can assess seen facts effectively, and the human has the 
capability to generalize. However, those researchers who analyze difficult problems 
on how to be solved computationally, and categorize some problems as being 
intractable issues, do not give up instead they attempt to find heuristics solutions. 
Sarathy et al. in [35] stated that using CIS and AI are presently not reality CIS to 
make use of a variety of heuristics concurrently, as well as other assets and 
experiments, in order to solve the given hard issues: 

(1)  Related to capabilities and abilities 
(2)  Impasse detection - the ability to weigh the current situation against one's 

capabilities and abilities [36] 
(3)  Domain transformation and problem restructuring - in plan task revision, 

the effects of changing the state, including the goal and operators, have been 
formally examined [37, 38] 

(4) Experimentation, learning through interaction with the world, taking 
exploration and reinforced learning into account [39, 40] 

(5) Discovery detection - the ability to address difficulties in the face of 
unexpected occurrences via intelligent thinking that demonstrates 
autonomy [35] 

(6)  Domain extension - the ability to choose when and how to absorb additional 
information from a particular domain [38]. 

Nonetheless, the AI landscape rapidly changed [41, 42, 43]. These new algorithms 
and tools makes it possible to assist the cognitive resonance in complex processes 
of decision making, e.g. it makes it easier to generate visualizations and dashboards 
that fits the specific human agent according to the hypersensitivity requirements. 
Not long before, the intractable problems demanded to be solved demanded rough 
approximation or greedy algorithms or enormous computational performance. 
Nevertheless, the development in computer science and the hardware performance 
made it possible to tackle this problem in a reasonable way [44]. We can encounter 
fairly frequently these classes of problems in Management Information Systems and 
decision-making. 
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While some of the challenges have been overcome, no CIS exists that is capable of 
addressing a complicated task requiring all of the above-mentioned characteristics 
at the same time. The human brain translates observation-based anticipations into a 
decision-making process; as a consequence of the transformation, the human views 
the strategic choice as a possible conclusion as an "expectation" in the outcome. 
This approach may be taught to CIS through repeated loops of cognitive resonance 
and decision-making learning, enabling CIS to assist humans in strategic decision-
making [14]. However, the traits indicated before, such as intuitiveness and 
interpretable improvisation, are unique to the human, a.k.a. carbon agent. In the case 
of CIS architecture, the amount of complexity must be considered. Simple jobs do 
not need a sophisticated technique, i.e., CIS. Although, developing CIS with 
expanded problem-solving behavior increases the difficulties associated with 
architecture, programming, and other aspects of CIS development that are tied to 
concerns. Lack of anticipated functionality of CIS has a detrimental effect on the 
holistic system approach in the case of CIS, thereby, the realization of the missing 
functional services is one of the critical assets that can orchestrate the synergy to 
facilitate information transmission. 

8 Perspectives of the Architectural Cognitive 

Elements 

According to Wang, "Cognitive Informatics (CI) is a transdisciplinary inquiry of 
cognitive and information sciences that utilizes an interdisciplinary approach to 
investigate the internal information processing mechanisms and processes of the 
brain and natural intelligence, as well as their engineering applications" [45].  
The contextual perception is derived from the underlying model of CIS, the 
formation of hypotheses, and the process of continuous learning. Thus, the most 
critical characteristics of CIS are their capacity to carry out information exchange 
and the cognitive resonance generated by the contact, which enables CIS to raise 
their cognitive level. Wang established a framework for the representation of 
systems in Cognitive Informatics. "The Information - Matter - Energy (IME) 
Represent establishes a link between the natural world (NW) and the abstract or 
perceptual world (AW), where matter (M) and energy (E) model the NW and 
information (I) models the AW." [45]. Thus, by using formal techniques of 
information processing, the environment is brought inside the sphere of human 
intellect, which is the subject of Cognitive Informatics. Because the content of an 
IS comprises information that is composed of both data and programs, we regard 
the second cycle of learning mechanisms through HCI to be the basis for 
discriminating, owing to the fact that the first circle had no inescapable effect on 
the NW, AW, or CIS. 
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Interpretations: (1) CIS equivalent of AW; (2) CIS wedged entity between NW and 
AW; (3) CIS a separated entity, therefore out form NW and AW. 

1. CIS equivalent of AW: In this example, since CIS provides a mathematical 
description of AW, it is the CIS equivalent of AW. In the second learning cycle, the 
cognitive resonance that HCI might induce may enhance AW/CIS cognitive 
capacity in the same way as it increases NW cognitive level. The information 
communication medium is adaptable and compatible with the path of energy and 
information transmission between NW and AW. a. Figure 4. 

 
  

a b c 
Figure 4 

a., CIS as a representation of Abstract World ;b., CIS as a communication medium; c., semantic wall" 

2. CIS wedged entity between NW and AW: In this situation, we wedge CIS 
between NW and AW. As a result, CIS makes use of energy and matter at the 
human-computer interface. They are seen as input into the abstract world (AW) 
through cognitive resonance, and subsequently as output into the natural world 
(NW). The natural environment has the ability to alter and stretch matter, as well as 
enhance the energy associated with these activities. As a result of cognitive 
improvement in the human brain, the learning process may increase the information 
content of the physical world (NW). The expanded capacity of the natural world 
(NW) assures that the input for (AW) is modified, and therefore it is boosted as 
well. The cycle of CIS is iterative in nature, aiming to develop cognition at both 
levels. The path of communication correlates to a degree to the path of energy and 
information transfer. 4.b. 

3. CIS a separated entity, therefore out form NW and AW: In this case, CIS 
is a distinct entity, distinct from NW and AW: In this situation, each imputation of 
the NW increases the AW's input, enabling inputs from the AW to the natural world 
to grow the NW's breadth, or vice versa. Similarly, if we consider the cognitive 
system as a mechanism and incorporate all aspects of a quasi-third dimension in 
which our two-dimensional realm transfers and collects information via 
infocommunication, the two components grow concurrently, resulting in an 
increase in cognitive abilities and knowledge. Although the communication 
medium is distinct from the pathways connecting NW and AW, it has an indirect 
effect on the flow of information and energy through infocommunication Figure 4 
c. According to Wang [45, 46] there are 19 distinct CI elements in the software-
related relationship; however, the list might be expanded to include the following: 
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20. Adaptive use of information communication as a channel, technique, and 

instrument, leveraging the synergy formed throughout HCI as a cognitive 

resonance across dimensions, regardless of the IME model's position of CIS." 

Thus, the architecture places a premium on components that focus on learning via 
HCI, as traditional machine learning methodologies and heuristic, statistical 
approaches produce expected and reasonable output, but do not always produce 
unexpected but reasonable results when used by humans in CIS computing. This 
surprising but plausible outcome puts us closer to the imagined CIS, which seems 
to be as natural as possible when viewing people as a natural entity. 

Understanding human cognition from an architectural perspective, where 
communication is done by sensors of humans and processes within the human body, 
from which relevant disciplines have considerable but incomplete knowledgeBut 
all components that invisibly support human cognition are or part of it, affecting the 
result and/or flowing via the channel of InfoComCIS enhanced with cognitive 
resonance through info-communication, making the system comparable to people. 
In the absence of cognitive resonance, the system remains a system devoid of 
cognitive features that would replicate genuine human behavior. 

Create artificial systems with human-like abilities: Because of the absence of 
formalization, it is likely that information-communication will be excluded from 
architecture. Humans are consistent in their thinking, yet there is an element of 
human cognition termed the adaptive unconscious. This idea is connected to 
unconsciously reasoning and making judgments. This is one of the obstacles of 
mimicking human cognition using CIS. However, the adaptive unconscious brain 
process is not available to awareness. It is a set of survival principles that humans 
evolved. 

According to Gladwell, it is “thin thinking”, when the brain adapts quickly to its 
environment [47]. 

Cognitive resonance enables the system to evolve human knowledge through 
Human-Computer Interaction. If we use information theory, we must change 
Wang's models [48]. To sum it up, CISs are components of the Digital Universe, 
made up of bits that are the binary description of CISs. The data of CISs that contain 
the static and the dynamic, executable data are engulfed by information forms to be 
interpreted by the carbon agent. The data from nature expands the information 
richness of the Digital Universe within the area of abstraction in Fig. 5. Because the 
code of programs and data combined together defines the degree of complexity of 
the information, data retrieval processes and data processing functions cannot 
increase the complexity of the information contained in an Information System (see 
[49]). 

A CIS is a collection of data and algorithms that compose the system's information 
content. The computation may generate data that are not yet gathered into the 
system. Nonetheless, the computing process using the given data does not expand 



Acta Polytechnica Hungarica Vol. 20, No. 5, 2023 

‒ 103 ‒ 

the system's overall information scope. The communication of data from the Digital 
Universe to the natural world might enhance the carbon agent's knowledge via 
comprehension and understanding of the data's significance. The human actor 
interprets the information supplied by formations to produce actionable knowledge. 
The abstract universe is divided into two parts: the collection of Information 
Systems and the data contained in formations and identified by bits. The other entity 
is a collection of CISs that includes modern data manipulation and visualization 
technologies, as well as software tools to achieve high cognitive resonance between 
humans (carbon agents) and machines (the silicon agent). 

9 Architectural Aspects of CogInfoCom 

Baranyi et al. [2] define CogInfoCom as devices and networks that may 
dynamically allocate resources and functions. CIS can develop information 
dynamically and intelligently, but UBMSS lacks these capabilities [3]. These facts 
underscore the importance of cognitive architecture, cognitive functions, and the 
integration that allows cognitive entities to evolve. On the other hand, there is a 
perspective that human cognition and intellect are emergent traits that cannot be 
isolated from our physical, biological and neurophysiological origins [50]. 
However, the social and technical context of our interactions with other people and 
ICT components influences our mental and physical actions [50, 51]. This element 
underlines the importance of cognitive resonance, which allows both humans and 
CIS to progress cognitively. Only a good CIS can use CogInfoCom in this way.  
The system's design focuses on rendering information about both sides of the 
cosmos, as well as information appearance and interpretation in humans and carbon 
agents. 

 
Figure 5 

CogInfoCom in the context of the Digital Universe and Cognitive Information Systems 

 

 

Digital Universe

Abstract World

CIS

Infocommunication Sensored data
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Conclusions 

Uncovering the underlying cognitive structure in Information Systems, may benefit 
from a systematic design strategy for architecture creation. These methodologies 
allow for exact characterization of complex business situations, including 
multidisciplinary areas such as cognitive sciences, information systems analysis and 
design, formal architectural methods, and Data Science, including, other domains 
not covered in this study. Small and medium-sized businesses may use the paper's 
strategy to create CISs by combining open-source software solutions with other 
components. To increase the utility of information, knowledge, and learning, 
CogInfoCom is used to support and use cognitive science outcomes. The Enterprise 
Architecture facilitates information interchange and communication amongst CIS 
components. To govern the overarching data processing and information exchange 
to choreograph the following tasks, modern Information Systems contain various 
elements that force cognitive activity, from a human agent. Electronic devices 
(actuators, sensors, etc.) are now part of modern Information Systems. Edge and 
Fog computing convert data generated by IoT devices. Unstructured data is ingested 
into Data Lakes; structured data is ingested into Data Warehouses. The carbon agent 
can utilize the vast quantity of information if the produced data is shown using the 
synergy among varied methodologies and algorithms. To make sense of the data, 
Data Science should be used to extract it and change it. It promotes a bidirectional 
information stream to achieve cognitive resonance on the carbon agent's side.  
To give meaningful feedback for the carbon agent, silicon agents may establish 
cognitive resonance by properly representing the analog and digital universes. 

The attainment of cognitive resonance, by an effective CogInfoCom, will improve 
the quality of Information Systems and increase their dependability and 
trustworthiness. CogInfoCom is an integrated cognitive process where the human 
brain's capabilities are increased not just via equipment but also by contact with any 
CIS. Cognitive Resonance enhances HCI knowledge and efficacy, making it more 
relevant, and so, contributing to part of CogInfoCom. 
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Abstract: Sentiment analysis is a powerful tool to gain insight into the emotional polarity of 

opinionated texts. Computerized applications can contribute to the establishment of next-

generation models that can provide us with data of unprecedented quantity and quality. 

However, these models often require substantial amount of resources in order to meet the 

desired performance expectations. Therefore, numerous research efforts are targeted to 

achieve high-quality results while lowering the resource needs by improving the structure 

and function of the models used. From a cognitive perspective, it is important to understand 

the mental state of users when they engage in activities that potentially reflect their feelings 

and emotions. With the emergence of the widespread use of digital solutions, users post 

opinionated texts on social media, which can be used as a valuable source to detect their 

underlying sentiments. Therefore, these platforms offer an unparalleled opportunity to 

perform sentiment analysis. In recent years, natural language processing tasks, like 

sentiment analysis, can be solved with high performance, if a pre-trained language model is 

fine-tuned. Herein we present the first neural transformer-based sentiment analysis model 

for Hungarian, which achieved state-of-the-art performance. Several limitation factors can 

occur during fine-tuning, such as the lack of training corpora with appropriate size or the 

complete absence of usable training material. In our experiment, we use data augmentation 

methods, specifically machine translation and cross-lingual transfer, to increase the size of 

our training corpora. Here, we demonstrate our experimentation with 9 different language 

models. Our work provides evidence for the increased efficiency of the trained models if 

translation text is added to the training corpora. Furthermore, using the augmentation 

technique, we could further increase the performance of our models. Consequently, our 

findings represent an important milestone in the advancement of sentence-level and aspect-

based sentiment analysis in the Hungarian language. 

Keywords: sentence-level sentiment analysis; aspect-based sentiment analysis; data 

augmentation; transformer models; BERT 
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1 Introduction 

Natural languages provide an important platform for thought and communication, 
which are considered as pivotal human cognitive characteristics. Therefore, natural 
language processing can provide valuable insights into human cognitive processes 
[1]. Communication between a human and an artificially cognitive system is called 
inter-cognitive communication (information transfer occurs between two cognitive 
beings with different cognitive capabilities) [2] [3]. Machine Learning methods are 
vital elements of modern cognitive infocommunications systems because they can 
be used in various ways such as behavior modeling or sentiment analysis [4]. 

Sentiment analysis is the automatized identification of sentiments in a text and the 
categorization of these sentiments into categories like negative, neutral or positive. 
With the increased number of social media users, vast amount of text information 
is already present on the internet, which can be especially useful in identifying the 
underlying emotions of the authors who wrote the text. Since it offers an exceptional 
insight with potential applicability in multiple ways (e.g. analysis of the popularity 
of politicians, customer feedback analysis, social media monitoring, emotion 
detection in psychology), both academic and industrial stakeholders become more 
and more interested in the extraction of sentiment data from texts [5]. 

The development of neural language modeling (LM) has resulted in a breakthrough 
for most Natural Language Processing (NLP) tasks. The language models differ not 
only in different training data, but also in the internal structure of neural networks 
and the used training methods. Consequently, a specific NLP task could be solved 
by a properly chosen LM. The state-of-the-art technique to solve an NLP task is to 
fine-tune a pre-trained language model with a smaller task-specific data. The quality 
of these systems not only depends on the pre-trained models but the size of the 
tuning set. NLP tasks like Hungarian sentiment analysis have a great interest in the 
industry, but it has a limited amount of freely available data and models. Further on 
we have not found any previously published solution for Hungarian neural 
sentiment analyser, which means our solution can be considered a pioneer in this 
application area. 

During our work a machine translation (MT) system was used to translate an 
English sentiment analysis dataset to Hungarian. A translated corpus was generated 
using our internally trained machine translation tool, which was later integrated into 
our systems. It is important to point out that our work offers a novel approach for 
applying machine translation and data augmentation procedures to expand the 
available repertoire of corpora in Hungarian. 

In Section 2 the previous solutions, in Section 3 the used corpora, in Section 4 the 
used neural models, in Section 5 the baseline experiments and results, in Section 6 
the data disparity handling experiments and results, in Section 7, the data 
augmentation experiments and results, and in Section 8 the aspect term extraction 
experiments and evaluations were described. 
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2 Related Work 

Sentiment analysis is a very complex natural language processing task and has a 
wide range of application areas, for instance social media monitoring [6], 
supporting the decision making process of investors by the analysis of semantic 
textual content in financial news [7], digital marketing [8], assessment of 
psychological state [9], and many more fields where the application of such 
advanced text-mining approaches can be especially beneficial. 

Currently, multiple approaches are being developed for sentiment analysis. Initial 
attempts have been made to classify documents and texts based on the overall 
polarity (negative, positive or neutral) [10]. Another main direction is the aspect-
based method, which is more fine-grained and its main focus is to identify the 
aspects of an object or an entity that is responsible for the elucidation of the 
sentiment [11]. An alternative strategy is called the sentence-level sentiment 
analysis, which chooses the sentence as the investigational entity, thus the goal is 
to determine how a given sentence in the document is opinionated [12]. 

The emergence of artificial intelligence-driven solutions in sentiment analysis is 
clearly in line with the research trends that can be observed in the cognitive 
infocommunications field. It is of high importance to better understand the 
theoretical framework behind text-mining, which can facilitate the development of 
novel applications towards an unequivocal prediction of user sentiment or crowd 
opinions [2]. We are convinced that these efforts will synergistically enhance the 
progress of cognitive sciences and the related interdisciplinary domains. 

For Hungarian, only a few sentiment analysis corpora and tools exist. OpinHuBank 
[13] is a human-annotated corpus to aid the research of opinion mining and 
sentiment analysis in Hungarian. It consists of 10,000 sentences containing person 
names from major Hungarian news sites and blogs. Each entity occurrence was 
tagged by 5 human annotators for sentiment polarity in its sentence (neutral, 
positive or negative). Using the OpinHuBank, Hangya et al. [14] trained different 
supervised machine learning models to detect the sentiment of the entities. In their 
research, MALLET tool [15], polarity lexicon and dependency parser (magyarlanc 
[16]) were used. 

HuSent [17] is a deeply annotated Hungarian sentiment corpus. It is composed of 
Hungarian opinion texts written about different types of products, published on the 
homepage [18]. The corpus contains 154 opinion texts, and comprises ~17,000 
sentences and ~251,000 tokens. Steinberger et. al. in their research [19], aspect-
based sentiment corpus was created with multilingual parallel corpora that 
contained a Hungarian subcorpus. 

In this research, we have done the first neural network-based sentiment analysis 
research for Hungarian, in both sentence-level and aspect-based sentiment analyses. 
All of our models and scripts can be found on our Github site [20]. You can try out 
our sentiment analysis application on our demo site [21]. 
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3 Corpora 

For training sentence-level sentiment analysis the Hungarian Twitter Sentiment 
Corpus (HTS) was used [22] that was created by Precognox Kft. In the case of 
aspect-based sentiment analysis, we used the OpinHuBank [13] (OHB). We found 
these corpora as the only freely available annotated corpora for Hungarian 
sentiment analysis. In the case of HTS, we created a binary subcorpus (HTS2) to 
allow the binary sentiment analysis experiments. In this paper, we refer to the 
original HTS corpus (with five classes) as HTS5. In Table 1, the characteristics of 
the HTS and OHB corpora can be seen. The labels of the corpora are the following: 

- HTS5: 1-very negative, 2-negative, 3-neutral, 4-positive, 5-very positive. 

- HTS2: We have converted the 1 and 2 scores as negative, 4 and 5 scores as 
positive ones: 0-negative, 1-positive. We did not consider the score 3 to avoid 
the ambiguities. 

- OHB3: -1-negative, 0-neutral, 1-positive. For convenience, we have 
converted them: 1-negative, 2-neutral, 3-positive. 

Table 1 

Characteristics of corpora 

  SST2 SST5 ACL14 HTS2 HTS5 OHB3 

Sentence 70,045 11,855 6,940 2,737 4,000 10,005 

Token 671,257 213,812 150,904 50,036 71,235 308,407 

Type 15,665 20,555 16,405 13,679 18,394 47,492 

Avg word # 9.54 19.15 17.64 12.15 11.67 26.36 

Labels 0;1 1;2;3;4;5 1;2;3 0;1 1;2;3;4;5 1;2;3 

Training set 67,350 8,544 2,468 3,600 6,248 9,005 

Test set 873 1,101 269 400 692 1,000 

For the transfer and translation experiments, we have used the SST2 and SST5 
corpora from GLUE benchmark [23] for the sentence-level research, over and above 
the acl-14-short-data [24] (ACL14) corpus for the aspect-based research. All of 
these corpora contained English sentences. With machine translation we used these 
corpora as additional data (SST2_hu, SST5_hu, ACL14_hu). 

In our research, in the case of HTS5 and OHB3, we have split the corpus into 90%-
10% training and test corpora. The first 10% of the corpora are our test corpora.  
In the case of HTS2, documents with score 3 are omitted. In the case of OHB, five 
sentiment scores (from five annotators) were assigned to each sentence. In Table 4, 
the inter-annotator agreement scores of the sentiment labels are presented. Since the 
agreement scores are not considerably high, we used the most common label for 
each sentence. The low agreement value can be attributed to the difficulties in 
determining the difference between neutral and negative/positive sentiment values 
in many cases, due to the limited context of the sentences. This could have a 
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negative effect on the performance of the models. However, this is the only 
available aspect-based sentiment corpus for Hungarian. 

Table 4 

Evaluation of inter-annotator agreement of OHB 

 OpinHuBank 

Fleiss's Kappa 0.6551 

Krippendorff's Alpha Coefficient 0.6548 

Scott's pi 0.6548 

Average Pairwise Cohen's Kappa 0.6549 

Table 3 shows the distributions of labels in the different corpora. 

Table 3 

Distribution of labels in corpora 

 train test train test train test train test 

label SST2 HTS2     

0 29,755 428 1,021 108     

1 37,539 444 1,448 162     

 SST5 HTS5 ACL14 OHB3 

1 1,089 139 93 12 1,560 173 2,253 136 

2 2,200 289 936 88 3,127 346 5,205 565 

3 1,594 229 1,111 150 1,561 173 1,548 299 

4 2,259 279 1,349 141     

5 1,266 165 111 9     

4 Neural Models 

In our experiments we have used 8 different types of monolingual Hungarian 
contextual language models, 2 types of multilingual contextual language models 
and a classical word embedding model. The short description of the used models 
will be seen in the second part of this section. 

huBERT [25]: A Hungarian BERT base language model trained on the Webcorpus 
2.0, which is composed of the Common Crawl web archive and the Hungarian 
Wikipedia. BERT (Bidirectional Encoder Representations from Transformer) is 
defined as a multi-level, bidirectional Transformer encoder [26] architecture.  
The BERT model is pre-trained on two language modeling tasks: word masking and 
next sentence prediction. Importantly, the fine-tuned huBERT model is considered 
the current state-of-the-art in several NLP tasks for Hungarian. The huBERT model 
was not fine-tuned for Hungarian sentiment analysis task before. 
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HILBERT [27]: A BERT large model for Hungarian, HILBERT offers high 
performance in Hungarian language processing tasks. HILBERT was trained on 
4BN NYTK-BERT corpus. The model achieves remarkable results in various tasks, 
such as Name Entity Recognition (NER) and summary generation [28].  
The advantage of this model against the huBERT is that it contains much more 
parameters, but on the other hand it was trained on less data. 

HIL-RoBERTa [29]: One of the key challenges in language model optimization is 
encountered in the course of pre-training. Since pre-training is an especially 
resource-intensive process, it is important to research and develop new ways that 
can provide significant improvements. RoBERTa is a Robustly optimized BERT 
pre-training approach, which achieves state-of-the-art results on tasks like GLUE 
[23], RACE [30] and SQuAD [31], while using less resources due to its optimized 
pre-training paradigm. HIL-RoBERTa is a cased RoBERTa [32] small model, 
which is trained on Hungarian Wikipedia. 

HIL-ALBERT [33]: Multiple efforts have been made to increase language model 
performance on end-tasks while optimizing the resource needs during pre-training. 
A Lite BERT (abbreviated as ALBERT) attempts this by incorporating parameter-
reduction techniques [34]. In order to apply this paradigm to the Hungarian 
language, two pre-trained, uncased ALBERT models were created: one was trained 
on Hungarian Wikipedia (part of the Webcorpus 2.0 dataset), the other was on a 
part of the NYTK-BERT corpus. In our research, HIL-ALBERT NYTK was used. 

HIL-ELECTRA [29]: Approaches designated as the Efficiently Learning an 
Encoder that Classifies Token Representation Accurately (abbreviated as 
ELECTRA) represent a successful alternative to masked language modeling 
(MLM) by the application of replaced token detection, which is a self-supervised 
pre-training task used to train the model to distinguish between real input and 
synthetically created reinstatements. The ELECTRA models are established upon 
the application of the Generative Adversarial Network method. The experimental 
evidence supports that this alternative is efficient and high-performing compared 
with other methods [35]. As for the Hungarian language implementation of 
ELECTRA, two models were created, the ELECTRA wiki and the ELECTRA 
NYTK-BERT, trained on Hungarian Wikipedia and NYTK-BERT v1 corpus 
(contains Hungarian Wikipedia as well), respectively. In our research, HIL-
ELECTRA NYTK was used. 

HIL-ELECTRIC [29]: Electric offers an implementation to the cloze task using 
an energy-based model [36]. The Electric model is an efficient solution to determine 
the distribution of possible tokens at a certain position by assigning energy scores 
to the token positions. As for the noise distribution, Electric applies a two-tower 
cloze model, which includes two Transformers operating in opposite directions and 
uses the context to both sides of the tokens. Electric has the capability of calculating 
likelihood scores simultaneously for all input tokens and not only for the masked 
ones. As for the Hungarian language implementation of ELECTRIC, two models 
were created, the ELECTRIC nytk and the ELECTRA nytk 10%, trained on one 
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tenth of Hungarian NYTK-BERT v1 corpus (contains Hungarian Wikipedia as 
well) respectively. 

HILBART [37]: Models based on the combination of Bidirectional and Auto-
regressive Transformers (abbreviated as BART) represents a powerful tool in 
sequence-to-sequence model pre-training. BART is especially potent when applied 
for text generation tasks, but it can achieve remarkable performance on 
discriminative and summarization tasks as well [38]. BART outperforms all 
previously established models in summarization tasks. Accumulating evidence 
suggests that BART performs the best when applied for Natural Language 
Generation (NLG), but achieves remarkable results in translation and 
comprehension tasks as well. BART was applied to Hungarian language as well 
resulting in HILBART models. These are HILBART base web and HILBART base 
wiki, trained on 1% of Webcorpus 2.0, 10% of Webcorpus 2.0 and on Hungarian 
Wikipedia, respectively. In our research, HILBART base web was used. 

NYTK-GPT-2 [39]: GPT models are decoder-only transformer models. Generative 
Pre-Training (GPT) designates the concept of pre-training a language model on 
large datasets, which is followed by fine-tuning for a downstream task. The 
application of the GPT paradigm can foster significant advancements in NLP, 
especially in the area of classification, question-answering and investigation of 
semantic similarity. GPT models use a Transformer Decoder architecture [40]. 
GPT-2 achieved significant performance in several tasks already in a zero-shot 
setting [41]. NYTK-GPT-2 is an experimental GPT-2 model that was trained on 
Hungarian Wikipedia. 

mBERT [26]: Multilingual BERT (abbreviated as mBERT) is a model that is 
established on the architectural principles of BERT, it also uses the same training 
paradigm with the key difference that the pre-training is performed on a 
concatenated dataset of Wikipedia texts of 104 different languages. The application 
of mBERT is especially advantageous in the case of low-resource languages, e.g. 
when only a relatively small number of annotated sentences is available for a 
language or a set of given languages. Cross-language pre-training models including 
mBERT have been applied for the Name Entity Recognition (NER) task in 
Hungarian and Uyghur languages [42]. In our research, BERT multilingual base 
model (cased) was used. 

XLM-RoBERTa [43]: Cross-Language Understanding (XLU) is a key challenge 
and serves as an accelerator to the development of multilingual models. In 2020, 
the Facebook AI team published an article presenting XLM-RoBERTa (abbreviated 
as XLM-R as well), which is a transformer-based multilingual masked language 
model. The pre-training was performed on the CC-100 corpus, which contains texts 
from 100 different languages including Hungarian (number of Hungarian tokens: 
7807 M; size of the Hungarian corpus: 58.4 GiB). The authors reported that XLM-
RoBERTa achieved competitive results on several benchmarks in comparison with 
monolingual models, such as RoBERTa. 
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fastText [44] [45]: fastText is a solution developed by Facebook AI, which aims to 
facilitate text classification and representation learning. The paradigm is based on 
the incorporation of character n-grams into the skipgram model resulting in a fast 
and efficient method without the need for any preprocessing or supervision [46] As 
for text classification, fastText is comparable with other deep learning-based 
classifiers in accuracy and it is a much faster option than those for training and 
evaluation. The platform offers word vectors for English and 157 other languages. 
Therefore, it represents a powerful tool in multilingual language processing. 

5 Neural Sentiment Analysis Baseline Experiments 

and Results 

For the better comparison, we have used the same hyperparameters for almost all 
models. The hyperparameters are the following: learning rate: 2e-5, batch size: 32 
per device (4 x GPU), epoch 4, max seq length: 128. In the case of HILBERT we 
used batch size as 8 per device in order to avoid the CUDA out of memory error. In 
the case of ELECTRA, the models used only one single GPU. Finally, fastText did 
not use GPU at all, it has used only CPU and the batch size was 1. For all 
experiments we used 4 x GeForce RTX 2080 Ti type video cards and 40 x Intel(R) 
Xeon(R) Silver 4114 CPU-s. For fine-tuning, we have used the code provided by 
huggingface transformers text classification library [47], google electra library [48] 
and fastText tool [49]. 

All models have been fine-tuned with their training set (described in Table 3) and 
evaluated on the test sets of the datasets. The results are shown in Table 5. First of 
all, the results of HTS2 dataset are presented. Two quality categories can be 
distinguished. The winners are huBERT, HILBERT and XLM-RoBERTa with 
around 83-84% F1-score, while the next cluster contains all other systems (71-
79%). The absolute winner is the huBERT just like for most of the NLP benchmark 
tests. It is worth mentioning how well the multilingual models performed. Their 
performance is comparable with the monolingual ones. The second experiment was 
the HTS5 dataset, where the same quality clusters could be defined. In this case, 
HILBERT could outperform huBERT. In this case a third cluster could be seen 
which contains the systems between 51-55. Finally, the abstractive sentiment 
analysis task was evaluated. huBERT gained the whole task with statistically 
significant quality gain (~82% F-score). The second cluster is between 73-80%, the 
third cluster is between 64-69% and the final one contains the systems less than 
63%. The last section of the table describes the performance of the English systems. 
An interesting phenomenon is that while the quality of the classification is excellent 
on the binary data set, the performance on the five labelled dataset is only average. 
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Table 5 

Sentiment analysis baseline results 

 Sentence-level Aspect-based 

 HTS2 HTS5 OHB3 

huBERT 84.07 66.00 81.99 

HILBERT 83.33 68.00 57.80 

HIL-RoBERTa 75.92 59.15 68.50 

HIL-ALBERT 75.56 55.49 63.99 

HIL-ELECTRA 78.89 59.11 65.37 

HIL-ELECTRIC 76.67 58.00 63.66 

HILBART 71.11 51.25 60.39 

NYTK-GPT-2 77.40 57.49 73.69 

mBERT 78.51 57.74 75.49 

XLM-RoBERTa 83.33 63.49 79.69 

fastText 71.9 53.2 59.5 

 SST2 SST5 ACL14 

mBERT 90.02 49.97 73.69 

XLM-RoBERTa 92.77 53.96 73.26 

6 Data Equalization Experiments and Results 

The deeper analysis of the results explained in Section 5 has shown us that the main 
issue of the classification (primarily in the case of multi-level ones) is that the 
training data of the different labels are not uniform. The edge categories contain 
only 3-3% of the data, which lead the systems not to use these categories as a 
prediction. For example, huBERT and HILBERT systems did not produce any 
sentences with the very negative or the very positive labels at all. 

A possible solution for this problem is to balance the data. The perfect solution 
would be adding more training data. Unfortunately, in this research we do not have 
sufficient resources to create new data. In our first experiment we use the same 
amount of data as the lowest label has (called minus or “-”). Secondly, we fulfilled 
the smaller corpus with the duplication of the data (called plus or “+”). 

Table 6 

Results of sentiment analysis data disparity handling 

  Sentence-level Aspect-base 

  HTS2 HTS5 OHB3 

huBERT 

original 84.07 66.00 81.99 
+ 85.92 67.50 81.00 

- 86.49 39.75 77.99 
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HILBERT 

original 83.33 68.00 57.80 

+ 86.66 50.49 57.40 

- 86.29 37.74 56.99 

HIL-RoBERTa 

original 75.92 59.15 68.50 

+ 78.14 57.99 68.00 

- 77.03 38.74 66.29 

HIL-ALBERT 

original 75.56 55.49 63.99 

+ 78.51 56.49 65.10 

- 74.07 38.99 60.90 

HIL-ELECTRA 

original 78.89 59.11 65.37 

+ 75.09 40.10 69.07 

- 71.38 30.58 67.87 

HIL-ELECTRIC 

original 76.67 58.00 63.66 

+ 77.78 35.75 65.47 

- 75.19 34.25 64.26 

HILBART 

original 71.11 51.25 60.39 

+ 78.51 52.24 60.29 

- 75.55 31.74 51.49 

NYTK-GPT-2 

original 77.40 57.49 73.69 
+ 79.25 58.24 72.89 

- 77.40 31.49 70.80 

XLM-RoBERTa 

original 83.33 63.49 79.69 
+ 87.03 61.00 78.50 

- 86.29 36.50 75.40 

mBERT 

original 78.51 57.74 75.49 

+ 78.88 55.25 75.19 

- 78.88 36.75 74.09 

fastText 

original 71.9 53.2 59.5 

+ 72.2 53.7 62.0 

- 70.0 29.7 60.2 

Based on Table 6 one can observe that the duplication technique could increase the 
quality of the binary classification, while it does not have the significant benefit in 
the other data sets. This technique is facilitated by the systems that started to use 
the edged labels. As expected, the size reduction of the training data significantly 
decreased the quality significantly. On the other hand, the precision of the 
classification of edged labels became better, while other ways of classification 
resulted in a setback. 
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8 Data Augmentation Experiments and Results 

8.1 Machine Translation and Cross-Lingual Transfer 

As it was described above, the size of the training data is crucial for training neural 
models. Unfortunately, we are in the absence of good quality data and it is a really 
expensive task to create it manually. In our research, machine translation and cross-
lingual transfer methods were used for increasing our training dataset [50]. 

Our idea was to use already existing English corpora and use its translation as an 
auxiliary training set. The idea comes from machine translation (MT), where back 
translated corpora have been used to increase the quality of the translation of a low 
resourced language pair [51]. During our work MarianNMT [52] was used, which 
is a freely available software package written in C++. It is an easy to install, 
memory- and resource-optimal implementation, which makes it the most commonly 
used tool by academic users and developers [53]. A transformer-based encoder-
decoder architecture was used with SentencePiece tokenization [54]. The tokenizer 
used common vocabulary for both languages and the vocabulary size was set to 
32,000. We used the default parameters of the framework for the size of hidden 
layers and for the optimization metric. For training data the English-Hungarian 
language pairs of the ParaCrawl [55] corpora were used. The total training data 
contains ~45.5M segments and ~573M English tokens. The system reached 35.54% 
BLEU word level score on the test set. We had achieved the state of the art 
performance in English-Hungarian language pair [56]. Using our machine 
translation system, ACL14 and SST corpora were translated into Hungarian. 

There are two ways to use translated corpora. First of all, cross-lingual data transfer 
could be used, where an English corpus could be used as a first stage fine-tune 
dataset before the use of the in-domain high quality one (we will call it as 
translate+finetune). Secondly, the auxiliary corpora could be concatenated with the 
in-domain one (we will refer to it as mix). The first fine-tuning stage has been done 
with the concatenated data (mix) followed by a second fine-tuning with the in-
domain one (mix+finetune). 

8.2 Experiments and Results 

In our research, 7 different experiments were carried out: 

- original: all pre-trained models were fine-tuned on the original HTS corpora. 
This will be our baseline method. 

- zeroshot: multilingual models are able to predict for Hungarian NLP task. In 
this case the English corpora were used for fine-tuning and the system was 
used to predict for Hungarian sentences. 
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- transfer: multilingual models were fine-tuned on SST corpora, followed by 
further fine-tuning on HTS train corpora. 

- translate: all pre-trained models were fine-tuned on translated SST corpora 
(SST_hu). 

- translate+finetune: all pre-trained models were fine-tuned on SST_hu 
corpora, then fine-tuned with HTS train corpora. 

- mixed: all pre-trained models were fine-tuned on the concatenation of SST_hu 
and HTS train corpora, then tested on HTS test corpora. 

- mixed+finetune: all pre-trained models were fine-tuned on the concatenation 
of SST_hu and HTS train corpora, then further fine-tuned on HTS train 
corpora. 

All experimental results were evaluated on HTS and OHB test corpora. 

In Table 7, the results of our experiments are presented. Adding translation text to 
the training corpora could enhance the performance of sentiment analysis 
classification in most cases. For all the applied models, we can state that one of our 
translation methods could gain higher results than the baseline method. 

We can define three distinct quality clusters based on the performance of the used 
models. The weakest systems were produced by HILBART and fastText. These are 
expected results, because the HILBART is created primarily for that text generation 
tasks, while the fastText is an obsolete static non-contextual word representation 
method which underperformes compared to contextual language models. On the 
other hand, we should take into account that fastText model requires much less 
resources to train the system and for online prediction it uses only CPU-s. 

The second group contains the systems between 77-80% accuracy score of the 
binary classification and 58-63% accuracy score of the 5-class task. Finally, there 
are three systems in the top cluster (huBERT, XLM-RoBERTa and HILBERT) with 
about 85.5% accuracy of binary classification and about 66-69% accuracy score of 
the 5-class task. There is an interesting result that the XLM-RoBERTa multilingual 
model could achieve higher performance in HTS2 task, than the Hungarian 
language-specific huBERT model, which is the state-of-the-art LM model for most 
of the NLP tasks. Furthermore, the HILBERT model also could outperform the 
huBERT in HTS2 task, which was expected as well, because even though it was 
trained on less data, it is a large model and it operates with more parameters. 

Table 7 

Data augmentation results 

  Sentence-level Aspect-based 

  HTS2 HTS5 OHB3 

huBERT 

original 84.07 66.00 81.99 

translate 73.33 29.25 63.70 

translate+finetune 85.55 66.50 81.69 
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mixed 85.55 68.99 82.30 

mixed+finetune 84.81 68.00 81.49 

HILBERT 

original 83.33 68.00 57.80 

translate 74.07 34.75 52.10 

translate+finetune 82.59 67.75 54.40 

mixed 82.22 68.50 51.49 

mixed+finetune 85.56 68.00 58.60 

HIL-RoBERTa 

original 75.92 59.15 68.50 

translate 48.89 29.75 54.90 

translate+finetune 79.63 56.75 69.49 

mixed 76.66 59.25 69.80 

mixed+finetune 77.78 57.99 66.69 

HIL-ALBERT 

original 75.56 55.49 63.99 

translate 52.59 28.75 49.30 

translate+finetune 77.03 56.75 61.40 

mixed 72.22 60.50 64.60 

mixed+finetune 77.41 60.75 64.09 

HIL-ELECTRA 

original 78.89 59.11 65.37 

translate 55.02 37.34 56.86 

translate+finetune 79.93 61.15 67.97 

mixed 76.58 60.90 68.17 

mixed+finetune 79.18 62.66 70.57 

HIL-ELECTRIC 

original 76.67 58.00 63.66 

translate 52.79 37.34 54.65 

translate+finetune 78.52 56.75 66.57 

mixed 75.46 56.39 63.46 

mixed+finetune 80.37 59.75 67.27 

HILBART 

original 71.11 51.25 60.39 

translate 47.77 31.00 41.99 

translate+finetune 74.07 53.25 62.09 

mixed 71.48 52.50 59.70 

mixed+finetune 76.66 54.75 61.19 

NYTK-GPT-2 

original 77.40 57.49 73.69 

translate 60.37 31.74 59.79 

translate+finetune 78.51 57.99 73.79 

mixed 79.62 51.49 74.80 

mixed+finetune 82.59 57.49 73.90 

mBERT 

original 78.51 57.74 75.49 

zeroshot 47.41 30.50 61.19 

transfer 78.51 57.99 75.70 

translate 48.88 28.75 41.60 

translate+finetune 79.25 56.75 61.40 
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mixed 77.77 56.99 75.49 

mixed+finetune 78.89 59.75 76.39 

XLM-RoBERTa 

original 83.33 63.49 79.69 

zeroshot 68.88 40.99 66.79 

transfer 84.81 66.25 79.79 

translate 68.51 35.25 63.89 

translate+finetune 85.18 66.00 80.59 

mixed 85.18 66.25 79.69 

mixed+finetune 85.56 66.50 77.70 

fastText 

original 71.9 53.2 59.5 

translate 62.2 32.0 55.5 

translate+finetune 73.3 56.2 59.5 

mixed 74.1 51.7 59.5 

mixed+finetune 75.6 53.5 60.2 

In Figure 1, we have compared the performances and F1 results of 5 different types 
of sentence-level models. The state-of-the-art Hungarian language model huBERT, 
the HILBERT large model, the non-contextual fastText and the two multilingual 
models were compared. The sole significant result is that only the huBERT and 
HILBERT have predicted score 1 and they have predicted more score 5 than the 
multilingual models or fastText. The fastText did not predict neither score 1 and 5. 
It means the score 1 nor 5 occur infrequently in the training corpus (see Table 3). 
The huBERT and HILBERT are Hungarian models and huBERT trained on the 
corpus that contains 9 billion tokens, the HILBERT is a large model with 340 
million parameters, thus they could learn more sophisticated details. 

 

Figure 1 

F1 score comparison of HTS5 task 
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Conclusions 

Our study proposes new approaches in sentence-level and aspect-based sentiment 
analysis for Hungarian language. We have constructed the first neural sentiment 
analysis models for Hungarian, which achieved state-of-the-art performance and 
can be considered a new artificial cognitive capability in this field. We conclude 
that the addition of translation texts to the corpora generally increases the 
performance of our models, which is an important implication with reference to the 
optimization of sentiment analysis pipelines. Remarkably, our data augmented 
models could outperform the our state-of-the-art models in multiple tasks, which 
offers promising new ways to apply the results presented in this paper to facilitate 
the progression of the areas that are based on the proceedings of sentiment analysis. 
Our findings are especially relevant for the development of novel strategies that can 
contribute to the efficient collaboration of interdisciplinary teams working in 
different domains connected to cognitive infocommunication. 
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Abstract: Vehicle automation technologies open new avenues for improving present 

transportation networks. It is predicted that Autonomous vehicles (AVs) and Connected 

Vehicles (CVs) will improve the traffic flow though increasing road capacities and 

reducing travel time and congestion to a great extent. According to the studies, AVs and 

CVs benefits will likely to more increase with their penetration rates and level of 

automation and cooperation. Eventually it might accelerate the expected evolution in car 

mobility in which the gradual transition from regular human driving to automated driving 

will occur. This paper summarizes the recent studies on the impact of vehicle automation in 

traffic flow. Although many factors are considered to affect traffic flow under the use of 

vehicle automation. This study has selected four main factors, these are travel behavior 

factor, the effect of platooning, travel time factor, and the effect of intersection control.  

The reviewed studies relevant to these keywords have been extensively argued and 

thoroughly discussed in this paper. Furthermore, the different applied models and the 

analytical frameworks which have been used to achieve various results and outcomes, are 

described in an illustrative table. Finally, all findings which have been demonstrated from 

this paper emphasize a great contribution of the developed vehicle automation technology 

to the future of our transportation system. 

Keywords: autonomous vehicles; traffic flow; travel behavior; platoon formation 

1 Introduction 

Autonomous vehicles (AVs) are those type of vehicles which can float in traffic 
though the road network without the need of human decision maker to perform a 
comfortable driving task for the passengers. In recent years, major automobile 
manufacturers and technology companies have made crucial progress in the field 
of autonomous vehicles. Particularly, vehicle control systems have been 

enormously improved. For example, cruise control system which allows the 
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vehicle to maintain the speed at specific limits was once a luxury. Now, this 
system is widely used and became a standard in almost all vehicles [1]. Recently, 

the current focus considered by car development innovations is time headway 
control systems [2], that provide an automatic breaking when a minimum 
allowable distance between two successive vehicles is reached. In addition, auto 
parking, object avoidance and lane keeping systems have continued the evolution 
of automated vehicles through conducting improvements related to safety 
augmentation [3]. To better classify vehicle automation development, the Society 

of Automotive Engineering (SAE) has defined 6 levels of automation, ranging 
from no automation (Level 0) represented by the regular vehicles recently existed 
on roadways, to fully automated (Level 5) represented by autonomous vehicles 
that operate without the help of human drivers. On the other hand, the term 
connected vehicles (CVs) refers to the vehicles that provide communication 
between vehicle-to-vehicle (V2V) and also vehicle-to-infrastructure (V2I) [4]. 

Both AVs and CVs are considered as driverless vehicles, and both use sensors to 
obtain information. Therefore, and due to the continuous digital development in 
recent decades, it is now a fact that our lives have been directly involved in the 

cognition of artificial intelligence through the upcoming use of cognitive mobility 
[5]. It is also believed that autonomous vehicles will make travel accessible to new 
user groups who are unable to drive a conventional vehicle or drive less than they 
might like. However, this might be a real reason to attract elderly persons, with the 
hope of achieving sustained development in terms of mobility ease and safety for 

the elderlies either as passengers or pedestrians [6]. In addition to the benefits 

provided to their users, researchers have concluded that AVs are believed to 

impact on traffic flow efficiency by increasing road capacity as well as reducing 
energy intensity, fuel consumption, travel time and congestion [7] [8]. However, 
increasing our efforts to attain an improved efficiency of AVs should not allow for 
the imperative necessity of vehicle safety to be overlooked, and a serious attention 
should be paid to safety enhancements of all highly-leveled automated systems 

[9]. Bearing in mind that the influence of AVs has a great reliability on their 
penetration rate into the traffic. However, low penetration rates of AVs will not 
influence road capacities [10]-[12], or it may initially have some negative impacts 

[13]. Moreover, there will be a considerable transition period to perform an 
alteration from human driving to automated driving in which numerous unknown 
traffic flow dynamics might be present. In this paper, numerous research studies 
have been reviewed considering the scientific relevancy to the impact of vehicle 
automation to traffic flow efficiency. A wide range of modeling and analysis 
frameworks, with different results based on the researchers’ proposed assumptions 
has been thoroughly discussed, in the aim of filling the critical research gap in the 

future development of AVs on road networks. 
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2 Methodology 

The research methodology entails a wide literature review process based on peer-
reviewed journal papers. The research studies are relevant to the research 
objective in which a sufficient background for the systematic review has been 
provided. Several combinations of keywords have been used in during the initial 
searching which has been later widely expanded in Google and Google Scholar. 
Some of the keywords are: Autonomous vehicles, Adaptive Cruise Control, 
Cooperative Adaptive Cruise Control, Connected Vehicles and Self-Driving 

Vehicles. Then the search has been further extended to include the factors 
influencing traffic flow under the use of above-mentioned types of vehicles. These 

factors include First, travel behavior factors, represented by longitudinal behavior, 
lateral behavior, and vehicles interactions behavior. Second, travel time and 

congestion factor. Third, platoon formation. Fourth, the types of intersection 
control system. As a result, a plentiful number of research papers which have 

investigated the impacts of vehicle automation on traffic flow, were reviewed 

herein. 

3 Factors Affecting Traffic Flow in Mixed Traffic 

Autonomous and connected vehicles are expected to revolutionize traffic flow and 
increase the road capacities, mainly because of the substantial facts that reveal 
better reaction time for those vehicles as compared to the human drivers. 
Moreover, researchers addressed several factors that directly affect traffic flow, in 
which the theoretical analysis consider most of them as positive factors that help 
to enhance traffic flow efficiency. However, to achieve such gains, the whole 
system should work in a convenient environment, represented by the existence of 
optimum penetration rates, ideal connectivity between vehicles, typical road 
sections and active authority policy implementations. All these aspects and more 

will be discussed in the next subsections of the paper. 

3.1 Travel Behavior 

Drivers who are experiencing automation are less likely to engage in behaviors 
that required them to temporarily assume human control, such as overtaking. They 
are usually willing to abandon driving and prefer more entertainment of fully 
automated drive. Therefore, travel behavior for the autonomous vehicle in a mixed 
traffic environment is a crucial factor impacts traffic flow. It could be divided to 

three branches according to the direction of movement and the dynamic 

interactions of the vehicle. 
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3.1.1 Longitudinal Movement and Time Headway 

The average time headway between vehicles on the road has a great influence on 
the traffic flow. Mathematically, it has an inverse relation to the road capacities 

under the use of both conventional and automated vehicles. However, although 
there is a variety of vehicle automation which are going to be widespread on our 
roads, a consensus opinion reveals that the operation of these vehicles will cause a 
reduction in time headway, consequently providing enhanced traffic capacity and 
improving traffic safety [14]. Existing research recognize the critical role played 

by the average time headways that belong to autonomous vehicles environment. 
Aria et al. [15] have investigated the effects of AV on driver’s behavior and traffic 
performance. The study found that conventional vehicles which are driving close 
to a platoon of AV with short time headway, tend to reduce or maintain their time 
headway under the critical values. For this purpose, a microscopic traffic 
simulation using VISSIM was performed for both cases of 100% AV and 100% 
conventional vehicles scenarios. The results of simulation study indicated the 
positive effects of AV on roads during peak hour period. Gouy et al. [14], in the 

same way, have also investigated whether a ‘contagion’ effect from the short time 
headway held in platoons of vehicle equipped with automated systems would 
occur. Simulation has been conducted using short and long-time headway (0.3-

1.4) seconds, and results showed a possibility of negative effect of short time 
headways on unequipped vehicle drivers in a mixed traffic. Several authors 
highlighted the effects of varying market penetrations of autonomous vehicles on 
highway capacity. Shladover et al. [16] presented a study on the impact of ACC 
and CACC on traffic flow, they considered the distribution of time gap settings 
that drivers form which represent real field data to be used in the simulation 
process. Although the results of the study did not show significant impact with the 
gradual increase of ACC penetration rate. Contrastingly, moderate to high 

percentages of CACC greatly increase the capacity of the road. Kesting et al. [17] 

disagreed with the outcomes in [16] regarding ACC effects, they suggested to 
maintain the time gap by accelerating or decelerating the vehicle to reach a desired 

speed. At the same time, rear end collision will be avoided. Due to the availability 

of sensors, ACC might detect and track the vehicle ahead and measuring the 
distance and speed difference, which will be used as inputs for the proposed car-
following model used in by the researchers. The study demonstrated an increase in 
dynamic capacity when the penetration rate exceeds 50%. The car following 
model has been also used by Park et al. [18] in which the parameters set at level 4 
of automation as well as a gradual increment of AVs penetration. The study 
adopted a microsimulation approach using VISSIM on a real road network of total 
distance of 4.5 km in which 13 intersections are located on. The results show an 
improvement in traffic flow and reduction in delay time when the network is fully 
saturated with AVs. Li and Wagner [12] have also selected a 5.3 km stretch on 
Auckland motorway to be the study case in which a simulation conducted using 
available traffic data. Four scenarios have been tested regarding the capacity of the 
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motorway, these are namely, heavily congested, lightly congested, free flow 
traffic and future heavily expected congestion. The findings of the research work 
indicated insignificant impact at the initial stages of AVs deployment, while 
remarkable advantages have been observed when AVs penetration rate reaches 

70%. Many researchers have used Intelligent Driver Model (IDM) to investigate 

the longitudinal driving behavior as it has many advantages over other ACC 
models. Péter et al. [19] have applied the stated model to examine AVs motion 
process by creating a relevant speed and steering angle signals in a lab setting in a 

manner that is consistent with the actual driving and traffic situations. 

Furthermore, Péter and Lakatos [20] have investigated the vehicle-dynamical 

properties of IDM model, represented by highest acceleration parameters set by 

the vehicle, the desired speed parameters of the vehicle and the distance-keeping 
parameters of the vehicle. Overall, the longitudinal behavior assessment based on 
the reviewed conducted methods by the researchers, reveal a vast desire towards 
shortening the time headways and gaps. Although it appears to be an advantage to 
get more increased capacities in light traffic, but on the other hand, jam avoiding 
must be seriously considered in more dense and congested traffic to avoid delay 
and surpass traffic breakdowns. 

3.1.2 Lateral Movement and Lane Change 

Although traffic flow is usually introduced by the vehicles longitudinal time 
headways, these are also indispensable driving situations related to the lateral 
movement of vehicles, including lane-change maneuvers which are directly 
influencing the traffic flow and capacity [13]. Studies on the lane-changing 

behavior stated that the main reason to entice the following drivers to proceed 
overtaking accrue to the slow motion of ahead vehicles. Furthermore, drivers 
would choose to do lane changing only if there is a sufficient gap in the 
destination lane which in turn resulted in a gap in the origin lane, bearing in mind 
that the overtaking vehicles should have higher speeds than the following vehicles 
in the destination lane [21] [22]. A large and growing body of literature has 
investigated the impact of lane-changing of automated vehicles on traffic flow 
characteristics. Liu et al. [23] has developed an improved Cellular Automata (CA) 
model to study two sets of polite and aggressive lane change behavior for a 
mixture of autonomous and regular vehicles. The article argued the major 
difference between these two types of vehicles in terms of lane changing, and 
considered AVs to be superior, because of the ability to communicate with another 
adjacent AVs in the target lanes for the possibility of conducting more flexible 
lane changing. In Conclusion, the study observed an increase in traffic capacity 
and free-flow speed of autonomous vehicles due to the lane-changing frequency 
between neighboring lanes which evolves with traffic density along a 
fundamental-diagram-like curve. Calvert et al. [13] have used Lane-change Model 

with Relaxation and Synchronization (LMRS) to investigate the impact of the 
gradual transmission from manual driving to automated driving on traffic flow 
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dynamics. The authors conducted there simulation model through the use of 
empirical data which have been previously collected in [24]. These data include 
some ACC settings such as desired time headways and actual time gaps. As a 

result, low level of automation in mixed traffic might slightly have a negative 
effect on traffic flow, while a penetration rate of more than 70% will show 
noticeable improvements. Even though human error is a main factor of traffic 

accidents related to lane change maneuvering, many researchers focus only on the 
kinematic functions and how to provide an optimal trajectory for lane changing. 
For example, Ziegler et al. [25] proposed  a local, continuous technique that is 
derived from a variational formulation. The solution trajectory is the constrained 
of an objective function that is designed to represent dynamic feasibility and 
comfort. In the contrary, Tehrani et al. [26] did not ignore the behavior model 

during challenging scenarios of merging and diverging on highway lanes.  
The most recent studies identified the lateral comfort of vehicle users as a major 
factor in lane changing decision making. It has an enormous effect on traffic 
efficiency and safety during automatic driving actions. Wang et al. [27] proposed 

a game method with Bézier curve path planning to enhance safety and 
comfortability of passengers. The proposed method found to be greatly met the 
requirements in the decision-making of lane-changing starting time, the total lane-

changing time, and the lane-changing planning path, and it has been proved by 

using MIL simulator. The results show superior results to human drivers. On the 
other hand, Wang et al. [28] generate a model including both car following and 
lane changes to be considered as a hybrid condition. Like the study in [9], both 
cases of mandatory lane change and discretionary lane-change for the autonomous 
vehicle on the highway have been studied. However, discretionary lane-change 

decision process was the one that has been modeled as a game process with the 
following vehicle in the target lane. Eventually, it has been noticed that better 
comfort, traffic efficiency and stability resulted from the simulation analysis. 
According to the literature, it is unclear that current knowledge and model 
development on lane changing behavior will greatly impact traffic flow. 
Moreover, a complete implementation of genuine driving behavior is still lacking 
due to a lack of empirical ground facts and theoretical constructs. Therefore, 
sufficient enhancement is needed for the future traffic simulation models for the 
purpose of full evaluation of traffic system to acquire greater driving behavioral 
aspects. 

3.2 Travel Time and Congestion 

It is believed that the travel time for different sections of the roads will be reduced 
due to the spreading of autonomous vehicles more widely. Furthermore, 
autonomous driving is being discussed to compensate the commuters especially 
who spent much time for travelling high mileages, by allowing them to engage 
with other activities [29]-[31]. Despite the mixed results obtained from the 
literature, a general trend to an alleviative travel time could be noticed.  
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Many researchers concluded that widespread adoption of vehicle automation 
could lead to a positive impact on traffic flow, through the reduction of delay and 
average travel time. For example Ma et al. [32] and Obaid and Torok [33] have 

applied simulation models to different levels of automation and different 
penetration rates respectively, in order to alleviate traffic congestion levels. Ma et 

al. [32] used Origin-Destination matrix to describe vehicles movement of the 

whole roads network for the city of Duisburg in Germany. Afterwards Simulation 
of Urban Mobility (SUMO) has been used to simulate the traffic situation of the 
city in 2030 and 2050 considering three level of automation (non-automated, 
partially automated, and fully automated) vehicles. The study found an 
improvement traffic throughput up to 21.93% in 2030 and 22.08% in 2050 for 
most parts of the city which needs no expansion to road network. However, for the 
most congested areas traffic flow improvement has reached 67%. On the other 

hand, Obaid and Torok [33] conducted a macroscopic simulation of autonomous 
vehicle effects on traffic flow for the City of Budapest in Hungary. For this 
purpose, VISUM model has been used through a gradual increment of 10% for 
Autonomous vehicle penetration rate from (0-100)%. The results of the study 
show that there is a significant impact to the road network by reducing the total 
delay by 37.87% and increasing average speed up to 4.08%. Along the same lines, 
Szibma and Hartmann [30] conducted a microscopic traffic flow simulation using 
VISSIM on three different routes in Germany labeled as (freeway, arterial, and 
collector), under the consideration of two levels of automations (level 4 and level 

5). The article addresses appropriate concepts to translate infrastructure capacity 
enhancements into travel time savings due to the operation of autonomous 
vehicles. Furthermore, exploiting the benefits that accrue from travel time savings 

to allow the commuters to conduct further activities during the trip. The study 
results reveal savings in travel time up to 20% due to the use of 100% penetration 
rate for level 4 automated vehicle, while 27% of the travel time could be saved 
when using level 5 automated vehicles. It is well known that commuters usually 
feel exhausted and frustrated when they stuck in heavy traffic conditions at peak 
hours. Therefore, Steck et al. [31] proposed an empirical study to provide a 
reduction of travel time for commuter trips using two cases of autonomous driving 
(a privately owned AV, and a shared autonomous vehicle SAV). The study design 
was based on an online questionnaire about the trip usually taken by the 
commuters, the respondents were asked to describe a recent trip. Moreover, they 
had to select one of five transportation options, these are: walk, bike, public 
transportation, privately owned AV, and SAV. Accordingly, the time for the trip is 

increased or decreased around the reference time values using suggested average 
speeds for each mode of transportation. However, the authors assumed excluding 
access and egress time for AVs and SAVs. The collected data then were analyzed 
using mixed logit model, and the study resulted in 31% reduction in travel time 
value for the privately owned autonomously driving, while the travel time spent in 
SAVs is showed 10% less negatively than driving manually. From the results of 
Zhou et al. [34], it has been observed that a gradual increase of penetration rate of 
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AVs, up to 25 % would cause a reduction in travel time and congestion. Safe time 
gaps with the value of (0.4, 0.6, 0.8, 1.0, 1.2) seconds have been used in 
Intelligent driver model IDM to carry out the analysis, which shows that the gaps 
are negatively related to the average travel time. A close to this study trend has be 
highlighted in the same year by Lui et al. [23], who also presented similar results 
in terms of vehicles automation influence in mitigating congestion levels.  

The study concluded that an AV has an optimum rate of 50% to lower congestion 
degree across the whole network. Lu et al. [35] in his study, argued mitigation of 
traffic congestion on urban traffic network which makes the urban commuters 
suffering from the long time journeys. They investigated the effect that AVs bring 
to macroscopic fundamental diagram (MFD) through SUMO traffic simulator 
both with an artificial grid road network and a real-world network in Budapest. 
Likewise, the aforementioned studies, there is a clear observation to capacity 
improvement along with AVs penetration growth. In addition, a generalized 
additive model (GAM) has been used to introduce an efficient modeling for MFDs 
with different AVs percentages. Several attempts have been made to reduce 
congestion through the use of lane reservation for autonomous vehicles. Talebpour 
et al. [36] evaluated three different strategies for reserving lanes, these include a 
mandatory use by AVs, an optional use and limitation the rate of AVs in the 
reserved lane. The study conducted on two different segments of highway in 
which the analysis revealed a beneficial outcome from the used policy. Especially, 
for the third strategy when a 50% of AV penetration rate are used in the two-lane 

highway segment and 30% penetration rate used in the four-lane highway 
segment. Carrone et al. [37] proposed a model for the congestion of single 

representative lane of the Copenhagen M3 motorway. Modified intelligent driver 
model (IIDM) has been used for a mixed traffic environment and resulted in an 
improved capacity utilization when the AVs penetration rate 50%. In general, the 

greatest portion of the studies in the literature consider the penetration rate of 
automated vehicles as one of the major factors influencing the travel time and 
congestion, thus directly affecting the traffic flow to a great extent. 

3.3 Platton Formation of Automated Vehicles 

The practice in which several vehicles following one another closely, resulting in 
mitigation to aerodynamic drag for all vehicles is referred to as Platooning. It may 
also reduce traffic congestion and increase road capacities. It is believed that 

platooning in a tight formation is risky and unsafe without automation, this is turn 
to the delay in the perception and reaction processes of human drivers when the 
vehicle ahead suddenly decreases its speed [38]. Previous studies have explored 
the relationships between autonomous vehicles and platooning. It has also 
demonstrated the impact of them together on the augmentation of traffic flow. 
Mena-Oreja et al. [39] focused on the parameters of desired and safe time gap as 
well as the maximum length of a platoon when they studied the effect of the 
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configuration of platooning maneuvers on mixed traffic. The studied parameters 

are considered to greatly execute the platooning maneuvers and significantly 
impact the traffic flow. Other researchers like Harwood and Reed [40] and 

Vukadinovic et al. [41] focused on investigating the impact of using Vehicle to 
Vehicle communication platooning on traffic performance. The technology of 

road trains formation has been developed by [40], then a simulation using VISSIM 
has been applied and led to a proportional increase in the studied carriageway 
capacity. On the other hand, the study in [41] demonstrated that better traffic 

efficiency can be achieved  by maintaining the inter-vehicle spacing at a feasible 

minimum. The study compared two radio technology families: IEEE 802.11p and 
3GPP Cellular-V2X (C-V2X), in which the latter resulted in shorter inter-truck 
distances due to efficient communications performance that haven’t been affected 
by the increasing load on the wireless channel produced by the surrounding 
vehicles. Yet in many cases, interference could still cause communication failures 
to V2V communication. Gong et al. [42] referred to the limitation for most of 

CACC due to the fixed information flow topology for a platoon of connected 

autonomous vehicles. To overcome the problem, CACC-DIFT which stand for a 
dynamic information flow topology is used to reduce to negative effects that of 

communication failure. Moreover, Next Generation Simulation (NGSIM) has 
been used to validate the effectiveness of the proposed CACC-DIFT, in which the 
results indicated remarkable surpass of CACC-DIFT design to CACC. One can 
observe novel contributions from Fernandes [43] study about the effect of vehicle 
automation on traffic flow. The study focused on maintaining the system 

operating at full capacity during the exit of vehicles from the main track of a 
platoon to an offline station, followed by an entrance of other vehicles to join the 
platoon at the same station. The authors proposed an algorithm to keep the spacing 

between platoons’ leaders to avoid any negative impact on the speed of the 
platoons behind. Furthermore, allowing vehicles to enter the main track 
cooperatively to fulfil unoccupied leader’s positions. Agent-based model for 

platoons of cooperative automated vehicles has been conducted using 
MATLAB/Simulink to ensure high traffic capacity and congestion avoidance. 
Mushtaq et al. [44] presented two level approach to achieve traffic flow 
improvement. The first approach includes formation of platoons to mitigate traffic 
congestions, and the second one, is to use V2V and V2I infrastructures to provide 
situations such as collision avoidance. The author used SUMO for the simulation 
process and the obtained results indicated significant enhancement to traffic flow. 
Publications that concentrate on automotive truck platooning more considerably 
adopt the effect of platooning on energy intensity. Since the truck speeds 
increased with aerodynamic losses, it is important to design a platoon formation in 

such a way that keeps the trucks at constant speeds, thus, providing a stable traffic 
flow. Tsugawa [45] has tested a platoon formation of three automated trucks 
moving at 80 km/h, the reduction in energy consumption reached 13% at 10 m gap 
when the penetration rate was 40% of heavy automated trucks. Moreover, a 25% 
reduction in energy consumption for the middle truck could be obtained through 
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extrapolating the results to zero gap. Lu and Shladovar [46] have also examined a 

three truck platoon with 6 m spacings, The results show a plausible saving in fuel 
consumption by 4.3%, 10% and 14% for the first, second and third truck 
respectively. From these results, one can estimate an upper bound of (10%-25%) 
of energy savings for a large portion of fright kilometers observed on the 
highways. In fact, the complexity of platooning of autonomous vehicles lies in the 

impact of platoon maneuvering. Such as safe gaps and platoon length. Therefore, 
those maneuvering parameters should be carefully studied before the execution of 
automated platoon, so as to avoid failure, and maximize the impact of performing 
such mechanism in mixed traffic scenarios. 

3.4 Intersection Control 

In urban environments, signal timing at signalized intersection directly affects the 
efficiency of transportation networks. By taking the advantages of vehicle 
automation, the capacity of the intersections and the whole system might be 
significantly improved. Several studies investigated the effect of intersection 
control on traffic performance under the use of autonomous and connected 
vehicle. Guler et al. [47] defined an algorithm to gather information from 

connected vehicles to determine successive clearing out from the intersection.  
The study has tested different minimum greens and penetration rates for a mixed 
traffic to optimize the intersection’s signal timing. Consequently, minimizing total 

number of stops and delay time using the proposed algorithm. Similarly, Baz et al. 
[48] have used a game theory based algorithm to improve the intersection 

efficiency during mixed traffic scenarios. A simulation model has been developed 
to perform the proposed algorithm and the research results indicated a significant 
reduction in delay time compared to a conventional control of both a roundabout 
and a signalized intersection by 65% and 84% respectively. On the contrary, 
Berktaş and Tanyel [49] have obtained negative results when they discovered that 
the intersection capacity decreased by increasing the rate of autonomous vehicle in 
unconnected traffic environment. Although the study referred to a negligible effect 
of AVs at low traffic volumes, remarkable changes start to vastly appear when the 
AVs rate reaches 40% and the traffic volume is about 1750 veh/h. At this point the 
calculated delay time at the intersection increased by 300% as compared to the 
regular situation in which no autonomous vehicles exist. In fact, the reason behind 

obtaining such disappointing results could be caused by the proposed assumption, 
in which all vehicles were considered to be passenger cars. This might affect the 

plausibility of acceleration and deceleration values which have been measured 
during the study. More significant analysis and discussion have been argued to 
provide better management for the autonomous vehicle at the intersections, by 
exploring new relevant insights and idea to the control strategies. Li et al. [50] 
introduced a reservation-based intersection control system named autonomous 
control of urban traffic (ACUTA). The operational performance characteristics 
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using ACUTA resulted in significant improvement to the capacity and reduced the 
delay time at the intersection. Martin-Gasulla et al. [51] used PTV VISSIM to 
calibrate a microsimulation model to provide a solution for the potential reduction 
in throughput at low penetration rate by using new managing solution of sorting 
CAVs, and applying possible management to preset green-time at a two-lane 

intersection entry. This scenario led to a platoon formation at the intersection and 

mitigated the delay time by 17%. Ramezani et al. [52] on the other hand, studies 
four possible configurations of mixed traffic to investigate the efficiency at two 
lane signalized intersection. Based on the AV penetration rate, theoretical 

headway is validated by microsimulation data, and then estimated to derive the 
delay time. The delay time resulted from each lane for different penetration rates 
have been compared and the optimal configuration was selected. Regarding 

roundabouts, Cao and Zöldy [53] have studied the impact of connected vehicles 
on fuel consumption and vehicle emission at a selected roundabout. The study 
investigated the roundabout physical parameters and the vehicle driving behavior 

which play an important role in saving energy by achieving as smooth as 

accelerations and decelerations. Later, Cao and Zöldy in [54] have introduced 
another paper to study the path tracking of connected vehicle at a roundabout by 
using a model predictive control (MPC). The authors investigated the relationship 
between the control parameters with different curvature path which represent the 
road condition and thus increasing the autonomy of the vehicle. In general, the 

majority of the obtained results promise a reduction in delay time and provide a 
remarkable increment to the capacities at the intersections through the use of 
vehicle automation technology. This is usually occurred by applying a proper 
optimization to the vehicle departure sequences. However, the researchers have 
conducted their models and algorithms on individual intersections. Therefore, 
further development for the algorithms should be provided to implement 
coordination of multiple signalized intersection in mixed traffic environments. 

4 Results and Discussion 

The research papers including the authors’ names, the used models and analysis 
frameworks and the main findings have been listed in Table 1 in chronological 
order. Apart of the first three listed studies in the table, all other studies have been 
carried out and published within the last 10 years. This emphasizes the current 
evolution of vehicle automation technology and reveals its important role to the 
transportation system which has been clearly emerged in recent scientific research. 

From the main findings described in Table 1, one can clearly observes that the 

vehicle automation penetration rate is almost the most important parameter that all 

the influencing factors on traffic flow might share. However, some researchers 

have referred to a slight effect, of low to medium penetration rates on the factors 
affecting traffic flow as in [17] [37] and [47]. Other few researchers concluded 
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that low percentages of AVs have no impact like [10] [11]. On the other hand, two 
of the reviewed studies demonstrated that negative impact to traffic flow could be 
observed at low penetration rate [13] [49]. The reason behind that may turn to the 
loss of connectivity between the vehicles, as well as it may belongs to the 
uncertainty of models and assumption used in the studies (for example considering 
all studied vehicles as passenger cars). In Contrast, the majority of the studies 

have a common positive conclusion to the impact of high penetration rate of 
autonomous vehicles. In which higher road capacities, smoother vehicles 
interactions, more safety and stability of traffic and saved travel time can be 

demonstrated. Regarding the time headway and gaps, the researchers didn’t fix a 
specific range for the theoretical headway. This is because of the variety of the 
model of simulation used for the process of validation. In addition, the existence 
of multiple vehicle types which lead to various dynamic characteristics results. 
For example, small sized vehicles maintain shorter safe gaps with the vehicle 
ahead and accept smaller lateral clearances to make lateral movements as 
compared to trucks have perform low flexibility during performing the 

acceleration and deceleration as well as perform lateral movement and lane 
change. Overall, the results obtained by the reviewed studies give an enormous 
contribution to the field of vehicle automation impact on traffic flow and road 
capacities. The improvement for both road sections and signalized intersections 

was introduced with a detailed process of implementation of different simulation 
models by the researchers. 

Table 1 

Papers reviewed in a chronological order 

Author (Year) 
[Ref] 

Model/ 
Analysis 

Framework 

 Main Findings 

Arem et al. 
(2006) [10] 

MIXIC 
Simulation 

• CACC penetration < 40% has no effect on traffic. 

• CACC penetration > 60% affect traffic stability 

Kesting et al. 
(2007) [17] 

IDM Model • Above 50% of ACC vehicles, the capacity increases 

faster than for lower percentages. 
Shladover et al.  

(2012) [16] 

AIMSUN 
Simulation 

• Increasing the percentage of CACC from (0 to 
100)% will lead to an increase of the capacity from 

(2000 to 4000) vph respectively. 
Arnaout and 
Arnaout (2013) 
[11] 

Agent-based 

Simulation 
• Capacity and traffic flow performance increased. 
• CACC advantage appears at 40% or more, and at it 

will be at it’s minimal for rates less than 40% 

Tsugawa 
(2013) [45] 

(CFD) 
Simulation 

When the speed of the platoon of is 80 km/h: 
• 13% reduction in energy consumption at 10 m gap  
• 15% reduction in energy consumption at 4 m gap 

Lu and 
Shladover 

(2013) [46] 

DSRC 

Coordination 

A gap of 6 m is to form a platoon of three trucks: 
• First truck fuel reduction is 4.3% 

• Second truck fuel reduction is 10% 
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• Third truck fuel reduction is 14% 

Li et al. (2013) 
[50] 

ACUTA, 
VISSIM 

• The approach capacity increased by 33% as the 
intersection could process additional 450 veh/h  

Guler et al. 
(2014) [47] 

Minimizing 

Delay  
• Average delay at the intersection is significantly 

reduced by 60% when the penetration rate is 60%. 
Ziegler et al. 

(2014) [25] 
Optimization 
Model 

• Design a vehicular trajectory for maneuvering fully 
autonomous vehicles  

Fernandes 

(2014) [43] 
MATLAB/ 
Simulink 

• Capacity will be 7200 passenger per hour (at 
minimum vehicle occupancy) 

• Capacity will be 28000 passenger per hour (at 
maximum vehicle occupancy) 

Gouy et al. 
(2014) [14] 

SCANeR 
studio 

• Negative effects of mixed traffic on unequipped 
vehicle by maintaining short time headways. 

Harwood and 
Reed (2014) 
[40] 

VISSIM 
Simulation 

• The carriageway capacity increased by 2.1% when 
50% of HGVs+5 is in road trains, and by 2.1% 
when 50% of HGV+8 is in road trains. 

Tehrani et al. 

(2015) [26] 

PreScan 
Simulation 

• Evaluation of proposed automatic lane change 
methods for complex scenarios. 

Aria et al. 
(2016) [15] 

VISSIM 
Simulation 

• AV scenario shows a remarkable improvement of 
average density by 8.09%  

• Enhancement for average travel speed by 8.48% 

• Average travel time reduced by 9.00%  
Zhou et al. 
(2017) [34] 

IDM Model • Reduction in travel time and congestion with 
increasing AVs penetration rate by (0%, 5%, 15% 
and 25%) considering safe time gaps. 

Liu et al. 
(2017) [23] 

Cellular 
automaton 
Model 

• Reduction in congestion levels reaches its optimum 
at 50% AVs penetration. 

• Traffic capacity and free-flow speed increase 

positively with penetration level 
Calvert et al. 

(2017) [13] 
LMRS 
Simulation 

• Negative effect on traffic flow at low penetrations. 
• capacity improvements at AV rates > 70%  

Ramezani et al. 

(2017) [52] 
Delay 

estimation  
• At 35% penetration level, the minimum delay 

observed in the mixed lanes.  

• By increasing the penetration level, the best 

configuration is to reserve a lane for mixed lane and 
another for an autonomous vehicle. 

Talebpour et 
al. (2017) [36] 

Microscopic 

Simulation  
• Beneficial lane reservation for AVs at penetration 

rate of 50% for the two-lane highway and 30% for 
the four-lane highway. 

Steck et al. 
(2018) [31] 

Mixed logit  • Travel time reduced by 31% for private AVs. 
• SAV has 10% less negativity than manual driving 

Mena-Oreja et 
al. (2018) [39] 

SUMO 
Simulation 

    At AV penetration level of 100%: 
• Conservative gaps increase traffic flow by 9.39%  
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• Neutral gaps increase traffic flow by 26.09%  
• Aggressive gaps increase traffic flow by 26.09%  

Vukadinovic et 
al. (2018) [41] 

C-V2X 

 

• C-V2X resulted in shorter inter-truck distances than 
IEEE 802.11p and thus increasing density. 

Gong et al. 

(2019) [42] 

NGSIM 

Simulation 
• CACC-DIFT increase noise mitigation factor, 

minimize spacing error, and speed tracking error, 
and provide string stability of the CAV platoon. 

Li and Wagner 
(2019) [12] 

SUMO 
Simulation 

• Insignificant impact of AVs at until it reaches 70% 
when an enhancement to traffic flow is observed. 

• Improvement in total throughput, maximum 
volume, and travel time by 83%, 88% and 23% 
respectively when AV penetration rate is 100% 

Martin-Gasulla 
et al. (2019) 
[51] 

VISSIM 
Simulation 

• Increment in throughput is achieved by 44% for 
100% penetration rate of CAVs. 

• Reduction in control delay can reaches 17%  

Szibma and 

Hartmann 

(2020) [30] 

VISSIM 
Simulation 

• Saving in travel time up to 20% for level 4 AVs  

• Saving in travel time up to 27% for level 5 AVs  

Lu et al. (2020) 
[35] 

SUMO 
Simulation 

• Traffic capacities are 16-23% larger than that of all 

conventional vehicle scenario in case of 100% AVs  
Baz et al. 

(2020) [48] 
VISSIM 
Simulation 

• AV/AV model resulted in reduction in delay time 
by 65% and 84% as compared to a conventional 

traffic control of a roundabout and four leg Int. 

• AV/OV model reduced delay time by 30% and 89%  
Berktaş and 
Tanyel (2020) 
[49] 

SIDRA 
Simulation 

• The effect of AVs is negligible up to 1250 veh/h. 
• At 40% penetration when the volume is 1750 veh/h, 

the delay time at the intersection increased by 300% 

• The capacity of the intersection decreased by using 
autonomous vehicles without communication. 

Carrone et al. 

(2021) [37] 
IIDM Model • Travel time savings are 9% for a 50% penetration 

rate of AVs and 16% for 75% AVs, while it reaches 
49% at 100% penetration rate. 

• Throughput increases by 8% for a 50% of AVs and 

14% for 75% AVs, and became 30% at 100% AVs 

Ma et al. 

(2021) [32] 
SUMO 
Simulation 

• Reduction in travel time by 13.5% in 2030 and 
16.4% in 2050. 

• Traffic throughput improvement by 21.93 in 2030 
and 22.08 in 2050. 

Wang et al. 
(2021) [27] 

MIL 
Simulation 

Improvement to passenger comfort achieved when 
maximum lateral acceleration reduced by 75.54%. 

Obaid and 
Torok (2021) 
[33] 

VISUM 
model 

• Reduction in travel delay by 37.87% 

• Increment in average travel speed by 4.08% 

Wang et al. 
(2021) [28] 

Hybrid 

Condition  
• Traffic efficiency: Average speed of Hybrid 

Condition is higher than IDM and MOBIL by 2.8% 
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Park et al. 
(2021) [18] 

VISSIM 
Simulation 

• Reduction in average delay time by 31% at full 
penetration rate of AVs 

• Increase in traffic capacity by 40% when AV 
penetration rate reached 100%. 

Mushtaq et al. 
(2021) [44] 

SUMO 
Simulation 

• Significant reduction in collision rate, from 73% to 
12.5% has been observed. 

Conclusions 

This paper has systematically reviewed a concise, state of the art, selection of 

studies, addressing the impact of vehicle automation, on traffic flow.  
It summarizes and thoroughly discusses the main findings and results achieved, by 

the models and analysis frameworks used by various researchers. Some of the 

affecting factors to road capacity improvements, under the use of automated 
driving have been identified from the reviewed studies, these include the travel 
behavior, represented by longitudinal and lateral movement behavior, travel time 
effect, platoon formation effect and intersection control system effect.  

The researchers came with a common conclusion stated that the positive benefits 
of autonomous and connected vehicle might be absent at low penetration rates, 
while a clear improvement to traffic flow start to emerge at medium to high 
penetration rates. Regarding travel behavior factors, it is believed that a great 

advantage come from a greater degree of homogeneity during the transition phase 
from conventional driving to automated driving. This may turn to the shorter 
reaction time of autonomous vehicles, which means that disturbances are promptly 
reacted to. Eventually, maintaining the traffic string stability due to the sufficient 
time headways. In contrast, the effect of lane changing may remain unclear and at 
minimal values due to lack of empirical ground facts and theoretical constructs. 
Furthermore, developing reserved lanes for autonomous vehicles can potentially 

increase the saved travel time and will improve the performance of both signalized 
intersection and the platoon. However, this technique will restrict the number of 
lanes available to conventional vehicles and may cause traffic congestion in urban 
areas. Therefore, optional use of the reserved lane is recommended by the 
researchers, to achieve more gains relevant to traffic flow improvement. Finally, 
the future specifics of the advanced technology remains unknown, especially in 
the area of vehicle automation and sensors technology. The reviewed papers give 
the “up-to-date” information on the studied topic and the outcomes provided by 
this work, might be valuable to both researchers, as well as policymakers. Despite 
the fact that these findings are not sufficiently reliable to be used to inform policy, 
the objectives gained are generally enough, to provide some useful insights for the 

direction systems may go in coming years. 
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Abstract: The emotions and experiences of players are complex as they can vary due to 

many factors, such as the difficulty of a video game. However, after finishing video games, 

most players write reviews of them in which their experiences are described. To understand 

these better regarding challenging video games, sentiment and textual analyses were 

conducted on Steam reviews. 993932 reviews were scraped from its website and were 

imported into R. Using several packages available in R (syuzhet, dplyr, tidytext, ggpubr) 

and the NRC Emotion Lexicon, the data were investigated. Reviews were grouped into 

negative and positive ones. According to the results, the following can be concluded 

regarding player experience in challenging video games: 1) Significant differences exist in 

case of all emotions and sentiments between the two groups; 2) The emotional valence 

among both groups significantly differs as well: of negative reviews, it is below zero, and of 

positive ones is above it; 3) In case of positive reviews, the commonly used words better 

detail player experiences than in case of negative ones; 4) Regarding the number of votes 

on and words in both negative and positive reviews, no correlation can be found between 

them. However, negative reviews are more likely to be agreed with. 

Keywords: cognitive process; data analysis; emotion; player experience; sentiment; souls-

like; video game 

1 Introduction 

Emotion can be defined as a complex reaction pattern since it involves 
physiological, experiential, and behavioral elements, by which an individual 
attempts to deal with a personally significant event or matter. The significance of 
events determines the specific quality of the emotion. Among others, this quality 
can be anger, fear, joy, and surprise. 

Research regarding emotions dates back to the 19th Century [1] and is still being 
studied today. Some concluded that cognition is a part of emotions, while others 
claim that it is separate from them. However, newer studies indicate that emotions 
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are related to cognition: according to the study of LeDoux and Brown, emotions 
are cognitive states resulting from information gathering [2]. The study of Larue et 
al. shows that emotions play an important role in cognition [3]. 

This is quite important because in today’s world almost everything can be 
experienced. Consequently, certain emotions can be evoked and video games are 
no exception [4]. The study of Scoresby and Shelton shows that a video game can 
create motivation since it emotionally links the players to the content [5].  
The player’s feeling of presence and immersion can also be affected [6, 7]. 
Consequently, when someone is playing, a cognitive process occurs. This happens 
because players perform actions and then they evaluate the outcomes. Players 
refine their behaviors by interpreting and reflecting on the feedback that the game 
gives them. Behavior patterns can also emerge [8]. Therefore, some sort of 
cognitive process occurs for this evaluation [9]. Processing game data perceptually 
is also necessary. This whole process is called player experience (PX) [10]. 
Naturally, visual and auditory output is crucial for this process since players have 
to be informed of the changes that happen in the game environment. 

This is where the field of Cognitive InfoCommunications (CogInfoCom) comes 
into the picture as it investigates the interaction between the human and the 
machine [11-14]. It aims to improve, return or even create new cognitive abilities 
through models based on the ICT engineering tools [15-20]. Consequently, 
emotions and user experience (UX) are also investigated in it [21-27], and the 
latter is extremely similar to PX. 

Similarly to the case of UX, PX is also quite complex: it can be shaped by several 
factors, such as difficulty settings, game mechanics, narrative, soundtrack, or even 
by reading game reviews [28-33]. PX can also be impacted by emotional triggers 
such in-game loss, character bonds, and personal memories [34]. Since players 
frequently share their experiences in their reviews, it is possible to understand PX 
to some extent [35]. The fact that hundreds of reviews are posted every day gives 
academics access to a lot of data [36]. The analysis of textual reviews can reveal 
important details about the players and games. Busurkina et al. state that the 
following topics can be observed in reviews: general experience, achievements, 
social interaction, social influence, accessories, visual/value, narrative, and bugs 
[37]. 

To understand the experience and emotions of players in case of challenging 
games, textual reviews of difficult video games on the Steam platform were 
scraped and analyzed. Analyzing the reviews on Steam is not a foreign concept as 
its API allows one to scrape them. Furthermore, several studies examined them in 
the past [37-42]. According to Kang et al., both the reviews and votes on them by 
other players on Steam are quite useful [43]. 

Therefore, this paper is structured as the following: the materials and methods are 
presented in Section 2, while the results are shown in Section 3. Discussion can be 
found in Section 4, and after that, conclusions are drawn. 
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2 Materials and Methods 

Before the scraping commenced in April 2021, challenging video games had to be 
selected. After an empirical search, the so-called “Souls-like” role-playing video 
game genre was chosen for this and a previous study [42]. Games in this genre are 
generally praised for their unforgiving difficulty. Therefore, the inclusion criterion 
is met because these are games that challenge their players. 

“Souls-like” games are often 3D role-playing games with a third-person camera. 
Since they vary in design, 2D side-scrolling versions of them exist as well. A few 
of them can be seen in Figure 1 as examples. However, what makes a video game 
“Souls-like”? First, the unforgiving difficulty and consequently, a unique 
checkpoint system. Imagine that the goal is to reach and defeat the final boss of 
the game. The path to it is difficult, as these types of games do not tell the player 
where to go. Naturally, there are environmental hazards and enemies on the way. 
These can easily vanquish the player’s character with a few hits or missteps. If the 
player character is vanquished, it is returned to the last checkpoint. In this case, all 
enemies (except bosses) come back to life, and the collected currency is dropped 
on the spot. If the player’s character does not pick up the dropped currency before 
being vanquished again, it is lost forever. The second common characteristic of a 
“Souls-like” game is the contextual/environmental storytelling. The narration of 
these games is usually cryptic, and the player has to search for the story in the 
environment. It is possible to finish these games without knowing their story. 

  

  

Figure 1 

Examples of “Souls-like” games: Dark Souls III (upper left), Death’s Gambit (upper right), Hollow 

Knight (lower left), and Nioh: Complete Edition (lower right) 
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21 “Souls-like” games were chosen for the research using the user tag system on 
Steam. However, games had to be selected carefully as the tags are placed by 
users. Due to this, the “Souls-like” tag could be found on games that are not 
“Souls-like”, and even on video editing software. Games that were selected vary 
in design, but their genre remains the same. They can be considered new as well 
since their release dates are between 2011-2020. It should be noted that more of 
these games are still in development today, but early access games and those that 
are new, thus have few reviews, were not included in this study. 

After the selection, all (993932) reviews at that time were scraped using the 
steam_reviews Python package, which is available under the MIT license [43]. 
The reviews were downloaded in a JSON format using this package. For the 
analysis, the JSON files were imported into the statistical program package R [44] 
with the help of the jsonlite package. The scraped reviews per video game can be 
found in Figure 2. 

 

Figure 2 

The number of scraped reviews per video game 

2.1 Reviews on Steam 

On Steam, each video game has a page, and the reviews can be found on the 
games’ subpage. Several fields of information are contained in a single review 
[45], but only the following were used during this research: the name of game, the 
language of the review, its textual part, whether the reviewer gave the game a 
thumbs up or a thumbs down, and how many players “agreed with” each review. 
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It should be noted that the Steam reviews do not have a rating system between a 
scale of 1-10 (or 1-5). This means that every review is either positive or negative. 
When reading reviews, this can be easily seen as it is symbolized with a thumbs 
up or a thumbs down on each one. Naturally, thumbs up means that the reviewer 
recommended the game, while in the case of thumbs down, the game is not 
recommended. It should be noted these are used as synonyms in this study. Thus, 
a “positive review” means “thumbs up” and “recommended game”; while 
“negative review” means “thumbs down” as well as “not recommended game”. 

Out of the 993932 scraped reviews, 904005 (90.96%) are positive, and 89927 
(9.04%) are negative. In this study, only English reviews were investigated, thus 
these numbers decreased to 377334 positive, and 41149 negative reviews.  
The percentage of positive English reviews is 90.16%, while of the negative 
English ones, it is 9.84%. The descriptive statistics of these reviews can be 
observed in Table 1. 

Table 1 

The number, and percentage of English reviews grouped by game and review type 

Game Positive review Negative review 

Ashen 515 (70.93%) 211 (29.07%) 

Blasphemous 5339 (89.16%) 649 (10.84%) 

Code Vein 11903 (90.89%) 1193 (9.11%) 

Dark Souls 39864 (90.35%) 4254 (9.65%) 

Dark Souls – Remastered 16996 (86.53%) 2645 (13.47%) 

Dark Souls II 16285 (86.13%) 2622 (13.87%) 

Dark Souls II – Scholar of The First Sin 19737 (83.57%) 3879 (16.43%) 

Dark Souls III 88320 (92.93%) 6714 (7.07%) 

Darksiders III 3204 (77.14%) 949 (22.86%) 

Death’s Gambit 1170 (74.42%) 402 (25.58%) 

Hellpoint 1184 (80.54%) 286 (19.56%) 

Hollow Knight 58029 (96.98%) 1805 (3.02%) 

Lords of the Fallen 3298 (54.03%) 2805 (45.97%) 

Nioh: Complete Edition 6291 (83.07%) 1282 (16.93%) 

Nioh 2: Complete Edition 4524 (89.60%) 525 (10.40%) 

Remnant: From the Ashes 16729 (87.30%) 2432 (12.70%) 

Salt and Sanctuary 4461 (89.99%) 496 (10.01%) 

Sekiro: Shadows Die Twice 33795 (92.74%) 2644 (7.26%) 

Star Wars Jedi: Fallen Order 41130 (90.93%) 4102 (9.07%) 

The Surge 2720 (74.58%) 927 (25.42%) 

The Surge 2 1840 (84.91%) 327 (15.09%) 
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2.2 Textual Analysis 

To analyze the emotions in the textual parts of the reviews, a Natural Language 
Processing package called syuzhet was used in the statistical program package R 
[46]. While this package incorporates four sentiment lexicons, the NRC Emotion 
Lexicon was chosen since it is free for research purposes. It is also proven to be 
useful in the literature [47-49]. 

There are eight basic emotions and two sentiments in the NRC Emotion Lexicon. 
The emotions are anger, fear, anticipation, trust, surprise, sadness, joy, and 
disgust, while the sentiments can be positive or negative. The syuzhet package has 
a customizable function called get_nrc_sentiment with four arguments. Using this 
function the sentiments in the text can be assessed. Afterward, a data frame is 
created: each row corresponds to a sentence, while the columns represent the 
emotions [50]. The negative numbers from the respective column are converted 
and added to the values in the positive column. The number of sentiments per 
sentence can be found in the resulting matrix as can be observed in Table 2, 
although it is transposed to fit into the margins of the paper. Using this method, 
the emotions and sentiments were investigated as can be seen in subsection 3.1. 

Table 2 

Examples of the number of sentiments in sentences. The table is transposed compared to the data.  

The sentences were: (1) This game is very good. (2) A great Souls clone! Love this game! (3) Love 

this "free roaming" Dark Souls clone. Beautiful graphics and level design. 

Emotion Sentence 1 Sentence 2 Sentence 3 

Anger 0 0 0 

Anticipation 1 0 0 

Disgust 0 0 0 

Fear 0 0 0 

Joy 1 1 2 

Sadness 0 0 1 

Surprise 1 0 0 

Trust 1 0 1 

Negative 0 0 0 

Positive 1 1 3 

The emotional valence in reviews was also investigated (subsection 3.2). 
However, since the reviews have a variable length, percentage-based chunks were 
used. With the help of the get_percentage_values function, the text was divided 
into an equal number of chunks, and the mean emotional valence was calculated 
for each. 50 chunks were selected for this study after empirical testing. 

To calculate word frequencies in subsection 3.3, two packages were used: dplyr 
[51], and tidytext [52]. After the frequencies were found, the package called 
wordcloud was used to plot the most common words [53]. 
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It should be noted that on Steam, it is possible for every user to “agree with” (in 
other words: “vote on”) the reviews of others. This means that besides voting, 
players can see and read the reviews of others. If they vote, it would mean that 
they agree with the reviews, naturally. The correlation between the length of the 
reviews and the number of votes on them was investigated. The results of this 
investigation can be found in subsection 3.4. This was assessed in detail since 
according to Kang et al. [41] the number of votes on reviews is important since 
these “voted on reviews” could mean the opinions of multiple players. 

3 Results 

Since four different analyses were conducted, this section is split into four 
subsections. The difference in emotions and sentiments was investigated in 
subsection 3.1, the difference between emotional valence during the narrative time 
was examined in subsection 3.2, the difference among frequently used words is 
analyzed in subsection 3.3, and lastly, the difference in agreeing on reviews is 
looked at in subsection 3.4. 

3.1 Difference in Emotions and Sentiments 

First, the sentiments were investigated in the reviews. Two groups were made 
from the data: positive, and negative reviews. Using the NRC Emotion Lexicon, 
the following percentage of the average valence of basic emotions can be found in 
the reviews (Figure 3): 

 

Figure 3 

Percentage of the average valence of basic emotions in negative (left), and positive reviews (right) 
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In case of negative reviews, the most frequent emotions felt were fear (15.33%), 
sadness (14.87%), and trust (14.78%). Anger was a close fourth (14.64%). In case 
of positive reviews, the three most frequent emotions felt were trust (17.38%), 
anticipation (16.68%), and joy (16.34%). 

When comparing all emotions between the groups, the Kolmogorov-Smirnov test 
was used (due to the large sample size) to assess their normality. Each was 
rejected (p < 2.2×10-16), therefore, they did not follow Gaussian distribution (since 
p < 0.05). Therefore, the nonparametric Wilcoxon rank sum test was chosen for 
the comparison. According to the results, all emotions were significantly different 
from each other between the two groups (p < 2.2×10-16). 

Afterward, the sentiments found in the reviews were compared. They can be 
observed in Figure 4. 

 

Figure 4 

Percentage of average sentiments in negative (left), and positive reviews (right) 

The percentage of negative sentiments’ valence was smaller by 27.30% in positive 
reviews, and the percentage of positive sentiments’ valence was larger by 30.27% 
in positive reviews. Their differences were also investigated with the Wilcoxon 
rank sum test (as the data distribution is still nonparametric). According to the 
results of the test, the differences between them were significant in each case (p < 
2.2×10-16). In case of negative reviews, the difference between negative and 
positive sentiments was 0.0515494, while it was 0.2355724 when positive reviews 
are investigated. Although both differences are significant (p < 2.2×10-16 in each 
case). Clearly, the difference is much higher in the case of positive reviews. 
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3.2 Difference between Emotional Valence during Narrative 

Time 

In this subsection emotional valence was investigated based on the passage of 
time. Imagine the following: when something is happening, for example, a player 
writes a review, time passes during the process. This phenomenon is called 
narrative time, or in other words, the time it takes to finish a text or a story. Using 
this phenomenon, it is possible to examine the emotional valence in each moment. 
In most cases, a point in narrative time could simply mean a sentence in the text. 
However, since the reviews have different lengths, each text was divided into an 
equal number of chunks, and the mean sentiment valence was calculated for each. 
50 chunks were chosen on an empirical basis. Therefore, the narrative time of 1 
means the first chunk of the text, while the narrative time of 50 means the last 
chunk of the text in this case. The results of this analysis are shown in Figure 5. 

 

Figure 5 

Emotional valence in negative (left), and positive reviews (right) 

As can be seen, negative reviews mostly consisted of negative emotions, as the 
valence was below zero. There were times when some positive emotions could be 
found in the text, and that would increase the emotional valence (e.g. around the 
narrative time of 10). However, in case of negative reviews regarding challenging 
video games, the emotional valence did not exceed zero. Positive reviews were 
more interesting on the other hand: reviews usually started with a higher 
emotional valence, then it quickly decreased. Possibly, this was where the 
reviewers talked about the negative aspects of these video games. Afterward, the 
emotional valence quickly increased again. All in all, it can be easily observed that 
the emotional valences stayed around their starting values: the standard deviations 
were 0.32, and 0.45 in cases of negative, and positive reviews, respectively. 
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Lastly, they were compared to each other. Using the Shapiro-Wilk normality test, 
their distribution was assessed: p = 0.1126 in case of negative reviews, and p = 
0.0001686 in case of positive reviews. Using the Wilcoxon rank sum test (due to 
the latter’s nonparametric distribution), the following results were received: the 
two emotional valences were significantly different from each other as their means 
were -0.59, and 0.97, respectively (p < 2.2×10-16). 

3.3 Difference in Commonly used Words 

To understand the reasons behind the analyzed emotions, the word frequencies 
were counted in the reviews. Their frequencies were plotted into two word clouds, 
as can be seen in Figure 6. The larger the word, the more frequent it was. Besides 
this, 30 frequent words in negative reviews are observable in Table 4. 

 

Figure 6 

The most frequent words in negative (left), and positive reviews (right) 

Table 3 

30 frequent words in negative reviews 

Game 92010 PC 6723 Frustrating 2113 

Souls 24782 Hard 6002 Annoying 2043 

Dark 18086 Feel 5895 Crash 1973 

Play 14225 Hours 5799 Death 1952 

Time 12760 Buy 5642 Worse 1875 

Boss 10944 Level 5383 Waste 1756 

Enemies 10942 Design 5220 Broken 1719 

Combat 8738 Lot 5079 Poor 1661 

Bad 8044 Hit 5074 Garbage 1545 

Fun 7932 Die 4237 Unplayable 1426 

Story 7335 Terrible 2753 Hate 1330 
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Naturally, in case of the negative reviews, more negative words could be found. 
Other negative words included the s-word with a frequency of 2823, and even the 
f-word could be found in two forms (2310 and 1616 times). The word “refund” 
appeared in 1575 sentences, while “refunded” occurred in 368. This suggests that 
some people were so angry with these types of games that they either considered a 
refund or already got one. 

Due to the words, these two cases could have happened: the first is a hardware, 
software, or optimization problem. The words “crash”, “crashes”, “broken” and 
“poor” appeared in many sentences, which suggest that the game did not work 
properly. The second case is the difficulty of these types of games. As can be 
seen, the words “die”, “death” have high occurrences. The words “enemies”, 
“boss”, and “combat” were the 6th, 7th, and 8th most frequent words, respectively. 
Thus, the negative feelings of players arose from the challenge itself: their in-
game characters died many times and they became frustrated or angry. 

On the other hand, while positive reviews contain fewer negative words, they 
presented PX in more detail. Besides words of emotions, things that people liked 
about the games could be found in the reviews. 30 frequent words in positive 
reviews can be seen as examples in Table 4. 

Table 4 

30 frequent words in positive reviews 

Game 450692 Love 31602 Worth 22260 

Souls 146083 Gameplay 31119 Experience 22207 

Dark 107760 Lot 30633 Challenging 20726 

Play 61812 Hours 30221 Difficulty 19941 

Fun 57943 World 29460 Star 19301 

Story 54135 Feel 28313 Bit 19178 

Time 53485 Recommend 27470 Wars 19132 

Combat 45996 Enemies 26402 Level 19121 

Boss 39752 Die 26340 Design 18373 

Hard 35399 Pretty 23561 Character 18211 

Amazing 33512 Buy 23276 Lore 15580 

Other common words were “difficult” (17705), “system” (16708), “atmosphere” 
(8791), and “masterpiece” (8015). According to the words, players liked the high 
difficulty, combat with enemies and bosses, and the world of games. The latter 
can include level design and interaction with characters. 

The number of words was also different between the two types of reviews.  
The average number of words in case of negative reviews was 113.12 with a 
standard deviation of 185.80. These numbers were 51.73 and 118.70, respectively 
in case of positive reviews. This means that overall, negative ones were longer and 
more detailed. According to the results of the Wilcoxon rank sum test (as this 
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dataset was also nonparametric due to the results of the Kolmogorov-Smirnov 
test), the number of words was significantly different from each other as p < 
2.2×10-16. 

3.4 Difference in Agreeing on Reviews 

In this subsection, the number of votes on reviews is analyzed. The number of 
votes on the reviews can be seen in Figure 7. It should be noted that reviews with 
zero votes are not plotted in Figure 7. 

 

Figure 7 

The number of votes on the reviews in case of negative (left), and positive ones (right) 

In case of negative reviews, 25401 had at least one vote (out of 41149). This is 
61.72% of them. Contrarily, 111537 had at least one vote (out of 377334) when 
positive reviews were investigated. This means 29.55% of the positive reviews. 
This can mean the following: people are more likely the agree with negative 
reviews as their experiences were similar. This is further strengthened by the fact 
that negative reviews have a mean of 6.81 and a standard deviation of 64.62 votes, 
while positive ones have 2.07 and 42.95 votes, respectively. 

Lastly, the top five voted-on reviews were investigated in case of negative and 
positive ones. They can be observed in Table 5. 

Table 5 
The number of votes and words of the top five negative (left) and positive reviews (right) 

 Number 
of votes 

Number 
of words 

 Number 
of votes 

Number 
of words 

Negative 1 7038 238 Positive 1 10453 10 

Negative 2 2700 13 Positive 2 9523 444 

Negative 3 2593 19 Positive 3 8131 312 

Negative 4 2417 589 Positive 4 6682 14 

Negative 5 2232 9 Positive 5 6541 406 
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Across the data, many short reviews were voted up. From the textual analysis, it 
can be observed that these short reviews were usually funny or sarcastic sentences 
that presented games in a short form. However, the question may arise due to the 
variable number of votes and words: Does the number of words correlate with the 
number of votes? To answer this question, a correlation test was done in case of 
each group of reviews. As the data did not follow Gaussian distribution (p < 
2.2×10-16 in case of both groups according to the Kolmogorov-Smirnov test), 
Spearman’s rank correlation method was used and its results are presented in 
Figure 8. 

 

Figure 8 

Correlation between the number of words and votes on reviews in case of negative (left), and positive 

ones (right) 

According to the results received on the correlation test, no correlation can be 
found among the number of words and votes: ρ ≈ 0.2 in case of negative reviews, 
and ρ ≈ 0.15 in case of positive ones. Although both were significant with p < 
2.2×10-16. Therefore, it can be concluded that the length of a review did not 
influence the number of votes. This means that players did not vote based on the 
length of the reviews. 

4 Discussion 

As PX is complex and can vary due to many factors, it is difficult to fully examine 
it. However, with the results presented in this article, it is possible to understand 
PX regarding challenging role-playing video games as well as the structure of 
both negative and positive reviews. The results may also help the designers of 
future games of the same genre. 
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According to the results, the structure of negative and positive reviews was 
significantly different. No transition exists between them: there were no negative 
reviews that included a large number of positive sentiments, and there were no 
positive reviews that had a large number of negative sentiments. It should be 
noted that in case of negative reviews, positive sentiments were much higher 
compared to the negative sentiments in positive reviews. The difference between 
negative and positive sentiments in negative reviews was 0.0515494, while it was 
0.2355724 in case of positive reviews. Clearly, the gap between the two types of 
sentiments was much higher. To understand this gap, Figure 5 should be looked at 
to see the emotional valences of both review types. According to their, standard 
deviations, negative reviews did not deviate as much from their mean as positive 
ones. The standard deviation of the former was 0.32, while it was 0.45 of the 
latter. 

Also, there were significant differences in case of all eight basic emotions between 
the two types of reviews. The emotions of anger, disgust, fear, and sadness 
significantly occurred fewer times in case of positive reviews. The decreases in 
frequency were 25.27%, 39.95%, 17.41%, and 16.61%, respectively. The feeling 
of disgust had the largest decrease in frequency, while sadness had the smallest 
one. Contrarily, the occurrences of emotions of anticipation, joy, surprise, and 
trust were significantly different between the two types of reviews. These 
differences were 22.12%, 52.26%, 22.85%, and 17.54%. In this case, joy was the 
most frequent, while trust was the least frequent. It can also be concluded that 
when a game was recommended, the frequency of joy was the largest, while when 
a game was not recommended, the frequency of disgust was the largest. 

A similar phenomenon could be found when word frequencies were assessed.  
In case of negative reviews, players stated their disgust and anger towards games: 
they usually detailed software/hardware/optimization problems, and in some cases 
it was mentioned that games were difficult – impossible even. Due to the emotions 
of the player, the average length of negative reviews was 118.67% longer than 
positive ones. This means that positive reviews were shorter by 51.73 words on 
average. Therefore, positive reviews were less detailed. Even though they were 
shorter, the experiences regarding gameplay were more detailed. As the positive 
emotions were stronger, players focused on what they liked about games. 

Even though the number of words was significantly different in case of both types 
of reviews, it can be concluded that they did not correlate with the number of 
people agreeing with reviews. This means that it was not the word number that 
mattered when agreeing with a review, but the content itself. In the end, people 
agreed with negative reviews more than with positive ones. 

While multiple papers investigated Steam reviews from various perspectives, only 
a few could be compared to this paper. One such comprehensive study was written 
by Lin et al. [54]. They also did a thorough analysis of textual reviews. Although 
they compared reviews regarding several video game genres, not regarding 
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multiple games in a subgenre. Still, it is possible to compare the results about 
review contents and length to their results. According to their research, negative 
reviews usually contain bug reports and complaints about game design, which is 
similar to the results presented in this study. Regarding review length, they 
concluded that negative reviews are only slightly longer than positive ones.  
The case is similar regarding “Souls-like” video games. 

Conclusions 

Understanding and investigating PX are quite complex, and the experience itself 
can vary due to different factors, such as the difficulty level of games. In this 
paper, the PX in case of challenging (or “Souls-like” to be more precise) video 
games was investigated by analyzing Steam reviews. The analysis was done in the 
statistical program package R and consisted of four investigations. 

The first one investigated the difference in emotions and sentiments between 
negative and positive reviews. Significant differences were found among all eight 
basic emotions: anger, disgust, fear, sadness were significantly less frequent in 
case of positive reviews, while anticipation, joy, surprise, and trust significantly 
occurred more frequently. Regarding sentiments, significantly fewer negative 
ones, and significantly more positive ones can be found in positive reviews than in 
negative reviews. 

In the second investigation, the emotional valence among both groups of reviews 
was examined. This was done with the help of the concept of narrative time.  
In case of negative reviews, the emotional valence was below zero, while it was 
above zero when positive reviews were investigated. 

The third investigation focused on the word frequencies found in both groups of 
reviews. While negative reviews usually used words to detail 
software/hardware/optimization problems, positive ones often described player 
experiences or what they liked about games. 

The focus of the fourth investigation was on the number of votes on and words in 
both negative and positive reviews, and whether a correlation could be found 
between them. According to the results, there was no correlation among them. 
However, negative reviews were longer and more likely to receive votes than 
positive ones. 

In conclusion, by analyzing how negative and positive reviews are structured with 
experiences and emotions, it is possible to get a glimpse of how people felt when 
playing challenging games. Those who did not recommend a game (in other 
words: wrote a negative review) included some positive sentiments in the review, 
while even fewer negative experiences were included from those who 
recommended a game (in other words: wrote a positive review). Still, it is also 
possible that people are more likely to express positive opinions, but less likely to 
express negative ones, in which case they just agree with what others have written. 
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However, since about 90% of the analyzed reviews were positive, it can be 
concluded that the PX regarding these games is good overall. 
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Abstract: In recent years, natural language processing tasks, like sentiment analysis, can be 

solved with high performance techniques, if a pre-trained language model is fine-tuned. 

However, in most cases, the pre-training of language models require huge computational 

resources and training corpora. Our paper addresses the issue of developing deep neural 

network language models for low resourced languages, such as Hungarian. Pre-training 

language models like BERT, requires a prohibitive amount of computational power and huge 

amount of training data. Unfortunately, neither of these prerequisites are commonly 

available for low resource languages. The question is how well the system can perform with 

limited resources (both in data and hardware). We focus our research on five transformer 

models: ELECTRA, ELECTRIC, RoBERTa, BART and GPT-2. To evaluate our models, we 

fine-tuned the models in six different natural language processing tasks: sentence-level 

sentiment analysis, named entity recognition, noun phrase chunking, extractive 

summarization and abstractive summarization. Our results suggest that while our 

experimental models obviously cannot surpass the performance of the state-of-the-art 

Hungarian BERT model, they require a smaller carbon footprint, may bring neural network 

technology to mobile applications and, finally, they may lower the threshold to engaging with 

neural network technology in low resourced languages, which has been an obstacle so far, 

in the synergistic co-development of cognitive info-communication systems and its related 

disciplines. 

Keywords: ELECTRA; ELECTRIC; RoBERTa; BART; GPT-2; sentiment analysis; named 

entity recognition; noun phrase chunking; text summarization 

1 Introduction 

Natural languages provide an important platform for thought and communication, 
which are considered as pivotal human cognitive characteristics. Therefore, natural 
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language processing can provide valuable insights into human cognitive processes 
[1]. Communication between a human and an artificial cognitive system is called 
inter-cognitive communication (information transfer occurs between two cognitive 
beings with different cognitive capabilities) [2] [3]. Machine Learning methods are 
vital elements of modern cognitive info-communication systems because they can 
be used in various ways such as behavior modeling or sentiment analysis [4]. 

Modern cognitive science aims to develop a general theoretical framework that 
encompasses the entire set of human mental capabilities including language. 
Several attempts have been made to implement human cognitive processes as 
computer algorithms, for example by using artificial intelligence to explain various 
aspects of language acquisition and processing [5]. Thus, we can refer to these 
artificial intelligence-based solutions not merely as language models, but as 
cognitive models as well. 

Natural language processing (NLP) has seen spectacular progress with the 
application of neural network technology, in particular, the Transformer model [6]. 
The first breakthrough was the word embedding method [7], which represents 
words as multi-dimensional continuous vectors. The vector representation of the 
words creates a multidimensional semantic space in which words with similar 
meaning are located close to one another. Alongside their semantic content, the 
word vectors can be trained to incorporate syntactic features, as well. A major 
drawback of this method was that the vectors were computed on word forms and 
the system was not able to handle wordforms which had different or even unrelated 
meanings. In order to solve this issue, alternative models were created, which are 
based on contextual embedding, for instance ELMo [8], BERT [9], or derivatives 
of BERT (for example RoBERTa [10]), in which the word vectors reflect context-
dependent variation in meaning. As noted above, one major limitation of building 
neural network-based language models is that it requires extreme amountnumber of 
resources in terms of data and computational power. In order to overcome these 
previously described limitations Google Inc. developed the ELECTRA model [11], 
which is able to achieve similar results to the traditional BERT models by using less 
resources (1 GPU) and under less time. Furthermore, the size of the trained models 
is considerably smaller as well, which is important in our current ‘mobile’ world. 
But ELECTRA cannot solve every kind of natural language processing task, for 
instance text generation tasks. Thus, we also performed experiments with other 
types of language models in this research. We also conducted experiments with 
RoBERTa, BART and GPT model architectures as well. In recent years, a lot of 
interest has been developed towards the scientific investigation of human-computer 
interaction. The extremely fast pace of infocommunication device development and 
the rapidly growing number of device users, hence the increasing occurrence of 
human-machine interactions renders it especially important to systematically 
address the challenges that might arise during such encounters. Cognitive Info-
communication can greatly benefit from the advancements and innovative solutions 
developed by cognitive linguistics. Furthermore, several important new models 
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supported by artificial intelligence could further elevate the successful outcome of 
these synergistic approaches [2]. Therefore, we aim to contribute to these ground-
breaking initiatives by presenting our low-resource applications. 

BERT (abbreviation of Bidirectional Encoder Representations from Transformer) 
is defined as a multi-level, bidirectional Transformer encoder [6]. The BERT model 
is pre-trained on two language modeling tasks: word masking and next sentence 
prediction. In the course of the masking procedure 15% of the words in the training 
corpus is randomly masked and the system has to guess the masked words. In the 
next sentence prediction tasktask, the system is to guess whether two sentences are 
consecutive in relation to one another in the text or just randomly chosen. In order 
to drastically reduce the size of the dictionary, words are broken into pieces on 
statistical grounds (what is called ‘wordpieces’) using a tokenizer algorithm [12]. 
Following the initial training of the BERT, the pre-trained model is fine-tuned in 
order to be optimal for a certain task. 

The first native BERT model in Hungarian was published by Dávid Márk 
Nemeskey [13], named huBERT. Three different huBERT models were created: 

- huBERT: BERT base trained on Hungarian Web Corpus 2.0 [14] 

- huBERT Wikipedia cased: BERT base trained on Hungarian Wikipedia 
without uppercase to lowercase transformation 

- huBERT Wikipedia lowercased: BERT base trained on Hungarian Wikipedia 
with uppercase to lowercase transformation 

The huBERT base pre-trained on Hungarian Web Corpus reached remarkable 
results in such tasks as name entity recognition and noun phrase identification [15]. 
Feldmann et al. have built the first BERT large model for Hungarian [16]. 

The models and scripts are can be found in our Github sites [17] [18]. 

2 Experimental Models 

2.1 ELECTRA 

The ELECTRA [11] is based on the GAN (Generative Adversial Network) [19] 
method. The basis of this methodology is that two networks are trained: one is the 
generator and the other is the discriminator. In the course of pre-training the 
generator randomly creates vector representations, from which its output is derived. 
Next, a real output is presented to the generator, and based on this it optimizes the 
random vector generation process. Consequently, the generator becomes ‘smarter’ 
by the end of the training it will be able to generate an output that is similar to the 
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real one. Meanwhile, the discriminator is trained to decide whether a given dataset 
is true or false. In order to achieve this, real datasets from the training corpus and 
generator-derived datasets are both presented to the discriminator. As opposed to 
the word-masking approach of the BERT, here the task of the system is not to decide 
what the masked word was, but rather whether the word in question is the original 
one or exchanged. The two networks are interconnected and their function is 
facilitated by one another during training. The ELECTRA employs the GAN 
method in order to train language models. It is differentiated from the BERT model 
in that the network does not predict the masked words, rather the generator creates 
words corresponding to masked words, then the discriminator is trained to decide 
whether the word derived from the generator is original or randomly generated. 
Therefore, the generator is trained which words are the best-fitting in relation to the 
masked words, while the discriminator is trained to decide whether the words from 
a given text input are actually real or not. After the training the generator is 
discarded and only the discriminator is used further for the fine-tuning. 

Google Inc. developed three different ELECTRA models: 

ELECTRA small:  12 layers; hidden layer size: 256; 14M parameters 

ELECTRA base:  12 layers; hidden layer size: 768; 110M parameters 

ELECTRA large:  24 layers; hidden layer size:1024; 335M parameters 

The ELECTRA small model requires the least amountnumber of resources, 
therefore in our research we only did experiments with ELECTRA small models. 

2.2 ELECTRIC 

Electric was developed as an implementation of the cloze task using an energy-
based model [20]. As its name suggests, it features high similarity to ELECTRA 
models. Contrary to BERT models, Electric does not use masking or a softmax-
based normalization. Instead, Electric assigns an energy score to each token position 
and calculates the distribution of possible tokens. During the training of Electric 
Noise-Contrastive Estimation is applied. Two key differences can be pointed out 
between ELECTRA and Electric models. The first major distinction is how the 
models approach noise distribution: ELECTRA uses a masking algorithm, while 
Electric applies a two-tower cloze model [21], which uses the context to both sides 
of the tokens. This involves the application of two transformers, one operates left-
to-right and the other processes the sequence right-to-left. Another important 
difference between ELECTRA and Electric models is that ELECTRA calculates 
likelihood scores only for the masked tokens, while in the case of Electric these 
scores can be computed simultaneously for all input tokens. However, a 
disadvantage of Electric over ELECTRA is the apparent inflexibility of Electric in 
the choice of noise distribution. 
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2.3 RoBERTa 

The RoBERTa [10] follows the pre-training procedure of BERT, but the following 
modifications are introduced to enhance the performance of the model: 

- Bigger size of the pre-training corpus: In order to train RoBERTa, the size of 
the corpus is multiplied 10 times, e.g., 160 GB data which comes from 5 
different corpora and consists of 30 billion words. 

- Longer model training step: Experimentation was done with 100 thousand, 
300 thousand and 500 thousand steps. The results indicate that including more 
steps increases the system performance. 

- Bigger batch size: Experiments have been done applying a batch size of 256, 
2000 and 8000. It was shown that higher batch size leads to better results.  
The best performance is achieved using a batch size of 8000. The number of 
training steps and the batch size are interdependent, a higher batch size 
requires less training steps in order to achieve the same outcome. 

- Exclusion of the Next Sentence Prediction (NSP) task from the pipeline: 
According to experimentally-concluded claims of the authors, the NSP task 
does not contribute significantly to the training of the system, therefore they 
eliminated this particular task. 

- Longer input texts: The RoBERTa takes maximal advantage of the sequence 
length of 512. The sequences do not contain a single sentence only with the 
rest of the sequence padded by the empty character <pad>, but, rather, they 
are filled by multiple sentences until the complete 512 character-long 
sequence is reached. Even the end of document would not mean new sequence 
opening, in that case a document separator is inserted followed by the input of 
the rest of the text. 

- Dynamic masking: Static masking is applied in BERT, in which the pre-
processing of the text involves masking 15% of the text, and this masked 15% 
stays identical during the pre-training process. As against this, RoBERTa 
applies dynamic word masking, which means that the word masking pattern is 
always reestablished before the sequence is presented to the system. 

- BPE coding: The RoBERTa encodes the internal representation of the words 
using the Byte Per Encoding (BPE) method [22], which is a hybrid of word 
and character representation. Word entities result from the iterative unification 
of character n-grams, and these are based not on UNICODE characters, but 
bytes instead. 

Three different RoBERTa models can be trained: 

RoBERTa small:  6 layers; hidden layer size: 768; 65M parameters 

RoBERTa base:  12 layers; hidden layer size: 768; 125M parameters 

RoBERTa large:  24 layers; hidden layer size: 1024; 355M parameters 
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In our research we did experiments with a RoBERTa small model. 

2.4 BART 

BART [23] is a Transformer-based denoising autoencoder that can be used for the 
pretraining of sequence-to-sequence models. It has an encoder-decoder 
architecture. It uses a ‘noised’ source text as input, then it reconstructs the original 
text by predicting the corrupted parts. BART has a similar setup to BERT [9], 
however, with characteristic differences in its architecture. Notably, one such 
difference is the additional cross-attention of the layers over the final hidden layer, 
which is present in BART, but not in BERT. The application of BART offers a high 
degree of flexibility regarding the usage of noising schemes, which is illustrated by 
the fact that any type of document corruption is compatible with the system as 
opposed to other denoising autoencoders. BART practically combines a BERT type 
model with a GPT type model. The difference from BERT model is that the 
denoising tasks are different: 

- Token Masking: random tokens are sampled and replaced with <mask> 
elements. 

- Deletion: random tokens are deleted from the input. 
- Text Infilling: number of text spans [24] are sampled, with span lengths drawn 

from a Poisson distribution. Each span is replaced with a single <mask> token. 
- Sentence Permutation: a document is divided into sentences based on full 

stops, and these sentences are shuffled in a random order. 
- Document Rotation: a token is chosen uniformly at random, and the document 

is rotated so that it begins with that token. 

BART outperforms all previously established models in summarization tasks. Two 
different BART models can be trained: 

BART base:  12 layers; hidden layer size: 768; 139M parameters 

BART large:  24 layers; hidden layer size: 1024; 406M parameters 

We conducted experiments with a BART base model. 

2.5 GPT Models 

Natural Language Processing can greatly profit from the advancement in the area 
of generative model pre-training (abbreviated as GPT), which has a decoder-only 
architecture. The OpenAI research group put the emphasis on a level of semantic 
investigation that is higher than at the level of words, which facilitates the vector 
representation of higher-level text units. Furthermore, the application of 
unsupervised pre-training can help to capture linguistic information which can be 
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extended to long-term extraction of information by choosing the right transformer 
net. Additionally, using auxiliary training objectives can increase performance as it 
is showcased in the work by Rei et al. [25]. Language models can be trained to solve 
language processing tasks without supervision if the training is performed on large 
datasets, for example WebText that includes the content from millions of websites. 
GPT-2 [22], which is a transformer model comprising 1.5 billion parameters 
reached best-in-class performance in 7 out of 8 tasks in a zero-shot setting.  
The GPT-3 model [26] improves model performance by the simultaneous increase 
of parameters and computational capacity. The model has 175 billion parameters 
and it is capable of achieving state-of-the-art results in several tasks without any 
fine-tuning. For the efficient supervised training of language models, it is crucial to 
have large datasets that are not annotated. In previous publications several corpora 
were used to train language models, for example Wikipedia, Gigaword [27], or the 
non-public Google News corpus, the RealNews database [28]. GPT models use 
BPE coding for their dictionary. The current 3+1 GPT models in comparison: 

- GPT: 12 layers, 12 attention heads; 768 word embedding size; 512 text length; 
117 million parameters 

- GPT-2: 48 layers, 12 attention heads; 1600 word embedding size; 1024 text 
length; 1.5 billion parameters 

- GPT-3: 96 layers, 96 attention heads; 12888 word embedding size; 2048 text 
length; 175 billion parameters 

- GPT Neo (Brown et al., 2021): mesh-tensorflow library implementation in 
order to train GPT-3 type models 

In our research we performed experiments with the GPT-2 model. 

3 Corpora 

3.1 Pre-Training Corpora 

The GPT-2 model was trained with the Hungarian Wikipedia, which is sequenced 
to paragraphs [14]. In order to train the ELECTRA, ELECTRIC, RoBERTa and 
BART models, three different corpora were used: 

- Hungarian Wikipedia (wiki) [14]: 13,098,808 segments (sentences); 
163,772,783 tokens. Used for training ELECTRA, ELECTRIC, RoBERTa, 
BART and GPT-2 

- NYTK corpus v1 (nytk) [16]: 283,099,534 segments (sentences); 
3,993,873,992 tokens. Used for training ELECTRA and ELECTRIC 
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- Webcorpus 2.0 (web) [14]: 100,255,504 segments (paragraphs); 
9,095,424,717 tokens. Used for training BART 

Vocabulary sizes: 

- The size of the vocabulary that was used to train the ELECTRA 31 and the 
ELECTRIC models: 31.101 

- The size of the vocabulary that was used to train the ELECTRA 64 models: 
64.000 

- The size of the vocabulary that was used to train the RoBERTa and the BART 
models: 30,000 

- The size of the vocabulary that was used to train the GPT-2 model: 33,000 

In the case of ELECTRA and ELECTRIC projects, since they are BERT-based 
models, we used the two vocabulary files that were created for the HILBERT 
model. RoBERTa and BART use the same vocabulary, which was trained on the 
Hungarian Wikipedia. In the case of GPT-2, we conducted two different 
experiments. In the first experiment, we used the same vocabulary with as 
RoBERTa and BART, while in the second experiment, we used a new vocabulary 
with a size of 33,00 that was trained on Hungarian Wikipedia and Webcorpus 2.0.  
As the second dictionary was trained from a larger corpus, we decided to utilize this 
dictionary in our current research. 

3.2 Fine-Tuning Corpora 

The following corpora were used to train the models (more information on the size 
of the corpora can be found in Table 1): 

- SENT: the Hungarian Twitter Sentiment Corpus [29] was used for sentence-
level sentiment analysis purposes that is created by Precognox [30]. According 
to the international benchmarks [31] we created three subcorpora from this 
corpus: 
 2-class: binary classification subcorpus. We converted the scores 1 and 

2 to 0 as negative, scores 4 and 5 to 1 as positive. Score 3 was ignored to 
avoid the ambiguities. Training corpus: 2,468 segments. Test corpus: 269 
segments. 

 3-class: We converted the score 1 and 2 to negative, score 3 to neutral 
and scores 4 and 5 to positive. 3,600 segments. Test corpus: 400 
segments. 

 5-class: original five-point likert scaled corpus. 1: very negative, 2: 
negative, 3: neutral, 4: positive, 5: very positive. Training corpus: 3,600 
segments. Test corpus: 400 segments. 
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- NER: As for the fine-tuning of the name recognition (NER) the Szeged NER 
(SzNer) corpus [32] and NYTK-NerKor (NerKor) corpus [33] were used. 

- NP: for the noun group recognition (NP) the Szeged Treebank [34] was used. 
In order to ensure comparability, we used the same corpora for the NER and 
NP fine-tuning, such as emBERT [15]. 

- SUM: For the summarization task, we used the H+I corpus that Yang et al. 
used in their research [35]. Training corpus: 559,162 segments, Test corpus: 
3,000 segments. 

Table 1 
Attributes of the fine-tuning corpora 

 Segment Token # Type # Avg. token # 

H+I 562,162 
147,099,485 (art) 
16,699,600 (lead) 

2,949,173 (art) 
749,586 (lead) 

263.07 (art) 
29.87 (lead) 

NerKor 67,524 1,028,114 128,168 15.26 
SzNer 9,930 214,096 28,749 22.71 
NP 82,097 1,459,227 154,254 17.78 
SENT 4,000 59,997 18,423 14.99 

4 Experiments 

4.1 Pre-Training Experiments 

Most of our pre-trained models has a HIL prefix, which is used in reference to the 
Hungarian Intelligent Language Applications Consortium [18]. One model and 
some corpora have NYTK prefix, which is used in reference to the Hungarian 
Research Centre for Linguistics (abbreviation of Nyelvtudományi Kutatóközpont). 
In this research, we have trained five models with different architectures: 
ELECTRA, ELECTRIC, RoBERTa, BART and GPT-2. 

In order to train the ELECTRA and ELECTRIC models, we used the code 
implemented by Google Inc. [36] The following two models were trained: 

- HIL-ELECTRA 64 wiki: ELECTRA small trained on Hungarian Wikipedia, 
the duration of the training was approximately 5 days. Vocabulary size: 
64,000. 

- HIL-ELECTRA 64 nytk: ELECTRA small trained on nytk corpus, the 
duration of the training was approximately 7 days. Vocabulary size: 64,000 

- HIL-ELECTRA 31 nytk: ELECTRA small trained on nytk corpus, the 
duration of the training was approximately 7 days. Vocabulary size: 31,101. 
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- HIL-ELECTRIC nytk: ELECTRIC small trained on nytk corpus, the 
duration of the training was approximately 5 days. 

- HIL-ELECTRIC nytk 10%: ELECTRIC small trained on 10% of nytk 
corpus, the duration of the training was approximately 0.5 days. 

All ELECTRA and ELECTRIC models were trained using one single GeForce RTX 
2080 Ti type video card. Training time is affected by the size of the dictionary, the 
process can be speeded up using a smaller dictionary. We did not modify any 
parameters during the training process, except for the batch size, which was altered 
to 80, because higher values were not possible due to size constraints of the CUDA 
memory. 

The training of RoBERTa was performed on a system that contained 4 Nvidia GTX 
1080Ti GPU cards, on all 4 GPUs simultaneously. Each GPU had 11 GB memory, 
thus altogether 44 GB was available for the pre-training. The total duration of the 
pre-training was 214 hours given the batch size of 8 per card, with a total batch size 
of 32. The pre-training consisted of 1,250,000 steps, the loss curve decreased from 
the initial 8.7 value to 2.5, and it got stabilized at around this value. For the pre-
training the following hyper-parameters were used: learning rate: 1e-4, epoch: 5, 
batch size: 8. To train RoBERTa model, we followed the instructions of 
Huggingface [37]. Only one model was trained: 

- HIL-RoBERTa wiki: RoBERTa small, trained on Hungarian Wikipedia, the 
duration of the training was approximately 9 days. 

To train the BART model from scratch, we followed the instructions from 
Huggingface transformers Github [38]. For the pre-training, the following hyper-
parameters were used: learning rate: 5e-8, batch size: 8, warmup steps: 10,000.  
The following two models were trained: 
- HILBART wiki: BART base trained on Hungarian Wikipedia, the duration 

of the training was approximately 4 days, epoch: 10. 
- HILBART web: BART base trained on 10% of Hungarian Webcorpus 2.0, 

the duration of the training was approximately 4 days. 

The loss curve decreased from about the initial 9 value, but never converged. We 
did experiments with checkpoints where the loss values were between 1 and 2. In 
the case of BART wiki, we used the checkpoint-250000 (loss: 1.51, eval loss: 1.42). 
In the case of BART base checkpoint-150000 (loss: 1.14, eval loss: 1.12) were used. 

To pretrain the GPT-2 model, we have followed instructions from a TDS article 
[39]. Only one model was trained: 

- NYTK-GPT-2 wiki: GPT-2 model trained on Hungarian Wikipedia; the 
duration of the training was approximately 3 days. 

The training of GPT-2 was performed on a system that contained 4 Nvidia GTX 
1080Ti GPU cards, with the following hyper-parameters: block size: 100; batch 
size: 12; buffer size: 1000; learning rate: 3e-5; epoch: 10. 
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4.2 Fine-Tuning Experiments 

In order to test our language models, we performed six different experiments: 

1) Sentence-level sentiment analysis with 2, 3 and 5 classes. We tested all kinds 
of our language model on this task. 

2) Name Entity Recognition (NER). As BART cannot be fine-tuned to token-
level classification, only ELECTRA, ELECTRIC, RoBERTa and GPT-2 
models were tested on this task. 

3) Maximal Noun Phrase recognition (NP). As BART cannot be fine-tuned to 
token-level classification, only ELECTRA, ELECTRIC, RoBERTa and GPT-
2 models were tested on this task. 

4) Extractive text summarization. Since the BertSum tool only compatible with 
BERT and ELECTRA/ELECTRIC models, only ELECTRA and ELECTRIC 
models were tested on this task. 

5) Abstractive text summarization. Since BART and GPT-2 models contain 
autoregressive decoder, only these models were tested on this task. 

For sentence-level sentiment analysis, BART, RoBERTa and GPT-2 were fine-
tuned with the code provided by huggingface transformers text classification library 
[40]. The following modified parameters were used: learning rate = 2e-4, batch size: 
32, max sequence length: 128. ELECTRA and ELECTRIC models were fine-tuned 
with the code provided by Google Inc. [36] The following modified parameters 
were used: learning rate = 2e-4, batch size: 32, max sequence length: 128. For the 
best comparison, we have measured the prediction test results on 1-15 epoch 
numbers. As for the evaluation of sentence-level sentiment analysis models, the 
accuracy method was used. 

For NER and NP fine-tuning, ELECTRA and ELECTRIC models were fine-tuned 
with the code provided by Google Inc. (same as the sentiment analysis).  
The following modified parameters were used: learning rate = 1e-3; weight decay 
rate = 0.01, batch size: 4, max sequence length: 128. GPT-2 and RoBERTa models 
were fine-tuned with the code provided by huggingface transformers token 
classification library [41]. The following modified parameters were used: learning 
rate = 1e-4, batch size: 4, max sequence length: 128. For the better comparison with 
huBERT experiments~\cite{embert}, we used the epoch: 4. As for the evaluation 
of the NER and NP models, the IOB-based seqeval [42] method and F-measure 
were used. 

In the case of extractive summarization, the ELECTRA and the ELECTRIC models 
were fine-tuned with the BertSum tool [43], without any hyper-parameter 
modification. As for the evaluation of extractive summarization models, the 
ROUGE [44] metric was used. 
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For abstractive summarization, the BART model was fine-tuned with the code 
provided by huggingface transformers summarization library [45]. The following 
modified parameters were used: learning rate: 8e-5, warmup steps: 15,000, fp16, 
batch size: 8, max source length: 512, max target length: 256, epoch: 20. In the case 
of GPT-2, in order to fine-tune the models for abstractive summary generation, 
previously published methodology [22] was applied. The texts from the news 
articles and the corresponding leads were converted into the following format: 

- 1 segment:  [news article text] TL;DR: [lead text] 

This corpus was then used to fine-tune the language model facilitated by the pre-
trained GPT-2 model. The language model was fine-tuned with the 'language 
modeling' dictionary [46] provided by Huggingface transformers with the following 
modified parameters: learning rate: 5e-5: batch size: 4, block size: 512; epoch: 10. 
As for the evaluation of abstractive summarization models, the ROUGE method 
was used. 

5 Results 

In the results, for the convenient readability, we excluded the HIL and the NYTK 
prefixes. 

5.1 Text Classification Results 

Based on the results presented in Tables 2 and 3, our experimental models could 
not outperform the state-of-the-art huBERT model. This finding is in line with our 
expectations, since our models are weaker in some properties (smaller architecture, 
less training data, smaller batch size, etc.). Despite that we can conclude that our 
models can achieve considerably high performance. For example, in the sentiment 
analysis experiments the ELECTRA, ELECTRIC and GPT-2 models are only ~2-
7% below the performance of huBERT. It is also important to emphasize that BART 
and GPT-2 models are well-suited for text generation, as a primary application area. 

Table 2 
Sentence-level sentiment analysis results 

 2-class 3-class 5-class 

huBERT 85.92 72.18 68.50 
ELECTRIC nytk 10% 81.85 66.42 63.25 
ELECTRIC nytk 82.22 68.92 65.25 
ELECTRA 32 nytk 79.55 67.67 60.90 
ELECTRA 64 wiki 76.95 62.66 58.40 
ELECTRA 64 nytk 77.41 62.91 60.25 
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RoBERTa 80.00 64.66 61.00 
BART wiki 74.07 58.39 54.50 
BART web 77.78 60.15 58.25 
GPT-2 80.37 63.66 61.00 

The Table 3 summarizes the results of NER and NP experiments. In the emBERT 
[15] experiments, the best results were achieved with 30 epoch, thus in order to 
assure comparability between different studies, the results of the measurements with 
4 epoch were reproduced by us based on the code of the emBERT experiment.  
In Table 3, as we can see in the NP measurements, the performance of our 
ELECTRA small models is only 2-3% less compared to that of the Hungarian 
language BERT (base) model. In spite of the fact that in the majority of the cases 
the ELECTRA and ELECTRIC small models cannot outperform the BERT models, 
it is important to emphasize that they can achieve similar performance with fewer 
parameters, can be trained using 1 GPU and the training lasts under 7 days even 
with the application of a large dictionary. 

Table 3 
NER and NP results 

 NerKor SzNER NP 

huBERT 90.18 97.51 96.97 
ELECTRIC nytk 10% 72.84 86.01 90.73 
ELECTRIC nytk 78.82 93.63 94.14 
ELECTRA 32 nytk 79.34 95.39 94.50 
ELECTRA 64 wiki 77.37 94.19 94.14 
ELECTRA 64 nytk 77.35 93.59 94.09 
RoBERTa 86.04 90.98 94.41 
GPT-2 69.43 88.06 85.05 

Furthermore, the ELECTRA and ELECTRIC models are customer-friendly in 
terms of the application of smaller size models, which has proved to be a very 
important viewpoint. Experiments with ELECTRA showed that decreasing the 
vocabulary size did not affect the performance of the system, in fact a higher 
performance was registered. Another noticeable result is that the ELECTRIC 10% 
used only 10% of corpus and only 0.5 day for training and still achieved comparable 
performance. 

In Figure 1 we can see the evaluation of text classification tasks depending on epoch 
numbers (we exclude the 3-class and the SzNer experiments). A general finding is 
that, in the sentiment analysis task, the ELECTRA and ELECTRIC models reach 
the optimum sooner than the RoBERTa, BART and GPT-2 models. The BART 
model took the longest to achieve the optimum. It needed more epochs to reach the 
global optimum. Generally, the BART and GPT-2 models performed less well than 
other models in most of the tasks. This can be due to the fact that autoregressive 
models are more suited to text generation tasks. 
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Figure 1 

Text classification evaluation 

The marginal differences in results highlights the efficiency of transformer models, 
suggesting that smaller models with less pre-training data can still achieve 
comparable quality. But in cases where the difference is significant, it indicates that 
a model pre-trained on a larger resource provides considerable added value. 

5.2 Text Summarization Results 

To evaluate the summarization tasks, we used the ROUGE-1, ROUGE-2 and 
ROUGE-L metrics, in the result tables the format is followed: 

- ROUGE-1 / ROUGE-2 / ROUGE-L 

In Table 4, you can see the results of the extractive summarization task.  
The huBERT results is from the research of Yang et al. [35]. 

Table 4 
Extractive summarization results 

 Recall F-measure 

huBERT 49.45/21.07/40.14 27.35/10.78/21.97 
ELECTRIC nytk 10% 49.05/20.54/39.77 26.38/10.13/21.16 
ELECTRIC nytk 49.07/20.56/39.79 26.40/10.14/21.17 

ELECTRA 31 nytk 49.04/20.53/39.76 26.37/10.12/21.15 
ELECTRA 64 wiki 49.02/20.52/39.74 26.36/10.11/21.13 
ELECTRA64nytk 48.99/20.51/39.70 26.38/10.13/21.13 
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For the better comparison, recall and F-measure results are shown in Table 4.  
As we expected, we could not outperform huBERT, but our models still have 
comparable results. Our ELECTRIC model is only 0.4% below huBERT. In the 
competition between ELECTRIC and ELECTRA, the ELECTRIC models won, 
even the ELECTRIC 10%, which means the architecture of ELECTRIC is more 
suited to this task than ELECTRA. 

In Table 5, you can see the results of the abstractive summarization task. In the 
research of Yang et al. [35], the PreSumm [47] tool was used. The PreSumm tool 
support only BERT base models. In their paper, only ROUGE recall results were 
shown. In the international state-of-the-art research in this field [23], F-measure 
scores are shown in their results. In Table 5, beside recall, F-measure results are 
also published. As we can see in Table 5, our BART model could gain significantly 
higher F-score than the state-of-the-art Hungarian abstractive summarization tool. 
The recall is lower, but if we analyze the results closer, the summarized text created 
by tools of Yang et. al. [48] is long. In many cases the summarization is as long as 
the original article, thus the recall values are so high. In contrast, our BART model 
also attempts to learn the length of the lead, and it strives to generate shorter 
summaries. 

Table 5 
Abstractive summarization results 

 Recall F-measure 

huBERT 57.07/26.97/48.28 22.42/10.24/18.72 
BART 36.49/16.56/27.70 30.18/13.86/22.92 

GPT-2 40.90/11.89/27.46 23.06/06.56/15.04 

In the case of GPT-2, during the test procedure the text to be summarized was input 
to the system followed by the string "TL;DR:", which served as a trigger that a 
summary is expected as an output text. The model generated 3 different texts and 
the first sentence of each generated text was concatenated. These 3 sentences 
together are considered as the result of the summary generation. This approach is 
more like PreSumm. Thus, in the case of GPT-2, we can consider the recall results 
as well. The average length (token number) of the summaries are as follows: 

- Original leads:  Mean: 26.4, Median: 24 

- PreSumm leads:  Mean: 104.6, Median: 105 

- BART leads:  Mean: 28.2, Median: 24 

- GPT-2 leads:  Mean: 60.1, Median: 58 

As we can see from the mean and the median values, the BART model could learn 
the length of the lead as well. The PreSumm tool generates more than 4 times longer 
text as lead, thus the recall could be much higher. According to the F-scores, our 
BART model outperformed the huBERT model in abstractive text generation task. 
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In the case of GPT-2, our key findings suggest that the summary generation method 
by GPT-2 can achieve competitive results (using a methodology that is not based 
on the traditional seq2seq - encoder-decoder type architecture). Interestingly, GPT-
2 could even achieve higher ROUGE-1 F-scores than PreSumm, and the recall 
ROUGE-1 score is higher than the one achieved with BART, but if we analyze the 
generated outputs, GPT-2 generate much more "hallucination" texts than the other 
models. 

Conclusions 

In our research, we built five different kinds of language models for the Hungarian 
language, with low resources. ELECTRA, ELECTRIC, RoBERTa, BART and 
GPT-2 models were pre-trained, then to evaluate them, we fine-tuned these models 
on six different kinds of natural language processing downstream tasks. We tested 
our models on three kinds of sentence-level sentiment analysis tasks, two name 
entity recognition tasks, a noun phrase chunking, an extractive summarization task 
and an abstractive summarization task. In the case of sentiment analysis 
classification, NER, NP and extractive summarization tasks, as we expected, our 
models could not outperform the state-of-the-art huBERT models, but they could 
achieve competitively high results, despite having much fewer parameters and 
training data. In the case of the abstractive summarization task, our BART model 
gained significantly ~8% higher ROUGE-1 F-score, over the huBERT-based 
PreSumm tool. 

These results are notable, because we can achieve comparable, competitive or 
higher results with lower hardware and data resources, which can have two 
advantages. First, the application of these models results in a smaller carbon 
footprint by using less computational power, thus, less electricity and second, the 
smaller models are more user friendly, since they require less space and have a 
faster loading time. Nevertheless, the reduced complexity of these models can foster 
enthusiasm towards experimentation with new solutions and this can have a positive 
effect on accelerating the knowledge transfer between different disciplines, e.g., 
between computational linguistics and cognitive info-communication. 
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