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Abstract: The main goal of the proposed project is to enhance the capabilities of a 

wheeled or flying mobile robot with features like egomotion estimation and/or obstacle 

avoidance. This implies the implementation of vision-based navigation of robots using 

artificial vision, computed with on-board embedded hardware. The current paper aims 

to contribute on the implementation of a real-time motion extraction from a video feed 

using embedded FPGA circuits. An alternative implementation using a Raspberry Pi is 

also presented. A performance analysis is given with references to other works.  

 

Keywords: motion extraction, optical flow, embedded implementation, real-time, 

FPGA circuit, VHDL, low-resource-cost, Raspberry Pi. 

1. Scientific background 

The optical flow calculation involves extracting a dense velocity field of an 

image sequence assuming that the intensity is preserved during the motion. This 

result may then be used for other applications, such as three-dimensional (3-D) 

reconstruction, time interpolation of image sequences, video compression, 

motion segmentation, tracking, robot navigation, and time to collision 

estimation. There are several ways to recover 3-D information from two-
                                                           

The results of this study were partially presented at the 5th International Conference on Recent 

Achievements in Mechatronics, Automation, Computer Sciences and Robotics 2015. 
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dimensional images (2-D) using various signals. In this article we will describe 

implementation of a motion flow system in real time, with low resource cost 

properties. Optical flow algorithms are widely covered in the specific literature. 

Some authors have undertaken a comparative study of the accuracy of different 

approaches with synthetic sequences [1]. We have focused on a model of 

classical gradient based method of Lucas & Kanade (L & K) [2]. Several 

authors have emphasized satisfactory balance between precision and efficiency 

in this model, which is an important factor in deciding which model is best 

suited for use as a real-time processing system. 

One of the most important choices at the design level of a vision system is 

the selection of the image acquisition hardware. For instance, there are 

alternatives to the cameras similar to vertebrate-like single-lens eyes, such as 

insect-like compound eyes [3, 4] that are developed by prestigious research 

groups. These offer a dynamically adaptable structure with panoramic field of 

view, low distortion and aberration, and good temporal resolution while 

yielding high spatial resolution alongside a reduced size. These properties are 

highly useful for visually-controlled navigation, specifically for tasks like take-

off, landing, collision avoidance and other optically driven responses, which do 

not require a high resolution image acquisition. The local sensory adaptation 

capabilities of insect compound eyes can compensate for significant changes in 

light intensity at the photoreceptor level and distribute information in a neuronal 

circuitry, resulting in fast and low-power integrated signal processing.  

The processing hardware support [5, 6, 7, 8, 9, 10] selection for implementing 

these artificial vision systems can be critical for a high value outcome [10, 11, 12, 

13]. Being at the center of group’s research activity, the new generations of 

SRAM-based FPGA devices are a proper choice for the implementation of 

reconfigurable computing platforms that need accelerated processing in real-time 

systems. On the other hand, the hardware-software co-design problem is more 

complex in system development because the components need to be more 

advanced. The requirements for runtime partial reconfiguration capability in 

embedded applications can be sustained by storing multiple bit-stream generation 

choices, including direct bit-stream manipulation for logic blocks and hybrid one-

dimensional and two-dimensional physical area relocation control modules. 

The main goal of the proposed project is to enhance a mobile robot with 

evolutionary optimization capabilities for tasks like ego motion estimation 

and/or obstacle avoidance. The robot will learn to navigate different 

environments and will adapt to changing conditions. Using the run-time 

reconfiguration properties of modern digital reconfigurable hardware-based 

(FPGA) platforms [12, 13, 14, 15], an otherwise days-long evolutionary cycle 

of a physical robot can be slashed to a matter of milliseconds. By implementing 

this technique, the most common issues that emerge when using evolutionary 
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simulation – modeling the real world environment [15, 16, 17] as accurately as 

possible and modeling only those characteristics of the robot that are relevant 

for achieving the desired behavior – are avoided. 

2. The developed method for resource-efficient optical flow extraction 

The first studies on optical flow computation date back to 1980 and there are 

many alternative methods offered. They can be based on gradient, correlation, 

energy and phase methods, creating well-defined groups [4]. Gradient methods 

are based on the evaluation of spatial-temporal derivatives. The first such 

methods are presented by Horn and Schunck [1], respectively Lucas and 

Kanade [2]. All these methods are difficult to implement in digital hardware, 

due to their high resource-cost. 

If we represent the image with a matrix A, its values will represent the gray 

level of a point in the image. When representing a grayscale pixel on 8 bits, 

these values will vary between 0 and 255. In Fig. 1 we can see a frame of test 

video sequence named GRID. The images corresponding to this and other 

sequences were used as inputs to the algorithm for calculating the Optical Flow 

(OF), developed using Visual C++. 

The gradient in an image is a vector indicating the direction of variation of 

image intensity (grayscale variation direction). This can be determined by 

calculating the value difference of adjacent image points. Consider a new matrix 

B which contains the gradient values of the matrix A. Using the values adjacent 

to the pixel p in the image in the calculation of the gradient, will result in a 

properly aligned gradient. Detection of outliers in this gradient will then lead to 

the detection of edges in images. This method, however, is sensitive to noise 

and luminance variations. The effect of noise can be reduced by calculating the 

average values of the gradient in the orthogonal direction, too. A horizontal 

gradient used so far is made by calculating the difference between values of two 

columns. 

B(j, k)=A(j, k+1) – A(j, k–1) (1) 

This can be represented as a filter matrix of the form 

–1 0 1 

where the values multiplied with the pixel gray-level values will determine the 

locations of sharp tone differences in the image. 

In order to reduce noise sensitivity of the method we have studied the 

possibilities of determining the average value of the gradient calculated from 

the video images. 
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Vertical edges are obtained by averaging the three rows in this matrix: 

–1 0 1 

–1 0 1 

–1 0 1 

Similarly, averaged horizontal edge values may be obtained using a vertical 

mask of the form:  

1 1 1 

0 0 0 

–1 –1 –1 

The result of these operations will be placed at the location indexed by the 

central element of these matrices. In fact, these 3×3 mask matrices are a basic 

form in these types of applications, but can have many variations by changing 

the weighting of the cells. We have experimented two of the well known mask 

matrices in the literature, with which we run experiments. The first option is the 

one developed by Roberts and Sobel’s is the second. These methods are 

effective, as demonstrated by the abundance of their applications in the 

literature. It is also important to mention, that these methods require fewer 

resources for implementation in digital hardware than other methods such as 

Canny, LoG (Laplacian of Gaussian), Prewitt, Frei-Chen. 

A. Optical flow computation experiments with different video sequences as input 

data 

In order to test and validate the algorithm developed and implemented at 

first in software, we chose three different video sequences. Two of them are real 

and the third video is an animation. 

In the top left corner of Fig. 1 we can see a frame from one of the video 

sequences used as test data, called Grid (31 frames with a resolution of 

320×240, with 8 bits/pixel). These images were used as inputs to the algorithm 

for calculating the optical flow (Optical Flow - OF). 

Examples of calculating the horizontal (top right) and vertical (bottom left) 

gradient of the Grid sequence of video frames can be seen in Fig. 1. The 

detection of horizontal and vertical edges is the next step performed, as the 

bottom right section of Fig. 1 shows. 

In Fig. 2 we can see one frame of the test video sequence called Anim (51 

frames with a resolution of 200×200, with 8 bits/pixel). 
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Figure 1: The GRID video sequence’s frame, with computed horizontal, vertical 

gradients and detected combined edges. 

 We also have implemented a feature of the program to calculate the gradient 

direction obtained with the following trigonometric relationship:   

ϕ = arctan 
𝐵𝑣(𝑗, 𝑘)

𝐵ℎ(𝑗, 𝑘)
                                                       (2) 

 After reading frames of the video sequence files, the first operation performed 

by the method’s testing program is a Gaussian filtering with a filter matrix of 

5×5 pixels. This first step is followed by the calculation of vertical, horizontal 

and combined gradients, with results stored separately. The algorithm continues 

with the positive and negative edge detection based on the frame 

intercorrelations, than it comes to determining the optical flow.  

The effort invested in writing this software without the use of existing 

function libraries for image processing, has paid off in the next phase of the 

project  presented in this paper  the FPGA hardware implementation of the 

method using hardware description language (VHDL) and Xilinx ISE 

development environment (Design Suite 14.7). 

B. Description of the system designed and built for parallelized implementation 

on FPGA 

In Fig. 3 polygons with green background symbolize BRAM modules 

(Block RAM) of the FPGA circuit. These were configured using IP Core 

Generator tool from Xilinx ISE development system Design Suite to store a 

selected video frame sequence (image grayscale, 8-bit resolution of 200×200 

pixels), using 10 of 38 Kbits of BRAM memory. 
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Figure 2: The ANIM video sequence’s frame, with computed horizontal, vertical 

gradients and detected combined edges. 

We developed a double pipe-line structure to parallelize execution of 

operations. The calculation steps determined in the C++ program were 

implemented here in separate modules that are synchronized by a finite state 

machine (FSM). Observe the two parallel pipe-lines, processing data from two 

consecutive frames of video. 

Each of these performs the following steps: 

 Scanning the image to determine the minimum, maximum and average 

values, data needed for subsequent calculations, scaling, etc. 

 It runs matrix Gaussian filtering algorithm. 

 Reading consecutive pixel values, that are inserted into the pipe-line 

which runs several phases: 

 vertical and horizontal gradient computation, 

 positive and negative edge detection, 

 determining gradient direction. 

 After completing these calculations, the results are saved in separate 

BRAM modules. 

 Based on these partial results, which can be computed from two 

consecutive images in a synchronized manner, the method calculates their 

intercorrelation. 
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Figure 3: Block diagram and sequence of operations implemented on the FPGA. 

 This yields the corresponding OF values. 

 The OF values will be scaled and accumulated from several pairs of 

images in the sequence. 

 The end result is saved in the dedicated OF BRAM memory, from where 

it can be passed on to an application that will use it. 

The state-diagram of the finite-state-machine (FSM) controlling one thread 

of the pipe-line structure is shown in Fig. 4. Note the loop formed by the states 

1, 2, 3 and 5 corresponding to the data input phase from the BRAM memory 

(Frame Buffer in Fig. 4) and the image parameters computation. It then passes 

to the second loop (states 4, 5, 6, 7 and 8) where it performs the calculations of 

the gradient, edge detection, OF, etc. The last state saves the results. The 

novelty consists in a method able to detect the image parameters while running 

the filter algorithm, thus saving an entire image scanning cycle. 
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Figure 4: State-diagram of the FSM controlling one thread of the pipe-line structure. 

The new, resource-efficient motion estimation method developed by our 

team, uses an OF extraction algorithm consisting of the following steps: 

a) Based on the detections results of the previous stages, from each frame of 

the video sequence we have generated a flag matrix signaling the edge 

positions in the image. A flag value (logical 1 bit value) is placed on the x, y 

coordinates of the generated matrix in the vicinity of the locations where an 

edge is detected. While scanning the input images with the Sobel filter 

matrixes, for each output value a single bit of the flag matrix is generated, 

therefore reducing the size of the data to be processed in the next step. 

b) The next step consists in scanning the flag matrix pairs generated from two 

consecutive frames with a 5×5 pixel window to determine the local direction 

of travel (motion) of the existing edges.  

 

Figure 5: The introduced method for determining the local displacement of edges. 

As can be seen in the examples in Fig. 5, the evaluation windows are divided 

into four quadrants, and the resulting value of the direction of movement will be 

saved to coordinates that are at the intersection of these quadrants of 3×3 pixels. 

Fig. 5 - A1 shows a local displacement of the edges formed by 4 points. The 

number of points in each quadrant is then calculated (Fig. 1 - A2) for two 
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consecutive evaluated frames (i and i+1). An increase in the number of bits in a 

quadrant shows the direction of movement of the edge. The chosen quadrants 

will have an increased number of flag bits (Fig. 1 - A3). 

3. Test results of the developed embedded OF extraction system 

 Translation (synthesizing) programs of functional hardware description 

languages like VHDL to Verilog do not result in a series of instructions 

executed sequentially but in a draft of a digital logic circuit required to perform 

the algorithm described. 

In this respect, the test - debug - of these programs is achievable through 

circuit simulation techniques. However, in order to simulate a digital circuit, 

implemented using a hardware description language, we need a testbench 

module (also developed in VHDL or Verilog) that generates input signals for 

the unit under test (UUT). These will yield time-varying output signals of the 

UUT, that will reflect the behavior of the designed circuit, thus aiding the debug 

process.  

These VHDL simulation codes can check the outputs of the module under test 

(UUT - Unit Under Test) for the generated inputs, and returns status messages or 

error signals if detected. The Xilinx environment provides the ISIM simulation 

compiler that generates the graphical representation of the input signals, internal 

signals of the UUT and outputs in the form of timing diagrams. 

In this section of the paper we present a few of these diagrams, for the 

implemented OF extraction project. 

In Fig. 6 one can follow the partial simulation of one thread of the pipe-line 

structure in Fig. 3. Note the double addressing of the dual-port BRAM memory 

to get two values simultaneously in the same clock cycle. The finite state 

automaton executes the first loop (states s1, s2, s3 and s5) to control the 

sequential reading of BRAM and calculation of the image parameters. After 

reaching the highest memory address (0 ... 39 999, for an image of 200×200 

pixels) the FSM transitions to state s4, where the final values of the calculated 

parameters are available. It is important to note the time required for these 

operations, which is 800μs in accordance with the same timing diagram. 

 One of the steps difficult to implement in hardware was the calculation of 

the image mean values, because it requires at least one division operation, 

which is only possible in a digital circuit to values which are equal to 2
n
. 

 To solve this problem and minimize the error introduced with divisions by 2
n
 

values closest to the current divider values, we used the following method: 

division was achieved by using shift registers, and the error was reduced by 

averaging two consecutive displacement values. 
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Figure 6: Simulation of reading the input values from BRAM memory (frame buffer). 

 The image in Fig. 7 shows a complete execution cycle of the developed 

algorithm by the FSM pipe-line control structure. One can observe in Fig. 7 the 

evolution of calculating the image minimum and maximum values, followed by 

the second loop, with the gradient computations and scaling. It should be noted 

in this case, that the total execution time is approximately 1.6 ms. As it results 

from the analysis of the time diagram in Fig. 7, each partial result obtained in 

state s8 is saved and sent to the next component, namely at the end is placed in a 

BRAM memory called Combined gradient memory image in Fig. 3. 

 

Figure 7: Simulation result showing the passage (vertical marking line) from the 

parameters calculation loop to calculating image gradients. 

 Since the hardware resources required to implement this computation flow 

occupies only about 1-2% of the capacity of the FPGA circuit used (a Xilinx 
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Virtex 5 FX30T) (Table 1), this structure should be instantiated more than 

twice, thus leading to a more efficient parallelized structure with the possibility 

of processing multiple frames of the video sequence simultaneously. This 

extension, however, is restricted by the number of available FPGA BRAM 

memories (68). In its current form, with only two parallel pipe-line structures 

(two frames processed simultaneously) the project uses at least 40 BRAM 

modules. 

Table 1: Device utilization summary for one thread of the implemented OF  

extraction pipe-line structure 

 

4. Validating the FPGA implementation of the new method using 

viciLAB 

 viciLab [8], [9] is a remote/local FPGA prototyping platform, with GUI 

console toolsuite support. It enables the user to create and implement a digital 

logic component application and GUI console. The viciLab tools perform 

automated creation of the remote/local design FPGA bitstream from a VHDL 

model description, and perform remote or local Digilent Nexys3 module Xilinx 

Spartan-6 FPGA configuration. The system also permits user-specific real-time 

FPGA application development with interactive control/visualization console. 

The viciLogic wrapper integrates the user design with the FPGA hardware core, 

and generates design metadata to aid automation and faster and easier GUI 

prototype development. The HDL parsing process also produces a machine 

readable description of the HDL design structure, which is used during course 

building and client GUI application creation to automate the creation of 

interactive animations. The wrapper auto-detects and connects the SDRAM 

interface, and clock and reset signals, and provides a user menu for defining 

signal connections to FPGA module display devices (LEDS and 7-segment 

displays). The DSPModule is the area where the application’s main processing 

elements are placed. The GUI written in Python retrieves the video feed from a 

PC’s webcam and saves the image frames into the cellular RAM memory of the 

Nexys 3 development board. The wrapper extracts the image data from the 

external RAM and drives the signals necessary for the DSPModule (dspBlock) 



16 L. Bakó, F. Morgan, Sz. Hajdú, S.-T. Brassai, R. Moni, C. Enăchescu 

 

to perform the designed computation steps. The implemented computation 

processes of the dspBlock performs the following steps, also shown in Fig. 8: 

 The video feed from the webcam is converted by the Python GUI into the 

format with a resolution of 100×100 and 32 bits per pixel. 

 The video data is stored in the FPGA board’s SRAM in a grayscale 

format, but still in 32 bits/pixel. In the processing phase, though, only 8 

bit / pixel are used as input values. 

 Each frame of the webcam video signal is scanned with a 5×5 window in 

order to perform a Sobel edge detection, using a filter matrix. 

 The edges are stored in a 20×20 bit matrix, according to the local edge 

values found by the previous step. 

 This matrix is then processed using the previously presented method with 

5×5 local OF detection windows. The 16 resulting windows are 

processed in parallel by the dspBlock using as many separate VHDL 

processes. 

 

Figure 8: State diagram of the finite state machine controlling the image 

processing circuit. 

 As Fig. 8 shows, the finite state machine (FSM) controlling the OF 

computation circuits contains a module that is responsible for the display of the 

OF result values. In order to ease the evaluation of the outputs, a color code has 

been assigned to each of the eight possible (45, 90, 135, 180, 225, 270, 315 or 

360 degrees) optical flow direction values yielded by the circuit.  

 These colors will fill a square, as Fig. 9 presents, (overlaying the displayed 

edges) corresponding to the 5×5 bit windows of the edge bit matrix used as 

inputs to the displacement computation phase. These will show the OF direction 
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in the respective areas of the image, yielding the local OF values. Averaging 

these gives the overall OF value. 

 

   

Figure 9: State diagram of the finite state machine controlling the image  

processing circuit. 

 Measurements have shown that one complete cycle for local OF and overall 

OF determination computes in under 25 microseconds, well within real-time 

requirements.  

5. Raspberry Pi implementation of the developed OF method 

 In order to test the performance of the method on a different embedded 

platform we have implemented it on a Raspberry Pi compact computer. 

 To achieve real-time video processing of captured frames from a 30 fps 

640×480 PX resolution camera, the platform was chosen to be a Raspberry PI 2 

model B. The credit card sized computer contains a Broadcom SoC consisting 

of a 900 MHz Quad-core ARM CortexA7 CPU, a 250MHz Broadcom Video 

Core IV GPU, with 1 GB memory. It is also capable of sending data with a 

speed of 2 Gbps through the CSI-2 connector from a dedicated 5 megapixel 

camera directly to the GPU. 

 RGB frames from the camera module can be received with chosen resolution 

and speed defined in software. The maximum video recording features are 

1920×1080 pixel on 30 fps, 1280×720 pixel on 60 fps and 640×480 pixel on 

60/90 fps.  For the application, 640×480 pixel sized frames where received on 

30 fps.  

 Using OpenCv API to easily process images and to show the results, the 

procedure begins with transforming the three channel RGB frames received 

from the camera to one channel grayscale frames. The transformed pixel values 

were stored in the memory with 8 bit unsigned char values, varying the intensity 

of the grey value from 0 to 255. Edge detection in the frames is done by the 

Sobel operator, with 5×5 pixel kernels. 
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6. Results and conclusions 

 The designed OF extraction system implemented on a FPGA circuit is 

functional, operating in real-time. The precision of the OF computation is 

influenced by the sensitivity of the edge detection phase to the lighting 

conditions of the environment. One way to overcome this issue is to increase 

the framerate of the input video signal by using a dedicated camera directly 

attached to the FPGA development board. We have experimented with the use 

of an Omniview OF7670 sensor to replace the PC webcam, and found that the 

framerate would be increased tenfold. This is currently at about 3-5 fps due to 

the latency of the data communication via the wrapper core between the dspBlk 

and the webcam. By using the dedicated camera we can reach up to 30 fps with 

the same dspBlk structure. The limitation in this case proved to be the resources 

of the Spartan 6 FPGA on the Digilent Nexys 3 board supported by viciLab.  

There is room for expansion in this type of project, but with certain 

limitations. The alternative is, however, the use of the dedicated processor 

module (PowerPC440 core) of the FPGA used for the execution of those tasks 

that require sequential steps. On the other hand, by introducing this component 

into the system, other problems can be solved, such as accessing the external 

DDR-2 RAM modules of the used OPUS FPGA development platform, as well 

as real-time image acquisition as input, using peripheral interfaces attached to it. 

 All these avenues of development will be studied and, if favorable feasibility 

is found, will be exploited in later stages of the research project. 

 The viability of the implementation results will need to be validated by 

demonstrating the method with a mobile robot. The final demonstration will 

show the collision-free, (semi-)autonomous drive of a mobile robot or even of a 

group of collaborating robots in a highly-cluttered environment. The 

implemented systems will yield a new class of artificially intelligent robots that 

can adapt their hardware structure in order to behave better in a changing 

environment. Individual or collaborating groups of robots with these abilities 

could be used in a variety of reconnaissance or monitoring tasks. For instance 

the capability to assimilate and share acquired knowledge about its environment 

can be useful in scenarios where hazardous spaces need to be explored and 

mapped fast (ex. search in earthquake-damaged buildings). 
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Abstract: In modern medical research and development, the variety of research 

tools has grown in the previous years significantly. It is crucial to exploit the benefits of 

shared hardware platforms and software frameworks in order to keep up with the 

technological development rate. Sharing knowledge in terms of algorithms, applications 

and instruments allows researchers to help each other’s work effectively. This is a 

relatively new trend in the traditionally closed domain of Computer-Integrated Surgery, 

where community workshops and publications are now providing a thorough overview 

of system design, capabilities, know-how sharing and limitations. This paper overviews 

the emerging collaborative platforms, focusing on available open-source research kits, 

software frameworks, cloud applications, teleoperation training environments and 

shared databases that will support the synergies of the diverse research efforts in this 

area. 
 

Keywords: surgical robotics, shared hardware platforms, software frameworks, 

cloud applications, teleoperation training. 

1. Introduction 

Medical robotics is one of the most rapidly developing fields of modern 

robotics, which is partly due to its competitiveness. The surgical robotics 

market is estimated to grow at an annual rate of 12% through 2018, reaching a 

size of $18 billion [1]. The manufacturers and developers consider these high-

end hardware platforms and software programs the key assets of the research, 

protecting them in various ways (patents, industrial secrets etc.). Nevertheless, 
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there is a growing need for open-source and easily accessible platforms and 

software/hardware solutions to facilitate future development in all fields of 

robotics. Various high-end robot controllers have already been available for 

such purpose, e.g. the Real-Time Application Interface (RTAI) for Linux 

platforms [2]. There has been a significant rise of open-source efforts in the 

field of Computer-Integrated Surgery (CIS), encouraging numerous key 

industrial stakeholders to support these efforts. 

In medical robotics, due to the uniqueness and physical dimensions of 

hardware platforms, there is a lack of mobility and accessibility for most of the 

developers in the community. The sharing of program codes, toolkits and 

frameworks are usually carried out through online databases, granting access to 

the hardware through cloud-based control platforms. In the past decades, the 

concept of medical robotics has never been separated from the terms of 

telerobotics and teleoperation [3]. With the recent rise of cloud robotics, a 

promising perspective has appeared where not only the development and 

research, but the process of testing and operation could also be applied through 

cloud-based platforms. The aim of this paper is to provide a thorough overview 

into the emerging collaborative platforms, focusing on available open-source 

research kits, software frameworks, cloud applications, teleoperation training 

environments and shared domain ontologies for surgical robotics. 

The paper is organized as follows: in Section 2, the most relevant medical 

robotics software platforms are presented. In Section 3, certain issues are 

discussed with the system-related application programming interfaces, 

addressing the research hardware environment in Section 4. Section 5 is 

dedicated to the da Vinci Research Kit, followed by a review of current 

community efforts and system integration in Section 6. The paper is concluded 

with a discussion and the projection of a future roadmap. 

2. Software in medical robotics 

In this paper, some of the open-source and free-to-use platforms and 

software solutions are discussed, where one has complete control over the 

software components, allowing program code customization and re-

implementation. In most cases, there exists a wide community of developers, 

which continuously maintains, develops and updates the software. The most 

important of these open-source platforms are listed below. 
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2.1. 3D Slicer 

3D Slicer
1
 is the most popular and most widely used open-source, free 

software package that can be used for visualization and image analysis, 

particularly for medical imaging [4]. The software was designed to be natively 

available for multiple operation system platforms, including Windows, Linux 

and Mac OS X. 3D Slicer is operated based on the NA-MIC kit and other 

software components [5]. These include the Visualization Toolkit (VTK) and 

the Insight Segmentation and Registration Toolkit (ITK), which will be 

discussed later in this paper. The modularity of the Slicer 3D is shown in Fig. 1. 

Both research and clinical projects employ the 3D Slicer for applications, such 

as brain tumor removal [5] or prostate biopsy, using the OpenIGTLink robotic 

platform [7]. The 3D Slicer has a remarkable flexibility and connectivity to 

other software platforms, such as the Open Core Control software for surgical 

robotics [8]. Besides visualizing the actuator positions in a given application, 

virtual fixtures (control boundaries for safety that should not be crossed during 

an intervention) can also be specified. 

 

Figure 1: The modularity of the 3D Slicer [4]. 

2.2. Visualization Toolkit  

The Visualization Toolkit
2
 (VTK) is a free toolkit, its primary use includes 

image processing, visualization, 3D volume rendering and scientific 

visualization [9]. Due to the object oriented design, other modules can be 

integrated into the software for modification and expansion purposes [10]. VTK 

includes a C++ class library and other interpreted interface layers, such as 

Tcl/Tk, Java and Python. 

                                                           
1
 http://www.slicer.org/ 

2
 http://www.vtk.org/ 
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2.3. Insight Segmentation and Registration Toolkit 

Similarly to the VTK, the Insight Segmentation and Registration Toolkit
3
 

(ITK) is an open-source, cross-platform system, mostly used in segmentation 

and image registration problems [11]. ITK includes a vast collection of 

biomedical image analysis that was created within the framework of Visible 

Human Project [12]. ITK is also used by 3D Slicer, as a component. 

2.4. Computer Integrated Surgical Systems and Technology 

Computer Integrated Surgical Systems and Technology
4
 (CISST) is an 

extended collection of libraries, a useful tool for many CIS and medical robotics 

applications. The function and libraries are used by e.g. the Surgical Assistant 

Workstation
5
 (SAW), a cross-platform framework based on C++ for device 

integration in computer assisted intervention applications. CISST supports 

interchangeability, therefore all the devices that meet the basic requirements are 

interoperable with each other. The requirements for interchangeability are based 

on two main restrictions imposed by the use of commands: 1) parameters must 

be derived from a base type, and 2) a finite number of signatures are supported 

[13]. 

2.5. Image-Guided Surgery Toolkit 

The Image-Guided Surgery Toolkit
6
 (IGSTK) was created to support the 

development of image-guided applications, where intra-operative tracking is 

also possible [14]. The main features of the IGSTK toolkit include [15]: 

 reading and display of medical images,  

 interface to common tracking, 

 GUI and visualization capabilities, 

 multi-scale axial view, 

 four-quadrant view (axial, sagittal, coronal or 3D), 

 point-based registration, 

 robust common internal services for logging, exception-handling and 

problem resolution. 

                                                           
3
 http://www.itk.org/ 

4
 https://www.cisst.org/ 

5
 https://www.cisst.org/Saw 

6
 http://www.igstk.org/ 
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2.6. Medical Imaging Interaction Toolkit 

The Medical Imaging Interaction Toolkit
7
 (MITK) is an open-source 

software system for development of interactive medical image processing 

software. MITK combines the VTK and ITK toolkits with several customized 

interactive components [16]. The versatility of the hardware platforms is 

increased due to the combination of these elements. The software system can be 

extended with additional modules e.g. the built-in interactive image 

segmentation.  

2.7. Public Software Library for UltraSound 

The Public Software Library for UltraSound
8
 (PLUS) is a software platform 

written in C++ and built on the NA-MIC Kit [17], [18]. PLUS contains library 

functions and applications, supporting tracked ultrasound image acquisition, 

calibration and processing. The software package is equipped with numerous 

tools that are related to ultrasound data processing, extended with the support of 

optical and electro-magnetic trackers or other imaging devices [19]. 

2.8. National Alliance for Medical Image Computing 

The National Alliance for Medical Image Computing
9
 (NA-MIC) is an 

interdisciplinary team of medical experts, software engineers and computer 

scientists, developing new computational tools for medical image data 

visualization and analysis. Therefore, the NA-MIC kit is not standalone 

software, but rather a collection of methodologies and tools [20]. Numerous 

software packages are integrated in this kit, such as the 3D Slicer, VTK and 

ITK. 

2.9. Surgical Assistant Workstation 

The main purpose of the Surgical Assistant Workstation (SAW) is to 

integrate different components of a robotic surgical system, using and reusing 

the elements in the system structure, as shown in Fig. 2. Developed by the 

Johns Hopkins University, SAW supports the most common tools of CIS, such 

as tracking systems, stereo viewers, haptic devices, and other common hardware 

platforms, including 3D Slicer, various medical research robots and the da Vinci 

master console and robotic arms, created by Intuitive Surgical Inc. [21]. SAW is 

written in C++ and the research was founded by the National Science 

                                                           
7
 http://www.mitk.org 

8
 https://www.assembla.com/spaces/plus/wiki 

9
 http://www.na-mic.org/ 
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Foundation
10

 (NSF). Thanks to the high level of modularity, SAW can be 

extended with new components in many research systems. The easy 

connectivity among multiple devices allows one to integrate them into a 

sophisticated surgical system. An example was demonstrated by JHU by 

integrating a snake robot with the da Vinci console for laryngeal surgery [22].  

2.10. The Common Toolkit 

Common Toolkit
11

 (CTK) supports biomedical image computing, licensed 

under Apache 2.0. The toolkit can be used for academic, commercial and other 

purposes free of any restrictions. The main scope of the current CTK 

development efforts includes the DICOM, DICOM Application Hosting, 

Widgets and Plugin Framework [23]. 
 

 

                                                           
10

 http://www.nsf.gov/ 
11

 http://www.commontk.org/ 

Figure 2: Architecture and capabilities of the Surgical Assistant Workstation [22]. 
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2.11. The NifTK 

NifTK
12

 is a translational imaging platform combining various toolkits 

developed at the Centre for Medical Image Computing (CMIC), University 

College London (UCL). These toolkits include the NiftyReg, a collection of 

programs to perform rigid, affine and non-linear registration for medical 

images; the NiftySim, a solver for non-linear elastic or viscoelastic deformation; 

the NiftyRec, a software package for fully 3D Stochastic Emission 

Tomographic Reconstruction; the NiftySeg for image segmentation; and 

NiftyView, a cross-platform graphical user interface providing an entry point to 

the above mentioned packages. The NifTK is widely used in rigid instrument 

tracking and computer aided surgery planning [24]. 

3. System-related APIs 

In general, the academic community aims for the development of generic 

development bits, supporting a wide range of components and devices, such as 

the examples listed in Section 2. However, some manufacturers have recently 

developed particular Application Programming Interfaces (APIs) for various 

systems, such as Medtronics’ intra-operative navigation platforms, which 

features a StealthLink research interface [25], or the OpenIGT Link connection 

with the KUKA Sunrise controller and 3D Slicer [26]. 

Today’s most deployed surgical system, the da Vinci Surgical System
13

 

(Intuitive Surgical Inc., Sunnyvale, CA) is not provided with open access by 

default. Data cannot be retrieved from the robot, programs and components are 

not subject to change and one cannot extract any information about the basic 

operation principle, mostly due to liability issues. Limited amount of 

information can be recorded using various data collection tools [27]. In some 

cases, the manufacturer allows access to previous generations of their systems, 

which become transparent by the provided open-source software [28]. 

4. Research hardware environment 

On closed systems, it is fairly difficult to conduct fundamental research, for 

obvious reasons. Therefore, in order to achieve technological development, 

some of the manufacturers grant partial accessibility to their closed systems. In 

the case of the da Vinci, there exists a real-time stream of kinematic and user 

event data from the robot that can be read, provided by the de Vinci Application 

                                                           
12

 http://cmic.cs.ucl.ac.uk/home/software/ 
13

 http://www.intuitivesurgical.com/ 



 Open-Source Research Platforms and System Integration in Modern Surgical Robotics 27 

 

Programming Interface. It is important to mention that the total replacement of 

certain components, such as the controller body, can transform the da Vinci 

system into and open-source platform. 

Raven II is one of the most successful open-source robotic platforms. 

Developed at the University of Washington and supported by DARPA
14

, the 

Raven II became the greatest competitor of the da Vinci system [28]. 

Furthermore, with the help of the National Institutes of Health
15

 (NIH), 8 robots 

have been created and distributed to European and North-American locations. 

Currently, the Raven II research platform can be purchased from Applied 

Dexterity Inc.
16

 The platform operates based on the Robot Operating System 

(ROS) architecture.  

5. The da Vinci Research Kit 

The da Vinci Research Kit (dVRK) is one of the most capable research 

platforms in surgical robotics. In fact, the kit is a collection of retired, first-

generation da Vinci robot components and tools, provided with additional open-

source control electronics and software. 

5.1. Hardware components 

The dVRK contains the components listed below: 

 Two da Vinci Master Tool Manipulators (MTMs), 

 Two da Vinci Patient Side Manipulators (PSMs), 

 A stereo viewer, 

 A foot pedal tray, 

 Manipulator Interface Boards (dMIBs), 

 Basic accessory kit. 

The research kit contains the original, unmodified mechanical components, 

therefore it is possible to transform a da Vinci Classic system into a research kit, 

although some of the components are not available for researchers due to their 

commercial use. In the dVRK hardware set, the Endoscopic Camera 

Manipulator (ECM) is not included along with several other components from 

the original system, but the lack of these elements is not a major issue from the 

development point of view. In general, for research purposes, the control 

electronics and control software are the most essential parts of the system. 

                                                           
14

 http://www.darpa.mil 
15

 http://www.nih.gov/ 
16

 http://applieddexterity.com/ 
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Recently, a novel, open controller platform was created by JHU, Worchester 

Polytechnic Institute (WPI) and their partners [30]. The source files of the 

control electronics were also published online. The research platform is 

equipped with an IEEE 1394a Firewire interface, capable of maintaining a 

communication speed of 400 Mbit/sec. In order to achieve a satisfactory degree 

of security and reliability, it is crucial to create real-time communication 

between the devices in the system. The control box includes two FPGA 

modules and two Quad Linear Amplifiers (QLA), as shown in Fig. 3. The 

assembly described above is capable of driving and controlling a single robotic 

tool. Two da Vinci Master Tool Manipulators (MTMs) and two da Vinci Patient 

Side Manipulators (PSMs) can be controlled using four sets of control 

electronics, requiring a total of 8 pieces of FPGAs and QLAs. The integration of 

the dVRK to a retired, fully operational da Vinci robot is shown in Fig. 4. 

The da Vinci Research Kit is based on the centralized computation and 

distributed I/O architecture [31]. The main advantage of this structure is that 

there is only one control electronics that maintains contact with the peripheral 

inputs and outputs, allowing the central computer unit to perform the 

calculations, located at the control units. In general, the central unit is a Linux-

based computer with some real-time component expansion. 

 

 

Figure 3: Schematic representation of the hardware structure Workstation [32].  
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5.2. Low level software architecture 

The FPGA module firmware is available online
17

 and published under a BSD 

license, therefore it can be freely modified. The RT-FireWire is one of the best 

approaches to solve the real-time communication between the subsystems over 

Firewire, while the communication implementation is achieved through 

standard Linux C++ libraries [33].  

The PC-side operating system is preferably Linux-based, as there exists a real-

time extension (RTLinux), a Linux OS that runs under the supervision of a hard 

real-time microkernel [34]. The software architecture, as a whole, can be 

divided into five functional layers (I-V) and three development layers (A-C) 

[35]. The functional layers, implemented on the PC side, are stratified by the 

complexity of their function, while the development layers are sorted by the 

programming language complexity they use. The open-source property is 

extensively supported by the previously described SAW and CISST libraries, 

allowing the system to be used as a completely open research platform. 
 

 

Figure 4: The da Vinci Surgical System and the da Vinci Research kit.  

System components: Patient Side Manipulators (left), the dVRK controller  

(middle) and the Master Tool Manipulators (right). 

                                                           
17

 https://github.com/jhu-cisst/mechatronics-firmware/wiki/FPGA-Program 
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6. System integration and current community efforts 

The integration of the above mentioned systems to real hardware applications 

has become a widely researched and published topic recently. Beside the 

development and testing of the available systems, new interface standards are 

also created, in order to achieve a reliable closed-loop control and 

synchronization. The OpenIGTLink is an open-source network communication 

protocol that defines a messaging protocol for data transfer, primarily focusing 

on images, commands and joint positions [36]. Since its introduction in 2008, 

several use cases, actual and potential roles of the OpenIGTLink have been 

presented [37]. One of the use cases focuses on an MRI-compatible manipulator 

for prostate biopsy, where three major components were equipped with 

OpenIGTLink interfaces: a 3T MRI scanner, a planning and navigation software 

and an MRI-compatible needle placement robot [38]. Other use cases include an 

MRI-compatible manipulator for stereotactic neurosurgery, an open interface of 

lightweight robot system and a robot for transrectal ultrasound guided 

brachytherapy. One of the greatest advantages of the OpenIGTLink platform is 

the simple design and the multi-platform C++ software library, allowing the 

users to minimize the engineering effort, facilitating multi-site and academic–

industrial collaborations while enabling transition from research to clinical use.  

6.1. Use cases 

There are a great number of ongoing research projects involving the dVRK, 

mostly focusing on the master and slave side manipulators and the vision 

system. One of the limitations of the da Vinci Surgical System is the difficulty 

of the simultaneous operation of the patient side manipulators and the stereo 

vision system, decreasing the efficiency of the surgical interventions. To 

overcome this issue, the Novel Master Interface (NMI) and the Controllable 

Vision System (CVS) were developed at the Seoul National University, Korea 

[39]. The evaluation and validation of the system’s clinical applicability, peg 

task experiments are in progress. The NMI is a wireless communication 

interface including a multidirectional switch, a Bluetooth module, an encoder 

and a button cell battery. The multidirectional switch is mounted on the patient 

side manipulator, as shown in Fig. 5. The multidirectional switch sends data to 

the CVS through the Bluetooth module in real-time, controlling the camera 

position of a novel camera holder hardware interface. 
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Another setup for the da Vinci laparoscopic camera handling was developed 

at Óbuda University [40]. A low-cost, lightweight Computer Assisted 

Laparoscopic robot arm (CALap) was primarily created for surgical training 

purposes, which was extended with the Apollo classicalbox trainer [41]. The 

CALap hardware is based on a mechanical structure created using aluminum 

profiles, extended with additional gears and 3D-printed parts. The software 

design follows the master–slave concept, having high level programming and 

low level electronic handling approach. This allows one to integrate the setup 

into the dVRK system.  

In the past years, the Robot Operating System (ROS) has become an essential 

part of robotic research and industry. The large set of libraries and tools 

facilitates the integration of different robot components on a single platform. To 

interface the dVRK with ROS, a CISST–ROS stack was developed, which 

allows the dVRK to communicate using ROS messages [42]. The interface has 

been tested through several use cases, such as an augmented reality-based 3D 

measuring application, motion planning framework for surgical assistance, 

learning by observation for surgical subtasks and satellite servicing. The latter is 

addressing a non-medical robotics application, such as refueling spacecrafts in 

on-orbit scenarios [43].  

7. Conclusion and future roadmap 

The da Vinci Research Kit is one of the greatest breakthroughs in the field of 

open-source surgical robotic research and development, which is mostly due to 

the direct access to an actual clinical system, even though these systems are 

retired and out-of-date. As of May, 2015, there are 17 dVRK research teams 

operating around the world, maintaining an active community through meetings 

and workshops. Particularly in Europe, several actions and projects 

(EuroSurge
18

, I-SUR
19

, ACTIVE
20

) have given a boost to synchronized robotics 
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 http://www.eurosurge.eu/eurosurge/ 

 

Figure 5: The NMI structure: (a) front side, (b) back side, (c) NMI attached  

on the MTM. 
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research, mostly founded by the EU Commission. IEEE Robotics and 

Automation Society
21

 has also contributed to the generalization of surgical 

robotics through study groups, and there are initiatives for forming workgroups 

for surgical robotics ontologies. A great impact on the entire research field is 

expected, where more and more attention is to be given to open-source research 

instead of strictly commercial development.  

The effectiveness of surgical robotics will evidently become higher with the 

use of open-source platforms and software. This paper reviewed the most 

widely-used, currently available software and hardware research platforms, 

aided with some highlights to the features and recently realized projects they 

supported.  
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Abstract: Multi-access and heterogeneous wireless communications are one of the 

solutions for providing generalized mobility and improved user experience. This paper 

proposes Vertical Handover (VHO) and Load Balancing (LB) decision algorithms for 

heterogeneous network architectures which integrate cellular networks and Wireless 

Local Area Networks (WLANs). The cellular-WLAN VHO and LB decisions are taken 

based on parameters which characterize both the coverage and traffic load. Computer 

simulations performed in realistic scenarios show that the proposed VHO algorithm 

ensures better performance compared to “classical” ones and that the LB mechanism 

can significantly offload the congested cellular networks when WLAN connectivity is 

available. 

 

Keywords: ubiquitous connectivity, vertical handover, heterogeneous networks, 

decision algorithm, network state information, load balancing. 

1. Introduction 

An important characteristic of Next Generation Networks will be the 

integration of heterogeneous wireless access technologies, which will lead to 

increased overall system efficiency and improved user experience. Several 

issues concerning service continuity and resource management are still 

unsolved and require further research. 

The authors of [1] present a survey of existing technologies that support 

multimedia communications in a heterogeneous wireless network and the main 

requirements and solutions for mobility management are discussed. In [2] the 

                                                           

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authors review the emerging protocols and architectures aiming to support 

intersystem handovers and present an optimized handover framework built 

around the functionality introduced by the IEEE 802.21 standard. 

In [3] a new architecture and a new network selection scheme that takes into 

account the resource usage and the user’s preferences are proposed. The 

solution presented ensures the selection of the most suitable network for each 

flow while taking into account the QoS requirements of the services. In [4] the 

authors propose another solution for handover management which answers the 

user’s requirements and ensures service continuity in 3G-WLAN, 3G-WMAN 

and WMAN-WLAN networks. 

In [5] a novel MIHF (Media Independent Handover Function) based 

seamless inter-RAT (Radio Access Technology) handover algorithm is 

proposed for UMTS and WiMAX networks. This solution uses cross-layer 

techniques for providing lossless handover while keeping acceptable delays. 

Improvement possibilities of the inter-system handover mechanisms in the 

3GPP Evolved Packet Core environment are studied in [6] while other VHO 

optimization mechanisms for 4G networks are proposed in [7]. 

Resource sharing and management in heterogeneous wireless networks 

involve complex operations with contradictory requirements, but in the same 

time can offer more efficient usage of the limited frequency bands. Many papers 

studied various aspects related to cooperation in heterogeneous networks. In [8] 

the authors propose a Cooperative Radio Resource Management (CRRM) 

solution between heterogeneous air-interfaces. Strategies for CRRM in 

coexisting WiMAX and HSDPA networks are developed in [9]. Scenarios with 

or without inter-system VHO were considered, showing that RRM combined 

with VHO maximizes the throughput. 

In [10] the authors investigate the issue of parallel transmissions over 

multiple RATs, focusing their attention on the QoS perceived by the final users. 

A simple but effective CRRM algorithm is proposed and evaluated in 802.11a-

UMTS and 802.16e systems scenario. In [11] it is proved that load balancing is 

a significant method to achieve resource sharing over heterogeneous wireless 

networks and to provide better services. 

The concept of soft load balancing mechanisms was presented in [12], while 

in [13] the authors propose a Flow Diversion-based Vertical Handoff Algorithm 

relying on soft load balancing. The authors adopt a Fuzzy Neural Network to 

determine the optimal flow-dividing ratio in order to balance the network load. 

Other interesting cooperation solutions over heterogeneous networks 

proposed in the technical literature are the following: in [14] the authors 

propose a Multi-Radio Cooperative Automatic Retransmission Request scheme, 

which combines long-range and short-range communications for retransmission 

of lost packets; in [15] the authors illustrate a way of implementing cooperation 
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mechanisms at IP Multimedia Subsystem level between networks that share the 

same IP core; in [16] the authors present a hierarchical architecture for load 

balancing based on the idea of grid in computer networks. 

This paper proposes an improved VHO decision algorithm and a LB 

algorithm for 3G/4G – WLAN heterogeneous network architectures which offer 

support for advanced MIH mechanisms. The structure of the paper is the 

following: Section 2 introduces the system model, Section 3 presents the 

proposed VHO and LB algorithms, while Section 4 presents the evaluation 

methodology of the proposed algorithms. Section 5 presents the results obtained 

by computer simulations using the Network State Information (NSI) acquired 

by field measurements and Section 6 presents the main conclusions the paper. 

2. System model 

The system model considered, presented in Fig. 1, can be described as 

follows: it is given a heterogeneous network composed of 3G/4G cellular 

networks, providing large coverage, and public WLAN/WiFi networks having 

the role to offload the traffic passing through the 3G/4G networks. The coupling 

between the heterogeneous networks is implemented by specially designed 

gateways, the Service Continuity Gateways (SCG). The coupling infrastructure 

includes also a Central Database (CD) which stores link state and traffic related 

information for each wireless network. A specially designed server, the 

Connectivity Support Server (CSS), controls the access of the users to CD. 

Two categories of users are considered: 

 Individual users with mobile terminals (MT) equipped with one cellular 

and one WiFi interface. The MT runs the algorithms which implement 

the VHO between cellular and WiFi networks, aiming to maintain the 

service continuity. 

 Mobile Routers (MR) installed in transportation vehicles and equipped 

with one or several cellular and WiFi interfaces. These MRs run the 

algorithms which can implement not only VHO between the cellular and 

WiFi networks but also load balancing operations which allow the joint 

usage of the transmission resources available in several networks. In an 

urban environment the transportation vehicles have low speed and 

frequent stops which makes possible the usage of WLANs for providing 

Internet access to the passengers. 

It is supposed also that the mobile terminals and the MRs are equipped with 

GPS receivers, being capable to establish their geographical position and speed. 

This paper proposes VHO and LB decision algorithms which allow selecting 

the best WLANs for transmission respectively distributing the data flows of the 

users on several WLANs, when the speed of the mobile terminal is low. The 
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NSI and traffic related information necessary for selecting the target networks 

for VHO and/or LB can be acquired from the CD of the coupling infrastructure. 

The algorithms implementing the routing in the heterogeneous network and the 

access to the CD are beyond the scope of this paper. See for details [17] [18]. 
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Figure 1: The system model of the considered heterogeneous network. 

3.  Vertical handover and load balancing algorithm for cellular-

WLAN heterogeneous networks 

The proposed algorithm which performs both cellular-WLAN and WLAN-

WLAN VHO processes is based on the flowchart presented in Fig. 2. The 

algorithm is intended for individual users who do not perform load balancing 

between the cellular and WiFi networks. The users travelling with vehicular 

speed are connected to cellular networks while pedestrian users try to connect, 

if possible, to WLANs (see Fig. 1), the cost of the Mbyte transmitted in 

WLANs being significantly lower compared to 3G/4G networks. 

The selection of the target WLAN is performed, by the user terminal, based 

on the Received Signal Strength (RSS) and Available Transmission Rate (ATR) 

parameters of the wireless link. The cost of the transmission taking place in the 

WLAN also can be considered.  

The estimated ATR of the wireless link can be computed as: 
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 ( ) (1 ) (1 )
est

ATR f RSS BLER ChBPF      (1) 

where (RSS)f  gives the average bit rate of the WiFi connection as a function of 

the RSS; ChBPF – Channel Busy Period Fraction represents the fraction of the 

active time when the WiFi channel is used for transmission. 

The WiFi link’s Block Error Rate (BLER) can be computed based on the 

evaluation of the Signal to Interference and Noise Ratio (SINR) of the WiFi link 

or by counting the ACK/NACK messages received by the MAC layer. 

The parameters used in target network selection have different measurement 

units, so normalization is a necessary step. The used max-min normalization is 

described by the following relation: 

 (x min(x )) / (max(x ) min(x ))
ij ij ij ij ij

i ii
v     (2) 

where xij is the value of the j-th parameter in the i-th network and vij is the 

normalized value of xij. 

In order to compare the different networks a utility function is defined: 

 
1

M

i j ij

j

C w v


  (3) 

where M is the number of parameters and wj is the weight of parameter j. 

The VHO target network is the one with the highest value of the utility 

function. In order to compute the weights wj a pair-wise comparison of all 

parameters should be performed using a pairwise comparison matrix B, with 

dimension MxM, whose elements are the bij comparisons between the i-th and j-

th parameter. In order to build this matrix it is needed to indicate how many 

times more important or dominant one element is over another [19]. 

Finally the weight vector w can be computed by solving the equation [20]: 

 ( ) 0B - I w   (4) 

where λ is the eigenvalue of B and I is the identity matrix. The weight vector 

1
[ ,..., ]T

M
w ww is the eigenvector of B corresponding to eigenvalue λmax. 

 The LB algorithm was designed for Mobile Routers equipped with 3G/4G 

interfaces and several WiFi interfaces. This algorithm is an extension of the 

VHO algorithm presented in Fig. 2, more exactly the 3G-WLAN and WLAN-

WLAN VHO process (see the shaded box in Fig. 2) is replaced by a LB 

process, performed according to the flowchart presented in Fig. 3. The LB 

process starts when the speed of the vehicle drops below an imposed limit 

(close to pedestrian speed) and it distributes some of the flows passing through 

the 3G/4G link (or links) on several WiFi links. The selection of the target 

WLANs involved in the LB process is performed based on the utility functions 
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and if significant changes of the RSS or of the ATR parameter are detected on 

any WiFi link, then the LB process is restarted and all flows are reassigned. 
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Figure 2: The proposed cellular-WLAN and WLAN-WLAN VHO algorithm. 
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Figure 3: The proposed LB algorithm for cellular-WLAN heterogeneous networks. 
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4. The evaluation methodology and the test scenarios 

In order to evaluate the performance of the proposed VHO and LB 

mechanisms the following methodology was used: using a real test site the RSS 

and the ATR parameters of the WLANs composing the heterogeneous network 

were acquired and the data obtained were fed into a system level simulator, 

developed in the UCONNECT FP7 project. The simulation performed 

replicates a real scenario in which a MT or a MR is moving in the coverage area 

of several WLANs and VHO and LB operations are taking place according to 

the proposed algorithms. The WLAN test network, located in a university 

campus, includes 5 WiFi (802.11g) Access Points (APs), and it is presented in 

Fig. 4. The RSS variations experienced by the mobile terminal during its 

journey are depicted also in Fig. 4. By assigning to each WiFi AP non or 

partially overlapping channels the estimated BLER parameter was kept smaller 

than 0.1. The background traffic (generated using the Iperf tool), for each of the 

five APs, is presented in Table 1 for two scenarios. The ChBPF parameter was 

measured for each AP in different ranges of the RSS parameter (see Fig. 4). 

 

Figure 4: 3G-WLAN and WLAN-WLAN VHO test scenario. ChBPF versus RSS for 

different traffic values. RSS variation along the route of the monitoring terminal. 
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5. Simulation results 

One of the targets of this study was to evaluate the performance of various 

VHO target network selection mechanisms. We considered, besides the RSS 

and ATR based decisions, the decision process based on the utility function, 

which was computed for each AP using relation (3). The weights of the 

parameters considered were assigned empirically according to Table 2. 

Table 1: Background traffic passing through APs and the cost of the transmitted MByte. 

AP Scenario 1 Scenario 2 Cost of MByte 

AP1 6Mbps 1Mbps 0.1 

AP2 8Mbps 2Mbps 0.2 
AP3 10Mbps 10Mbps 0.15 

AP4 1Mbps 8Mbps 0.25 
AP5 0Mbps 0Mbps 0.3 

Table 2: Weights considered in the different test scenarios. 

In Fig. 5 and Fig. 6 the achievable average transfer rate is presented for 

Scenario 1 and 2 (see Table 1) for the decision and weighting methods 

considered. These results show that the ATR based decision offers the best 

performance and the RSS based decision the worst one, but the measurement 

precision of ATR is lower, thus the decision process cannot consider only the 

ATR parameter. One solution is to select the VHO target network based on the 

utility function. The combined usage of the RSS and ATR parameters reduces 

Weighting 

method index 
Algorithm 

Weights 

ATR RSS Cost 

1 

ATR based 1 0 0 
RSS based 0 1 0 

ATR+RSS based 0.4 0.6 0 
ATR+RSS+Cost based 0.3 0.6 0.1 

2 

ATR based 1 0 0 
RSS based 0 1 0 

ATR+RSS based 0.5 0.5 0 

ATR+RSS+Cost based 0.33 0.33 0.33 

3 

ATR based 1 0 0 

RSS based 0 1 0 
ATR+RSS based 0.6 0.4 0 

ATR+RSS+Cost based 0.6 0.3 0.1 

4 

ATR based 1 0 0 
RSS based 0 1 0 

ATR+RSS based 0.55 0.45 0 
ATR+RSS+Cost based 0.45 0.35 0.2 



 Vertical Handover and Load Balancing Decision Algorithms 43 

 

 

the influence of the ATR measurement imprecision, while keeping the average 

achievable tranfer rate approximately the same. One can also notice that the 

decision which takes into consideration the cost of the networks has lower 

performance than the algorithms which neglect the cost parameter, because in 

this case the network with the highest achievable rate is not always selected. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Average achievable transfer rate obtained in the case of Scenario 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Average achievable transfer rate obtained in the case of Scenario 2. 
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 Another target of this study was to evaluate how much a 3G+ link can be 

offloaded when using several WiFi links and the proposed LB algorithm. This 

test scenario involves a MR equipped with a 3G+ interface and with several 

WiFi 802.11g interfaces. The measured average downlink ATR of the 3G+ link 

was » 11Mbps (see Fig. 7). The MR is moving on a path covered by the 5 WiFi 

APs presented in Fig. 4 and having the background traffic given in Table 1 

(Scenario 1). The test flows are represented by 10 video streaming flows with 

800kbps average rate and 10 web radio flows with 128kbps average rate. All 

these test flows can be carried by the HSPA+ interface, with an average usage 

ratio of » 90% (usage ratio of the available capacity, i.e. the ATR). The 

selection of the target WLANs is performed using the RSS and ATR parameters 

and equal weights, i.e. weighting method 2 in Table 2. 

 In the considered scenarios a single WiFi can completely offload the 3G+ 

link if all the available transmission resources of the WLANs can be used by the 

MR. However, in a real situation the WLAN resources allocated to a user/MR 

are limited in order to ensure fairness between the users. Fig. 8 gives the 

average usage of the 3G+ link if 2, 3 respectively 4 WiFi interfaces are used and 

the transmission rate is limited to 6% respectively to 3% of the 802.11g WiFi 

link rate (i.e. 54Mbps). 

 

Figure 7: 3G+ link ATR parameter measurement. 

 The results presented in Fig. 8 show that a LB process over 2 – 3 WiFi 

802.11g networks, having “normal” background traffic can offload significantly 

the 3G+ link of a MR, while reducing the network usage cost. 
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Figure 8: 3G+ link usage in the considered LB scenarios. 

6. Conclusion 

The paper proposes a VHO and a LB decision algorithm for cellular-WLAN 

heterogeneous networks. The proposed decision algorithms act based on the 

NSI and traffic information stored in the central database of the network 

architecture. Both algorithms aim at offloading the cellular networks by using, 

when possible, public WLANs. The LB algorithm represents an extension of the 

VHO algorithm and it is intended for mobile routers. Computer simulations 

performed in a scenario involving a 3G+ network, 5 WiFi APs and real NSI and 

traffic information show that the proposed VHO decision algorithm performs 

better compared to “classical” ones. The simulations performed highlight also 

the potential of the LB algorithm in offloading the 3G/4G links if several 

WLANs are available and the MR is equipped with 2 – 3 WiFi interfaces. 
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Abstract: In recent years it has become possible to extract non-trivial information 

from audio sources. One such task is to determine the intensity of conflicts arising in 

speech recordings, based solely on audio information sources. This intensity is 

expressed as a real number, therefore this task is essentially a regression one, the 

objective being to estimate a given numeric score. As the number of examples in these 

tasks are limited, a kNN-like solution may work well in these problems. Such an 

approach is the Inverse Distance Weighting (IDW) algorithm, which is also a suitable 

choice as it is computationally cheap. By applying this method on the conflict intensity 

estimation task using the SSPNet Conflict Corpus, we were able to reach the level of 

performance of baseline SVM. 

 

Keywords: speech technology, conflict detection, regression, KNN, inverse distance 

weighting. 

1. Introduction 

In the past, within the field of speech technology, most of the researchers' 

efforts were devoted to speech recognition. But in recent years they have turned 

their attention to other areas as well like emotion detection [25, 10], speaker 

verification [17], speaker age estimation  [5], detecting social signals like 

laughter and filler events [1, 10, 12], and estimating the amount of physical or 

cognitive load during speaking [20, 11, 14]. What these tasks have in common 

is that what is considered noise in speech recognition (i.e. non-verbal audio 

information) becomes important, while what was relevant in speech recognition 

(i.e. what the speaker actually said) becomes irrelevant. 

Such a task is to determine the level of conflict from the audio. Conflicts 

influence the everyday lives of people to a significant extent, either in their 

public or personal lives, and they are one of the main causes of stress [23]. With 
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the rise of socially intelligent technologies, the automatic detection of conflicts 

can be the first step of handling them properly. 

In this study we focus on the automatic estimation of the level of conflict in 

televised political debates. This is mainly a regression task [2], i.e. we have to 

match a score as closely as possible, as the level of conflict is expressed as one 

numerical value. Of course, from an application point of view, a categorical 

approach looks more practical, where the question is whether there a conflict 

present or not, and if so, we want to know what its level is. This in fact means 

that the task is turned into a classification one [6]. However, this categorization 

may be readily performed by setting up intervals for the conflict score; therefore 

we approached this task mainly from a regression point of view. 

Although such recordings can be obtained quite easily, their annotation can 

be rather expensive; hence it is preferable to use a machine learning method that 

works well for small-sized training sets. One such algorithm for classification is 

the K Nearest Neighbours method (kNN), where the label of the given utterance 

to be classified is determined by simple majority voting of its K nearest 

neighbours. Of course, the distance function used and the value of K have to be 

determined, but these are not major requirements (especially when compared to 

the parameters of other machine learning methods like Artificial Neural 

Networks (ANNs) [3] and Support Vector Machines (SVM) [19, 24]). 

Another advantage of this method is its low computational cost if both the 

train and test sets consist of just a small number (e.g. hundreds) of examples − 

especially when compared to high-complexity approaches like SVM and 

AdaBoost [18, 4]. A similar approach for regression is Inverse Distance 

Weighting (IDW) [22]. In it, the function value of a given point is calculated by 

computing the weighted sum of the function value of the training points, where 

the weight of a training point is inversely proportional to its distance from the 

point to be evaluated. 

The structure of this paper is as follows. First, we describe the audio corpus 

used for conflict intensity estimation, and the evaluation methodologies. Then 

we describe the original and an improved version of the IDW algorithm. After, 

we explain the slight modifications made that we felt necessary to use IDW for 

this task. Then we present and analyse our results got from applying them on 

the development and test sets. Lastly, we draw some conclusions and make 

some suggestions for future study. 

2. The SSPNet Conflict Corpus 

We performed our experiments on the (freely accessible) SSPNet Conflict 

Corpus [15]. It contains recordings of Swiss French political debates taken from 

the TV channel “Canal9”. It consists of 1430 recordings, 30 seconds each, 
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making a total of 11 hours and 55 minutes. The ground truth level of conflicts 

was determined by manual annotation performed by volunteers not 

understanding French (French-speaking people were excluded from the list of 

annotators). Each 30-second long clip was tagged by 10 annotators, and in the 

end we got a score in the range [-10, 10], 10 meaning a high level of conflict 

and -10 meaning no conflict at all. The data was later used in the Conflict sub-

challenge of the Interspeech 2013 ComParE Challenge [21]. 

The database contains both audio and video recordings, and the annotators 

were able to rely on both sources. In the latter experiments, however, attention 

was focused only on the audio information for a number of reasons. Firstly, the 

annotators judged the level of conflict in a similar way based on the two 

sources: the correlation of the scores was 0.95 [15]. Furthermore, in a television 

political debate, audio can be a more reliable indicator: the subjects can hear all 

the participants, but they can only see the one that the cameraman of the debate 

has chosen, which is not the one speaking in many cases (especially in the heat 

of a debate when several persons may be speaking at the same time). 

3. Inverse Distance Weighting 

Inverse Distance Weighting (IDW) was introduced by Shepard in 1968, 

originally for interpolating surfaces from irregularly-spaced data [22]. Later it 

was used for other interpolation tasks as well [9, 26]. This method (sometimes 

called “Shepard's algorithm”) estimates the target score of a given point by the 

weighted sum of the input scores, and the weight of a training point is inversely 

proportional to its distance. Given a set of sample points x1, …, xN, score values 

f1, …, fN and a distance function d(x,y), for a point y ≠ xi, its score F(y) will be 
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where c > 0. Inserting this into Eq. (1) we get 
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The value of c regulates the relative importance of closer and more distant 

points: for larger values of c, the closer points are more important, while using 

smaller values of c tends to equalize the weights. It is a global method in the 

sense that to determine the score of a test example, all training points are used, 

no matter how far away they are. A simple extension to make this method local 

was suggested by Franke and Nielson [8], who introduced the limiting 

parameter R. Their formula for determining the weights is 
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where (v)+ denotes max(v, 0). 

4. Experimental setup 

Speech recognition usually decomposes the speech signal of an utterance 

into small-equal sized parts (frames), from which it is easy to extract the same 

number of features for machine learning. In the current task, however, we have 

to estimate the level of conflict for the whole 30 second-long utterance, 

therefore features which describe the whole recording are preferred. A 

straightforward choice is to compute the standard features (e.g. MFCC and filter 

banks) for each frame, then calculate the minimum, maximum, mean and 

standard deviation of these values. 

In our experiments we used the feature set introduced in [21]. It contained 

6373 features overall, extracted by using the tool openSMILE [7]. The set 

includes energy, spectral, cepstral (MFCC) and voicing-related low-level 

descriptors (LLDs) as well as a few LLDs including logarithmic harmonic-to-

noise ratio (HNR), spectral harmonicity and psychoacoustic spectral sharpness. 

Of course, as this is a quite general feature set, not all attributes are useful for 

our current task; now, however, we focused on the application of IDW, and did 

not experiment with any kind of feature selection. 
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Following standard machine learning practice, the available data was split 

into training, development and test sets. The first one was used for training 

purposes, i.e. IDW estimation was done using the points belonging to this set. 

The development set was used to find the meta-parameters of the learning 

algorithm, i.e. c and R by choosing the values which led to the best results by 

training on the training set and evaluating on the development one. Next, using 

the “optimal” c and R values, we evaluated our model on the test set; in this 

case we used the points of both the training and development sets as training 

points. We used the division described in [21], so 793 recordings were used for 

model training, whereas 240 and 397 were used for the development and test 

sets, respectively. 

A straightforward choice for measuring the similarity of the reference and 

the estimated values is cross-correlation. For the signals X  x1, …, xn, and  

Y  y1, …, yn, it is defined as 
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where µX and µY are the mean and σX and σY are the standard deviation values 

of X and Y, respectively. Another choice for measuring the difference between 

the two series is the Root-Mean-Square Error (RMSE), defined as 
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While cross-correlation measures the tendency of the two signals, RMSE 

measures the actual difference between the values; this means that in a 

regression task it may be sensitive to the scaling of results. 

Another possibility is to turn this task into a classification one. We also 

carried out experiments for this, following the setup described in [21], where 

non-negative conflict scores were considered as high ones, while negative ones 

were converted into the class label low. Methods applied on such two-class 

classification problems can be measured by a number of metrics, all of which 

are based on the values of the confusion matrix. There, TP will be the number of 

true positives (i.e. the occurrences of class high that were classified correctly) 

and FP the number of false positives (the low occurrences classified as high), 

while the values TN (true negatives) and FN (false negatives) are defined in a 

similar way. (The sum of the four values will be n.) Then accuracy will simply 

be the ratio of correctly classified examples, i.e. 
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If we treat our task as an information retrieval one, meaning that we are 

interested in the detection of occurrences of the positive class only (in our case, 

class high), we can measure our performance by means of precision and recall. 

Precision measures how many of the identified examples actually belonged to 

this class, i.e. 
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whereas recall expresses how many of the examples actually belonging to the 

positive class were found; i.e. 
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As there is clearly a tradeoff between these two scores, they are usually 

aggregated via F-measure (or F1-score), defined as the harmonic mean of the 

two values, i.e. 
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Using the concept of recall, we can define another variant of accuracy, 

namely the Unweighted Average Recall (UAR) or True Positive Rate (TPR), 

expressed as the mean of the recall values for all the classes. In a two-class set-

up it is equal to 

 .
2

PN

N

NP

P

FT

T

FT

T

UAR





  (11) 

Accuracy is sensitive to class distribution, whereas UAR can be viewed as 

an accuracy which is balanced class-wise. For this task and this dataset in the 

past, regression metrics (especially cross-correlation) were used [15], and we 

also find this approach more logical, so we will follow this in our study. 

However, we will also view the task as a classification one, where we will 

primarily rely on the UAR score, just as it was common in some earlier studies 

on this dataset [21, 16]. 
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5. Applying IDW for estimating the conflict scores 

Shepard's algorithm and Franke’s modified version were developed for 

generating surfaces based on sparsely distributed input points in a two-

dimensional space and a function value. In a large-dimension regression task 

they might require some minor changes in order to perform well (and in our 

case there were 6373 features). To achieve this, we included some minor pre-

processing and post-processing steps, which we will now describe in detail. 

First, we used the Euclidean distance metric; that is, for two points y  y1, y2, 

…, yn and z  z1, z2, …, zn, their distance d(y,z) was simply 
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and in our preliminary tests we found that applying other distance functions 

yielded somewhat worse results. To prevent confusion caused by differently-

scaled features (where a few of them might dominate the distance, whereas 

other, perhaps more important attributes might simply be ignored because of 

initial scaling), feature normalization was clearly required. For this reason, first 

all the vectors were normalized so that they had a standard deviation of 1. A 

couple of features had a standard deviation of 0, which were discarded, but this 

step clearly did not lead to any information loss (as it meant that the value of 

these features was the same for all examples). 

After performing the IDW procedure, the resulting values were quite small 

compared to the real ones, perhaps because of the high dimensionality of the 

input data. To handle this issue, the resulting scores were also normalized: the 

mean was set to zero, and they were multiplied by a factor such that the 

standard deviation of the results became equal to the one of the scores of the 

training set. Next, scores falling below or above the limits of the scores of the 

training set were set to the minimum or maximum score, respectively, and each 

value was rounded to one decimal place. 

Franke’s method has two parameters, namely c and the limit value R. As for 

the latter, we decided to express it via the function of maxd  max(d(x,y)) for all 

possible values of x and y (of the training set); that is, R  r ∙ maxd. Eventually 

when r  1, all the training points were considered, whereas for lower values the 

more distant points were ignored. When no training points were found in the R-

sized neighbourhood, the conflict score of the closest training point was used. 

We optimized the parameters cross-correlation, for UAR and for F-measure; we 

used linear SVM in regression (the SMOReg method in Weka [13]) mode as the 

baseline. (Note that this method was used as the baseline approach for ComParE 
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2013 [21]; the only difference is that the c parameter was tuned to maximize 

UAR, while we optimized CC as well). 

5. Results 

The results when optimizing for cross-correlation can be seen in Table 1. 

Table 1: Scores obtained by optimizing for cross-correlation. 

Method CC RMSE Acc. UAR F1 

dev 

IDW, c = 13.56 0.805 2.390 80.83% 80.67% 79.28% 

IDW, r = 0.15 0.816 2.314 81.67% 81.46% 80.00% 

SVM 0.828 2.427 74.58% 73.40% 66.30% 

test 

IDW, c = 13.56 0.782 2.654 80.60% 80.47% 77.94% 

IDW, r = 0.15 0.768 2.727 79.35% 79.23% 76.57% 

SVM 0.804 2.414 83.63% 82.35% 79.37% 

 

Here, IDW achieved practically the same level of performance as SVM for 

all the metrics on the development set; Franke’s method was somewhat better 

than the basic IDW algorithm. On the test set, however, the standard IDW 

method proved to be more stable, and Franke’s variation (case r  0.15) showed 

signs of overfitting. Shepard’s method performed slightly worse than the 

baseline SVM, but the difference is not that big. 

Table 2: Scores obtained by optimizing for UAR. 

Method CC RMSE Acc. UAR F1 

dev 

IDW, c = 7.22 0.801 2.430 82.08% 81.95% 80.72% 

IDW, r = 0.69 0.808 2.383 82.50% 82.39% 81.25% 

SVM 0.806 2.330 80.42% 79.55% 75.65% 

test 

IDW, c = 7.22 0.775 2.702 79.09% 79.29% 76.88% 

IDW, r = 0.69 0.765 2.725 80.86% 80.55% 77.91% 

SVM 0.826 2.271 84.64% 83.87% 81.46% 

 

Upon examining the classification results (see Table 2), it can be seen that 

the IDW classification performance significantly exceeded that of SVM for the 
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development set in its basic form, and using the variation developed by Franke 

and Nielsen (case r = 0.69) even surpassed this. (This variant also performed 

better judging from the regression scores.) However, on the test set the best 

variation with r = 0.69 performed slightly worse than the baseline SVM, 

although the difference is again not that big. Still, in our opinion even matching 

the score of the SVM is a good result for an algorithm that has such low 

computational requirements as IDW. 

 

Figure 1: The estimated scores got as a function of the reference values, using IDW 

optimized for cross-correlation; Shephard’s (left) and Franke’s (right) methods. 

Fig. 1 shows the regression scores in the function of the reference scores for 

the development set, obtained using the IDW algorithm with c  13.56 

(Shephard’s method, left) and with r  0.15 and c  7.68 (Franke’s algorithm, 

right). The strong correlation between the two values can clearly be seen; 

overall, the points produced by Franke’s method seem a bit more packed, which 

is confirmed by both the higher CC and lower RMSE scores. It is 

understandable, though, as in this case we had one more parameter to set. 

Fig. 2 shows the corresponding scores we got with the value c  7.22 

(Shephard’s method, left) and with r  0.69 and c  5.44 (Franke’s algorithm, 

right). This time we optimized for the UAR score, which is reflected in the 

lower cross-correlation value, resulting in somewhat more scattered points. The 

reason for this is that UAR only measures which point falls into which quarter 

of the chart (i.e. both the reference and the estimated scores are non-negative, 

both are negative, etc.), while the actual difference between the expected and 

the estimated scores is completely ignored. 
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Figure 2: The estimated scores got as a function of the reference values, using IDW 

optimized for UAR; Shephard’s (left) and Franke’s (right) methods. 

An interesting observation is that the optimal c values for Shepard’s method 

were somewhat higher (13.56 and 7.2) than those of Franke’s algorithm (7.68 

and 5.44). This might be because for such a regression task training points 

which fall closer should be more important than those further away; this can be 

realized in the basic IDW method by using high values of c. When using the 

version developed by Franke and Nielsen, however, we can simply do this by 

choosing the right R value; then c can be set to a lower value as well. 

Finally we should note that there were higher accuracy scores among the 

participants of ComParE 2013. (Although the cross-correlation scores were not 

always reported, since the official metric of the Challenge was UAR even for 

this regression task.) The more successful attempts, however, performed some 

kind of feature selection [16] or extracted new features from the utterances [12], 

while in this study we applied a different machine learning method for the 

regression task of conflict score estimation. Of course, it could be beneficial to 

use some kind of feature selection method for IDW as well, but this is clearly 

the subject of future work. 

6. Conclusions 

Regression tasks are quite rare in speech technology, but one exception is the 

detection of the intensity of conflicts based on speech recordings. We applied 

the Inverse Distance Weighting method to this task, which was originally 

developed for estimating surfaces on the basis of just a few sparsely and 

unevenly distributed reference points. After making a few minor alterations, this 

method outperformed the baseline SVM in terms of classification accuracy, and 

gave only slightly worse results in terms of regression scores. Taking into 

account the fact that IDW has low computational requirements and we can add 
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further training points without having to retrain a complicated model, we think 

that this method is a valid tool for conflict intensity estimation in particular, and 

speech technology regression tasks in general. 
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Abstract: This research is interested in assessing the pros and contras of using an 

overall continuous versus a disrupted, not overall defined F0 estimate and compare 

formal and informal speech styles in this regard. During the evaluation we keep in mind 

the elaboration of an algorithm capable of handling both speaking styles. The 

approaches are evaluated in an automatic phonological phrasing task, using a formal 

and informal speech corpus. A phonological phrasing component is a prosodic unit that 

has its own stress and intonation contour, which may continue in the next unit. For the 

different speaking styles we use two speech databases: BABEL for formal speaking 

style and The Hungarian Spoken Language Database for informal speaking style, both 

in Hungarian language. Three alternatives of F0 post-processing are compared, ranging 

from a natural F0 contour disrupted at unvoiced places, over a partial interpolation to an 

overall continuous contour estimation defined for all unvoiced speech segments. 

Whereas in formal speech, the more continuous the F0 contour is the better detection 

rates are observed for phonological phrases, for informal speech a partial interpolation 

of F0, preserving some fragmentation, yields better results. These results also show that 

discontinuity of F0 can be an important cue in human perception of informal speech, 

and also means that the idea of trying to de-spontanize spontaneous speech, in order to 

be able to treat them in the conventional way, seems to be doubtful. 
 

Keywords: speech prosody, event detection, machine learning, speech signal 

processing. 

1. Introduction 

Speech prosody is an important building block of spoken language, carrying 

information related to several modalities, i.e. prosody provides cues for broad 

segmentation of the speech stream, carries stress/emphasis, has a discourse 
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function, reflects speaker attitude and emotions etc. An important speech 

technology application exploiting prosody is automatic prosodic event 

detection, i.e. stress detection, or automatic phrasing (segmentation for prosodic 

units) of the speech flow. Prosodic event detection can be a basic pre-processing 

step in content or discourse analysis, speech-to-speech translation, that is, in 

automatic speech understanding applications in general. The three basic 

acoustically measurable features building up prosody are F0 (fundamental 

frequency), energy and duration, and they can sometimes be complemented 

with other, less frequently used features such as jitter, shimmer, harmonics-to-

noise ratio (HNR), sub-band energies, etc. In the realisation of prosodic 

constituents, like stress or intonation patterns, the three basic features interact. 

The contribution of different features in accomplishing given linguistic 

functions is language dependent [10], for example, duration is an important cue 

of stress in American English or German [15], whereas in Hungarian, F0 is 

believed to be the dominant cue of stress with duration playing almost no role in 

it [3]. 

Extracting energy is a basic task, which can usually be carried out without 

complications. Extraction of duration patterns, on the other hand, may pose 

problems, especially if the underlying segmental structure (phone segmentation) 

of the speech signal is unknown. The biggest challenge in this field remains the 

accurate extraction of F0 [4]. Although several reliable algorithms are known, 

the F0 estimate is often corrupted by doubling/halving errors [12]. Moreover, 

the F0 contour is not continuous (it is undefined for unvoiced speech segments), 

but the human perception of F0 is capable of keeping track of the pitch as if it 

were continuous. Recent research has found that using a continuous F0 estimate 

can be advantageous in several applications [5]. Indeed, in speech technology 

applications, F0 is often interpolated to overcome problems caused by 

discontinuity [11]. An alternative to this approach has recently been proposed 

based on probabilistic features [6]. 

The current paper is interested in exploring these advantages and eventual 

disadvantages in an automatic prosodic event detection task. A special 

preference of the evaluation is to keep in mind the elaboration of an algorithm 

capable of handling both read (formal) and spontaneous (informal) speaking 

styles. Several studies have proposed phrasing approaches for read and slightly 

spontaneous speech [1, 2]. In [3] an automatic prosodic phrasing system was 

implemented for read speech which was able to gain a reliable phrasing down to 

the phonological phrase level, and also to separate intonational phrase level 

from the underlying phonological phrase level. The accuracies were ranging 

between 70-80%. In this approach, prototypes of phonological phrases were 

clustered, modelled by Hidden Markov Models/Gaussian Mixture Models 

(HMM/GMM) based on acoustic-prosodic features. In [7] an unsupervised 
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learning approach for clustering prosodic entities in Hungarian spontaneous 

speech was described, clustering of such characteristic prototypes led only to 

partial success. 

In this paper the authors compare read and spontaneous speech processing in 

a prosodic event detection related task, and aim at exploring the advantages and 

disadvantages of using a continuous vs. disrupted F0 data stream. Three ways of 

F0 estimations are studied: a continuous, overall interpolated F0 estimation is 

compared to cases where F0 is fragmented or interpolated only partially. These 

approaches are evaluated in automatic phonological phrasing system, both for a 

formal and informal speech corpora. We also believe that these experiments 

may lead us to a better understanding of spontaneous speech. 

This paper is organized as follows: first, the used speech databases are 

presented, followed by a brief overview of the embedding prosodic event 

detection system. Experiments are described thereafter, followed by the 

presentation of the results. Finally, conclusions are drawn. 

2. Material and method 

This section describes speech databases and basic processing tools used for 

the experiments later. 

2.1 Speech Databases 

We use two databases with different speaking styles for the experiments; a 

formal and an informal one. Both databases got prosodic annotation, 

representing the top layers of the prosodic hierarchy [9], as follows:  

 Intonational Phrases (IP): The IP is the prosodic unit positioned at the top 

of the prosodic hierarchy, just below the utterance level. The IP is 

interpreted as a segment of speech that has its own complete prosodic 

contour, where the first word is accentual (in Hungarian). IP is often 

found between two pauses. 

 Phonological Phrases (PP): The IPs can be divided into PPs: A PP is a 

prosodic unit that has its own stress and intonation contour, but this 

contour can be continued in next PP. Syntactically, PP is often related to 

clitic groups, at least in formal speaking style. 

2.1.1 BABEL 

The Hungarian BABEL is a read speech corpus (formal speaking style), 

recorded in a low-noise environment [13]. 60 native Hungarian speakers (30-30 
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male/female) of varying age and professional background read the utterances. A 

subset of the database is composed of paragraphs of 5-6 sentences. From this 

subset, we randomly selected 300 sentences from 22 speakers, and labelled 

them manually for phonological phrases (2067 in total), according to the 7 types 

described in [3]. The PP annotation is such that it reveals the IP boundaries 

unambiguously as well. 

2.1.2. Hungarian Spoken Language Database 

The Hungarian Spoken Language Database (BEA) [8] is the first Hungarian 

spontaneous speech database that involves several hundred speakers and a rich 

speech material in semi-informal and informal speaking styles. The speech 

material contains different kinds of spontaneous narratives and discourses about 

personal life, everyday topics, but also includes some sentence repetitions. 

Informal utterances from 8 speakers (4 female and 4 male) were selected from 

the database. This subcorpus was manually annotated by two experts for IPs 

(398 in total) and PPs (751 in total). Again, all phrase boundaries are aligned 

with word boundaries (this requirement is relatively easy to fulfil in fixed stress 

Hungarian; however, if stress were unbound, it would not be impossible either). 

2.2. Automatic Segmentation for Phonological Phrases 

This section describes the automatic PP segmentation algorithm used in the 

experiments. In this paper, we chose PP segmentation to analyse the effects of 

varying the post-processing for F0. Before moving on to the experiments, we 

provide here a brief overview of the system. 

As already mentioned, PPs constitute a prosodic unit, characterized by an 

own stress and some preceding/following intonation contour. The intonation 

contour might be incomplete (following in the next PP or truncated in informal 

speech), however, it is specific, hence PPs can be classified/modelled 

separately, in a data-driven machine learning approach. The distinction between 

PPs consists of two components: the strength of stress the PP carries and the 

PPs intonation contour. In this way 7 different types of PPs are distinguished. 

Acoustic modelling is done with HMM/GMM models, and PP segmentation is 

carried out as a Viterbi alignment of PPs for the utterances requiring 

segmentation. The overall approach is documented in detail in [3], featuring as 

well the 7 types chosen for modelling. 

As acoustic-prosodic features, fundamental frequency (F0) and wide-band 

energy (E) are used. Syllable duration is not used for Hungarian as it was not 

found to be a distinctive cue in this task [3]. F0 extraction and post-processing 

alternatives for F0 are described in the respective section later. For energy 
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computation a standard integrating approach is applied with a window span of 

150 ms. Frame rate is 10 ms. First and second order deltas are appended to both 

F0 and E streams. The evaluation of the PP segmentation is carried out in 10-

fold cross-validation. First a PP alignment is generated with models trained on 

utterances different from the one under segmentation. The generated PP 

alignment is then compared to the reference obtained by manual labelling. 

Detection is regarded to be correct if the boundary is detected within the 

TOL=100-250 ms vicinity of the reference. Here, TOL defines a tolerance 

interval, ranging between 100 and 250 ms. These values are chosen so to be in 

the order of a length of a syllable, on average, and much less than average PP 

length. Once all utterances have the automatic PP segmentation ready, the 

following performance indicators are evaluated for the PP boundaries: 

 recall 

 











FNTP

TP
RCL  (1) 

 precision 

 











FPTP

TP
PRC  (2)  

 the average time deviation (ATD) between the detected and the reference 

PP boundary.TP  refers to the number of true positive, FN  to the number 

of false negative and FP  refers to the number of false positive retrieved 

PP boundaries. 

3. Overall and Partial Interpolation for F0 

F0 was extracted using the Snack toolkit [14]. F0 data have been subjected 

to error correction resulting from octal halving/doubling. Keeping the energy 

unchanged, further post-processing of F0 varies as follows: 

 apply only and octal correction, then use the F0 contour as produced by a 

conventional pitch tracker (Snack V2.2.10 in our case);  

 use a continuous contour, interpolated at all unvoiced parts;  

 use a partially F0 interpolated contour. This means that the interpolation 

is omitted if the length of the unvoiced interval is higher than 250 ms, or 

if the starting F0 value is significantly higher than the value before the 

unvoiced segment. The criteria used was: 

 currentformer FF 01.10   (3)  
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Speech containing longer periods of silence than 250 ms can hardly be 

considered as fluent speech. In such situations speakers often may not reset their 

pitch, so IP (and hence the co-occurring PP) boundaries can be marked by 

silence. In such cases silence is an acoustic marker by itself and we prevent the 

interpolation, which may mask the PP boundary. If a medium strength pitch 

reset occurs it might be smoothed by the F0 interpolation. In the vicinity of long 

plosives for example, microprosodic disturbances can give false phrase 

boundary detection. The factor of 1.1 is set to avoid these false detections. 

These were the motivations to constrain the disruption of the F0 contour in the 

partial interpolation scenario. 

Table 1: Precision (PRC) and recall (RCL) in operating points defined by PRC = RCL 

and ATD for the 3 evaluated scenarios for formal and informal  

speech styles TOL = 100 ms). 

Style F0 interpolation PRC = RCL [%] ATD [ms] 

Formal style 

None 

Partial 

Total 

62.9 

68.2 

81.2 

93.0 

80.1 

55.9 

Formal style 

None 

Partial 

Total 

57.7 

69.7 

66.3 

52.9 

44.1 

44.8 

4. Results 

Results are shown in Table 1, involving all three tested scenarios for formal 

and informal speaking styles separately. PP detection rates have different 

characteristic depending on the speaking style. 

Regarding precision (PRC) and recall (RCL), they highly depend on a 

parameter influencing PP insertion likelihoods during the PP segmentation done 

with Viterbi alignment (see the PRC-RCL curve in Fig. 1). Therefore, 

segmentation results are shown for operating points where precision and recall 

are equal (PRC=RCL). 

The settings of the tolerance interval TOL also influence results (see Fig. 2). 

We may consider that TOL=100ms corresponds roughly to the length of a half 

syllable on average and hence TOL=200ms is in the order of the length of a 

syllable. 

As expected, formal and informal speech styles show different 

characteristics. For read speech, PP detection results are better if the F0 contour 

is overall interpolated, whereas for the informal speaking style, the partially 

interpolated F0 contour gives the best results. In case of partial interpolation, 
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the interpolation was applied only if the length of the unvoiced segment was 

below the limit of 250 ms, and pitch reset was not suspected. 

The results suggest that in the perception of spontaneous speech 

characterized by informal speaking style, the discontinuity of F0 plays an 

important role. This also means that the idea of trying to de-spontanize 

spontaneous speech to that of read speech, in order to treat it with conventional 

algorithms or tools developed for read speech, seems to be doubtful. 

 

Figure 1: Precision [%] and recall [%] as influenced by the PP insertion likelihood in 

the automatic PP segmentation. Read speech, total F0 interpolation, TOL = 100ms. 

 

Figure 2: Precision and recall in operating points defined by PRC = RCL [%] 

depending on TOL [ms]. Read speech, total F0 interpolation. 
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Figure 3: An example with continuous and partially interpolated F0  

contours with IP and PP labelling. 

5. Conclusions 

In this research the authors examined the effect of F0 discontinuity in a 

phonological phrase segmentation task and drawn a comparison between overall 

interpolated (continuous) and partially interpolated (fragmented) F0 estimates. 

Results indicate that the overall interpolated F0 estimate is useful only in read 

or formal speaking styles. Overall interpolated F0 contour showed better results 

compared to the partially interpolated one in the phonological phrase 

segmentation task. The difference between the two methods’ precisions was 

relative 19.1%. The best performing system yielded 81.2% recall and precision 

in the operating point where type I and type II errors are equal. In terms of 

precision, this result is fairly comparable to the reported accuracy of other 

phrase detection tasks by excellent recall rates. Furthermore, a partially 

interpolated F0 estimate which leaves longer unvoiced periods or pitch reset 

untouched outperformed the total interpolation one by relative 5.1% for 

informal speaking style in the same phonological phrase segmentation task. The 

best precision and recall in the operating point characterized by equal errors was 

69.7, which is acceptable for spontaneous speech in international comparison. It 

follows that piecewise interpolation of F0 seems to be better for spontaneous 

speech in speech technology applications. Results also suggest considerations 

regarding human speech perception, but for those we need further investigations 

with targeted experiments. 
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Abstract: We present a novel methodology to identify chains of software 

vulnerabilities in computer networks. Vulnerabilities constitute software bugs, which 

may enable attackers to perform malicious operations. Attacks against systems, 

however, embrace various software flaws on different machines interconnected by 

networks. As a result, vulnerability chains may give the attacker the ability to 

compromise a series of hosts, and to reach his goals. This paper shows that an attacker 

may infer software vulnerabilities by leveraging passive network monitoring tools, and 

may construct vulnerability chains in the attempt to penetrate security perimeters. We 

present an approach to automatically build vulnerability chains based an automated 

vulnerability reconstruction reports from National Vulnerability Database, and passive 

network analysis tools such as PRADS. The approach is experimentally validated in a 

laboratory test infrastructure. 

 

Keywords: software vulnerability, vulnerability chain, network sniffer, National 

Vulnerability Database. 

1. Introduction 

Vulnerabilities constitute software flaws that may enable attackers to run 

random code sequences, to escalate privileges, and ultimately to take complete 

control of underlying Operating Systems (OS). Therefore, extensive effort has 

been invested in the description and rapid dissemination of software 

vulnerabilities. 

However, starting with their description, the wide dissemination of software 

vulnerabilities faces several challenges. To begin with, vulnerability reports 

need to be identically formulated across various institutions and databases. 

Then, a structured format needs to be provided to enable automated processing 
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and reasoning with various tools. To facilitate the sharing of vulnerability-

related information, the Common Vulnerabilities and Exposures (CVE) was 

introduced in 1999 by the MITRE Corporation. One of the most well-

established vulnerability databases is the National Vulnerability Database 

(NVD), and it builds on the information provided by CVE. 

Besides individual vulnerabilities, security experts need to account for the 

complexity of various cyber attacks embracing different vulnerabilities of 

software running across different host. In this context, attackers may adopt 

chains of software vulnerabilities, in which case exploits of vulnerabilities on 

one particular host may give access to running a different set of exploits on 

another set of hosts. Therefore, security experts need to be aware of possible 

vulnerability chains in order to limit the attacker’s ability to reach critical assets. 

In an attempt to address this challenge, this paper proposes a methodology to 

build vulnerability chains based on passive assessment of network traffic. The 

methodology embraces recent advancement in the field of passive network asset 

discovery [1], and automated vulnerability reconstruction [2]. Subsequently, it 

builds on the well-established field of attack trees [3], and their extension with 

probabilistic computations as proposed in the work of Nai Fovino, et al. [4]. 

The methodology is experimentally evaluated in the context of a simplified 

laboratory-scale scenario. 

The remainder of this paper is organized as follows. Section 2 provides an 

overview of related methodologies and it emphasizes the main novelty of the 

technique proposed in this work. Then, Section 3 provides an overview of 

vulnerability reports and of the tools employed in this work, which is followed 

by a detailed description of the proposal. Next, Section 4 provides the results of 

experiments conducted with the proposed method. Finally, the paper concludes 

in Section 5. 

2. Related work 

In the field of vulnerability assessment we find various methodologies, 

which may be categorized in two classes. In the first class we find approaches 

from the field of active vulnerability assessment. Here we mention Nessus, an 

“all-in-one” vulnerability assessment tool [11]. Nessus actively probes services 

in order to test for known vulnerabilities and possible service configuration 

weaknesses. It relies on plug-ins which are specifically written to test for the 

presence of particular vulnerabilities. It generates a comprehensive report which 

contains descriptions on discovered assets and vulnerabilities, but also 

recommendations for improving system security. Next, we mention ZMap [12], 

a network scanner that provides valuable information on discovered services to 

vulnerability assessment tools. 
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In the field of passive network asset discovery we can find several tools such 

as  p0f [13] and PRADS [1], which rely on user-specified signatures to 

distinguish between specific products and version numbers. These tools 

generate a list of discovered assets from network traffic capture files. 

Finally, we mention the work of Cheminod, et al. [10], which mostly relates 

to ours. In their work, Cheminod, et al. extended the structure of CVE reports 

with entries on vulnerability causes and effects in the attempt to build an 

automated reasoning framework on vulnerability chains. However, the approach 

requires the modification of each new CVE from other open databases, i.e., 

NVD. Therefore, we believe that the methodology proposed in this work 

represents a significant improvement since it leverages open and available CVE 

reports to build probabilistic vulnerability chains. 

3. Proposed methodology 

A. Overview of vulnerability reports 

As mentioned above, vulnerability reports provide a description of software 

flaws. Each item in CVE is identified by the year and the order they were 

included in the database. For example, the recently reported software 

vulnerability identified by CVE-2015-0699 refers to Cisco Unified 

Communications Manager’s Interactive Voice Response (IVR) component, and 

the ability of an attacker to launch an SQL injection attack, which may in turn 

permit the execution of arbitrary SQL statements. The CVE was added to the 

database in 2015, and was given sequence number 0699. 

One of the most well-established vulnerability databases, the National 

Vulnerability Database (NVD), builds on the information provided by CVE. 

NVD is often viewed as the “ground truth” for software vulnerability 

assessment [5]. At the heart of every CVE entry lies the Common Platform 

Enumeration (CPE), “a standardized method of describing and identifying 

classes of applications, operating systems, and hardware devices present among 

an enterprise’s computing assets” [6]. CPE names provide information on 

software vendor, name, version, language, edition, etc. 

Each CVE contains various entries among which we mention a summary of 

the vulnerability, a list of CPEs to which the vulnerability applies, and a scoring 

on its severity and exploitability. Vulnerability scores are given in the Common 

Vulnerability Scoring System (CVSS) format. CVSS scores range from 0 to 10, 

0 being the lowest (low severity), and 10 being the highest (highest severity) 

vulnerability score that can be assigned to a specific CVE entry. 
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B. Overview of automated vulnerability reconstruction tool: ShoVAT 

The vulnerability chain reconstruction methodology proposed in this work 

embraces the advanced features exposed by ShoVAT, as described in our 

previous work [2]. ShoVAT stands for Shodan-based vulnerability assessment 

tool, and it aims at automatically identifying vulnerabilities in Internet-facing 

services. ShoVAT uses Shodan search engine [7, 8] to discover services and 

service-specific data, e.g., service banners. Conversely, this work builds on data 

extracted from network traffic and on ShoVAT’s ability to automatically 

identify software. 

Besides service-specific data, ShoVAT employs NVD as a source of CVE 

reports. CVEs are downloaded once per-day, as they are regularly updated in 

NVD, and are used to reconstruct an in-memory representation of the 

relationship between CPEs and CVEs. The memory-resident model is based on 

bipartite-hypergraphs, where each CPE may be associated to several CVEs, and 

each CVE may be associated to several CPEs. Besides these, efficient hash 

functions are implemented in order to provide efficient access to various data 

structures. 

Finally, ShoVAT’s output is a comprehensive report detailing the discovered 

hosts, services, CPEs and vulnerabilities. 

 

Figure 1: Architecture and components in the proposed methodology. 

C. Proposed approach 

The proposed methodology for vulnerability chain construction leverages 

various tools and well-established methodologies (see Fig. 1). The network 

asset discovery is provided by the Passive real-time asset detection system 
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(PRADS) [1]. Next, the data discovered by PRADS is processed by ShoVAT 

[2] in the attempt to identify software vulnerabilities. Its output constitutes a list 

of hosts, services, and CVE reports. 

The proposed methodology unfolds several significant steps. At first, it takes 

a description of the network topology, given as a list of hosts (IP addresses), 

services (port numbers), and physical connections. This particular entry file also 

contains logical connections between services, that is, traffic flows between 

various software and hosts. An obvious enhancement to this data collection 

methodology could be the adoption of automated network topology discovery 

mechanisms. However, while such approaches might reduce the time needed to 

discover the network, their provisioning at various network locations is not 

trivial. Subsequently, several issues might rise along the way. In this respect, 

the time dimension of the network discovery phase is a significant aspect, since 

specific software and inadvertently, communication protocols, might be 

executed at various points in time. 

It is noteworthy that the methodology described in this paper also embraces 

automated asset discovery methodologies. These are implemented with the help 

of PRADS, which provides a list of software and OS descriptions for each asset. 

An example output of PRADS is the following: 

 
10.0.0.100,0,80,6,CLIENT,[http:Mozilla/5.0 (Windows 

NT 6.1; WOW64; rv:30.0) Gecko/20100101 Firefox/30.0], 

1,1404207546 

 

In the example above PRADS identified a Firefox Web browser client, 

version 30.0. The detection is based on patterns described in PRAD’s input 

files. Therefore, the accuracy of the detection depends on various factors, and it 

is a significant element, which influences the accuracy of results of the 

proposed methodology as well. An example in this sense is PRAD’s ability to 

detect specific OS. The detection leverages the structure of network packets, 

specific bits, and so on. However, in many cases the procedure may produce 

false results due to the lack of sufficient information to accurately distinguish 

specific OS versions [9]. An example in this sense is the following output, as 

produced by PRADS: 

 
10.0.2.121,0,49251,6,SYN,[8192:127:1:48:M1460,N,N,S:.

:Windows:2000 SP2+, XP SP1+ (seldom 98):link: 

ethernet/modem],1,1404207849  

 

According to this example, PRADS states that the OS version might be 

Microsoft Windows 200 SP2+, yet it may also be Microsoft Windows XP 

SP1+, and in rare occasions Microsoft Windows 98. Therefore, such output 
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poses significant challenges even in the hand of experienced security experts. 

Nevertheless, it should be noted that since PRADS is a passive network asset 

discovery tool, it is limited to such outputs, and a more accurate result may be 

only achieved by leveraging active detection methodologies. 

In the next phase, PRAD’s output is processed by ShoVAT’s automated 

vulnerability identification modules. Since ShoVAT was intended to process 

data from Shodan, we extended ShoVAT with a new module written in the 

Python language in order to process PRAD’s output. ShoVAT takes PRAD’s 

output and reconstructs CPE names based on asset names and version numbers. 

Then, it extracts all known CVEs for all matching CPEs. As an example in this 

sense, for the previous example on Firefox ShoVAT identifies the following 

CPE: 

 
cpe:/a:mozilla:firefox:30.0 

 

Then, ShoVAT searches for known CVE and gives 52 matches. This yields a 

number of 52 known vulnerabilities that are associated to Mozilla Firefox 

version 30.0. 

Based on these aspects, in the next phase the methodology at hand builds a 

graph-based representation of nodes, vulnerabilities, and vulnerability scores. 

The most significant issue with the construction of such graphs, however, is the 

actual exploitability of vulnerabilities. That is, for each CVE we need to 

establish if an attacker may exploit the vulnerability, and what are the 

consequences of the exploited vulnerability. 

Unfortunately CVEs do not formalize these concepts, and they are 

summarized in an intuitive, natural language-based form. In fact, related 

research on building vulnerability chains [10] extended the structure of CVE 

with entries that specifically identify the possible exploits. However, the 

developed methodology is not accessible to the public, and it entails the 

extension of each CVE with such specific entries. Therefore, the adoption of the 

methodology as proposed in [10] may not be feasible in real systems due to the 

high maintenance requirements for keeping a separate and up-to-date database 

of extended CVEs. This is also easily understandable since at the moment the 

entire NVD contains more than 100 thousand CVEs, and their expansion with 

exploitability-specific information would be highly unreasonable. 

Based on these facts, in this work we adopt the numerical scoring available 

in CVE as a measure of vulnerability exploitability. As already stated, CVEs 

include a set of CVSS values, among which we also find various sub-scores 

such as exploitability and impact. Since these have already been assigned by 

security experts, we adopt these numbers in the proposed methodology. More 

specifically, since their values are in the range from 1 to 10, we use them in the 
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form of probability assignments. In other words, the exploitability sub-score 

will represent the probability of successful exploitation (after division by 10), 

denoted by PEXP, while the impact sub-score will represent the probability of 

escalating privileges (after division by 10), denoted by PIMP. As a result, the 

probability of successful escalation of privileges by means of software 

vulnerability exploitation is computed as PSE = PEXP •PIMP. 

Then, from the host’s point of view, which encapsulates various software 

and vulnerabilities, the probability of privilege escalation includes all software 

and vulnerabilities found on that particular host. More specifically, the privilege 

escalation for a host i is defined according to [4] as PHi = 1 – Prodk(1 – PSEik), 

where Prodk computes the product of k successful privilege escalation 

probabilities for host i. The chain probability between two hosts is computed as 

PHi •PHj. 

Finally, given the above equations, we can calculate the probability for an 

attacker to successfully reach his target. For this purpose we use well-known 

graph-based algorithms, which maximize/minimize the cost of a specific path in 

the graph. 

 

Figure 2: Experimentation setting. 

4. Experimental results 

The experimentation assessment assumes a simplified topology (see Fig. 2) 

consisting of two networks, i.e., Network A and Network B. Network A hosts 

two nodes: S1, running HTTP server A and SSH client, and S2, running a VPN 

client to Network B and SSH server. Network B hosts another two nodes: S3, 

running VPN server, and S4, running HTTP server B. 
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The attacker is located outside of the two networks. Both networks are 

protected by firewall, however, certain services are allowed through. As such, 

the attack is permitted to access HTTP server A on S1, and VPN client in 

Network A can connect to VPN server in Network B. In the case of the two 

HTTP servers we use Apache Web server version 2.4.4. 

Based on this scenario we use PRADS to identify network assets on both 

networks and we feed this data to ShoVAT. Finally, we use the proposed 

methodology to build the vulnerability chain. 

With the data discovered by PRADS, ShoVAT reconstructs the following 

CPEs associated to HTTP server A: 

 
cpe:/a:apache:http_server:2.4.4 

cpe:/a:apache:apache_http_server:2.4.4 

 

Based on these CPEs ShoVAT then identifies several vulnerabilities. For the 

sake of the example at hand we select one particular example in order to 

illustrate the application of the proposed approach. More specifically, we select 

CVE-2013-2249, a vulnerability from 2013 affecting all Apache HTTP servers 

before version 2.4.5. 

According to NVD, the aforementioned vulnerability is associated to 

mod_session_dbd.c in the mod_session_dbd module, which may 

allow an attacker in certain cases to run various attack vectors. The vulnerability 

has a CVSS score of 7.5, therefore, a high score. The impact sub-score is of 6.4, 

while the exploitability is of 10. Therefore, an attacker might exploit the 

vulnerability with a probability of 1, yet, the probability of successful escalation 

of privileges, is of 0.64. 

As a result, a remotely located attacker, outside the perimeters of Network A, 

may successfully exploit the vulnerability with the probability of 0.64. Then, 

the attacker can open an SSH connection to S2, from where it gains access to 

S3. This entails, however, that the VPN configuration between S2 and S3 does 

not require further verification of credentials. 

Once the attacker reaches this point, i.e., S3, it can adopt the same 

vulnerability in Apache HTTP server to escalate privileges on S4 with a 

probability of 0.64. As a result, given the two cascading, i.e., series, 

probabilities, we compute that the probability for an attacker to reach S4 

remotely is of 0.640.64 = 0.4096. Therefore, the attacker might have almost 

50% of chances to reach his goals from outside Network A. 

Based on these results, we consider that the proposed approach represent a 

powerful instrument in the identification of highly critical vulnerability chains. 

As such, the methodology may be adopted by security specialists in order to 

reduce the attacker’s probability of success. In the scenario at hand, for 
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instance, by assuming that HTTP Server A has only non-critical vulnerabilities, 

with a probability of successful escalation of privileges of 0.15, the overall 

success probability for the entire vulnerability chain decreases to 0.096. 

Therefore, once the vulnerabilities have been identified, the methodology 

provides the ability to conduct what-if calculations, which can also aid network 

designers to identify possible solutions and security improvements. 

5. Conclusion 

We presented a methodology to construct software vulnerability chains. The 

approach builds on passive network asset discovery tools such as PRADS [1] 

and non-intrusive automated vulnerability identification features exposed by 

ShoVAT [2]. The output of these tools is processed in the attempt to construct a 

graph representation of network, hosts, software, and vulnerabilities. The work 

also proposes metrics to quantify in a probabilistic framework the successful 

exploitation of vulnerabilities. In this respect we adopt the impact and 

exploitability sub-scores as provided by CVSS. The applicability of the 

proposed approach is demonstrated in a laboratory-scale test scenario. Future 

research will focus on additional tests and measurements in various scenarios. 
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Main Editorial Board
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