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Abstract: The data modeling process is challenging and involves hypotheses and trials. In the industry, a 

workflow has been constructed around data modeling. The offered modernized workflow expects to 

use of the cloud’s full abilities as cloud-native services. For a flourishing big data project, the 

organization should have analytics and information-technological know-how. MLOps approach 

concentrates on the modeling, eliminating the personnel and technology gap in the deployment. In 

this article, the paradigm will be verified with a case-study in the context of composing a data pipeline 

in the cloud-native ecosystem. Based on the analysis, the considered strategy is the recommended 

way for data pipeline design. 
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I. INTRODUCTION 

Classical algorithms are apparent; they obey a clear 

logic in a human-readable manner. A machine 

learning model results from the training process by 

using unusual methods to reach the best result. The 

model evaluation might answer what the best result 

indicates. The way to the model is challenging, 

comprises assumptions and experiments. 

The data and its structure has been evolving. In an 

enterprise, a workflow has been built around data 

modeling. This base helps mine the information from 

the data swiftly and efficiently, providing the 

organization’s agility. The proposed modern 
workflow requires to use of the cloud’s full 
capabilities. Planning a workflow according to the 

infrastructure, makes the operation more affordable 

and the implementation more powerful. Since the 

public cloud providers serve on-demand invoicing, 

the reserved resources should be connected to the 

running tasks [1]. 

II. CLOUD-NATIVE 

1. Cloud benefits 

The brand-new cloud technology innovations make 

computing more affordable and manageable than in 

the on-premised environment [2]. The training 

process of a deep learning model takes some time. It 

could occur that the local settings are not able to 

manipulate massive datasets. The training quality can 

often be efficiently increased by committing more 

resources, like attaching computation-intensive 

hyperparameter optimization measures [3]. 

2. Containers 

Container technology is a state-of-the-art 

virtualization platform [4]. This approach presents an 

isolated, transportable bundle of the application with 

its dependencies. The currently applied (Docker) 

containers are originated from Linux primitives, 

implementing a process level separation [4]. 

 

Figure 1. Container building process in Docker 
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Docker containers are formed (Fig. 1) from layered 

immutable images based on their descriptor 

(Dockerfile) [5]. In the enterprise where containers 

are started and stopped dynamically by the runtime 

environment, it is advised to reduce the startup time; 

the container should be light-weight for better 

usability in the cloud-native circumstances [5]. In 

application development, the building process can be 

supported by assigned containers; the production 

container contains only the binaries with the runtime 

environment. 

According to the 12 factors application principle 

[6], the conventional container-level application 

design must utilize the cloud-native’s potential 
opportunities. The terms of the pattern, like stateless 

processes, are the primary entry points for cloud-

native use-cases. 

3. Cloud-native benefits 

The Cloud Native Computing Foundation was 

established in 2015 to promote innovative container 

technologies [7]. According to their interpretation: 

the cloud-native is the set of technologies for 

providing scalable applications in the cloud, 

including ideas like micro services, DevOps, and 

agile [8]. Furthermore, cloud-native is more than 

architecture; it is a radical change in providing and 

developing a service. The cloud-native applications 

use the cloud’s traits with its full potential. 

Containers and micro services are the fundamental 

characteristics of cloud-native applications [8]. The 

functionalities are broken down into tiny autonomous 

bits, including an API-based interface. The pieces can 

be operating individually; each part has its 

deployment and version. The containers' concept 

proves each service process-wise sovereignty and 

lessens the entire system's complexity [8]. By wholly 

practicing cloud principles, it is feasible to serve 

compliant and scalable software.  

Implementation’s rate is vital. Fleet delivering 
features for the business is a strategic advantage. 

Introduction with a DevOps mindset and Agile, state-

of-the-art deployment system can accomplish the 

business’s demands more efficiently than before [8]. 

By the usage of the cloud-native best practices, the 

suggested architecture makes the application reliable 

and fault-tolerant. The framework replaces the broken 

element with a fresh instance, operating like a self-

healing system. It preserves the functionalities by 

allocating more instances process-wise; the resources' 

dynamic usage is possible [9]. 

The state-of-the-art cloud-native solution is the 

Kubernetes, presented by Google [10]. In the 

Kubernetes, the containers are merged into POD, the 

atomic primitive in the Kubernetes ecosystem. 

Through the POD approach, the lifecycle of the 

processes can be executed through the orchestrator. 

III. DATA PIPELINE 

1. Pipeline 

The data pipeline is an adhesive code between the 

data sources and machine learning algorithms [11]. 

The code segment, as mentioned earlier, is 

continuously growing because the data composition 

strongly influences it. The data needs to be 

reconstructed and conveyed before the training 

commences. A workflow is a feasible solution, 

gathering and standardizing the required data, for 

providing high-level input for the machine learning 

algorithms. Since the entire process is divided into 

numerous levels, parallelized computing procedures 

are used [12]. 

The pipeline workflow design is not an 

uncomplicated task. Realizing the whole data 

processing requires some boilerplate codes. 

Workflow builders standardize the orchestration of 

data pipelines by using workflow engines and 

frameworks. 

2. MLOps 

Some prototypes are not deployed in the machine 

learning use-cases in the production situation because 

they may have concerns with the more prominent 

data-load or scaling, scheduling, or the integration to 

the data sources. For a successful big data project, the 

organization should have analytics and infrastructure 

expertise; they need to have a comprehensive plan 

about deploying the model and the production 

dataset’s training cycles.  

As a bridge linking the data scientist and software 

engineer, a unique responsible role is a viable solution 

to tackle machine learning models to production as 

soon as possible. This specialist needs to have a 

global picture of the model lifecycle, like organizing 

each stage’s main interactions [13]. Infrastructural 

coordination is necessary for having efficient 

architectural usage and automatized, high-quality 

input data from diversified sources. It makes the 

deployment cycles of the models regular. 

The role of MLOps as a Machine Learning branch 

of the DevOps is accepted in the machine learning 

domain [13]. It is a compound of operation, machine 

learning, and business understanding. All of them are 

distinct competencies. The DevOps methodology is 

for the speed and effectiveness of development and 

deployment, providing the project’s adaptability in 
line with the agile [13]. MLOps is the same approach 

but focuses on the model development for eliminating 

the personnel and technology gap in the deployment. 

It concentrates on model formulation, evaluation, 

deployment, and monitoring. The new cloud-based 

solutions promote this approach vigorously. 
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3. Data platform 

The data solution performs some steps in the data 

use-case, like the data-preparation, training, model 

verification, feature selection [12]. Achieving a data 

solution is challenging because it involves some 

perspectives like mathematics, informatics, and 

business [14]. It was stimulating to present a solution 

for data scientists in the last years, granting the 

possibility to deploy their model without code 

modifications in a productive environment. The 

complexity should be diminished through the modern 

data frameworks, giving a portable, scalable, and 

efficient infrastructure for the data experts. Managing 

the existing, same locally tested code, in the cloud 

environment, without an extensive perception of the 

cluster is an immense business value. The team can 

focus on the business, not on the cloud-native 

infrastructure or deployment. The effort to the 

productive data solution has been simplified, but the 

actual performance is to build an integrated fail-

tolerant data infrastructure. 

If the model has been constructed, the business 

should apply it. Conventional components also 

support the deployment section, like the TensorFlow 

Serving library [15]. The implementation unit or 

product support should permanently observe the 

usage of the model. Sometimes, the prototype should 

be aligned with the current data structure or obscure 

data patterns (Fig. 2). The model should be retrained 

for being up-to-date. 

 

Figure 2. Prototyping process 

A CI/CD pipeline like a data platform is an added 

advantage because it accommodates the rapid 

prototyping process. Data science can explore their 

new idea directly in production. The new model can 

be deployed smoothly through some automatisms, 

producing business value as soon as possible in the 

continuously varying business environment. 

According to the MLOps principle, the Machine 

Learning tasks and artifacts can be combined with 

mainstream DevOps instruments [13]. 

4. Cloud-native pipelines 

Kubernetes and TensorFlow are the prime open-

source brands that were started by Google [16]. By 

them, some modern infrastructure has been 

established for giving improved solutions for novel 

problems. As their union, the KubeFlow is a state-of-

the-art toolkit in a self-managed cloud-native 

ecosystem [17].  

Kubeflow is an open-source cloud-native platform 

for developing data pipelines and workflows. It is a 

potent mixture of pipeline approach with cloud-native 

foundation [17]. It clarifies and normalizes the whole 

machine learning sequence in the cloud. 

Machine learning and deep learning should be used 

with active data-processing in the cloud to determine 

contemporary data problems. According to the use-

case discussed earlier, the KubeFlow may work as a 

fundamental part of its cloud-native strategy. 

5. Workflow as graph 

A pipeline can operate on the cluster. This 

procedure is cost-effective because the scaling-out is 

more affordable than the scaling-up [18]. Since the 

workflow is composed as a DAG (directed acyclic 

graph), each job can be executed as a DAG node [19]. 

Each task can be grouped by components (like 

python functions). The components, like regular 

atomic elements, can interact through their inputs and 

outputs. The low-level segments are not responsible 

for the cloud-naiveness. In the framework, the 

orchestrator is responsible for the supervision of the 

elements. The data specialists must not implement the 

infrastructure; they can only focus on their business 

processes [19]. 

Other pipelines can re-use each operator or 

component. By them, the entire pipeline can be 

controlled on the tasks level. The flow is visualized 

graphically, and each part has its log-stream. That 

facilitates the bug finding and fixing in the 

production. 

For the coding, the KubeFlow accommodates 

jupyter notebooks as a standard coding context [17]. 

It is a popular conventional solution in the machine-

learning society, strongly supports feature 

engineering and model fabricating. Through the built-

in visualization, the data scientist can adequately 

decipher the information of the data. By a jupyter 

service provision, the most popular dependencies and 

libraries can be included by default; the resource 

quotas can also be configured. The configured 

runtimes can use GPU assistance as well (Fig. 3). 

6. Infrastructure based on the pipeline 

Establishing the infrastructure on the POD level of 

the nodes is complex. New frameworks, like 

Kubeflow, allow constructing pipelines at the code 

level without explaining them in any descriptor files. 

The script can control the whole infrastructure; the 

designed program can be scaled based on the load in 

a portable style [16]. This is propitious for machine 

learning use-cases when the training cycles are more 

resource-demanding than the prediction use-cases. 

The billing is based on consumption in the cloud; the 
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corporation should not keep any additional resources 

when it is not necessary. 

 

Figure 3. Kubeflow landscape 

The critical advantage of cloud-native 

infrastructure, the built-in features for the provision 

of the services. ReplicaSets, monitoring, heartbeat. 

All these factors and patterns are primary for 

consistent and fail-tolerant infrastructure [10]. The 

abstraction and standardization of the frameworks 

enhance the security and the overall maintainability. 

7. GPU based pipelines 

The data pipelines in the industry expect regular 

training cycles. This is resource consuming, but this 

resource should be granted only on demand. Cloud 

computing is a valid option for this use-case. 

The workflows are compute-intensive but present a 

choice for distributed computing. Deep learning is a 

potent use-case of GPU programming [20]. By the 

native integration of GPU, the training can be 

accomplished more adequately without complicated 

GPU scripts. 

8. TFX 

Tensorflow is the state-of-the-art deep learning and 

computational framework [21]. Tensorflow Extended 

(TFX) library and specification help the Tensorflow 

model implementations in the production. A proper 

pipeline can be built around the deep learning model 

through its elements, like an end-to-end solution (Fig. 

4). It is providing a high-performance application in 

the cloud-native environment. 

Through Tensorflow Extended, a standardized 

TensorFlow pipeline can be created for particular 

orchestrators like Airflow and Kubeflow [21]. Having 

a multi-architectural approach has an advantage 

because it cannot be guaranteed that the project can 

obey the cloud-native principles. Integration and 

workflow management is a necessity, but the target 

system does not always use Kubernetes. In that case, 

traditional alternatives (like Airflow) must be used. 

 

Figure 4. Tensorflow Extended pipeline 

IV. CASE STUDY: DATA PLATFORM IN 

MANUFACTURING 

1. Situation faced 

Data science’s fundamental duty is the observation 
and optimization of business processes. This journey 

is like a discovery of the production. The base-line 

situation is the progressed scrapping rate in 

manufacturing; the selected data scientist should 

investigate and analyze the root causes. 

For the production-ready data-analytics result, the 

data team wants to constitute a data platform. The 

platform should utilize the public cloud approach; 

natively, it needs GPU support besides high 

availability. The cloud infrastructure should be sized 

according to the actual load; more resources should 

be involved in the exacting training steps. This 

architecture should support the data science 

department’s standard data tools like Jupyter 

notebooks and python with deep learning support. 

The integration layer should be capable of loading the 

required data sources in the organization without any 

difficulty. 

2. Actions taken 

The MLOps approach adds the DevOps toolstack 

and cloud-native philosophy to the data workloads. 

An MLOps engineer represents the way how the 

model should be applied and deployed. Some 

orchestration difficulties have already been resolved 

through the introduction of KubeFlow in the cloud-

native environment (Fig. 5).  

The chosen strategy was shifting from the simple to 

more complex features. The base-line model can be 

improved for better accuracy through hyperparameter 

optimization and feature engineering. With a 

simplistic proof of concept, the data platform 

architecture can be validated for usability. Based on 

the evaluation outcome, the model’s overall 
performance has been improved and verified by 

mainstream measurements (like accuracy, F1-score, 

etc.) [22]. If the model’s correctness meets the 
requirements, the deployment begins. 

Data fetching 
and dataset 
generation

Data 
checking and 

schema 
generation

Data 
transform

Trainer 
(Keras)

Model 
Evaluation 

and 
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Figure 1. Realized pipeline. Cloud services have 

processed the input data. The created model has 

been published 

Through the prototype has been adapted several 

times, a version controlling is required. The model 

selection is also essential because the existing models 

could have more excellent performance than the new 

release. A basis artifact library can serve the 

previously built best model. 

The workflow can be altered; it triggers container 

level cloud-native fundamental changes. The 

produced components can manage the complete 

training and evaluation workflow. Monitoring and 

logging operations are assigned to primary activities. 

The pipeline steps in details: 

 Establishing the pipeline cloud-native 

architecture based on the repository 

 Data pre-processing and data digestion 

 Machine learning (classical or deep learning 

approach) in dedicated PODs 

 Evaluation and model selection 

 Deployment to the REST endpoint 

The data scientists have built a promising offline 

model. The deployment and extension of the pipeline 

remain challenging. It takes time to reach the 

production level. 

3. Results achieved 

It is justified to set up a pilot project for a reduced 

scope for experiment purposes. The immediate 

feedback can solidify the concept shortly (Fig. 6). A 

production-level prototype verifies the theoretical 

approach and achieves the management’s acceptance. 
The testing charge is lower in that case, and the design 

can be examined without higher production risks. 

 

Figure 2. The quick feedback loop in production 

By acceptance of the MLOps mindset, the research 

loops become more expeditious. Through continuous 

integration, the pipeline and model can be arranged 

rapidly in production. Model optimization, like 

hyperparameters harmonizing, claims some trials and 

failures. The prompt reactions yield real business 

content in production. 

The MLOps gives the dynamic construction of 

event-based workflows, with the native support of 

distributed data processing frameworks, 

implementing scale-out opportunities on the top of 

the cloud-native design. 

4. Lessons learned 

At the first iteration, the pipeline was composed of 

Jenkins jobs. It was complicated and not resembling 

the data science mindset. Between the prototyping 

and deployment, there was a considerable gap. 

KubeFlow with Tensorflow Extended resolved this 

concern. The framework accommodates a firm 

context for modeling without narrowing the data 

experts’ opportunities. The utilized technology grants 
high-level automatization possibilities by the usage of 

elements that implement specific subsequent 

responsibilities. The Tensorflow Extended represents 

a current, comprehensive ML pipeline, from 

implementing the new business scenarios to 

managing the traditional machine learning activities. 

V. CONCLUSION 

Some designs never reach production in the 

machine learning area. A pipeline, like a structure, 

supports loading and digesting the data for machine 

learning procedures. The scalability is crucial because 

the training expenses are soaring in the latest neural 

network-based architectures; the complete workflow 

should be performed in an on-demand manner in the 

cloud. Cloud-native seems to be a convenient and 

future-proof solution. Based on the study, the 

examined strategy is the advised way for data pipeline 

configuration. 
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Abstract: Nowadays there is a growing demand for a much faster and more secure communication with-

out borders through the internet, which is provoking more and more both network designers

and manufacturers of communication devices. Thanks to the BYOD trend, our communication

devices can be used at work. They generally have several built-in network interfaces (e.g.

Ethernet, Wi-Fi, 4G). Theoretically, using interface/connection in parallel, we could speed

up data transmission, and thus communication, by aggregating the channel capabilities of the

interfaces. On the other hand, we could make data transmission more reliable by applying

redundancy to the system. Unfortunately, traditional IP-based communications do not allow

the use of parallel interfaces in a given communication session, leaving the hardware capa-

bilities of our communications devices virtually untapped. To address this issue, we have

developed a multipath communication solution called MPT-GRE, which we have already

tested in several laboratory environments. The measurement results were published in our

previous articles. In this paper we are going to test it in a much more realistic environment,

using the Dummynet WAN emulation software. The measurement results confirmed that the

MPT-GRE multipath solution is able to aggregate the performance of physical connections

efficiently in the emulated Fast Ethernet IPv4 WAN environment as well.

Keywords: MPT-GRE; multipath communication; Dummynet; throughput; WAN Emulator

I. INTRODUCTION

This paper is an extended version of our former

conference paper [1].

Multipath communication technologies are one of

the hot research topics nowadays. What better proof

of this than Apple and Cisco integrating MPTCP1,

considered as the flagship of multipath technologies,

into their operating systems. With the help of mul-

tipath communication, we can increase throughput,

while also employing redundant data paths.

In our earlier publications (see e.g. [2], [3], [4],

[5], [6], [7], [8], [9]) we have presented a multipath

communication technology (MPT-GRE2 [10]) devel-

oped by our research group, which we have built on

the standardized GRE-in-UDP tunneling technology3.

The layered architecture of the MPT-GRE can be seen

in Fig. 1.

1The MPTCP Project official website: https://www.multipath-tcp.org/
2MPT-GRE is a MultipPath Technology developed by our research group at the University of Debrecen, Hungary. Its operating principle is

based on the Generic Routing Encapsulation in UDP standard. Practically, MPT-GRE is a multipath extension of the GRE-in-UDP standard

described in RFC8086.
3GRE-in-UDP Encapsulation standard: https://tools.ietf.org/html/rfc8086
4The MPT-GRE Project official website: https://irh.inf.unideb.hu/˜szilagyi/index.php/en/mpt/
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The MPT-GRE4 software reads the input packet

(IPv4 or IPv6 packet) from the tunnel interface at

the sender site. This packet is encapsulated into a

new UDP segment, and it is sent out to a path cho-

sen from the multiple paths possibilities. At the re-

ceiver site the header of the incoming UDP segment

is de-encapsulated, and the data (which is the original

packet coming from the sender’s tunnel interface) is

transmitted to the tunnel interface of the receiver host.

The (logical) connection between the tunnel interfaces

of the peers is a direct, point-to-point connection.

Application (Tunnel)

TCP/UDP (Tunnel)

IPv4/IPv6 (Tunnel)

GRE in UDP

UDP (Physical)

IPv4/IPv6 (Physical)

Network Access

UDP (Physical)

IPv4/IPv6 (Physical)

Network Access

MPT

Figure 1. Layered architecture of the MPT-GRE.

We have examined its effectiveness with the help

of numerous scenarios in our test environment, com-

paring results with MPTCP as a reference. All of the

scenarios have showed that our MPT-GRE solution is

capable of efficient path-aggregation both in Fast Eth-

ernet and Gigabit Ethernet IPv4/IPv6 environments.

The testing environments we have used previously

(see Fig. 2) can be considered ideal in the sense that

they did not contain any network environment parame-

ters that could negatively affect network performance

(e.g. delay, jitter, packet-loss). For this reason, we

find it important to further examine the effectiveness

of MPT-GRE in a more realistic environment (see Fig.

3).

Using the internet can be a given in case of single-

path communication. However, to be able to test

multipath systems, the presence of dual-home tech-

nology is essential, i.e. we need to have multiple ISP

connections available.

Network simulation aims to replicate the key pa-

rameters of desired network environments with the

help of mathematical models, with greater or lesser

success.

The essence of network emulation is to replicate

real network behaviors. Two main types exist:

The first contains advanced technological solutions,

but it is in turn quite a costly method. The latter is

not always capable of providing a reliable and precise

test environment, but it is cost-effective. Some exam-

ples of network emulator software: Dummy Cloud5,

Dummynet6, NETEM7, NIST Net8, SoftPerfect Con-

nection Emulator9, WANem10.

Given that a hardware implementation of a WAN

emulator sufficient for our goals would be around

6000 EUR + VAT11, after having reviewed the soft-

ware solutions, our choice was Dummynet.

The Dummynet WAN emulator was developed in

2010 at the University of Pisa, and later got integrated

into the FreeBSD operating system12. It provides a

suitable framework for testing multipath solutions, en-

abling the setup of packet-delay, jitter and packet-loss

network parameters [11]. It also has good documen-

tation, including numerous code examples13:

• hardware realization (see Fig. 4),

• software implementation.

When wanting to test a newly developed network-

ing software in a realistic environment, we practically

have three possibilities:

• internet,

• network simulation,

• network emulation.

II. MEASUREMENT

ENVIRONMENT

To perform our measurements, we created two

types of environments, namely a dual-path Fast Ether-

net IPv4 and a dual-path Gigabit Ethernet IPv4 WAN

5Dummy Cloud official website: http://www.dummycloud.com/
6Dummynet Project official website: http://info.iet.unipi.it/ luigi/dummynet/
7NetEm’s manual page: https://man7.org/linux/man-pages/man8/tc-netem.8.html
8NIST Net home page: https://www-x.antd.nist.gov/nistnet/
9SoftPerfect Connection Emulator: https://www.softperfect.com/products/connectionemulator/

10WANem official web page: http://wanem.sourceforge.net/
11Linktropy Mini-G’s price at June 2021: https://www.digital-hands.eu/products/apposite-network-emulation/linktropy-mini-g/
12FreeBSD Manual Pages: https://www.freebsd.org/cgi/man.cgi?dummynet
13Using Dummynet in FreeBSD: http://noahdavids.org/self published/using dummynet.html
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Server 1 Server 2

eth0  172.16.1.10/24

tun0 tun1
10.0.0.1/24 10.0.0.2/24

Tunnel

eth1  172.16.2.10/24

eth0  172.16.1.20/24

eth1  172.16.2.20/24

Figure 2. Our previous ”ideal” testbed.

eth1

eth2

eth1 eth3 eth1

eth2

172.16.1.0/24

172.16.2.0/24

172.16.3.0/24

172.16.4.0/24

.1

.1

.2

.2

.1

.1

.2

.2eth2 eth4

tun0 tun1

10.0.0.1/30 10.0.0.2/30

Tunnel

INTERNET

Server 1 Server 2

Figure 3. A real network testbed example.

emulated measurement environment (see Fig. 5).

We downloaded a 1 GB file from the fileserver on the

left onto the server on the right. Network parameters

were controlled on the intermediate server that had

Dummynet installed on the kernel level.

All three machines were running the Linux Ubuntu

operating system. We examined the effect of packet-

delay, jitter and packet-loss on file download speed,

download time, and CPU performance. Bash and

Python scripts – available on our website14 – were

used to automate the measurement process. We re-

peated each series of measurements ten times.

III. MEASUREMENT RESULTS

1. Measurement results in dual-path Fast Ether-

net IPv4 WAN emulated environment

First, we checked how packet-delay affected down-

load speed (see Fig. 6).

We gradually increased delay values on a scale of 0-

190 ms on the first path using Dummynet. Everything

proved to be stable until 100 ms. Above 100 ms, we

experienced a continuous decrease in file download

speeds. Using the 190 ms delay value, the download

speed decreased to 107 Mb/s, while download time

14Our test scripts can be downloaded from: https://nas01.inf.unideb.hu/share.cgi?ssid=03CsniS

Figure 4. Hardware-based network emulators (Source: https://www.apposite-tech.com).
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Figure 5. Our new measurement testbed with Dummynet.
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Figure 6

The effect of the delay on the FTP throughput and

download time.
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Figure 7

The effect of the jitter on the FTP throughput and

download time.

0

50

100

150

200

0 1

Packet loss rate [‰]

FTP speed and download time, 1GB file

MPT, with packet loss

speed [Mb/s] time [s]

Figure 8. The effect of the packet loss on the FTP throughput and download time.
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Figure 9

The effect of the delay on the CPU usage on Server 2.
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Figure 10

The effect of the jitter on the CPU usage on Server 2.
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Figure 11

The effect of the packet loss on the CPU usage in case of

MPT-GRE.
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Figure 12

The effect of the delay on the FTP throughput in case of

MPT-GRE and MPTCP.
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Figure 13

The effect of the jitter on the FTP throughput in case of

MPT-GRE and MPTCP.
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Figure 14

The effect of the packet loss on the FTP throughput in

case of MPT-GRE and MPTCP.
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Figure 15

The effect of the delay on the CPU usage in case of

MPT-GRE and MPTCP.
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Figure 16

The effect of the packet loss on the CPU usage in case of

MPT-GRE and MPTCP.

increased from 47 seconds to 78 seconds

A similar effect could be experienced in the case

of increasing jitter values on a single path (see Fig.

7). With a 160-190 ms delay fluctuation, the down-

load speed practically decreased by half, while the

download time doubled.

Applying even a minimal data-loss rate (1 ‰), we

witnessed a drastic performance decline (see Fig. 8).

The download speed fall to a quarter, while the down-

load time quadrupled. Therefore, we did not experi-

ment with further data-loss rate values.

Regarding the effect of packet-delay on CPU per-

formance, we did not experience significant fluctua-

tion (see Fig. 9). CPU utilization hovered between

15-22% in every case.

Introducing jitter however, had noticeable effects

on CPU utilization (see Fig. 10). With higher jitter

values, we experienced a drop in CPU utilization.

While examining CPU loads, the effect of packet-

loss also proved to be drastic (see Fig. 11). Using a

data-loss rate of 1 ‰, utilization dropped from 17 to

5.7 percent.

We also carried out further measurements, mixing

the parameters of the different paths. E.g. using only

delay on one path, while using only jitter on the other.

These scenarios brought similar results as well.

2. Measurement results in dual-path Gigabit

Ethernet IPv4 WAN emulated environment

We also extended our measurements to a Gigabit

Ethernet emulated WAN environment, examining the

same network parameters as for the Fast Ethernet

one. Unfortunately, we found from the outset that, for

some reason, MPT is unable to function effectively

in such a medium. A minimum (1 ms) delay also

reduced the file download speed to less than 1Gb/s,

and when using jitter, the transfer rate was a few kb/s.

For this reason, we installed MPTCP, which was used

as a reference for our measurement series. In the fol-

lowing, we make a performance comparison of the

two multipath communication solutions.

In the first round, we examined the effect of the

delay on the file download speed, indicating the ref-

erence value measured in single path communica-

tion session in each case. As shown in Fig. 12, in

a delay-free environment, both environments effec-

tively summed the available route capacity. Gradu-

ally increasing the rate of latency, MPT performance

dropped below 250 Mbps, while MPTCP performed

excellently.

With the use of jitter (see Fig. 13), the download

speed of the MPT was reduced to 400 kbps already

in the first step (applying 40-70 ms jitter), therefore

we didn’t even try any more measurements. On the

other hand, MPTCP was able to produce throughput

around 260 Mbps.

As for the effect of the data loss rate (see Fig. 14),

even a 1‰ rate drastically degrades MPT’s perfor-

mance. In fact, it achieves almost the performance of

a single-path environment.

Based on our measurements, it can be stated that

the delay itself has a minimal effect on CPU perfor-

mance (see Fig. 15). Using a delay of 70-190 ms,

MPT performed slightly better than MPTCP. In both

cases, the CPU utilization rate is below 10%.
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However, the rate of data loss has a more signifi-

cant effect on MPT’s CPU utilization (see Fig. 16).

Applying a data loss rate of 1‰, the CPU utiliza-

tion of the MPT is 18%, while that of the MPTCP is

around 9%.

IV. CONCLUSION

In our current paper, we extended the performance-

analysis of our own multipath solution, MPT-GRE,

using an emulated WAN environment. Firstly, we

examined the effect of different network parameters,

like e.g. packet-delay, jitter and data-loss rate on file

download speed, download time, and CPU utilization

in dual-path Fast Ethernet IPv4 WAN emulated en-

vironment. The worst performance we experienced

was with the application of the 1 ‰ packet-loss rate.

We further extended our measurements to a Gigabit

Ethernet environment. In this case, the MPT per-

formed very poorly, even with the introduction of a

minimum delay, jitter or data loss rate. Because of

these, we extended our measurements to the reference

MPTCP multipath environment (see e.g. [12], [13],

[14], [15], [16]). In his case, too, the results of the

measurements were much weaker than expected, but

he definitely performed better than the MPT. As a

self-check, MPT- and MPTCP-free baseline measure-

ments were performed in a single-path environment.

Even so, very poor results were obtained. Finally,

we concluded that the Dummynet WAN emulation

environment may not be the most suitable solution

for testing multipath Gigabit Ethernet environments

and that MPT-GRE needs to be further optimized for

more efficient performance.

Among our future goals we plan to improve our

MPT solution, testing other software-based WAN em-

ulators, and we also would like to get hands-on expe-

rience with the capabilities offered by hardware WAN

emulators.
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[1] S. Szilágyi, I. Bordán, Throughput Performance

Measurement of the MPT-GRE Multipath Tech-

nology in Emulated WAN Environment, in: Pro-

ceedings of the 1st Conference on Information

Technology and Data Science: CITDS 2020, De-

brecen, Hungary, 2020, pp.187–195.

http://ceur-ws.org/Vol-2874/short17.pdf
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Abstract: Sorting out the legal documents by their subject matter is an essential and time-consuming task

due to the large amount of data. Many machine learning-based text categorization methods

exist, which can resolve this problem. However, these algorithms can not perform well if

they do not have enough training data for every category. Text augmentation can resolve this

problem. Data augmentation is a widely used technique in machine learning applications,

especially in computer vision. Textual data has different characteristics than images, so

different solutions must be applied when the need for data augmentation arises. However, the

type and different characteristics of the textual data or the task itself may reduce the number of

methods that could be applied in a certain scenario. This paper focuses on text augmentation

methods that could be applied to legal documents when classifying them into specific groups

of subject matters.

Keywords: text augmentation; augmenting legal cases; legal document classification; data augmentation

I. INTRODUCTION

The digitalization of the judicial systems needs to

process, categorize and pseudonymize many sensi-

tive legal documents before they are published online

[1–3]. This paper focuses only on the automatic cate-

gorization of legal documents. Text classification or

text categorization is an essential branch in Natural

Language Processing (NLP) [4–6], where the role of

the different machine learning-based automatic text

classification procedures is to automatically assign

predefined labels for different documents (Fig. 1).

For instance, the different legal documents can be

sorted into different classes by their subject matter,

such as theft, embezzlement, fraud, etc. [7].

Nevertheless, the classification of legal documents

belongs to the class of multi-labeled categorization,

which means that a legal document can belong to

more than one legal category. This is a recent and

relevant topic of research [7, 8]. There are differ-

ent mathematical methods proposed to handle this

task. Some of them use strategies – such as label

powerset or binary relevance transformations [7, 9]

– to convert back this selection into a single label

classification task, while others extend the numerical

methodologies to handle these kinds of tasks. Some

examples of machine learning techniques from this

latter group are: multi-label k-nearest neighbours,

multi-label Naive Bayes, or multi-label AdaBoost

[10].
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Figure 1. General process of legal document catego-

rization

Fig. 1. shows the general process of legal docu-

ment categorization, where the A, B, and C categories

refer to specific subject matters, e.g., a crime of theft,

the invalidity of a contract, causing a traffic accident,

etc. Subject matters are generally highly imbalanced,

which is illustrated on the left side of Fig. 2. Here, the

diagram represents the number of documents (training

samples) belonging to different categories. Generally,

machine learning models tend to perform better when

having approximately the same amount of training

data for each class. However, as Fig. 2. shows, in

practice, usually this is not the case. In this case,

when the dataset is highly imbalanced, or the minor-

ity class has only few members, data augmentation

techniques can help balancing the dataset.

Figure 2. Augmenting imbalanced datasets

Text augmentation is a useful technique, which

can automatically generate training samples. Hence,

it can help to improve the performance of machine

learning applications in this case. Data augmenta-

tion [11] is a well-known technique for training more

robust machine learning models that have been suc-

cessfully applied in the field of computer vision [12].

Generally, augmenting images is done by mirroring,

rotating, cropping, scaling, flipping, etc., but these

methods often cannot be applied on texts [13]. This

is because the order of words is important in texts,

and changing it could end up in sentences with com-

pletely different meanings. However, the need for

augmenting data is not present only in the field of

computer vision since imbalanced or small datasets

occur in all types of machine learning applications.

In case of imbalanced or small datasets, it is likely

that the machine learning models overfit or do not

fit well on training data. Hence augmentation can

improve the robustness and performance of the mod-

els. Recently, many studies have been published to

tackle the problem of data augmentation in the NLP

field [14–16]. Some approaches depend more on the

language or language models [14, 17], while others

are (almost) independent [15, 18]. However, when

applying text augmentation, one must pay attention

to the characteristics of the text and the problem to be

solved, since both of these may affect what type of

augmentation techniques can be applied.

The main contribution of this work is providing a

comprehensive survey on the possible text augmen-

tation techniques in the case of legal document clas-

sification. Legal cases are relatively long (around

1,000-2,000 words), semi-structured texts. Therefore,

certain parts of a case can be found in every document,

generally well-spelled but not faultless documents. It

is important to point out that matter of facts often

consist of legal terms. Hence, certain words cannot

be replaced or removed by any means. For example,

theft, embezzlement, and fraud might be considered

relatively close synonyms in general language, but

they refer to three completely different types of crime

in the legal context. These specialties of legal texts

require special attention during the selection of the

appropriate text classification methodology.

The paper is organized as follows: Section II.

shows similar studies, Section III. presents a brief

overview of typical text augmentation techniques and

in Section IV a discussion of the useful techniques

can be found.

II. SIMILAR STUDIES

Yan et al. presented a solution for augmenting legal

documents [13]. Their work aimed to tackle a crime

prediction problem, predicting the accusations of a

case when the matter of fact is given. They applied

three different techniques on sentence level:

• randomly scramble sentences in the sample,

• randomly delete sentences in the sample,

• randomly insert the sentences with the same la-

bel in other samples

The neural-based classifiers gained a lot of perfor-

mance (11 %, F1-score) by the above-mentioned aug-

mentation techniques when the training data was rela-

tively small (10 thousand documents) but significantly
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less when 10-15 times more training data was avail-

able.

Another solution for augmenting legal documents

is the TauJud framework, designed for augmenting

Chinese legal cases [19]. The solution performs a

two-step augmentation process, namely the Univer-

sal Augmentation and Judicial Augmentation steps.

The former includes stop word deletion, back trans-

lation (RTT), and clipping, while the latter includes

counterfactual data augmentation [20], and synonym

replacement. It is possible to set what kind of augmen-

tation steps have to be done and to choose multiple

from these steps simultaneously. However, protect-

ing words from augmentation is missing from the

framework’s repertoire.

III. TYPICAL AUGMENTATION

TECHNIQUES

1. Easy Data Augmentation

Easy Data Augmentation (EDA) has gained inter-

est after defining four simple methods for augmenting

textual data and showing the efficiency of this ap-

proach on five different classification tasks [15]. The

methods were the following:

• Synonym Replacement (SR) – Select n pieces

of words from the sentence that are not stop-

words. Replace each of these words with one of

its randomly chosen synonyms.

• Random Insertion (RI) – Pick a random word

in a sentence. Add the randomly selected syn-

onym of this word to a random position of the

sentence.

• Random Swap (RS) – Swap position of ran-

domly chosen word pairs n times.

• Random Deletion (RD) – Randomly delete

words from the document with probability p.

The latter two methods are completely language-

independent, while the first two require a language-

dependent WordNet database [21]. Nevertheless,

these methods do not require a pretrained language

model like GPT-2 [22] or word embeddings [23–25].

The power of these techniques lies in the simplicity

of the solution, while the authors reported significant

gain (around 3% on average) by using these tech-

niques on text classification tasks.

2. Round-trip translation

Round-trip Translation (RTT) is an augmentation

technique that harnesses the fact that translating a text

to a random language and translating back to the orig-

inal one in the majority of the cases (depending on the

length of the text) results in a slightly different text,

yet preserving the original meaning [26–30]. The

technique is also known as recursive, back-and-forth,

and bi-directional translation.

3. Semantic similarity augmentation

By means of distributed word representations,

semantically similar words can be identified [23].

Hence, textual data can be easily augmented by re-

placing a fraction of the original text with the nearest

neighbours of the chosen words. This approach re-

quires either pre-trained word embedding models for

the language in question or enough data from the tar-

get application to build the embedding model [16].

Thus, this approach does not require access to a dic-

tionary or thesaurus for a language to find synonyms

[16]. This can be advantageous for languages where

such resources are more difficult to obtain, but there is

enough unsupervised text data to be able to build the

embedding models [16]. As word embedding models

e.g. Word2Vec [23], GloVe [25], FastText [24] could

be used, but these models may not handle words that

are homonyms (multiple-meaning words) properly.

By transformer-based language models such as BERT

[31], the representation for words can be obtained

in a context-dependent manner, providing a better

solution for homonyms but with significantly more

effort.

4. Text generation

Another approach for text augmentation is to use

pre-trained language models to generate random texts.

While this could be made by an LSTM-based encoder-

decoder network, this type of solution would require

a significant amount of training data and would gener-

ate grammatically incorrect sentences [32]. Another,

more sophisticated approaches would be using gener-

ative adversarial networks (GANs) [33], variational

autoencoders (VAE) [34], or paraphrasing [35].

GPT [36], GPT-2 [22] models are capable of pro-

ducing grammatically correct, high-quality texts even

when fine-tuned on small training data [14]. Neverthe-

less, the lack of ability to preserve or protect certain

words from the original text cannot be assured by this

method either.
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5. Synthetic Minority Oversampling Technique

This technique is somewhat different from the al-

ready mentioned ones. Synthetic Minority Oversam-

pling Technique (SMOTE) cannot be applied of the

original text, but on its representations [37].

The basic idea of this method is, that by assuming

that in the representation space the points between

samples from minority class also belong to the minor-

ity class. Hence, creating synthetic samples is done

by selecting random points from the lines between

original data points as Fig. 3. shows. These synthetic

data points serve as extra data for training a classifier.

Figure 3. Applying Synthetic Minority Oversampling

Technique on an imbalanced dataset to generate new

training samples and create a more balanced training

dataset.

IV. EVALUATION OF

AUGMENTATION TECHNIQUES

FOR SUBJECT MATTER

CLASSIFICATION

Due to the special characteristics of legal cases,

namely the length of the documents and the presence

of legal terms, some methods are mentioned in Sec-

tion III. cannot be applied. In the case of Easy Data

Augmentation solutions Random Deletion could be

used but with a restriction of not deleting specific

words, called protected words. These are the words

that refer to a certain subject matter, but in other appli-

cations, the need for having a list of protected words

may also arise. Random Swap could be used with-

out restrictions. However, one may have to keep in

mind that in certain cases, this would not make much

sense, e.g., when using word-order-independent doc-

ument representation forms like tf-idf vectorization,

or calculating document vectors by averaging word

embeddings [38, 39]. Both Synonym Insertion and

Synonym Replacement can be applied, but only with

caution since adding synonyms of legal terms may

end up in changing labels that are not wanted during

augmenting data. One solution for this would be the

same as mentioned before: by defining a list of pro-

tected words, these words cannot be used during ran-

dom selection, ensuring that the most important words

will not change. WordNet [21] provides different do-

mains that can be used to restrict the scope of words

for searching synonyms. For instance, synonyms for

time-related data, colors, geographical locations, etc.,

will not change the label of the augmented legal case,

yet provide another case that is somewhat different

from the original, in other words augmenting the orig-

inal case. It is important to point out that the quality

of methods based on synonyms is highly dependent

on whether the words in a text are stemmed or lem-

matized or left as they are. This is true especially

for highly inflected languages (e.g. German, Spanish,

Russian, Hungarian), since WordNet databases con-

tain lemmas only, so the number of words that can

be selected for synonym modification (replacement

or insertion), is usually significantly higher when the

input text has been lemmatized beforehand.

The method of Round-trip Translation cannot be

used as an augmentation method since there is no

control over the words in the document. One cannot

define protected words. As mentioned before, this

would be important, since this way, after the double

translation, the augmented document would not have

the same label as the original one. The same problem

arises with text generation solutions that can be use-

ful in many applications, but there are no guarantees

that the legal terms will be generated properly or will

be kept intact.

Semantic similarity augmentation method is also

an option that could be used during the augmentation

of legal cases to classify the subject matters. The prin-

ciple of using a list of protected words is also impor-

tant here, since the most similar words to a given word

depend on factors, like what kind of text the model

was trained on etc., so keeping certain words intact

otherwise would be practically impossible. These

embedding models capture semantic similarities by

assuming that words occurring in the same or sim-

ilar contexts have similar meanings. An advantage

of this method is that nearest neighbours of a certain

word are not only synonyms, but words that occur in

similar contexts, so a wider, more general augmen-

tation is possible with these methods. However, it is

important to emphasize that the nearest neighbours

are highly dependent on the corpus on which the data

was trained on and the size of the embedding vector.

Another drawback of this method is the question of

out-of-vocabulary (OOV) words. If the given docu-

ment contains many OOV words, the quality of the

augmented document may be affected. There are so-
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lutions to handle this problem. One of them is using

FastText embeddings that can map any word into the

embedding space, even if they are OOV words, by

harnessing the power of subword information. More-

over, this type of embedding proved to perform well

on highly inflected languages [24]. However, using

FastText embeddings can be a double-edged sword

since applying it on OOV words can result in use-

ful embeddings and completely useless ones. Hence,

careful analysis has to be made before deciding for or

against using FastText to deal with OOV words.

V. CONCLUSIONS

Data augmentation is a very important technique

that has proven its effectiveness in a high variety of

machine learning tasks. This paper provided a brief

overview of textual data augmentation techniques,

putting more emphasis on classification of legal cases

and comparing the available solutions. Current solu-

tions can be applied on short texts e.g. on sentence

level and may be ineffective on longer texts in terms

of run time. Legal texts contain a lot of legal terms

that have to be handled with caution when augment-

ing data since synonyms of these terms may refer to

a completely different legal term, adding a significant

bias to the augmented data. It can be stated that none

of the mentioned solutions deal with this issue, how-

ever, some of them can be extended to solve it but

not all of them. Generally, the more augmentation

steps are applied, the better the expected quality of

the augmented dataset will be reached, but there is

no golden rule, which can be applied for every single

problem.
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Abstract: In recent years, there is a need for new methods and frameworks for planning transport systems, 

improving their efficiency, and addressing globalisation and sustainability challenges. In addition, the 

use of existing capacities and infrastructure has raised significant issues in the transport sector. To 

achieve an economically, environmentally, and socially sustainable logistics ecosystem, Benoit 

Montreuil introduces the concept of “Physical Internet” (PI) to increase the efficiency and 
effectiveness of logistics networks. As a ground-breaking transportation philosophy, the PI aims to 

revolutionise freight and logistics transport. Moreover, the PI can enhance logistics productivity 

through the organisation of large-scale pooling. Similar to Digital Internet that conveys data, the PI 

strives to connect, synchronise, and ship regular modular containers from the point of origin to an 

exact destination, thereby creating robust and collaborative logistics networks. While the literature on 

the PI is relatively growing, there is still a lack of reviews that synthesise this knowledge body, 

identify current trends and gaps, and advance the research more broadly.  Therefore, this study aims 

to investigate the potentials of the PI for the development of sustainable logistics networks. Overall, 

59 studies are selected from leading academic databases and further analysed. The review findings 

reveal that most scholars focus on the optimisation of transport at the tactical and organisational stage 

while devoting little attention to the contribution of the PI to the social sustainability of logistics 

compared to the economic and environmental aspects. 

Keywords: physical internet (PI); logistics; transportation; sustainability 

 

I. INTRODUCTION 

Over the last decade, the fight against climate 

change has become one of the controversial topics 

and is currently identified as one of the severe 

problems societies have ever faced [1]. The main 

reason for climate change is attributed to 

Greenhouse Gases (GHG) emission and improper 

human activities. With the business and logistics 

community’s mounting attention to this matter, there 
is a need for business talent, investment, problem-

solving skills, and global reach to address the 

intractable problem of climate change and the 

inequality to equip workers for a new age of work 

[2]. Similarly, new management approaches are 

necessary to reduce socioeconomic and ecological 

imbalances, prevent economic crises, and achieve 

sustainability [3]. In response to increasing 

globalisation and customer requirements, the focus 

of organisations has shifted to developing 

optimisation initiatives that reduce logistics and 

transport costs [4]. One way to achieve this objective 

is to integrate the Physical Internet (PI) in the 

logistics sector. According to [5], the PI contributes 

to enabling order-of-magnitude improvements in 

logistics efficiency and sustainability. Thanks to its 

interconnections and open characteristics, the PI has 

the potential to help organisations meet 

sustainability challenges [6]. The approach of PI is 

based on establishing global cooperation and 

interoperability to facilitate both vertical and 

horizontal integration of transport systems globally 

and streamline sharing of resources, such as 

vehicles, data, spaces and warehouses [7]. Several 

scholars have started to consider the PI and scrutinise 

its possibilities in multiple stages of transport 

network planning. 

During the realisation of the PI, strategic-level 

decisions include the design of distribution centres 

and the determination of the number of dock doors, 

flow racks, the material handling equipment used, 

and the travel distances. Whereas tactical-level 
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decisions include the number of inbound trailers 

received, the number of unloaders and hauliers, the 

storage location assignment, etc. Operational-level 

decisions are concerned with inbound intralogistics, 

including unloaders’ assignment and scheduling, 
loads-to flow rack assignment, and assignment and 

hauliers’ scheduling [8]. Within the PI, the working 
principles and basics of the Digital Internet 

metaphorically correspond to handling, 

transportation, distribution, and storage of physical 

items. Breaking up the conventional business 

models, the PI creates a new setting of decentralised, 

collaborative, and cooperative logistics, spanning 

organisations, industries, and inter-organisational 

networks [9].  

While the PI is receiving significant attention from 

researchers, there is still a lack of studies discussing 

the concept from the decision-making perspective. 

For example, [10] examine the state-of-the-art of the 

PI and provide several comprehensive future 

research directions. [11] discuss the synchromodal 

and PI state-of-the-art models and their 

architectures, methodologies, and observations in 

the academic literature. The authors’ main goal is to 
analyse and investigate the connections between 

these synchromodal and PI models and explain how 

they are mutually reinforcing. Furthermore, [12] 

propose a PI structure recognising seven PI themes 

that can inform scholars and practitioners on the 

enablers, barriers, and policies of PI policies. Lastly, 

[13] study the PI literature using a qualitative content 

analysis method.  

Unlike previous studies, we synthesise extant 

research on the PI using a coding framework 

consisting of three axes; the PI themes, the decision 

stages, and the sustainability aspects. The review 

contributes significantly to the literature because it 

increases researchers’ understanding of the PI, the 
themes discussed in this literature, and the impact of 

this novel paradigm on sustainability. The 

systematic literature review includes reviews, 

articles and conference proceedings, business 

studies, and white papers. In addition, we carry out a 

descriptive and content analysis to have an overview 

of the PI literature’s history and the themes 
discussed. 

The structure of the paper is as follows. Section 2 

presents a brief overview of the PI concept. Section 

3 describes the methodology used for the review and 

content analysis. Section 4 provides an in-depth 

discussion of the results and findings. In the 

subsequent section, several recommendations for 

future research are highlighted, followed by a brief 

conclusion. 

II. OVERVIEW OF THE PI 

The PI is a metaphor of the Digital Internet applied 

to logistics networks and their services. The purpose 

behind the PI is to link up delivery networks, storage 

centres, vendors in an open global logistics system 

founded on physical, digital, and operational 

interconnectivity through encapsulation interfaces 

and protocols [5]. It is a perpetually evolving system 

driven by technological, infrastructural and business 

innovation [14]. Today, several players in the 

logistics industry are operating in isolation. 

Companies are autonomous and have their networks. 

However, with the support of the PI, the stakeholders 

of the logistics industry can maintain a high level of 

interoperability.  

The PI provides an optimal solution on a broad 

scale, streamlining the logistics system, 

standardisation of resources (hardware and 

software), and the pooling of means. Through a 

standardised set of collaboration protocols, modular 

containers and smart interfaces, it is possible to 

develop a global logistics system and support the 

interconnection of logistics networks that can 

increase efficiency and sustainability [15]. Like the 

flow of data packages through the Internet, the PI is 

based on the use and handling of standardised smart 

boxes. These boxes can be visualised easily when 

moving throughout the supply chain, making 

logistics more efficient and sustainable. [5] argues 

that the way physical objects are handled, moved, 

stored, realised, supplied and used in the PI.  He also 

affirms that it is a revolutionary concept, which is 

strikingly different from the currently prevailing 

theory and practice of transport, logistics and the 

supply chain. The PI takes advantage of the Digital 

Internet metaphor to shape the physical world and 

ensure global logistics efficiency and sustainability. 

III. RESEARCH METHODOLOGY 

In general, literature reviews aim to map, 

consolidate, and analyse a particular research area 

and find gaps to fill in to expand further the current 

information base [16]. Given that the PI literature 

exists in different outlets and spans several fields 

such as logistics, supply chain, and business, a 

comprehensive analysis of the current state of the PI 

is urgently needed. This research will provide better 

conceptualisation by updating the standard 

terminology of the PI and suggesting 

recommendations for future PI studies. As part of 

this focus, we carried out a systematic literature 

review to provide a rigorous and detailed analysis of 

the current research on the PI. Five steps were 

followed to ensure the extraction of suitable studies 

and their systematic inspection. Firstly, we 

expressed the problem of analysis and researchers’ 
choice. Secondly, we identified the inclusion and 

exclusion criteria. Thirdly, we consulted the 

academic databases, filtered the studies according to 

our selection criteria, and chose suitable papers. 

Fourthly, we discussed and analysed the findings, 

and finally, we reported the results. 



S. Ben Neila et al. – Acta Technica Jaurinensis, Vol. 15, No. 1, pp. 22-35, 2022 

24 

1. Definition of keywords 

In the titles, abstracts, and keywords fields, we 

looked for the term “Physical Internet”. Given the 
subject’s specificity, this was the only word 
appropriate for a complete quest. Next, we set the 

period of the search from 2011 to the beginning of 

2021. We chose 2011 as the starting year because the 

PI was systematically discussed and introduced in 

this year. 

2. Inclusion and Exclusion Criteria  

 The first aim was to screen publications based on 

their titles, abstracts, and keywords. During this 

process, we only included publications with an 

exclusive focus on the PI and excluded those 

concerned with the Digital Internet’s physical 
infrastructure or device hardware. We also reviewed 

the chosen publications’ sources to help to identify 
further publications. Since several databases were 

used, we merged all publications and eliminated the 

duplicates. The publications in question were read 

very carefully and debated between the reviewers 

until an agreement was reached. 

3. Data search  

We identified three sub-steps in the data search 

process. The first concerns the selection of 

databases. We chose Google Scholar, Web of 

Science, Scopus, Springer, Science Direct, and 

Wiley Online Library as our root databases. We then 

started searching in the different databases using the 

keywords identified in this first phase, i.e., “Physical 
Internet” and combined it with “logistics,” 
“transport,” or “freight.” In the first stage, we 
collected the first list of publications based on the 

title and abstract. 

4. Selection of the most relevant papers  

In this stage, we implemented a filter based on the 

inclusion/exclusion criterion to identify all 

potentially relevant publications. This task attempts 

to rank the most important publications that dealt 

with the PI concept and exclude irrelevant studies. 

We read each paper during the selection phase and 

checked the list of references for each item to 

identify potentially relevant publications. After the 

full-content reading, 59 publications were identified 

as relevant for the final review and analysis. 

5. Coding process of selected papers 

We developed a coding framework based on the 

study objectives raised in the introduction following 

three main axes: 

Axis 1: Themes 

After the full-content reading and analysis of all 

selected publications, thirteen themes emerged: 

 - Conceptualisation of the PI 

 Detailed literature review of the PI 

 Standardised modular containers, 

space/volume utilisation, handling cost, 

intelligent boxes. 

 Inventory, optimised inventory levels, 

warehousing services, reduced inventory 

costs, maximised utilisation, etc. 

 Distribution and transport, network 

optimisation, optimised routing, loading 

patterns, and truck scheduling 

 Production, intelligent and dynamic 

manufacturing 

 Dynamic pricing in the PI 

 Auction trading in the PI 

 Interconnected city logistics 

 Cloud logistics platform 

 Synchromodality 

 Blockchain technology for the PI 

 Horizontal collaboration in the PI 

Axis 2: Decision-making level  

 Strategic level: L1 

 Tactical level: L2 

 Operational level: L3 

Table 1. Decision-making level 

Levels 

L1 strategic level 

L2 tactical level 

L3 operational level 

Axis 3: Sustainability dimensions  

 Economic performance (D1) 

 Environmental performance (D2) 

 Social performance (D3) 

Table 2. Sustainability dimensions 

Dimensions 

D1 Economic 

D2 Social 

D3 Environmental 

IV. RESULTS AND FINDINGS  

1. Publications per year  

Fig. 1. depicts the annual distribution of the 

selected publications. In recent years, 76% of the 

studies were written since 2016, and the number of 

publications experienced inconsistent growth. We 

identified twelve articles (20%) published in 2020 

and the beginning of 2021; thus, we can expect 

further progress in the research areas for this year 

and the next coming years. 

2. Publications by journal  

The selected publications were published in 39 

international journals. As shown in Fig. 2. the 

International Journal of Production Research 

published over 38% of the publications, followed by  
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Table 3. Classification of the literature based on the PI themes, the decision levels, and the sustainability 

dimensions 

Authors Themes Levels Dimensions 

[9] 

Conceptualization of PI 

L1 D1+D2+D3 

[5] L1 D1+D2+D3 

[17] L1 D1+D2+D3 

[18] L1 D1+D2+D3 

[19] L1 D1+D2+D3 

[20] L1 D1+D2+D3 

[11] 

Detailed literature review of PI 

  

[10]   

[12]   

[13]   

[21] 

Standardised modular containers—
space/volume 

utilisation, handling cost, intelligent containers. 

. . 

L1+L2+L3 D1+D2+D3 

[22] L3 D1+D2+D3 

[23] L3 D1+D2+D3 

[24] L1 D1+D2+D3 

[8] L3 D1+D2+D3 

[25] L3 D1+D3 

[26] L2 D1+D3 

[27] 

Inventory—optimised inventory levels, 

warehousing 

services, reduced inventory costs, maximised 

utilisation, etc. 

L2 D1 

[28] L2+L3 D1 

[29] L2 D1 

[30] L2+L3 D1 

[31] L2 D1 

[32] L2 D1 

[6] L3 D1+D2+D3 

[43] 
Production—intelligent and dynamic 

manufacturing 

L2 D1+D3 

[44] L2 D1 

[45] L1 D1+D2+D3 

[46] 
Dynamic pricing in PI 

L3 D1 

[47] L3 D1 

[48] 

Auction trading in PI 

L2+L3 D1 

[49] L2 D1+D3 

[50] L2 D1 

[33] 

Distribution and transport—network 

optimisation, 

optimised routing, loading patterns, truck 

scheduling, etc. 

L2+L3 D1+D3 

[34] L3 D1 

[35] L2+L3 D1+D2+D3 

[36] L3 D1+D2+D3 

[37] L2+L3 D1 

[38] L2+L3 D1 

[39] L3 D1 

[15] L1 D1+D2+D3 

[40] L1 D1+D2+D3 

[41] L3 D1 

[42] L1+L2+L3 D2 

[51] 

Interconnected city logistics 

L1+L2+L3 D1+D2+D3 

[52] L3 D1+D2+D3 

[53] L3 D1+D2+D3 

[54] L3 D1+D2+D3 

[55] L1 D1+D2+D3 

[56] L1 D1+D2+D3 

[57] 
Cloud logistics platform 

L1 D1+D2+D3 

[58] L3 D1+D3 

[59] 
Synchromodality 

L3 D1+D3 

[60] L3 D1 

[61] 

Blockchain technology for PI 

L2 D1+D2+D3 

[62] L1 D1+D2+D3 

[7] L1 D1+D2+D3 

[63] L1 D1+D2+D3 

[64] 
Horizontal collaboration in PI 

L2 D1+D2+D3 

[4] L1 D1+D2+D3 
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the Journal of Business and Logistics, and the 

Journal of Intelligent Manufacturing. The rest of 

publications were published in 36 separate journals. 

These journals include, among others, 

“Transportation Journal,” “Journal of Physical 
Distribution and Logistics Management,” “The 
International Journal of Logistics Management,” 
“International Journal of Advanced Logistics,” 
“International Journal of Signal Processing, Image 
Processing, and Pattern Recognition,” “Journal of 

Enterprise Information Management,” 
“International Journal of Logistics Systems and 
Management,” “International Journal of Computer 
Integrated Manufacturing” and “International 
Journal of Transport Development and Integration. “ 

 

Figure 1. The annual distribution of selected 

publications  

 

Figure 2. The distribution of publications 

according to journals 

3. Analysis of coding framework   

A. Themes of PI 

Several previous reviews focused on diverse PI 

themes, such as [4], [12]. In our study, we considered 

these themes. Additionally, we considered other 

categories in our coding framework, namely 

decision levels and sustainability dimensions, 

aiming to inform researchers on how the decisions 

taken within the PI implementation and the impact 

of this paradigm on logistics sustainability.  

B. Decision levels 

Freight transport networks are dynamic systems 

containing various human, material, and capital 

resources that increased complexities of decisions 

and management strategies. According to [65], 

various freight networks need to be structured on 

three levels: 

 

Figure 3. Distribution of studies according to the 

decision-making levels addressed 

Strategic level 

The strategic level relates to the business strategy 

that typically involves top management and needs 

considerable long-term commitment. At this 

decision level, the fundamental choices apply to the 

facilities required to ensure the movement of goods 

in diverse modes to reduce transportation costs [66]. 

Several difficulties arise at the strategic level, such 

as selection of the terminal site (e.g., multimodal 

cross-docking station), platform facilities, the 

construction of additional lines (roads, railways), 

and the demolition of specific infrastructure. On the 

one hand, we found out that many authors 

conceptualise the PI by using a business model 

innovation strategy, which led us to classify their 

publications into the strategic level of decision-

making. For example, [9] introduces an audacious 

paradigm on how the physical object of transport 

moves forward and encourages the replication of the 

Digital Internet ambition to achieve sustainable 

global logistics. Later, [5] present a systematic 

description of the PI as an open global logistics 

infrastructure founded by encapsulation, interfaces, 

and protocols on physical, digital, and operational 

interconnection. [17] explore the potential impacts 

of PI-enabled business models on creativity. [18] 

discuss analogies and similarities between computer 

networks and logistic networks to examine the 

global structure of the interconnection of logistics 

networks that enables the PI. [20] offer an external 

and technical viewpoint on PI research to better 

inform researchers and policymakers. More recently, 

[19] suggest a model-based conceptual framework to 

introduce a feasible PI. 
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On the other hand, various articles classified into 

the categories production, transportation, 

distribution, city logistics, cloud logistics, and 

blockchain technology discuss long-term decision 

planning during the PI implementation. For example, 

[15] and [40] cover the cross-docking problem by 

conceptualising a road-rail Pi-hub and a road-rail Pi-

hub, respectively, showing how these models could 

contribute to economic, environmental, and social 

sustainability. [56] discuss the idea of 

Hyperconnected City Logistics, along with nine 

basic concepts, which provide a rich context for the 

design of effective urban logistics and transport 

systems. [57] aim to create a PI-enabled Building 

Information Modelling System (PI-BIMS) 

incorporating Auto-ID technology, BIM technology, 

and cloud storage. [62] introduce an intellectual 

paradigm using blockchain to provide a workable 

solution for the fundamental obstacles hindering the 

exchange of values and physical properties in 

logistics networks and decentralised management 

frameworks in the PI. Furthermore, [63] investigates 

the integration of the PI and Blockchain technologies 

in a conceptual paper and proposes several research 

directions for investigating the supply chain’s 
institutional issues during the implementation of 

these two paradigms. [7] also examine blockchain as 

an enabling technology for the PI. The authors 

summarise the core requirements of the PI and 

explain how blockchain can be used to facilitate the 

implementation of the PI. [55] and [56] focus on 

conceptualising Interconnected city logistics, while 

[24] offers strategic analysis of freight and PI-

containers’ total volumes and balances in a terminal-
to-terminal network. [45] explores the relations 

between the PI and Lean concepts using the Value 

Stream Map (VSM) method for their integrated use. 

At a broader level, [55] outline the possibilities for 

the PI’s logistics performance from the EU 
perspective. This article details the systematic EU 

planning for the PI definition and the initial projects, 

ventures, tools that underpin the PI. [4] examine the 

reasons for accessing a PI network and the 

effectiveness of continuous cooperation variables in 

a PI network. 

Tactical level 

The tactical level is mainly concerned with a 

medium-term strategy. Tactical planning extends 

from a week to few months. At this stage, vehicle 

fleet management in multiple modes ensures the 

movement of goods from their sources to their 

destination. The tactical level is the degree to which 

we calculate the transport movements over time 

between authorities and terminals, inter-terminals, 

and between terminals and destinations. Tactical 

planning creates a travel strategy to ensure customer 

service satisfaction and resource efficiency. 

Therefore, the tactical decisions are primarily 

concerned with the collection of services to be 

provided, their frequency (or schedule), the 

allocation of demands for specific services in 

transportation, and terminal level policies 

(consolidation). 

Several articles discuss the inventory problem at 

the tactical level. For instance, [31] study inventory 

efficiency over the PI network. Later, [32] aim to 

identify the latest research topics surrounding 

inventory management in a PI Network and how the 

PI can impact conventional stock control policies. 

[28] and [29] introduce PI disruption mitigation 

strategies. They carry out their study using a 

simulation-based optimisation model. [27] suggest a 

mixed integrated linear programming (MILP) 

formulation to assess the benefits of the PI from the 

cost efficiency perspective and to resolve the issue 

that combines the integrated output inventory 

allocation judgment with PI. [43] and [44] discuss 

the production manufacturing scheduling problem at 

medium-term decision making. In the former, the 

authors analyse a PI-enabled manufacturing 

executive system (PIMES) for a machine workshop. 

For the processing and synchronisation of real-time 

data, PIMES depends heavily on RFID and wireless 

communication networks. In the latter, the authors 

implement a big data analysis framework for PI-

based logistics data generated by installing RFID 

readers, tags, and wireless communications 

networks on manufacturing stores.  

Other articles focus on the auction trading in the 

PI, such as [49], [50]. [49] provide combinatorial 

frameworks for the auction of transport services in 

the PI sense. [50] aim to take advantage of the PI’s 
open and uncertain environments to distribute and 

even reconnect containers for each centre. 

According to the authors, the PI can improve 

container routing and the use of logistics network 

tools. However, to achieve these objectives, [64] 

emphasise the need for horizontal coordination in the 

PI and for more effective solutions to any potential 

technological difficulties. In the context of 

horizontal partnerships and the PI, the authors also 

explore the perspectives, perceptions, values, and 

motives of transit operators in Austria to contribute 

to the Austrian physical network’s early moves 
positively. In addition, [61] make a simulation model 

showing that blockchain technology can support IoT 

automated data processing and facilitate the 

implementation of the PI vision by introducing the 

very first hyper-connected logistics application. 

Operational level  

The operational level of decisions concerns short-

term management. This level includes diverse tasks 

such as assigning goods to liners and vehicles, 

container shipping, and truck routings. 

Various researchers focus on container shipping 

issues. For example, [23] suggest a standard modular 
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containers’ production to minimise the number of 
boxes required for shipping goods using a 

decomposition-based solution methodology. [22] 

use a methodological engineering design process and 

explain how to create a modular and multifunctional 

loading unit by introducing a first real PI scenario in 

the fast-moving consumer goods industry and 

modelling the critical performance indicators (KPIs). 

Similarly, [8] propose a modular design consisting 

of three stages of characterisation, including the 

transport, storage, and packaging of PI containers. 

This paper outlines the proposed substance 

encapsulation transition and highlights significant 

opportunities and challenges for further research in 

industry and academia. [25] establish a new 

methodology for applying heuristic methods to 

address the liner shipping network design problem 

(LSNDP) using a mathematical model. Later, [26] 

concentrate on product development in the context 

of a global open logistics system, the PI, utilising a 

hyperconnected-mobile production mode. The study 

deals with the complex distribution of output units, 

allocation and sharing of resources. 

Routing optimisation and transportation problems 

are the focus of several articles. For example, [39] 

highlight the efficient management of the PI for 

mobile resources, such as containers. In reality, 

management and storage of resources (containers) 

can cause imbalances in the logistic network, leading 

to starvation or unnecessary storage of logistic 

network nodes. For this reason, [36] present a π-

container tracking device to create and hold the 

composite π-container practically 3D layout 

dynamically. [34] suggest a new method for routing 

based on the Internet BGP equivalent of BGP (the PI 

Border Gateway Protocol). To fix the issue of 

routing the PI-containers in the PI, the authors create 

this new protocol. Afterwards, [46], [47] present and 

explore a dynamic pricing model based on an auction 

mechanism for optimising transport service 

providers’ bid prices in PI hubs. [41] define the best 

suitable hub for forwarding transport based on real-

time traffic data. This article addresses the critical 

research questions of when and how to make routing 

decisions for road vehicles if the routing schemes 

within the PI take consider the data related to 

transport vacancies in real-time. [6] focus on 

integrated production-inventory-distribution 

planning in the PI for sustainability purposes. The 

key objective of their study is to thoroughly evaluate 

the efficiency of the PI-enabled integrated 

production-inventory-distribution model in the three 

sustainability dimensions.  

Moreover, other studies discuss the interconnected 

city logistics (ICL) topic using simulation and 

mathematical models to solve some routing 

problems. To illustrate, [53] discuss PI-enabled 

urban transport and attempt to model essential 

organisational elements of the ICL initiative. [54] 

aim to explore an alternative approach to reverse e-

commerce flows collection citywide, and [52] 

examine the potential for open mobility webs in an 

urban environment with e-commerce warehouses 

based on the PI concept.  

Related to the theme Cloud logistics platform, [58] 

discuss crucial problems and difficulties with cloud 

logistics orders’s deployment in China.  We found 
two more articles that solve synchromodality issues 

with optimisation models. [59] examine how 

synchromodal transport can promote the modal 

transition to slower and more environmentally 

sustainable transport modes without sacrificing costs 

or responsiveness. [60] aim to extract rules for 

effective container allocation for inland services in 

real-time by analysing the solution structure of a 

centralised, offline system of optimisation used for 

historical results.  

Tactical and operational level  

Some other papers combine the tactical and 

organisational levels. For example, [30] solve a real 

problem in planning and distribution for multiple 

facilities that simultaneously maximise the 

effectiveness of decision-making in supply, 

inventory, demand, and distribution. [37] emphasise 

the difference between traditional logistics networks 

and the PI and characterised the PI by using a 

relatively more superficial P2P optimal dispatch 

MILP. [38] aim to increase the railroad PI-hub’s 
performance by minimising the distance to the dock 

by each container and the number of used trucks. The 

research concerns a PI allocation issue. [48] propose 

a scheduling solution for trolley loading and sale in 

PI-Auction logistics centre (ALC) systematically. 

[28], [29] suggest a revolutionary vendor-managed 

inventory strategy that uses the PI’s flexible, 
universal, interconnected logistics structure. [35] 

aim to compare PI’s efficiency with the traditional 
logistics method to measure the truck and driver 

routing advantages and drawbacks of PI with an 

explicit limit to the driver’s maximum return time. 
[33] propose an efficient and reactive multi-agent 

system-based model (MAS) for the resolution of 

trucks and PI-containers grouping. 

All decisions level 

Other articles englobe all levels of decisions, such 

as [21], who highlight the importance of semantics 

in distribution and logistical at multiple stages of 

judgment to achieve various optimisations such as 

bundling and durability, enforcement, and travel 

optimisation, thereby increasing sustainability 

through optimal use of capacities. Additionally, [51] 

attempt to establish the latest concept of an 

interconnected multilayer decision-making system 

and a PI methodology. [42] outline a theoretical 

framework that describes various levels of 

acceptance and trust as a key component of “Human-
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computer interaction” in technology innovation and 
point out a risk of an artificial divide both at the level 

of individuals and of companies. 

C. Multiple freight transportation problems  

The PI is a new concept made to serve supply 

chain sustainability throughout the world. [5] argue 

that three forms of efficiencies impact logistics and 

transport systems: social, economic, and 

environmental. First, the PI’s societal goal is to 
improve the high quality of life of logistics personnel 

and the global population by improving physical 

items’ timely accessibility and mobility. Second, the 

economic ambition is to sustainably reduce large-

scale purchase strategies, international monetary 

burden, while freeing up enormous gains in 

companies’ production. Third, the environmental 
intention is to reduce global greenhouse gas 

emissions caused by logistics, energy consumption, 

pollution, traffic, and waste materials. 

The present state of the PI research focuses on 

studying the combination of economic and 

environmental goals. However, in the extant 

literature, the social element is less explored (Fig. 

4.).  

Fig. 4. shows that the PI research mainly centres 

on the economic dimension of sustainability. Of the 

59 papers listed in Table 1, 17 papers highlight the 

financial targets of the PI. Seven papers analyse the 

PI’s environmental and economic aspects, and 30 
articles deal with the PI concept in the context of the 

three dimensions of sustainability. Finally, there is 

only one contribution to the PI concept from the 

perspective of social sustainability, and no papers 

deal with the PI and the convergence between the 

social and environmental and economic dimensions. 

 

Figure 4. Count of dimensions 

The economic dimension 

The most crucial economic issue is that the 

logistics and freight traffic prices rise at the global 

level. To solve this dilemma, numerous articles 

study the economics dispute on a tactical level. For 

example, [31] use objective-oriented modelling 

experiments to minimise the overall transportation 

and inventory costs. [50] utilise a simulation model 

for assigning and allocating containers at the hub to 

carriers while optimising container routing and using 

logistics network tools. [32] analyse an 

organisation’s effect on inventory levels and costs 
using a multi-method simulation modelling software 

developed by XJ technologies (www.anylogic.com). 

[28], [29] examine how stock models using the PI 

react to intervention and durability in supply chain 

systems. The topic is explored through an advanced 

numerical analysis using the simulation-based 

optimisation model. [27] present a mathematical 

model to resolve the issue that incorporates an 

optimised production-inventory-distribution 

decision to measure the benefits of PI from the cost 

efficiency viewpoint. Likewise, plenty of 

researchers are interested in disbanding the 

operational issues. [39] conduct active research to 

optimise the freight by exposing the efficiency 

handling resources issues. [60] aim to develop 

guidelines for the efficient distribution of containers 

to inland installations in real-time by evaluating a 

critical offline optimisation approach used for 

historical outcomes. [34] focus on truck-transported 

PI-containers and suggest a new routing method to 

optimise road transportation. [46], [47] present and 

address a dynamic price model targeted at a service 

provider that offers a mechanism to optimise PI 

hubs’ cost. The results and observations provide 

carriers with instructive guidelines on real-life 

pricing. [41] interview experts and make a 

qualitative analysis on artefact routing. More than 

that, some studies evaluate the economic issue at 

both the tactical and operational levels 

simultaneously. [30] use a mathematical model to 

minimise the total cost of production, inventory, and 

distribution. [37] suggest a cost-minimising 

mathematical model to minimise handling and 

delivery cost. [38] use a multi-agent system model 

(optimisation models) to reduce container travel 

distance to the dock. [48] conduct simulation 

experiments with a timely operation scheduling 

model to reduce logistics and labour costs. [28], [29] 

propose a retailer’s creative inventory policy to 
minimise inventory levels, overall expense, and 

distances.  

The environmental dimension 

The harmful impacts of freight transport on the 

environment (greenhouse gases, energy 

consumption, noise) are growing amid the fact that 

nations and governments are seeking to enhance 

environmental quality, commit substantial budgets 

to environmental safety, and reduce the emission rate 

of air pollutants. 

Several papers address economic and 

environmental issues, such as [49], who attempt to 

reduce the cost of transport services on the PI and 

greenhouse gas emissions by using a mathematical 

model. [43] suggest PIMES, an information system 

that can reduce paperwork and enhance information 

17

30

7

1

0

5

10

15

20

25

30

35

D1 D1+D2+D3 D1+D3 D2



S. Ben Neila et al. – Acta Technica Jaurinensis, Vol. 15, No. 1, pp. 22-35, 2022 

30 

flow with an analytical data model. [43] propose a 

smart box compatible with PSS to provide 

revolutionary eco-logistics and safe packaging 

operation and minimise the logistics costs and 

emissions. [25] highlight the global CO2 emissions 

problem due to the large volumes transported and 

propose a heuristic for solving the liner shipping 

network design problem to maximise an 

organisation’s profit. [59] research how synchro 

modal transport support a slower but eco-friendlier 

modal transition without compromising costs or 

responsiveness. [33] suggest models that discuss two 

of the three pillars: sustainable growth and the 

economic and environmental costs. The proposed 

models minimise the average expense from an 

economic point of view using a minimal number of 

cars and delay vehicles, leading to financial fines 

from the transport providers. From an environmental 

point of view, the two models decrease the number 

of used wagons, thus reducing CO2 emissions by the 

rail locomotive and the distance travelled for PI 

containers. [26] suggest a two-target optimisation 

model that minimises the cost and greenhouse gas of 

a producer to support its clients through the 

availability of open fabs. 

The social dimension  

The transportation of goods often causes social 

problems, such as road safety, lack of quick, 

efficient, accessible goods mobility. Furthermore, 

there is a shortage of stability, protection, and 

security in working conditions in the freight 

transport sector. We found that few studies address 

social issues facing logistics. For example, [42] 

discuss measures to improve human-computer 

interaction, especially the capacity of individuals 

and companies to implement state-of-the-art 

techniques and prevent an artificial divide, thus 

increasing social sustainability at an operational, 

tactical and strategic level. In addition, these articles 

attribute social problems along with financial and 

environmental issues [5], [9], [17], [18]. Further, 

[10], [19] evaluate and optimise certain aspects of 

the early conceptualisation of PI. [8], [21 – 24] 

develop the standardised modular containers to make 

the transport and handling of π-containers very easy. 

[6], [14], [15], [35], [36] seek to refine delivery 

network routing by reducing container journey 

distance that would positively affect carriers, lower 

congestion, and improve living conditions. [45] aims 

to reduce the number of trucks on roads and improve 

customers’ quality of life and the logistics sector 
workers. [51 – 56] discuss the city logistics sector 

that offers less infrastructure usage and fewer jams, 

making consumers and community happier and 

distribution quicker. [7], [61 – 63] analyse how 

blockchain technology can improve visibility, 

security, and traceability of products through its 

decentralised and trusting mechanisms.  

Researchers and professionals were prompted to 

carry out studies that aim to reduce various adverse 

effects of the lack of sustainability and unreliable 

traditional transport networks. Several perceptions 

have therefore arisen in recent years. Three creative 

theoretical frameworks are most effective in 

achieving sustainability, including collaborative 

logistics, city-logistics (CL), and the PI. 

V. FUTURE RESEARCH 

Our analysis recommends several topics for future 

studies. Our literature review urges PI researchers to 

focus more on theory and highlights the importance 

of a clear PI strategy in logistics. Addressing ‘PI 
themes,’ the ‘decision stages’, and the ‘sustainability 

aspects’ mentioned here will possibly provide a 
sound base for assessing the actual PI adoption and 

its impact on logistics sustainability. We took a 

closer look at critical and diverse topics regarding 

decision-making levels and sustainability aspects to 

provide recommendations for future research.  

The PI literature addresses numerous strategy 

decisions ranging from strategic to operational. This 

demonstrates how the PI is relevant and beneficial to 

the logistics and transport sector. Researchers may 

expand future studies by evaluating the relationship 

between the logistical service providers and external 

factors, such as clients and competitors. In reality, 

consumer involvement through a collective strategy 

will improve business efficiency in general. 

Environmental and social considerations have 

been relevant to broaden the economic implications 

and include other sustainable growth dimensions. 

This highlights the significance and value of 

incorporating facets of sustainable growth into 

planning decisions for logistics performance. 

However, social sustainability has been poorly 

considered compared to economic and 

environmental sustainability. This finding indicates 

that social dimensions must be studied to resolve all 

issues of sustainability holistically. Due to its 

qualitative nature, social sustainability is concerned 

with the employer’s health and well-being issues. 

Therefore, future studies should also focus on 

quantifying this sustainability dimension. 

Integrating corporate social responsibility (CSR) in 

planning and policy-making helps researchers to 

properly determine the PI’s effect on customers, 
workers, and the local population. It also allows 

identifying the detrimental influence of the PI on 

human lives to as well. 

Usually, environmental sustainability is limited to 

measuring transportation CO2 emissions. The 

ecological evaluation revolves around assessing 

direct pollution from installations and inventory, 

waste volume and energy use. 

Since the PI is still a fresh and novel concept, the 

lack of data is a barrier to further scientific 
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advancement in this field. More studies are 

nevertheless necessary taking into account real-life 

cases. The collaboration between researchers and 

managers may result in insightful findings. 

Academics and researchers may study various real-

life cases in the future. For example, this involves the 

validation of unimodal (road-based) and multimodal 

(road-to-rail) PI hubs, the identification of the next 

best appropriate hubs for onward transport based on 

real-time traffic data, the validation of the proposed 

design and types of PI containers, the confirmation 

of the proposed auction mechanisms, the 

optimisation of capacity utilisation for PI carriers in 

PI hubs, and validation of the proposed legal 

frameworks for horizontal collaboration. Most of the 

studies are concentrating on unimodal (road-based) 

and multimodal (road-to-rail) PI hubs. As a result, 

there is a lack of studies addressing maritime and air 

transportation and conceptualising multimodal road 

and rail to sea hubs. This will help to effectively 

connect multimodal road to air PI hubs. 

[19] recommend a paradigm based exclusively on 

transportation issues, not those like network 

inventory management. Thus, future research may 

incorporate the PI’s decisions, transport, and 

inventory. In addition, PI models may consider 

additional features of the PI. For example, cost and 

time may depend on other parameters such as 

shipping size, node driving times, capacity, speed 

limits, carrier limits. [28], [29] also affirm that more 

research is necessary to compare performance with 

optimal management decisions and procurement 

methods for distribution systems. 

There is a need for future research to examine a 

network closer to a real-life case of connectable 

supply networks with more suppliers and employees. 

Some studies on how the inventory control models, 

such as operational models and decision-making 

tools, the analysis of management issues, and the 

adaptability of models to different systems are 

required. The development of awareness of business 

and organisational models used by the PI will 

significantly improve the network’s vision and 
cooperation. 

When several organisations, such as businesses, 

governments, and customers, are likely to use a 

common infrastructure, one of the future tasks will 

be to create specifications and architectures that will 

benefit each party in the logistics network. 

Therefore, we assume that criteria related to the 

conceptual architecture must be met to implement 

the PI, including the development of more 

operational processes, incentives, and reliable 

sharing of data. 

The combination of blockchain and the PI will 

ensure trust, traceability, clarity, originality, and 

honesty. However, many studies are also required 

for the efficient integration of the technology in the 

PI environment. Scalability is one of the biggest 

challenges of blockchain. Scalability is the ability of 

a system to cope and perform well while increasing 

or expanding the network performance. The design 

of an overall logistics network necessitates high 

performance consistent with the large 

implementation of the PI. Perhaps the blockchain 

network’s scalability and performance are unable to 

handle a sizeable interconnected PI network in its 

current situation. 

Future-oriented logistical problems are highly 

prevalent. They include the excessive use of storage 

and transportation facilities, their costs and 

corresponding CO2 reductions, the complexities of 

logistics activities, and increased process 

inefficiencies. Technologies like Big Data, the 

Internet of Things, 3D Printing, or other Industry 4.0 

innovations have become part of logistics. Besides, 

to be competitive in the future market, organisations 

must deal with these developments. 

VI. CONCLUSION  

The PI has been a highly promising and evolving 

freight transport paradigm over the last few years. 

This paper systematically reviews the PI literature, 

which is published over the last decade. This review 

has shown that the PI is a global logistics and holistic 

concept that solves many problems associated with 

the current supply chain and logistics models. The 

growth in the PI literature and the capacity of this 

paradigm for disrupting supply chain and logistics 

techniques are examined, and several 

recommendations for future research are 

highlighted.   

In this study, the latest state-of-the-art is reviewed 

and assessed. We categorise the literature according 

to three major classes: PI themes, decision levels, 

and sustainability dimensions. Next, we identify a 

range of research propositions based on the study’s 
findings, which are worth exploring in future work 

to ensure logistics sustainability. The study findings 

show that the main decisions taken in the 

implementation of the PI are the tactical and 

operational decisions, with over 65% of selected 

publications addressing these two decision levels. 

Moreover, there is little emphasis on cooperation 

between external parties such as logistics service 

providers, competitors and customers. In addition, 

the emphasis is placed more on economic and 

environmental sustainability than on social 

sustainability. 

This study proposes a novel coding framework to 

systematise the literature and outlines several future 

research directions for logistics and supply chain 

management scholars. Further PI research will likely 

lead to motivate the implementations of the PI and 

more development of technologies that will improve 

efficiency, performance and sustainable 
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development of supply chains and logistics, thereby 

benefitting the standard of living of the society. 
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Abstract: Significant changes are emerging in the market of unmanned aircraft systems since 2019 through the 

publication of two specific regulations that regulate all steps of the use of unmanned aerial vehicles 

in detail. With the implementation of the new EU drone regulations, the role of the notified bodies 

and the certification agencies will be more important from the viewpoint of product safety and the 

official certification required by the EU and national aviation authorities. The product safety chain 

consists of two major parts. One part belongs to the production phase, where the manufacturer has to 

prove the functionality (it is called the conformity assessment) and another part belongs to the 

distribution market, where the authorities assess the fulfilment of the conditions of the distribution (it 

is called the market surveillance). The first pillar concern to the design and manufacturing and the 

second to the distribution. Each segment is presented in this article and the authors introduce the 

different control approaches of these segments. It has to be taken into consideration that the drones 

are representing a special market with notable safety risks that have to be handled during the whole 

life path of the products from the design through the distribution until the aerial operations. 

Keywords: certification; unmanned aircraft systems; product safety; safeguard; conformity assessment; market 

surveillance 

 

I. INTRODUCTION 

Unmanned Aerial Vehicles (UAVs) play a 

significant role in the industry of Europe. With this 

equipment, several human-related resources can be 

substituted. The global market has already identified 

it, thus the industry of drones is prospering. In 2020 

the market of UAVs was valued at 30601.14 million 

USD, and researchers projected its compound annual 

growth rate to 8.5% for a 5 year forecast period 

between 2021 and 2026 [1]. 

Europe has a prominent position in this market. 

The European unmanned aerial vehicle market 

accounted for 2637.2 million USD in 2019 and will 

grow at ~10% annually between 2020 and 2026. 

Within 20 years, the European drone sector is 

expected to directly employ more than 100,000 

people and it will have an economic impact 

exceeding 10 billion EUR per year, mainly in 

services [2].  

These numbers are justifying the fact that rule 

makers and national decision-makers should handle 

the topic and the global European approach should 

be developed from the design through the 

manufacture until the use of these products. 

According to the Treaty on the Functioning of the 

European Union, member states and EU institutions 

shall take all measures necessary for the creation of 

the single market where borders shall mean no 

obstacle to the free movement of products (i.e., 

goods) [3]. To this aim, it is vital, however, that 

products moving without barriers are safe. 

Due to technical development, many products, that 

are easy to access but are very complicated and pose 

risks even at ordinary use, appeared in everyday 

lives. For an average person - called consumer (the 

term of the European law) - cannot be even legally 

expected the understanding of these products’ 
technical background. The legislator shall be 

satisfied once the consumer undertakes the burden of 

learning the ways of the product’s normal use and 
the inherent risks thereof (i.e., reading the user’s 
manual). Every other task shall be fulfilled by the 

manufacturer or by other players in the supply chain 

https://dx.doi.org/10.14513/actatechjaur.00642
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(e.g., the importer and/or the distributor). This 

applies to all branches of the industry as well as to 

Unmanned Aircraft Systems (UAS) that constitute 

the topic of the article. 

These circumstances called the product safety 

rules to life, which - through the (EU) 2019/945 

Delegated Regulation (hereinafter DR) of the 

European Commission - created specific provisions 

in connection with UASs [4]. 

To provide fulfilling these tasks by the 

manufacturers properly and that level of product 

safety is sufficient in case of UAS intended to be 

operated in “open” category as provided for in 

Commission Implementing Regulation (EU) 

2019/947 (hereinafter IR), the European legislator - 

simultaneously with the supply chain - created the 

product safety chain, including roles and 

competencies therein [5]. Players of the product 

safety chain are available in adequate phases of the 

supply chain and are capable of intervening in 

precisely defined stages. The two most important 

actors of the product safety chain are the conformity 

assessment bodies (i. e., NOtified BOdy, hereinafter 

NOBO) and authority for market surveillance. 

The concept of product safety chain does not 

appear in literature and relevant laws. The other 

players of the supply chain (manufacturer, importer, 

distributor) have some obligations in connection 

with product safety however, these obligations are 

not characterizing. Meanwhile, the two pillars of the 

product safety chain (conformity assessment and 

market surveillance) deal only with product safety, 

and thanks to their strict regulations they are 

completely independent of every other actor of the 

supply chain. The concept of product safety chain 

has been elaborated to envisage the different roles 

and competencies and the legal, organizational, and 

economic independence and separation. It 

constitutes another ground for this separation that the 

two pillars of the product safety chain make an 

external audit of the supply chain in different stages 

of products therein. 

In “specific” and “certified” operational categories 
as provided for in IR, the European legislator went 

further and stepped over the logic of product safety, 

and is approaching the regulation on certification of 

regular aircraft in terms of regulatory structure and 

mind-set. 

In the present article, the authors are intending to 

show the legislative solutions of each operational 

category and the regulatory “arch” linking them 
together into a single system. The product safety 

chain consists of two pillars. The conformity 

assessment is presented in Section II and the market 

surveillance, which is the second pillar is presented 

in Section III. The operations of UASs are 

regularized in detail but until the product safety 

chain is not operating completely due to the lack of 

legislative gaps, some transitional provisions are in 

place. Section IV. deals with these provisions. 

Section V. presents the operational issues, while 

Section VI. gives a summary of the conventional 

certification process connected to UASs. 

II. THE CONFORMITY ASSESSMENT - THE 

FIRST PILLAR OF THE PRODUCT SAFETY 

CHAIN 

Air transport is a dangerous operation field where 

safety plays a key role. This safety might be achieved 

in different ways: training of experts in the industry, 

use of generally accepted 

directives/standards/regulatory means, and control 

of equipment throughout the whole cycle of their life 

from design to disassembly. 

In case of UASs intended to be used in the “open” 
operational category as provided for in IR, the 

legislator warrants safety via conformity assessment 

of UAS, which is the first step of product safety and 

focuses on design, organization of production, and 

control of the manufacturer’s activity thereby 
defending consumers from risks. 

The product safety and market surveillance 

approach imply that the Delegated Act (DA) 

considers UAS with “CE marking” – Certificate of 

Compliance – and class identification label primarily 

as consumer goods. The “CE marking” is indeed a 
certificate of compliance, but it is not the 

abbreviation of “certificate of compliance”. It is a 
unique marking which should proof that the product 

complies with defined standards of the European 

Economic Area. To summarize, as these products are 

aerial vehicles at the same time, it is possible to 

define them as consumer goods that are capable of 

flying. 

It is important to set forth: this shall not mean that 

- in terms of flight safety - there would be any 

difference between drones operated in the “open” 
category or Standard Scenarios (hereinafter STS) as 

in IR and the unmanned aircraft operated in the 

stricter “specific” or “certified” operational 
categories [3]. On the contrary, the legislator 

achieves a sufficient level of air safety via product 

safety/consumer protection/market surveillance 

regulations in operational categories having lower 

risk (like the “open” category and STS). 

There is another aspect behind choosing 

conformity assessment as a means of certification: 

the introduction of certification process applied for 

regular aircraft would result in disproportionately 

severe technical and financial burden on 

manufacturers’ side in case of UAS having a 
Maximum Take-Off Weight (MTOW) of 25 kg and 

being used in a very limited operational 

environment. This could prevent many 

manufacturers from entering the market and could 
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lead to a regression of the drone market in the long 

run. 

Therefore, the DR and European Aviation Safety 

Agency (EASA) created a system, where UAS with 

MTOW no more than 25 kg - in case if they are 

targeted to be operated in the “open” category or STS 
as provided for in IR - are treated as products and the 

risk they pose by appearing in air traffic is handled 

with the introduction of UAS-specific product safety 

rules. 

The first pillar is in this system is the conformity 

assessment, which as a regulatory technique is 

common since the 765/2008/EC Regulation that is 

completed by the 768/2008/EC Decision, that 

defines so-called conformity assessment modules. 

The conformity assessment has already been 

mandatory for drones before the DR, upon 

completely different standards and regulations, 

however [6], [7]. 

These modules are general and not limited to 

certain branches. When the European Union wishes 

to introduce conformity assessment on a certain new 

field of law as a regulatory means, however, it will 

define in the specific legal act - like DR - which 

conformity assessment modules it will make 

available in the specific branch. The novelty of the 

DR is that it constituted single and specifically UAS-

tailored conformity assessment rules. 

Concerning the topic of the present article, these 

modules shall be distinguished upon whether the 

NOBO is required during conformity assessment or 

the manufacturers themselves - undertaking all 

liability - can conduct the procedure, and the market 

surveillance authority shall supervise 

appropriateness of the assessment subsequently. 

Conformity assessment might be performed 

according to the modules thereof, but these different 

modules are made available for actors of the supply 

chain in case of different sorts of products within the 

realm of UASs. The Annex of DR lists seven 

different Unmanned Aircraft Classes (UA Class) 

according to the technical requirements and 

capabilities thereof. The UA Class determines at the 

same time; which operational category the drone 

may fly. Table 1 shows the conformity assessment 

modules applicable to different UA Classes. It is 

clear from the chart that Module A is not an option 

for the manufacturer in the case of UA Classes C1 to 

C3 and the NOBO shall be part of the process in 

these cases. 

 

 

 

 

 

1. Conformity assessment upon 

harmonized standards 

In the case of drones, Module A, the internal 

product control might be chosen by the 

manufacturers to conduct conformity assessments on 

their own. This module applies exclusively to UA 

Class C0 and C4 to C6 at the same time. It would be 

applicable: the harmonized standards required for 

the proper conduct of the procedure have not been 

completed yet. These new standards will constitute 

the so-called EN 4709 standards and Table 2 lists the 

elements thereof [8]. 

It is clear from the naming that the DR introduced 

new technical requirements, so new drone types - 

sold to operate in the “open” category or STS - shall 

meet these new requirements before being launched 

on the market. 

The new harmonized standards are so important 

because the application thereof fastens the 

conformity assessment procedure and market 

surveillance. The DR provides the presumption of 

conformity to these standards, which means that - if 

the manufacturer refers thereto - it shall not be 

investigated during the conformity assessment 

procedure whether the manufacturer chose the 

adequate technical process to achieve conformity, 

but only the result i.e., the fulfilment of technical 

requirement prescribed by law (e.g., DR) shall be 

verified and checked. 

 

 

 

Table 1. Modules in conformity assessment of 

unmanned aerial vehicles 

Conformity 

Assessment 

Module 

Content of 

the Module 
UA Class 

Is a 

Notified 

Body 

(NOBO) 

required? 

A 

Internal 

production 

control 

C0, C4-C6 none 

B, C 

EU-type 

examination, 

Conformity 

to type 

based on 

internal 

production 

control 

C0-C6 yes 

H 

Conformity 

based on full 

quality 

assurance 

C0-C6 yes 
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2. Conformity assessment with NOBO 

The DR provides exclusively B+C Modules for 

UA Class C1 to C3. In Module B (EU-type 

examination), the intervention of NOBO is 

mandatory. In the frame of this module, the NOBO 

shall issue an EU-type examination certificate 

following the evaluation of the manufacturer’s 
technical documentation and testing of already 

produced specimens. The manufacturer may only 

proceed with conformity assessment with Module C 

in possession of the EU-type examination certificate 

and later may commence the placing on the market 

of the drone. 

It is the European Commission that grants the 

status of being notified body to NOBOs and records 

them, following the handover of documentation by 

the competent notifying authority (this is the Civil 

Aviation Authority (CAA) in Hungary). The EU-

type examination certificate, issued by NOBO shall 

provide the opportunity of trading throughout the 

European Union. 

The NOBOs may intervene in conformity 

assessment during the application of Module H too. 

In the case of this module, the NOBO performs full 

quality assurance and evaluates not the specific 

product but the production. Therefore, this is not a 

one-time but a regular inspection on the 

manufacturer’s site. 

Until now, no conformity assessment body was 

recorded on the NANDO (New Approach Notified 

and Designated Organisations) list of the European 

Commission where these bodies are publicly 

available [9]. Regarding that notification shall be 

preceded by accreditation and the process itself 

before the European Commission takes at least two 

months - if no notifying authority from member 

states questions the notification -, the appearance of 

NOBOs is yet to come. 

It is another important circumstance for drones 

with UA Class C5 or C6 that operational rules for 

STS shall enter into effect only in 2023. This means, 

that these kinds of operations are not permitted 

before that day, even if UAS with C5 or C6 class 

identification label existed on the market.  

The EASA realized the indefensibility of this 

situation (i.e., there is no UAS equipped with class 

identification label) and created PDRA-S01 and 

PDRA-S02 within the framework of Pre-Defined 

Risk Assessment (PDRA)-s, where - apart from the 

obligation of using drones with C5 or C6 class 

identification label - every circumstance is identical 

with the ones in STS operations. This way the 

acquisition of operational authorization is still 

required however, the process has been facilitated as 

the EASA had defined the basis of risk assessment 

in advance. 

3. Conformity assessment of privately 

built UAS 

In the course of establishing the IR, the European 

Commission so took into consideration that there 

were many vehicles in the European sky that had 

been custom-designed and -built by their operators. 

This further means that the technical conformity and 

airworthiness of these vehicles have never been 

controlled by an independent entity. Accordingly, 

the privately built UAS has no manufacturer but a 

builder, which further implies that the latter shall not 

undertake the obligation that a manufacturer does. 

This alleviation has its price at the same time: the IR 

introduced several restrictions on the operation of 

privately built UAS in the “open” category. These 
restrictions are the following: 

 privately built UAS may only be operated 

in A1 subcategory (MTOW < 0.25 kg) or in 

A3 subcategory (MTOW < 25 kg); and 

 exclusively for the builder's use. 

Especially, the latter provision that can be derived 

from the concept of privately built UAS is interesting 

and means that such UAS is not marketable, it may 

not be sold, otherwise the term “for the builder’s 
use” would lose its meaning. 

These restrictions limit the operational 

opportunities of these privately built vehicles 

substantially, but at least the performance of certain 

operations remains feasible. 

The abovementioned limitations apply to 

operations in the “open” category, but there is no 

Table 2. The elements of EN 4709 standards 

Name of the 

(sub)standard 

Content of the 

(sub)standard 

EN 4709-1 

Harmonized standard on 

product and verification 

requirements for 

Unmanned Aircraft 

Systems intended to be 

operated in the “Open” 
category 

EN 4709-2 

Harmonized standard on 

direct remote 

identification for 

Unmanned Aircraft 

Systems 

EN 4709-3 

Harmonized standard on 

geo-awareness for 

Unmanned Aircraft 

Systems 

EN 4709-4 

Harmonized standard on 

lights for Unmanned 

Aircraft 
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legal obstacle to the use of privately built UAS in the 

“Specific” category. In the latter case, the process in 
Paragraph 4 of the present article is applicable, the 

technical conformity and airworthiness of these 

UASs shall be determined by the risk-mitigating 

measures defined in the operational authorization or 

Light UAS operator’s Certificate (LUC) issued by 
the competent CAA. Presumably, competent CAAs 

will prescribe many tests and certification 

obligations before issuing operation authorization or 

LUC. 

III. MARKET SURVEILLANCE AUTHORITY AS 

THE SECOND PILLAR OF THE PRODUCT 

SAFETY CHAIN 

As the second pillar of product safety, the market 

surveillance is a bigger unit, which means a formal- 

and content-based assessment, similar to the 

conformity assessment (see especially Module B). In 

the literature of the European Union, the reference 

for market surveillance is indicated as a compliance 

assessment [10]. There is a difference between the 

compliance and the conformity assessment, but both 

pillars contain assessment procedures that indicate 

the close relationship between the two pillars. 

According to the fact that the first unit of the 

product safety chain (the conformity assessment, as 

described in the second paragraph of this article) is 

not yet able to fulfill its function, the market 

surveillance authorities have even more significant 

roles until the appearance of the new standards and 

the NOBOs. 

Although the IR applies only to drones belonging 

to the UA Class C0-C6 that already went through the 

conformity assessment, this does not mean that the 

market surveillance authorities would not have any 

duty until the appearance of new drones. 

According to the fact described in Section II.2 of 

this article, currently, all drones, which are being 

placed on the market or made available thereon with 

a class identification label, got these identification 

labels illegally and they might mislead the 

consumers. Thus, it may purport that the given drone 

can be legally used for the UAS operations according 

to the class identification label. 

However, it is not true, because the IR limits the 

use of drones that do not have a class identification 

label in the “open” category, and the A2 subcategory 
is excluded from the available possibilities. (Article 

20 and 22 of the IR. It has to be noted that this 

limitation is not absolute. If the UAS operator has an 

operational authorization, it is possible to execute an 

operation that has the characteristics of the A2 

subcategory operation with a UAS that does not have 

a class identification label.) 

Thus, the market surveillance authority is entitled 

to conduct inspections and audits, not only at the 

manufacturers’ but also at the importers’, 
distributors’, and the dealers’ sites. In case of 
infringement, the market surveillance authority is 

entitled to apply the whole Hungarian and EU toolkit 

of market surveillance laws, which contains even the 

recall of the product from the entire EU market 

besides the infliction of fines and penalties. 

The market surveillance will also have a 

significant role in the future because the 

manufacturers shall keep the technical and 

compliance assessment documents of the drone that 

already went through the conformity assessment. 

These documents should be presented upon request 

of the national market surveillance authority for 10 

years after the product has been placed on the Union 

market. 

It is another important provision that the 

manufacturer of a drone with a C5 or a C6 class 

identification label should notify the market 

surveillance authority about any new type in these 

UA Classes before placing the product on the 

market. The market surveillance authority is entitled 

to ask for documents from the NOBOs about the 

conformity assessments of drones done by NOBOs. 

According to relevant legal regulations, it can be 

stated that the NOBOs and the market surveillance 

authority constitute one single system. As part of the 

product safety chain, they are operating jointly, not 

isolated. This operating method validates the use of 

the pillar metaphor. 

Let us take an exaggerated, but still very clear 

example: while the conformity assessment functions 

as a sort of type-certification, the market surveillance 

should monitor the continuous airworthiness by the 

use of test purchase and labour tests. These provide 

additional external control in the further phase of the 

product safety and supply chain during the 

conformity assessments. 

This is especially important in the case of Module 

A, where the manufacturer conducts the assessment 

individually. The EU would execute these 

assessments in an institutional form in the latter, by 

the establishment of union test sites [11]. These 

assessments with these sites would strengthen the 

industry and raise it above the level of the Member 

States, thereby creating a single internal market. 

IV. TRANSITIONAL PROVISIONS OF THE 

IMPLEMENTING REGULATION 

The legal and organizational (more correctly the 

standardization) background of the conformity 

assessment is not yet available. To handle these 

situations and to provide a sufficient preparation 

period, the IR has defined certain transitional 

provisions. It is important to emphasize, that these 

transitional provisions are concerning the operations 

of the „open” category only. In case of operational 
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authorization or with a LUC the UAS operator may 

use its UAS differently from these rules. 

According to Article 20 of the IR following its 

entry into force, but not later than 31st December 

2022, it is possible to place UASs on the market that 

is intended to be operated in the “open” category and 

are not in compliance with all requirements of the 

DR - consequently do not have a Class Identification 

Label (CIL). 

As provided for in the IR, the operational 

possibilities of these UASs are limited in the “open” 
category too. Without CIL, the A1 subcategory is 

available only to new UASs with MTOW less than 

500 grams, provided that the member state has 

elaborated competence-requirements (other than 

UAS.OPEN.020) to these operations (As Hungary 

created no such requirements, only drones under 250 

grams can be operated in A1 subcategory without 

CIL in Hungary.). UASs newly placed on the market 

with MTOW at least 500 grams but less than 2 kg 

can be used only in subcategory A2 without CIL, 

provided that the remote pilot has a competence 

equivalent to the one in UAS.OPEN.030 [5] and the 

drone maintains a minimum of 50-meter distance 

from other people. 

UAS having MTOW of at least 2 kg but under 25 

kg can be operated in the A3 subcategory without a 

class identification label. Once the above transitional 

period is over only those UAS can be operated 

without CIL in the “open” category (A1 with 
MTOW under 250 grams and A3 with MTOW under 

25 kg) that has been placed on the market before 1st 

January 2023. UAS operators may differ from the 

provisions only in the possession of an operational 

authorization or a LUC. 

UAS without a class identification label may be 

placed on the market after the 1st January 2023 as a 

new type too, but it can be operated only in the 

“special” category, thus an operational authorization 
or a LUC will be necessary for the fulfilment of the 

operations. Fig. 1 will show the transitional period 

and its relevant deadlines [12]. 

It means that considering these dates the actors of 

the supply chain should inform the buyers about the 

operational limits regarding the operations. The 

fulfillment of the information shall be inspected 

according to Article 39 of the DR by the market 

surveillance authorities of the Member States.  

The situation is complicated because the IR 

defines deadlines to the act of placing on the market, 

not to act of making available on the market (Placing 

on the market means the first making available of a 

product on the Union market – according to the IR). 

If placing on the market is performed until the 

indicated deadline, the product can be distributed in 

the EU, until the manufactured stock runs out, 

without any obligation to acquire an operational 

authorization or a LUC for the operation of the given 

products. 

Based on the prognosis of the EASA the potential 

buyers will be able to buy UASs for “open” category 
operations without class identification labels due to 

the fact these kinds of products will be available until 

2026 at the merchants [13]. 

The manufacturers should not have to start the 

planning of the products from the beginning to 

 

Figure 1. Transitional period for the use of UAS without CIL 
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comply with the rules and regulations. If a model is 

fully compliant with the new rules and regulations 

after an upgrade or a retrofit, then the retrofit or the 

upgrade will be the basis of the conformity 

assessment. According to the regulations, the 

upgraded or retrofitted models are new models, thus 

they will be granted with new serial numbers - 

irrespective of the scale of the modification. 

Market surveillance authorities will have a 

significant role in the additional inspections of the 

new products that appear in the market, because 

according to the plans of the EASA, the operator 

may place the new identification labels on the UAS 

following the manufacturer’s instructions after the 
controlled upgrade [13]. The administrational 

background of these inspections could be facilitated 

if the registration of the UASs were compulsory. 

This process can track the lifecycle of each UAS. 

Almost only Hungary has this kind of registration in 

the EU (the registration has a wider scope in France 

than the minimum requirement of the EU). 

It is not obvious at the same time, why the 

European legislator considers drones without class 

identification label as meaning lower hazard to flight 

safety during the transitional period than after it. 

This applies especially to transitional limitations in 

subcategory A2, where the limitations (in terms of 

MTOW and distance) are supposed to balance the 

risk posed by the lack of conformity to DR and CIL. 

This provision outlined in Article 20 and 22 of the 

IR might serve as a legislative means to force 

manufacturers to provide upgrade or retrofit 

opportunities to operators of elder UASs - or to make 

UAS-operators buy new drones. 

V. THE AUTHORIZATION OF THE 

OPERATIONS IN THE “SPECIFIC” 

CATEGORY - RISK ASSESSMENT AND 

DESIGN VERIFICATION REPORT 

1. Risk assessment 

The UAS operator shall acquire an operational 

authorization if the intended operation may not be 

executed in the “open” category or according to STS. 
The UAS operator shall submit a detailed risk 

assessment to the competent authority (except if the 

operator executes the operations based on a PDRA) 

[5]. It is the requirement of the acquisition of the 

operational authorization. 

In the course of risk assessment, the Specific 

Assurance and Integrity Level (SAIL) is determined 

based on the environmental characteristics of the 

operational area (characteristics of the UAS, location 

of the operational area, airspace characteristics 

above the operational area, etc.). SAIL comprises 

levels from I to VI and a given level defines the 

degree of the risk of a certain operation in a complex 

way. The SAIL levels identify to which level the 

robustness of the given Operational Safety 

Objectives (OSOs) shall be assured in a specific 

operation [14]. 

The OSOs are the sum of all risk mitigation 

activities and safety barriers, which provide the 

mitigation of the effects of possible risks that might 

influence the operation. So far, 24 OSOs have been 

defined by the EASA. They concern the specific 

areas of the UAS operations (design of the UAS, 

maintenance, operation, competencies of the remote 

pilots, human errors and factors, operations under 

adverse weather conditions, etc.) and determine the 

related criteria and/or requirements. Based on the 

risk characteristics of the given operation, the SAIL 

levels determine which robustness level (low, 

medium, high) has to be achieved connected to the 

operation. In the case of low risk, the fulfilment of 

some OSOs is optional [15]. 

The robustness is the feature of the risk mitigation 

measures, which consists of two factors: 

 level of integrity and 

 level of assurance. 

Both factors have low, medium, and high levels. 

The combination of these factors results in 

robustness. The level of robustness will always be 

equal to the lowest level of either the integrity or the 

assurance. 

The EASA defined certain OSOs that can be 

validated by an independent third party and also 

defined those, which can be validated only by them. 

In the case of some OSOs, the medium or high 

robustness levels require the design verification 

report by the EASA. 

2. The design of verification report 

EASA decided to divide operations into three 

groups based on their SAIL. For operations in SAIL 

I and II that are considered as low-risk operations, 

the EASA accepts if the UAS operator provides 

conformity declaration of the manufacturer (that is 

available in conformity assessment) and any further 

step (i.e., higher level of verification) to prove 

conformity is optional. 

 But in the case of SAIL III-IV operations, it 

is up to the National Aviation Authorities (NAAs) to 

decide whether design-related OSOs shall be proven 

by a process called design verification. This process 

is conducted by EASA that will - similarly to regular 

aircraft - investigate technical issues of the UAS, but 

only those, and the OSOs in connection with the 

production and every other OSO remain in the 

competence of NAA to evaluate the robustness of 

documentation provided by the UAS operator [14], 

[15], [16], [17].  
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The EASA will, therefore, investigate the 

compliance of the following elements: 

 the full design of the UAS; 

 the mitigation means linked with the 

design; and 

 the enhanced containment function. 

As said the decision whether design verification is 

required or not the NAA shall bear the liability for 

not prescribing the need for the above process of 

EASA. Therefore, the EASA recommends to NAAs 

to choose this option, especially in case of operations 

over populated areas (The concept of populated area 

is yet to be clearly defined by the European 

legislator). Another important feature of the design 

verification report is that it is strictly linked to the 

concept of operations provided by the UAS operator 

(this can be derived from the investigated mitigation 

measures that depend on the concrete operation). 

This means that this report has no general 

effectiveness covering all possible future operations 

and shall not result in the acquisition of the 

operational authorization or LUC automatically. It 

neither means that all UAS, that possesses a design 

verification report can be used in all operations of the 

“specific” category without further action required. 

The rest of OSOs, including the production-related 

ones, will remain in national competence that further 

questions the effectiveness of this procedure - 

contrary to conformity assessment where design and 

production form one single unit. If it is considered, 

that the validity of the design verification report - 

unlike type certificate - will be limited to the 

European Union, the sense of introducing a third 

model between conformity assessment and type 

certification becomes doubtful. 

Not to mention, that Article 13 of the IR already 

provides mutual recognition for operational 

authorizations and LUCs that means that these 

documents can be acquired from one NAA with 

validity to the entire European Union, - if the NAA 

so decides - without design verification report of the 

EASA. 

The fact, that the NAAs still have the right to 

decide about design-related OSOs, hinders the 

creation of uniform application of EU law and 

consequently the single European market in the field 

of unmanned aircraft systems, which runs counter to 

aims defined in the preamble of the IR.  The 

following Fig. 2 shows the concept of EASA to the 

system of conformity, verification, and certification 

of UASs [16]. 

It is visible, that there is a shift in terms of 

regulatory mindset in the “specific” category from 
product safety towards the transport/flight safety 

approach. The essence of this change is the handling 

of the proven methods: the operation and the 

management of detected risks during the operation 

are in the focus of the design verification report. 

Contrary to the UASs used in the “open” category, 
the UAS operator bears more responsibility for the 

compliance of the UAS as the determiner of the 

characteristics of the operations in the “specific” 
category, where the conformity means the capability 

of maintaining the high level of flight safety by 

mitigating the risks, especially in the field of design. 

In the end, the operational authorization or LUC 

(either with or without design verification report) 

will - according to Article 40 par. (3) of the DR - 

serve as a document to declare the conformity of the 

UAS with the operation it is intended to be used for. 

 

Figure 2. Regulation system of the UAS certification according to the EASA recommendation 
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VI. TYPE CERTIFICATE - THE “CERTIFIED” 

CATEGORY OF UAS OPERATIONS 

The “specific” category acts as a “bridge” between 
the rules of the “open” and the “certified” category. 
A glaring example of this is the list of UAs 

operation-types that are subject to certification 

indicated in the DR. According to Article 40 (1) 

point (d) of the DR, if the risk mitigation is not 

possible without a certification - based on the risk 

assessment conducted by the aviation authority -, a 

“type” certification fulfilled by the EASA shall be 
compulsory for the given UAS, that is operated in 

the “specific” category. 

The ex-lege “certified” category UAS operations 
are subject to EASA certification, although the 

certification regulations for UASs - optimized 

versions of the conventional aircraft certification 

rules - are currently not available. Only ideas are 

existing about these kinds of processes [18]. 

This is the reason, why the electric Vertical Take-

Off and Landing (eVTOL) drone “air-taxi” - which 

is suitable for passenger transport and the best-

known form of a drone to be operated in the 

“classified” category – has not appeared and spread 

yet in daily traffic, although many developments are 

underway. 

Fig. 2 shows, however, a very interesting novelty 

in the interpretation of Article 40 (1) d) of the DR. 

According to the above Fig. 2, the EASA provides 

a greater legem interpretation to SAIL V and VI 

operations as making them falling under the above 

provision of the DR. By the acceptance of the above, 

far more “specific” category operations shall require 
type certificate as provided for in “Part 21”, similarly 
to regular aircraft and this might lead to 

disproportionate burden within the “specific” 
category and vanish the border between “specific” 
and “certified” category (Part 21 of Annex I to 
Commission Regulation (EU) No 748/2012 of 3 

August 2012 laying down implementing rules for the 

airworthiness and environmental certification of 

aircraft and related products, parts and appliances, as 

well as for the certification of design and production 

organizations) [19]. 

VII. OUTLOOK 

In the future until 2023 there will be limited 

number of UAS with CIL. It is limiting the legal 

possibilities of the flight missions and require more 

authorizations which need more human effort (due 

to the single operational authorization). In this period 

the transitional provisions of the IR ensure the 

possible operations with limitations In the next few 

years NOBOs will emerge in the field of UASs but 

the spread of these organizations will require years. 

New standards will be published and the EASA has 

started programs for the establishment of the 

technical regulations concerned to UAS.  

The future works in the field of the topic will 

concern to the standards and the new technical 

functions and their assessment. UASs have a lot of 

new technical functions that should be correctly 

evaluate and the new standards will contain the 

methods. Research of the functional appropriateness 

of the new technical possibilities will be appreciated 

in the future.  Manufacturers should use new 

evaluation methods with the involvement of 

NOBOs, and the assessment procedure will cover 

more functions that nowadays. 

The emergence of CIL will facilitate the use of 

UAVs both in the industrial and the recreational 

segment because it will clearly define the usage 

possibilities and the necessary legal and technical 

requirements. 

VIII. CONCLUSIONS 

In the article, the authors have presented the 

regulatory system of the UAS certification and its 

connections. This system - according to the level of 

risk - starts with conformity assessment and - 

through design verification report - leads towards 

“Part 21” certification. Special attention was 
dedicated to identifying the significant difference in 

the three operational categories defined by the IR. 

They are different but require and follow an 

interdependent regulatory logic and system to 

execute the certification and assessment of the 

conformity of the unmanned aerial systems. These 

different legal philosophies tried to make it possible 

to establish a uniform set of rules for the whole of 

the European Union, which is proportionate to the 

risks arising from their use and size, and which is 

capable of handling their differences with 

conventional aircraft. Further clarification is 

required, however, in the interpretation of rules and 

the application thereof: the system will not work if 

EASA does not provide proper guidance on 

problematic issues to avoid fragmentation of the 

single market of professional drones. 
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Abstract: The accuracy of input data is a key issue in sound propagation model calculations. This paper aimed 

to assess the effect of building and land cover input data accuracy on CNOSSOS-EU sound 

propagation model outputs. Calculations were performed for a study site with a quite diverse land 

cover structure, located along a major road in Monor, Hungary. Nine test cases were defined based 

on building and land cover datasets with different accuracy.  Comparing the results of the test cases 

to each other, it was found that in residential areas, the sound propagation model is more sensitive to 

the building data than to the land cover data. Therefore, it is recommended to use more detailed 

building input data in those areas, while using a land cover database with higher resolution than 

CORINE land cover data does not provide significantly better results. In non-residential areas, the 

influence of land cover input data on model results increases significantly. 

Keywords: strategic noise mapping; CNOSSOS-EU; environmental noise propagation; input data 

 

I. INTRODUCTION 

According to Environmental Noise Directive 

2002/49/EC (END), the first European Directive 

about strategic noise mapping, EU Member States 

are required to prepare strategic noise maps and 

action plans for agglomerations (urbanized areas 

with more than 100 000 inhabitants), and also for 

major roads, major railways and major airports every 

five years. Strategic noise maps are required for each 

transport sector, applying the day-evening-night 

noise indicator (Lden [dB]: day-evening-night sound 

level, defined by the formula (1), according to the 

Annex I of END) and the night-time noise indicator 

(Lnight [dB]: night sound level, defined by the 

description below the formula (1)). Based on the 

emission values calculated from annual average 

daily traffic data, the immission values at the 

receivers are determined by a model calculation 

describing the sound propagation. To prepare the 

strategic noise maps, Member States are required to 

use the new common assessment methods 

(CNOSSOS-EU method, a harmonised 

methodological framework for noise assessment, 

developed through the project “Common NOise 
aSSessment methOdS in the EU” lead by the Joint 
Research Centre of the European Commission 

between 2008-2014 [1]) published in the 

Commission Directive (EU) 2015/996 from 1 

January 2019. 𝐿𝑑𝑒𝑛 = 10𝑙𝑔 124 (12 ∙ 10𝐿𝑑𝑎𝑦10 + 4 ∙ 10𝐿𝑒𝑣𝑒𝑛𝑖𝑛𝑔+510
+ 8 ∙ 10𝐿𝑛𝑖𝑔ℎ𝑡+1010 ) 

(1) 

where: Lday, Levening and Lnight are the A-

weighted long-term average sound levels [dB] as 

defined in ISO 1996-2: 1987 [2], determined over all 

the day, evening and night periods of a year 

successively. 

To develop the sound propagation model of the 

CNOSSOS-EU method, three existing sound 

propagation models (NMPB 2008: “Nouvelle 
Méthode de Prévision du Bruit des Routes”, the 
French method for road traffic noise prediction [3], 

HARMONOISE: developed within the frame of the 

European project “Harmonoise”, 2001-2004 [4] and 

ISO 9613 1 [5]) were evaluated on the basis of 

several criteria (namely precision, accuracy, 

computational speed, flexibility, simplicity, and 

number of parameters) [6]. The results of the 

investigation showed that the most complex 

HARMONOISE model, requires too high 

calculation time, which makes the model unsuitable 

for large-scale calculations that are needed to 

https://dx.doi.org/10.14513/actatechjaur.00644
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prepare strategic noise maps. Furthermore, the 

flexibility of the HARMONOISE model is 

presumably not relevant for strategic noise mapping, 

which is based on yearly-averaged noise indicators. 

Consequently, the NMPB 2008 model was 

suggested to be applied in the CNOSSOS-EU 

method. Examining test cases, another comparative 

analysis of the above three models gave the result 

that the HARMONOISE model does not perform 

better than the two simpler ones [7]. The reason for 

this may be that the HARMONOISE model is more 

sensitive to the input data. It was pointed out that it 

is not expected that the data to be used for strategic 

noise mapping would be more detailed than now. 

The CNOSSOS-EU sound propagation model 

based on NMPB, is a point-to-point sound 

propagation method. From the sound emission level 

at the source, the sound level at the receiver is 

calculated by subtracting attenuation terms, which 

represent geometrical attenuation, air absorption, 

ground attenuation and screening attenuation [8]. 

Two particular types of atmospheric conditions 

(favourable and homogeneous) are taken into 

account. The long-term occurrence of favourable 

conditions is described by parameter p with a value 

of between 0 and 1 [1]. The acoustic absorption of 

the ground is represented by a dimensionless 

coefficient G with a value of between 0 and 1, which 

is independent of frequency [1]. 

A number of problems with the CNOSSOS-EU 

sound propagation model has been identified (e.g. 

concerning the Rayleigh-criterion and the 

retrodiffraction [8]) since it was published in 

Directive 2015/996. In 2018–19 a study was 

prepared by an EU working group with a view to 

establish the refining of the COSSOS-EU method, 

including its sound propagation parts [9] [10]. Based 

on that study, the amendments were published in 

Commission Delegated Directive (EU) 2021/1226.  

The quality of input data is a key issue for 

preparing strategic noise maps with sufficient 

accuracy. As each EU member state can use different 

sources for input levels, it is difficult to obtain 

comparable results in spite of the common 

calculation method [11]. A data guideline would be 

needed to solve that problem [11], but no 

instructions have been published so far. Therefore, 

each member state is responsible for the selection of 

input data sources. 

When selecting the input datasets to be used, 

availability, cost and required data processing have 

to be considered. Calculation time is another 

important issue to be examined for making a 

decision about the number and the accuracy of 

parameters taken into account in the model. The 

required accuracy of the input data should be 

determined considering the above aspects, besides 

the strategic level and the scale of the task.  

The impact of input data on the outputs of model 

calculations has been discussed in several articles. 

Morley et al. assessed the performance of the 

CNOSSOS-EU road traffic noise prediction model 

using input data with different resolutions [12]. Six 

test scenarios were examined from the highest to the 

lowest resolution dataset. Both input data 

determining the emission (e.g. traffic flow, speed 

limits) and those influencing the sound propagation 

(e.g. land cover, building heights and topography) 

were analysed. The effect of traffic flow data proved 

to be the most significant factor in model 

calculations.  

Aballéa et al. investigated the sensitivity of 
outdoor sound propagation predictions to 

environmental parameters to suggest different 

simplified approaches which can be used to reduce 

the calculation time, providing results that still meet 

the accuracy requirements [13]. Among other 

parameters, the ground effect was investigated, 

comparing cases with various heterogeneity values 

of ground surface absorption to a case assuming a 

homogeneous equivalent ground surface. It was 

stated that the difference in the A-weighted global 

excess attenuations calculated for the real case and 

the average ground surface does not exceed 0.3 dB. 

Concerning the environmental noise propagation 

model calculations, the main influencing factors to 

be taken into account are the following:  

 atmospheric absorption (which depends on the 

distance from the source and the atmospheric 

conditions);  

 topography;  

 foliage;  

 acoustic characterisation of ground;  

 obstacles (e.g. buildings and barriers);  

 meteorological conditions (e.g. temperature 

gradient, wind direction). 

The required accuracy of building data is an 

important issue, because the cost of such databases 

is quite significant in the implementation of strategic 

noise mapping tasks. Land cover data which can be 

used to describe the acoustic absorption properties of 

the ground is important to be examined, as assigning 

G values used in CNOSSOS-EU model to various 

land cover classes provided by different land cover 

data sources is not obvious. A sensitivity analysis 

could provide information on the importance of the 

accuracy of land cover data in sound propagation 

model calculation. 

Several data sources for buildings used in sound 

propagation model calculations are discussed in the 

relevant literature, some of which provide data at the 

international level, while others are only available in 

a given country. The data model for noise simulation 

studied by Kumar et al. contains the following data 

for buildings: class of building, function (residential, 

public or industrial), usage, year of construction, 
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year of demolition, type of the roof, measured 

height, number of the stories above and below 

ground and their heights [11]. Morley et al. 

examined two versions concerning the building 

height: in the higher resolution version, individual 

building heights from LiDAR measurements were 

applied, while in the lower resolution case 

generalized surface provided by averaging the 

LiDAR building heights over a 50 m grid or the 

constant value of 9.5 m were used [12]. The Irish 

guide for CNOSSOS-EU adaptation denotes 

OSiPRIME 2 product as the possible source of 2D 

building data, while building heights are 

recommended to be derived from LiDAR datasets or 

based on site surveys on the number of stories or 

estimated height values [14]. In the examination of 

the spatial relationship between air pollution and 

noise caused by traffic in two Danish cities, polygon 

shapefile of building footprints based on a national 

dataset (Kort10DK) was used with estimated 

building heights applying a national elevation model 

having 1 m × 1 m resolution [15].  

Concerning the acoustic absorption of the ground, 

Kumar et al. used an attribute to model the degree of 

noise absorption by the land area with the values of 

0 (hard), 0.5 (medium/middle) and 1 (soft) [11]. In 

the sensitivity analysis of Aballéa et al., two types of 

ground (reflective and absorbing) modelled by two 

impedances were taken into account [13]. In the 

examination performed by Morley et al., the extra 

detailed OS MasterMap Topography Layer® (1 m 
precision) was used in the higher resolution test 

cases, while the lower resolution versions were 

based on the less detailed CORINE 2006v16 

database (~100 m precision) [12]. (The CORINE 

land cover dataset was developed in the framework 

of the CORINE - CO-oRdination of INformation on 

the Environment programme, accepted by the 

European Commission in 1985.) In Ireland, the 

following datasets are available: OSiPRIME2 (with 

a resolution of 1:1 000, 1:2 500, 1:5 000), OSi 

DigiCity (1:15 000), OSi LiDAR (may not be 

available in all areas of the country), CORINE 

(1:100 000) [14]. In the study of Khan et al. on the 

spatial relationship between traffic-related air 

pollution and noise, CORINE land cover data 

(version 2012) with a spatial resolution of 100 m was 

applied [15]. 

The aim of the present study is to examine the 

effect of the accuracy of building and land cover data 

on CNOSSOS-EU sound propagation model 

outputs, comparing results based on different data 

sources to each other. Road traffic was taken into 

account as a source, and calculations were performed 

on datasets from a study site located along a major 

road. The aim was to provide recommendations on 

how detailed building and land cover input data are 

worth using in strategic noise mapping tasks. It was 

expected that the accuracy of building data is 

particularly significant in residential areas, while the 

influence of land cover data may increase in areas 

with fewer buildings and a more diverse land cover 

characteristic. 

II. DATA ACQUISITION AND METHODS 

1. Study area 

The study site shown in Fig. 1 is located in the 

Municipality of Monor, which is a town in Pest 

 

Figure 1. Study site /Sources of data: buildings: Regulatory Plan of Municipality of Monor, www.monor.hu; 

road geometry and foliage: 2019 orthophotos, Lechner Knowledge Center, www. geoshop.hu/ 
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County with a population of 17 626 [16]. The study 

site is crossed by Highway 4, which is a major road 

according to the 49/2002 EU Directive, as it has 

more than three million vehicle passages a year on 

the examined section [17]. The total area of the study 

site is 0.53 km2. In site selection, it was a main 

aspect that the land cover is quite different on the two 

sides of the area. On the left side of Highway 4, there 

is a residential area consisting mainly of detached 

houses, with some shops and restaurants, while on 

the other side of the road, the area is mainly covered 

by forest, and there is a small industrial area as well. 

Another important factor was that several different 

building data sources and both CORINE and Urban 

Atlas as land cover databases were available for that 

area. 

2. Input data 

Some of the input data used in the sound 

propagation model were available directly, while 

other data were generated by digitizing different 

maps or based on on-site surveys. 

A. Emission 

 Road traffic noise emission was determined 

applying the CNOSSOS-EU calculation method, 

based on the 2020 annual average daily traffic flow 

data [17]. Vehicle categories on which the 

Hungarian traffic count is based were assigned to the 

CNOSSOS-EU vehicle classes. The speed limit for 

all vehicle categories was considered as 50 km/h 

according to the traffic regulation for that given road 

section. 

B. Buildings 

Different data sources were used for the purpose 

of sensitivity analysis. The data sources and the input 

data provided by them were the following: 

 Regulatory Plan of Municipality of Monor (2010, 

freely available on the official website of the 

municipality, www.monor.hu): building 

footprints (see Fig. 1); 

 orthophotos (2019, provided by the Lechner 

Knowledge Center, www.geoshop.hu): building 

footprints; 

 site survey (July 2021): building heights 

(reference building heights were measured and 

the height of the other buildings were established 

based on the number of levels, roof type and 

other characteristics e.g. mezzanine-floor), 

function of buildings (noise sensitive buildings: 

residential, educational; auxiliary buildings: 

outbuildings, garages, industrial buildings, 

shops, restaurants etc.), refined building footprint 

datasets (e.g. by deleting buildings present in the 

2019 orthophotos or the 2010 Regulatory Plan 

but that no longer exist, recording roofed terraces 

and carports, which are considered as “floating 
screens” in model calculation). 

Based on these available data sources, three input 

datasets with different accuracy were composed:  

 building footprints based on the Regulatory Plan 

and estimated building heights, assigning a 

constant value of 6 m for each building 

uniformly (Regulatory Plan, version “a”); 
 building footprints based on the Regulatory Plan 

and building heights based on the results of the 

site survey (Regulatory Plan, version “b”); 
 building footprints based on 2019 orthophotos 

and building heights based on the results of the 

site survey (orthophotos). 

C. Land cover 

The different data sources and the provided input 

data were the following: 

 CORINE (2020, version 2020 20u1): land cover 

classes;  

 Urban Atlas (2020, version UA2018_v012): land 

cover classes;  

 orthophotos (2019, provided by the Lechner 

Knowledge Center, www.geoshop.hu): extra 

absorbing areas identified in the residential areas 

(e. g. gravel or asphalt roads and car parks in the 

yards), where acoustic absorption properties are 

different from the ones of gardens. 

 

Based on these three data sources, the following 

input datasets with different accuracy were created:  

 CORINE land cover classes to which the suitable 

G values were assigned, e.g. G=1 for classes 

“Broad-leaved forest” and “Pastures”; G=0 for 

class “Industrial or commercial units” 

(CORINE); 

 Urban Atlas land cover classes to which the 

suitable G values were assigned, e.g. G=1 for 

classes “Forests” and “Pastures”; G=0.7 for class 

“Discontinuous dense urban fabric”; G=0 for 

class “Other roads and associated land” (Urban 

Atlas); 

 Urban Atlas land cover classes, improved with 

the extra reflective areas (G=0), based on the 

orthophotos (Urban Atlas+). 

Land cover classes on the study site according to 

the different datasets are shown in Fig. 2-3. Note that 

in Fig. 2-3 orthophotos from 2010 are shown, which 

are free to publish (source: fentrol.hu, Lechner 

Knowledge Center), in the model calculation 

building data based on 2019 orthophotos were used, 

nevertheless 
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D. Topography 

The digital terrain model (DDM5) is based on 

contour lines of topographic maps at the scale of 1:10 

000, corrected by stereophotogrammetric evaluation. 

The dataset was provided by the Lechner Knowledge 

Center, www.geoshop.hu (downloaded in June 

2021).  

E. Foliage 

Foliage dataset was generated from 2019 

orthophotos (provided by the Lechner Knowledge 

Center, www.geoshop.hu) with height data 

evaluated based on site survey (July 2021). 

F. Road geometry 

Road geometry data was generated from 2019 

orthophotos (provided by the Lechner Knowledge 

Center, www.geoshop.hu). 

G. Meteorological conditions 

As the input data for meteorological conditions 

were not the subject of the investigation, there was 

no need for data that describes real conditions 

accurately. As there is no data available yet in 

Hungary for parameter p, a value of 0.5 were 

considered in the model calculation for each part of 

the day (namely for day, evening and night periods). 

3. Test cases 

Nine test cases were defined based on the building 

and land cover datasets with different accuracy. The 

test cases and their abbreviated names are shown in 

Table 1. 

 

 

Figure 2. Land cover classes on the study area 

(CORINE) 

Legend

Discontinous urban fabric

Indistrial or commercial units

Non-irrigated arable land

Pastures

Broad-leaved forest

 

Figure 3. Land cover classes on the study area a) Urban Atlas b) Urban Atlas + 

a) b) 



E. Balogh et al. – Acta Technica Jaurinensis, Vol. 15, No. 1, pp. 47-57, 2022 

52 

For the comparison of the performance of each test 

case, results provided by the ORTO-UA+ test case 

was considered as the reference value, since it was 

based on the most detailed building and land cover 

datasets. 

For the same reason, to assess the influence of 

building input data on the model results, the test 

cases using building data based on orthophotos were 

considered as “building reference values”. Referring 
to land cover input data, test cases based on the 

Urban Atlas+ dataset were regarded as “land cover 
reference values”. 

4. Sound propagation calculation  

Sound propagation calculation was performed 

using the SoundPLAN software (version 8.2), based 

on the CNOSSOS-EU Road: 2015 calculation 

method. 14 receiver points were designated: points 

A1–A5 and B1–B5 are located in the residential area 

on the left side of Highway 4, while on the other side, 

points C1–C2 are found in the forest and points D1–
D2 were designated in and behind the industrial area 

(see Fig. 1). At each receiver point, the day-night-

evening sound levels (Lden [dB]) were calculated at 

a height of 4 m. 

III. RESULTS AND DISCUSSIONS 

Day-evening-night sound levels (Lden) at each 

receiver point for the nine test cases are given in 

Table 2. 

At each receiver point, the maximum difference 

amongst the results for the different test cases 

(namely the range of Lden values) was calculated 

(see Fig. 3). In the residential area, the values of 

maximum differences are quite small at the receiver 

points close to the source (less than 1 dB at points 

A1 and B1). Away from the source, while Lden 

values decrease, the ranges increase significantly (it 

exceeds 6 dB at point B4), as differences between 

the different data sources exercise their effect more 

strongly on the longer propagation path. At the 

furthest receiver points, there are smaller ranges 

again, as out of the study site there are no buildings 

and ground effect given in the model; therefore, the 

propagation conditions are the same for each test 

case. In the woodland, the differences amongst the 

test cases are negligible (the range is 0.2 dB at point 

C1 and 0.5 dB at point C2), as there are no buildings 

in that area and the land cover input data according 

to the different sources is quite similar (see Fig. 2). 

In the industrial area, there is a more significant 

range in the middle of the propagation path (3.5 dB 

at point D1). This may be partly due to the 

differences in the input data for buildings. Moreover, 

the boundaries of land cover classes according to the 

CORINE and the Urban Atlas databases do not 

correspond completely either in that area (Fig. 2-3). 

 

Figure 4. Maximum differences in day-evening-

night sound levels (Lden) in dB for the test cases at 

each receiver point 

In the next step, the magnitude of the influence on 

the results was assessed referring to the building and 

Table 1. Test cases 

Building 

data source 

Land cover data source  

CORINE 
Urban 

Atlas 

Urban 

Atlas+ 

Regulatory 

Plan – 

version “a” 

RPa-

CORINE  
RPa-UA  RPa-UA+  

Regulatory 

Plan – 

version “b” 

RPb-

CORINE  
RPb-UA  RPb - UA+  

Orthophotos 
ORTO-

CORINE  
ORTO-UA  

ORTO-

UA+  

Table 2. Test cases 

Receiver 

point 

RPa-

CORINE 

RPa-

UA 

RPa-

UA+ 

RPb-

CORINE 

RPb-

UA 

RPb-

UA+ 

ORTHO-

CORINE 

ORTHO-

UA 

ORTHO-

UA+ 

A1 67.4 67.6 67.7 67.1 67.3 67.3 67.1 67.3 67.3 

A2 49.3 49.9 50.5 50.3 50.9 51.4 47.5 48.0 48.6 

A3 41.9 42.3 42.4 45.2 45.5 45.7 44.8 45.2 45.3 

A4 39.8 40.1 40.1 42.1 42.5 42.5 40.7 41.2 41.3 

A5 38.6 38.9 39.1 40.8 41.2 41.4 40.3 40.7 40.9 

B1 66.8 66.9 66.9 66.8 66.9 66.9 66.9 67.0 67.0 

B2 52.0 52.3 52.3 53.0 53.3 53.3 51.4 51.8 51.9 

B3 43.8 45.2 45.3 45.7 46.7 46.7 44.6 45.6 45.6 

B4 38.4 38.8 38.8 44.0 44.5 44.5 44.3 44.7 44.7 

B5 39.3 39.7 39.8 42.0 42.4 42.5 41.2 41.6 41.6 

C1 48.2 48.2 48.2 48.1 48.2 48.2 48.0 48.1 48.1 

C2 41.9 42.1 42.1 41.9 42.1 42.1 41.6 41.8 41.9 

D1 48.8 51.1 51.1 47.6 49.9 49.9 47.7 51.0 51.0 

D2 40.8 42.0 42.0 40.6 41.7 41.7 40.1 41.0 41.0 
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land cover data. To investigate the importance of 

input data for buildings, the results of test cases using 

the same land cover data sources were compared to 

the corresponding building reference values (results 

for ORTO-CORINE, ORTO-UA and ORTO-UA+ 

test cases). Similarly, the analysis of the influence of 

input data for land cover was based on comparing the 

results of test cases applying the same building data 

sources to the suitable land cover reference values 

(results for RPa-UA+, RPb-UA+ and ORTO-UA+ 

test cases). To compare the results of test cases to the 

reference values, two indicators were used at each 

receiver point: maximum differences from the 

building/land cover reference values (Table 3) and 

mean of the absolute values of differences from the 

building/land cover reference values (Table 3 and 

Fig. 5). Concerning the maximum differences, the 

signed values are presented, which enables to 

evaluate the direction of the differences (i. e. whether 

it is an overestimation or underestimation of the 

reference value) in addition to their magnitude. On 

the other hand, when calculating the mean 

differences, the absolute values of differences were 

used to represent the average magnitude of the 

differences at the receiver points in a more 

appropriate way. 

 

Figure 5. Mean of the absolute values of 

differences from building/land cover reference 

values in day-evening-night sound levels (Lden) in 

dB at each receiver point 

Concerning the building data, in the residential 

area there are significant differences at the receiver 

points located in the middle range of the propagation 

path. The highest values of maximum differences 

and mean differences were detected at point A3 

(-2.9 dB as maximum difference, building data 

source: RPa, and 1,6 dB as mean difference) and at 

point B4 (-5.9 dB, building data source: RPa, and 3,1 

dB). Smaller Lden values than the building reference 

values are likely to be caused by assuming a constant 

value of 6 m for building height in test cases based 

on RPa building data source. This is an 

overestimation of the real building heights and the 

higher obstacles in the model result in lower sound 

levels. In the woodland, the differences are 

negligible, which follows from the lack of the 

buildings. In the industrial area, quite small 

differences were detected as well. This may be 

explained by that there are only a few buildings in 

that area; therefore, the differences in the building 

data sources do not influence the results 

significantly.  

With respect to the land cover data, in the 

residential area much smaller differences can be 

noticed. The highest values of maximum differences 

and mean differences occur at point A2 (-1.2 dB, 

land cover data source: CORINE, and 0,9 dB) and at 

point B3 (-1.5 dB, land cover data source: CORINE, 

and 0,6 dB). In the woodland the differences may be 

ignored (maximum differences are -0.1 dB 

and -0.3 dB, land cover data source: CORINE, mean 

differences are 0,0 dB and 0,1 dB), which can be 

explained by the quite similar land cover input data 

according to the different sources. The small 

negative deviation is likely to be caused by that the 

surface of the highway is considered as a separate 

land cover category according to the Urban Atlas 

(“Other roads and associated lands”, Fig. 3a-b), 

which were taken into account as a reflective surface 

in the model. On the other hand, in the CORINE 

database, the area of the highway is covered by the 

class “Broad-leaved forest” (Fig. 2), which was 

counted as an absorbing surface in the model 

calculation. In the industrial area, there is a 

Table 3. Maximum differences and mean of the 

absolute values of differences from building/land 

cover reference values in day-evening-night 

sound levels (Lden) in dB at each receiver point 
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significant difference between the land cover data 

according to both the CORINE and the Urban Atlas 

(Fig. 2-3) databases. The latter shows a broader 

industrial area, which means a reflective surface with 

smaller G value, while according to the CORINE 

database, a part of that area is defined as broad-

leaved forest, which is a more absorbing surface with 

higher G value. This dissimilarity can cause that 

there is a considerable value of maximum difference 

at point D1 (-3.3 dB, land cover source: CORINE) 

and also the mean difference is higher than it is at 

any other receiver points (1,3 dB).  

According to the results shown in Table 3 and Fig. 

5 the model calculation is more sensitive to the 

building data in the residential area. However, land 

cover data may have an important role in the 

industrial area. 

Finally, the performance of each test case was 

estimated comparing its result to the reference value 

(result provided by the test case ORTO-UA+). The 

absolute value of the deviation of the results 

provided by each test case (Lden [dB]) from the 

reference value at each receiver point is presented in 

Fig. 6-7. Fig. 6 and Fig. 7a show that in the 

residential area, the test cases using PRa as building 

data source provided the largest deviations. Within 

these test cases, the version using CORINE as the 

land cover data source performed the weakest 

(3.4 dB difference at point A3 and 6.3 dB at point 

B4). We note that the results provided by the test 

case ORTO-UA are almost equal to the reference 

value. This can be explained by the fact that in this 

part of the residential area hardly any extra reflective 

area has been identified; therefore, UA and UA+ 

data sources did not differ significantly (Fig. 3a-b). 

The deviations in the woodland are negligible 

(0-0.3 dB), as shown in Fig. 7b. As described above, 

this can be caused by the fact that there are no 

buildings in that area, and the land cover input data 

according to the different data sources are quite 

similar. In the industrial area, the highest deviation 

values at point D1 were provided by the test cases 

using CORINE land cover data (Fig. 7c). This can 

be explained by the different boundaries of land 

cover categories according to the CORINE database 

and the Urban Atlas in that area, as explained above. 

 

Figure 6. Absolute values of differences from 

reference values in day-evening-night sound levels 

(Lden) in dB receiver points A1–A5 

 

 

a) 

 

b) 

 

c) 

Figure 7. Absolute values of differences from 

reference values in day-evening-night sound levels 

(Lden) in dB a) receiver points B1–B5 b) receiver 

points C1–C2 c) receiver points D1–D2 

IV. CONCLUSIONS 

The accuracy of input data is a key issue in sound 

propagation model calculations. To perform the 

mandatory strategic noise mapping tasks, input data 

for quite large areas have been provided. As the 

financial sources and manpower required for this 

task are significant, it is essential to get to know the 

importance of input data accuracy for each 

influencing factor. The present study aimed to assess 

the effect of building and land cover input data 

accuracy on CNOSSOS-EU sound propagation 

model results.  

The analysis shown in this article has limitations. 

It focused only on two influencing parameters, while 

the effects of other important factors (e. g. 

meteorological conditions) were not examined. 

Because of the lack of data for parameter p in 

Hungary, default values were used in the model. As 

the same modelling conditions were used to 

determine the noise levels for each test cases to 

compare, it was assumed that this simplification did 
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not influence the conclusions can be drawn from the 

comparison. However, the values of parameter p for 

each part of the day at a regional scale in Hungary 

are expected to be determined in the framework of 

the CNOSSOS-EU adaptation project. Based on the 

result data, it could be expedient to perform further 

examinations on the effect of input data describing 

meteorological conditions.  

An additional limitation is that the investigation 

was performed only in a given study site. Although 

an area with diverse land cover was selected, which 

includes residential, wooded and industrial areas, the 

conclusions drawn from the results of the analysis 

might be too specific. As in the residential area 

examined in the study there are only detached 

houses, the effect of other types of residential 

buildings (e. g. blocks of flats of different heights) 

cannot be assessed based on present analysis. 

However, horizontal and vertical expanse of the 

buildings can influence the propagation conditions in 

a significant way, mainly through multiple 

diffractions and reflections of the acoustic waves. 

Furthermore, the examined industrial area consists 

of only a few buildings of similar heights, but a more 

diverse complex of buildings may be more 

appropriate to assess the importance of input data for 

buildings. In the context of the study area, traffic 

flow data can be another influencing factor which 

could not been examined in the present study, as 

particular traffic flow values of a given road section 

were taken into account. Larger noise load caused by 

higher traffic flow (e. g. on a motorway) would result 

in a larger affected area with more buildings 

influencing the sound propagation. When evaluating 

the results, it should also be taken into account that 

the selected input data may reflect some typical 

Hungarian characteristics, which can be different 

from the conditions in other countries (e. g. in 

Western Europe). Therefore, further investigations 

need to be done in the future in various study sites, 

even in other countries. When selecting the study 

areas, it is recommended to select different types of 

residential and industrial areas, along with roads of 

different volume of traffic (e. g. highly urbanized, 

densely built-up areas with tall buildings and even a 

more complex road network; sparsely built-up areas 

along motorways; industrial areas with buildings of 

various sizes). 

It is also important to highlight that the reference 

values are not considered as absolutely accurate 

results. They were regarded as the basis of the 

comparison, as they were the results of the test cases 

using the most detailed input data, which described 

the real conditions in the possibly most accurate 

way. In further investigations, reference values can 

be improved by using more accurate input data for 

buildings where it is available.  

The results show that in the residential area, the 

range of Lden values (the maximum difference 

amongst the results for the different test cases at each 

receiver point) can be quite large, especially in the 

middle of the propagation path, where differences 

between the different data sources exercise their 

effect strongly. Similarly, there is a significant range 

in the middle of the propagation path in the industrial 

area, where the boundaries of land cover classes 

according to the CORINE and the Urban Atlas 

databases do not correspond completely, besides the 

differences in the building databases. In the 

woodland, the differences amongst the test cases are 

negligible, as there are no buildings in that area and 

the land cover input data according to the different 

sources is quite similar. The quite large deviations 

amongst the results for the different test cases in the 

residential and industrial areas show that the 

accuracy of input data fundamentally influences the 

model results.   

Taking into account all the limitations described 

above, it can be stated that as expected, in residential 

areas, the sound propagation model is more sensitive 

to the building data than to the land cover data. 

Therefore, it is recommended to use more detailed 

building input data (building footprints based on data 

sources at least at the accuracy level of orthophotos 

and building heights individually determined for 

each building instead of generalized building height 

levels) in those areas, while using a land cover 

database with higher resolution than CORINE land 

cover data does not provide significantly better 

results. Improving the land cover dataset by 

identifying extra absorptive areas does not have a 

significant effect on the results either. On the other 

hand, the influence of land cover input data on model 

results increases significantly in non-residential 

areas. To specify and extend the results on this issue, 

further investigations are recommended in areas with 

diverse land cover, considering that the Urban Atlas 

data source is only available for urban areas. 
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