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Abstract: The paper presents a method for designing a state feedback controller

of an active suspension system of a quarter car model. This is a survey

based on a specific example. The designed controller of the active

suspension system improves the driving control, safety and stability,

because during the ride, the periodic swinging motion generated by the

road irregularities on wheels can be decreased. This periodic motion

damages the driving comfort, and may cause traffic accidents. The state

feedback controller is designed to stand road induced displacements.

Computer simulations of the designed controller have been performed in

the frame of Scilab and XCos.
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1. Introduction

Many researches performed on active suspension system have been presented in

the recent years leading to more sophisticated regulatory approaches such as linear

(fuzzy [1] PID controller [2]) and nonlinear control systems (artifical neural network

controllers [3]). The active suspension system is a mechatronic suspension [4] and is

important for improving the ride comfort. Because of the adverse impacts caused by

road imbalances, the wheel can lose contact with the road, it can not deliver force,
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and therefore the driving of the vehicle becomes uncertain. The periodic swinging

motion can damage the driving comfort, the car parts, the cargo, and this motion can

generate health damage, too. The primary purpose of the active suspension system is

to minimize the vertical displacement of the vehicle and guarantee road maintenance.

For modeling and simulation, a quarter car model has been chosen (see Fig. 1).

Figure 1. Quarter car model

2. Mathematical modeling

2.1. The quarter car model

Dynamic systems are described by several scientific and engineering branches and are

modeled by state equations. Using differential equations, the operation of complicated

dynamic systems can be modeled with relatively high precision. For defining the state
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variables of a quarter car model the Euler-Lagrange equation is used [5]:

d

dt

∂K

∂ẋ
−

∂K

∂x
+

∂P

∂x
+

∂R

∂ẋ
= F. (1)

The equation is described by the kinetic energy K, the potential energy P and the

Rayleigh distribution R, as follows [6]:

K =
1

2
m1ẋ

2

1
+
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P =
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k1(x1 − x2)

2 +m1gx1 +
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k2(x2 − w)2 +m2gx2, (3)

R =
1

2
b1(ẋ1 − ẋ2)

2 +
1

2
b2(ẋ2 − ẇ)2, (4)

where

m1- sprung mass;

m2- un-srpung mass;

k1- suspension stiffness;

k2- tire stiffness;

b1,b2- damping coefficients;

F - action control force;

x1- car body displacement;

x2- wheel displacement;

w- road induced displacement.

2.2. State-space representation of a quarter car model

After obtaining the partial derivatives and substituting them into the Euler-Lagrange

equation, the following equations are obtained:

m1ẍ1 + k1(x1 − x2) +m1g + b1(ẋ1 − ẋ2) = F, (5)
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m2ẍ2−k1(x1−x2)+k2(x2−w)+m2g− b1(ẋ1− ẋ2)+ b2(ẋ2− ẇ) = −F. (6)

The mathematical state of a dynamic system is described by the state variables.

State variables often relate to a physical process in engineering systems, where the

correlation needed to store mass, pulse and current are to be calculated.

The state variables define a state-space. In this state-space, the state vector x(t) is

specified. The movement of the system is the displacement of its end point [7]. A

state-space representation is a mathematical model of a physical system in control

engineering. This is a set of input, output and state variables related by first-order

differential equations.

The states of the present system are defined as follows: ẋ1 = x3, ẍ1 = ẋ3. Four

state variables are defined for the system:

ẋ1 = x3, (7)

ẋ2 =
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w + x4, (8)
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(9)

ẋ4 =
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m2
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k1
m2

x2 −
k2
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k2
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w −
1

m2

f − g. (10)

In the case of a linear system, the general form [8] of the state variable equations

are:

ẋ = Ax+Bu, (11)

181
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y = Cx+Du. (12)

Here, x is the state vector, u and y are the column vector containing exitations and

responses. A is the system matrix, B, C and D matrices contain the appropriate

coefficient [9].

The state-space representation of a quarter car model is described as follow:
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(13)

The performance parameters of the vehicle are given in Table 1. [6]. After

substituting the values, the state-space representation as follow:
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The output variable of the quarter car model is as follows:

182
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y =
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Table 1. Parameters

Parameters Value Unit

m1 290 kg
m2 40 kg
k1 23500 N/m
k2 190000 N/m
b1 500 N/m/s
b2 1220 N/m/s
g 9.81 m/s2

3. Simulations of the quarter car model

3.1. Full state feedback

Controllability is an important property of a controlled plant. The system can be

controlled when the rank of controllability matrix Mc is maximal, i.e. the matrix is in-

vertible if the determinant of the matrix is not zero [10]. The Kalman’s controllability

matrix looks as follow (n = 4):

Mc =
[

b Ab A2b ... An−1b
]

, (16)

Mc =


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0 0.0034483 −0.0490488 −0.4007186
0 −0.025 1.0556034 92.098313

0.0034483 −0.0490488 −0.4007186 248.99601
−0.025 0 135.46336 −5663.0995









. (17)
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After determining the controllability matrix, Ackermann’s pole placement can be

used because the state transformation and the feedback matrix can be directly given

[6]. Because the system is controllable, Ackermann’s pole placement is used for the

state feedback. Ackermann’s formula is a control design method for solving the pole

allocation problem.

Figure 2. State feedback in continuous time

The task is to move the system’s egienvalues to new places in the closed loop

system. This is the pole placement, which is why the state feedback k is to be

determined, (see Fig. 2 [10]). The polynomial of a closed loop system in general case

is

λn + p1λ
n−1 + p2λ

n−2...+ pn = 0. (18)

When using the pole placement method, the eigenvalues are changed, as it can be

written as:

φcl(λ) = |λE − (A−BkT )| = 0. (19)

The eigenvalues of the original system as follows:
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







−20.40805 +70.147933i
−20.40805 −70.147933i
−0.7040194 +8.4630446i
−0.7040194 −8.4630446i









. (20)
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The new poles are selected as:

p =
[

−200 −30 −30 −30
]

(21)

and the gain vector has been designed by Ackerman’s formula,

k =
[

237767.73 −221169.83 32173.44 −5473.3186
]

. (22)

Using the pole placement method, the new eigeinvalues of the system are as follows:

λ =
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−29.999214 +0.0013619i
−29.999214 −0.0013619i









. (23)

3.2. Simulating the system

To realize simulations Scilab program with XCos interface has been used. In the

simulation two cases have been examined; the first when the displacement induced by

the road is zero, the second when this displacement is 50 mm. There simulations are

analysed with and without the designed control.

3.2.1. Modeling without controller

If w = 0, then the gravitational force is pressed for the car body (see Fig. 3) and

this showed that, the system left alone is set to a stationarity state after some swing.

In case of w = 50 mm jump, car body displacement is affected by road induced

displacement (see Fig. 4), the system initially leaving it goes out of the steady state

for 10 seconds when it reaches a pothole, causing mass m1 to swing movement, 10
seconds after the transient section becomes steady state. It can be seen that this value

is 50 mm higher.

3.2.2. Modeling with controller

In case when there is no road induced displacement, but there is a controller (see Fig.

5), it can be seen the swings are eliminated, the stationary state is smoother. By the
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Figure 3. w = 0 without controller

Figure 4. w = 0.05 without controller
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reason of the design of the controller, damping force is more effective for the transient

phase. Car drivers, travelers, cargoes are more favorable to this situation.

Figure 5. w = 0 with controller

Figure 6. w = 0.05 with controller

The effect of 50 mm road induced displacement is visible (see Fig. 6). Swinging
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motions disappear, 10 seconds after reaching the pothole, and after jumping the

stationary state is supervened without swinging. There is state-space equation (22)

without road induced displacement and state feedback (see Fig. 7).

ẋ = Ax+B1u+B2w +B31 (24)

Figure 7. State-space equation model in Xcos

Figure 8. State feedback model in Xcos
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A. Wéber and M. Kuczmann – Acta Technica Jaurinensis, Vol. 12, No. 3, pp. 178–190, 2019

The state feedback model is visible, where k is the gain factor (see Fig. 8) The

road induced displacement and gravitational acceleration react the system. There isn’t

reference signal.

4. Conclusion

Designing of the active suspension system of a quarter car model is produced different

results besides changing road induced displacement. By the simulation results, the

model has much better features with the designed controller. The simulation result

of the active suspension system showed that the swinging motion were gone, the

stationary state quickly entered, which favored the driver, the passengers, so avoiding

cargo damage.
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Abstract: This paper introduces a new method for the characterisation of the 
boundary of diffuse and local necking based on DIC measurements 
during tensile tests. A series of images illustrate the extension of diffuse 
necking and show the occurrence of local necking as well. The 
evaluation of strain distribution gives the exact description of processes 
using both time dependent and non-dependent methods. 

Keywords: diffuse necking; local necking; tensile test; DIC measurement 

1. Introduction 

In a uniaxial tension test of aluminium sheets plastic instability and flow 
localization will occur just after the maximum load and the diffuse necking starts. 
After the onset of diffuse necking, the deformation continues under the falling load 
in the form of localized necking, which ultimately leads to ductile fracture. 

The necking process was first described by Considère in 1885. According to his 
well-known criterion, the onset of necking occurs when the hardening rate equals to 
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the true stress, just when the load reaches its maximum. From that follows that the 
first derivative of stress by strain equals to the stress: 𝑑𝑑𝜎𝜎1𝑑𝑑𝜀𝜀1 = 𝜎𝜎1 (1) 

Diffuse necking starts from this point and a concentrated strain appears in a 
specific area of the specimen. The length of this area approximately equals its width. 
As the deformation continues, local necking occurs which can be characterised by a 
thin shear band accompanied by a significant decrease in thickness. The onset of 
local necking can be derived from another instability criterion as equation (2) shows 
[1]. 𝑑𝑑𝜎𝜎1𝑑𝑑𝜀𝜀1 = 𝜎𝜎1

2
 (2) 

Considering the flow stress curve based on the Hollomon-Ludwik approach σ=Kεn 
the onset of diffuse and local necking can be expressed by the n-value using 
equations (1) and (2). The hardening exponent (n) is defined by the uniform 
elongation (Ag%) with  formula n=ln(1+Ag/100). The location of diffuse instability 
according to Hill [2] and other authors [3, 4] is εD=n. Similarly, according to equation 
(2) the true uniaxial strain in tensile direction is  εL=2n at the beginning of local 
necking. The above-mentioned theories were developed originally for mild steels 
but the εD=n equation is valid for other materials as well [5, 6]. 

A good summary and further development of necking theory published by 
Ramaekers [7] with the following basic points: 

• Local necking is related to load instability, dF=0. 
• It only occurs in a plane strain situation, intensive local thinning before 

fracture can be characterized by longitudinal and thickness strains. 
• During the necking process there is a jump in the strain path from 3 axis 

to 2 axis strain state. 

Taking these points into consideration diffuse and local necking criteria can also 
be used for evaluating the forming limit diagram (FLD) from Nakazima test results 
[7]. 

Newly developed Digital Image Correlation (DIC) techniques are useful tools for 
the visualization of necking processes, since local deformations of test specimens 
can be directly observed and strains can be evaluated. Recent publications show that 
both the PLC bands and post-necking strains can be identified and characterised. 
Digital image observations are frequently connected to FEM analyses. Coppieters et 
al [8] introduces an analysis of a model sheet simulating diffuse necking. Similarly, 
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Kim et al [9] and Tardif et al [10] show DIC images both for diffuse and local 
necking. 

A good comparison of AA5052-O aluminium alloy and DP980 steel can be found 
in Nguyen et al [11], where DIC images are associated with true strain distribution 
along the specimen axis. Here it was stated that the localization tendency and 
localized width of AL5052-O sheet are more significant compared to DP980 sheet. 
Portlevin-LeChatelier (PLC) bands and intensive shear bands are investigated in 
Kang et al [12] using AlMg3 samples.  

The authors assume that PLC bands play an important role in the development of 
shear bands before fracture. Because of the very narrow shear band, damage occurs 
in terms of void nucleation and growth very late in the fracture process, and does not 
appear to significantly affect tensile ductility. The same observation can be found in 
Halim et al [13]. However, this latter publication includes that after the onset of local 
necking, the average strain does not increase in the other parts of the specimen, total 
strain is concentrated only in the shear band. 

The above-mentioned examples are mainly related to tensile tests. Similar necking 
occurs during Nakazima tests. The main problem of the evaluation of Nakazima tests 
is how to find the onset of local necking. A possible solution is offered by the 
ISO 12004-2-2009 standard, where the determination of local necking is derived off-
line from the strain distribution before the fracture. This method is called time-
independent evaluation. However, there are time-dependent solutions as well, for 
example Hora et al [14] Merklein et al [15] and Friebe et al [16]. In time-dependent 
cases a series of strain distributions as the function of time are used for evaluation. 
Usually time derivatives of longitudinal or thickness strains are applied to mark the 
onset of local necking and to evaluate the value of minor and major strains. 

2. Material and methods 

The sheet studied here was AlMg3 (AA5754_H22) alloy with a thickness of 2.5 
mm and a chemical composition of 3.41 wt% Mg, 0.18 wt% Mn, 0.17 wt% Si, 0.23 
wt% Fe. The width of the tensile specimens was 20 mm, the gauge length was 80 
mm and they were cut parallel, 45 degrees and perpendicular to the rolling direction. 
The tensile tests were carried out with an Instron 5582 machine with strain rate of 
2·10-3 1/s. Local strains were measured during the tensile test with the GOM-
ARAMIS® hardware-software system and using the random pattern which has been 
applied to the specimens previously. Local strains have been determined with GOM-
Correlate® software. The diagrams representing the elongation-stress, time-load 
values and local strains of the specimen were derived from images recorded during 
the test. GOM-Correlate® software is suitable for determining a wide range of local 
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strains. In addition to axial, transverse and thickness strains it is also possible to 
obtain the equivalent (Mises) strain and stress. The strains presented in this study are 
all defined as equivalent (Mises) strains in percent (%) except for the engineering 
strains Ag and A80. 

3. Results 

According to the results of the tensile tests and the digitally recorded time 
parameter, the information based on images belonging to the elongation can be used 
to study the onset of diffuse and local necking. Firstly, the material in question was 
analysed whether it follows equations (1) and (2). To verify the correctness of the 
formula εD=n and to determine the initiation of diffuse necking, it should be 
considered which value of the strain hardening exponent is applied to the equation. 
Engineering strains between 4-6%, 10-15% or 2-(Ag-1)% are considered decisive 
according to the relevant standard. 

Ramaekers [7] also refers to the alteration (initially increasing, then decreasing 
tendency) of the strain hardening exponent as the function of strain. Figure 1 shows 
the relation determined from the flow stress curve of a specimen cut parallel to the 
rolling direction. The horizontal line represents n=0.211 specified by the Hollomon-
Ludwik approach, the blue curve shows the values of n numerically calculated from 
the model of Voce (kf=kf0+(kf1+θ1·ε) (1-exp(θ0·ε/kf1)) fitted on the flow stress curve, 
while the triangle indicates the n value measured at the limit of uniform extension 
from Ag. 

 

Figure 1. Evaluation of hardening exponent during uniform elongation 

As can be seen, the falling section of the strain hardening exponent which is 
derived from the Voce model, can be approximated with a straight line 
corresponding to Ramaekers [7]. The whole curve is similar to the functions in 
Zhemchuzhnikova et al [5]. The location of εD-n point reveals that the local value of 
the strain hardening exponent is approximately 10% higher than εD, so εD=n is not 
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entirely true. At the same time, the strain hardening exponents derived from the 
Hollomon-Ludwik approach or interpreted between the previously mentioned 
boundaries (eg. 4-6%), deviate much more from εD. Considering that the values of 
the logarithmic strains at fracture are about 0.2, meeting equation εD=2n is 
unrealisable. Therefore, another method should be introduced to determine the onset 
of diffuse and local necking in case of tested aluminium-alloys. The results of DIC 
technique – to be presented below – can be suitable for this task. 

Figure 2 shows a typical image of local strain map with main directions and a 
section of tensile test diagram of AA574_H22 sheet displaying the necking zone and 
the time interval to be tested. 

  

a) b) 

Figure 2. Illustration of test specimen and diagram 

a) local strains and coordinates b) tensile test diagram 

Figure 3 shows the map of local strains sampled according to Figure 2 on 
specimens cut 0-45-90 degrees compared to the rolling direction. The graph under 
the three different images illustrates the maximum equivalent strain. The first eight 
pictures of this sequence clearly show the propagation of diffuse necking, while the 
maximum strain hardly increases in that zone. Therefore, the increment of average 
strain definitely takes place due to the expansion of the diffuse necking zone. The 
transition between diffuse and local necking appears in pictures 9-10 when the 
increase of the maximum strain also starts. The last five pictures clearly show intense 
localization and a rapid rise in the maximum strain with the appearance of the shear 
band. 

It is interesting that in the recorded sequence of specimen H22_90 two diffuse 
necking zones appear first, then the lower one vanishes when local necking begins. 
In the recorded sequence of specimen H22_0 a special phenomenon can be observed 
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in pictures 12-13, namely a bidirectional intense strain band which aligns to the 
definite direction related to the fracture in picture 14.  

 

Figure 3. Time history of diffuse and local necking 

Shear bands align at an angle of approximately 60° to the axis of the specimen, 
which deviates from the theoretical 55°. In literature there are also examples of 

T [s]

T [s]

T [s]
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results approximating 60°. Observing the images together, it can be ascertained that 
the end of diffuse necking occurs in the ninth picture for all three specimens and 
local necking starts from the tenth picture. The graphs under the images show that 
the maximum strain can be a proper parameter to determine the boundary of the two 
types of necking. 

 

Figure 4. Comparison of Mises (ε-Mises), longitudinal (ε-y) and thickness (ε—x) 

strains 

The equivalent (Mises) strain, the longitudinal (ε-y) and the thickness (ε-x) strain 
can be seen in Figure 4. The Mises and the longitudinal strain distribution is virtually 
equal, the distribution of the thickness strain follows the shape of the intense 
deformation zone. 

 

Figure 5. Principal strains and Mises strain vs time 

Figure 5 shows strains as the function of time; where the axial strain approximately 
equals to the equivalent strain, similar to the images in Figure 3. The plot of the 
thickness (ε-z) strain proves that the thickness reduction is significant in the shear 
zone which ultimately leads to fracture.  
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Figure 6. Calculation of the onset of local necking 

Figure 6 shows the maximal equivalent (Mises) strain values as the function of the 
elongation in the area of diffuse and local necking. Eliminating the values of 
transition between the sections of characteristic diffuse and local necking, linear 
functions can be fitted for the points. The elongation belonging to the intersection 
can be specified from the equation of the lines, which is the boundary of diffuse and 
local necking. Table 1 contains the result of the evaluation completed in all three 
directions. 

 
Table 1. Calculated and measured strains 

Angle to rolling direction 0o 45o 90o 

Uniform strain (Ag [%]) 17.8 18.9 15.6 

Onset of local necking strain, (εL [%]) 19.36 21.44 16.35 

Tensile strain (A80 [%]) 20.7 23.2 17.3 

Maximum local strain, (εMmax [%]) 70.0 86.7 69.2 

Ratio of onset of local necking strain to uniform strain 0.54 0.59 0.44 

Image number at the end of diffuse necking 9 9 9 

Image number at the onset of local necking 10 10 10 

Mises strain at the onset of local necking, (εLmax [%]) 32 33 24 
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Figure 7. Onset of local necking strain between uniform and tensile strain 

Typical measurement points are displayed in Figure 7. The boundary of the diffuse 
zone is positioned in the middle of the necking zone, similarly to the values in Table 
1. The calculated point of intersection and the data from the images are in 
accordance, since the average strain assigned to the images matches well with the 
calculated strain. Considering the above points, the maximal strain determin at the 
onset of local necking (εLmax) as shown in the last row of Table 1. The presented 
method is a time-dependent one, because the boundary of local necking and the 
major strain is defined based on the images in chronological order and the properties 
measured in the function of time. 

 

Figure 8. Strain distribution along specimen length 

a) strain along total length b) local strains vs length 

The information based on the images can be quantified by preparing sections 
parallel to the axis of the specimen and representing the local strains. Figure 8. a) 
shows the strain of a 0° specimen on the whole gauge length. In Figure 8. b) strain 
curves can be seen as the function of time from the area of intensive local necking. 
Apparently, at the end of diffuse necking, local strain in Im-8 starts to exceed the 
average strain, but its platform is almost horizontal. Curves of Im-9 and Im-10 show 
stronger increase, subsequently significant localization starts from image Im-11 
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which is well illustrated together in the diagram. The same conclusion can be drawn 
from the images in Figure 3 as from Figure 8, namely local necking appears from 
Im-9. The value of local necking strain can be specified also from Figure 8 as the 
maximum of Im-9 curve. 

The last image before the fracture (Im-15) provides the opportunity for time-
independent evaluation, similarly to the method suggested for the Nakazima-test 
according to ISO 12004-2-2009. Following the standard, left- and right-side fit 
windows should be designated to the length-major strain curve. The inner points of 
the windows are defined by the maximums of the second derivatives of the major 
strain curve, while the width is provided by an empirical formula. Fitting 
f(L)=1/(aL2+bL+c) curve on the measured points, the value of the function at the 
place of fracture defines the major and minor strain at the start of local necking. 

Figure 9 shows the original local strain function, the points of the fitting window 
and the inverse parabola fitted to the points. The maximum of the fitted function in 
case of 0° specimen is 0,32 meaning to 32% strain, which equals to the value in the 
last row of Table 1. Similarly, the results of calculations accomplished in cases of 
45° and 90° specimens approach the previously well-specified values. Consequently, 
both the time-dependent and time-independent methods provided nearly the same 
result. 

 

Figure 9. Determination of local necking according to ISO 12004-2-2009 standard 

The quantified results of the presented longitudinal sections offer the opportunity 
to simplify the evaluation and to further characterisa local necking. Studying the 
shape of the curves, it is apparent that the results of the measurements can be 
approached with a four-parameter Gaussian function according to equation (3). 

𝑓𝑓(𝐿𝐿) = 𝑦𝑦0 + 𝐴𝐴�2/𝜋𝜋𝑤𝑤 𝑒𝑒−2�𝐿𝐿−𝐿𝐿𝑐𝑐𝑤𝑤 �2 (3) 



Sz. Szalai et al. – Acta Technica Jaurinensis, Vol. 12, No. 3, pp. 191-204, 2019 

201 

In this formula, A stands for amplitude, Lc is the centre of the function, w is the 
width measured at the points of inflexion and yo is the vertical offset parameter. 
Figure 10. a) shows the approaching functions and Figure 10. b) illustrates the first 
and second derivatives of the Gaussian function. The local coordinates of the 
maximum of the second derivative providing the inner points of the fitting window, 
are in a good accordance with the L-coordinates specified by the parabolic approach 
according to the ISO standard. The calculation of the second derivatives from the 
Gaussian function is more reliable than from the measured points with significant 
scattering. 

 

Figure 10. Approximation of local strain with Gaussian function 

a) strain distribution maps; b) derivatives of Gaussian function 

The time-dependent change of the amplitude coefficients (A=εmax) and the strain 
belonging to the point of inflexion (ε1) of the Gaussian functions also shows the 
increase of these strains. In contrast, the offset parameter (yo) is roughly constant, so 
the value of the diffuse strain does not change as the function of time, while a 
significant increase of local strains appear in the necking band. The distance of 
inflexion points (w) decrease strongly in the function of time which is a peculiarity 
of localisation. All these functions can be seen in Figure 11. 

 

Figure 11. Change of Gaussian parameters versus time 
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4. Summary and conclusions 

The result of the research clearly certifies that the DIC technique is suitable for 
determining the boundary of diffuse and local necking and the value of the major 
and minor strain at the onset of local necking during tensile tests. 

The boundary of diffuse and local necking can be determined by subjective 
estimation from the images, which can be precised by specifying the intersection of 
lines fitted for the points of average and maximal strain. This time-dependent method 
of evaluation provides reproducible results. 

The evaluation can be executed according to ISO 12004-2-2009 from the values 
of the last strain curve before the fracture. This showed adequate agreement with the 
time-dependent method. Furthermore, based on the identified regularities, the major 
and minor strain can be estimated at the boundary of local necking through the 
results of the tensile tests. 

The analysis of strain curves demonstrated that they can be approximated well 
with four parameter Gaussian functions whose coefficients characterise the necking 
zone, and they can also provid opportunity to precisely determine the second 
derivative of the strain. 
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Abstract: In this paper the OAT (one-at-a-time) sensitivity analysis of a nonlinear 
semi-active suspension system is carried out with numerical simulation. 
A specific property of the system is chosen for measure sensitivity, 
which can be calculated with numerical simulations easily. Both the 
sensitivity of the system and the input parameters were examined. The 
degree of sensitivity was measured with a sensitivity index and based 
on it sensitivity Fuzzy-sets were established. A simple method to reduce 
sensitivity of a certain parameter is also proposed. 

Keywords: sensitivity analysis, numerical simulation, nonlinear system modelling 

1. Introduction 

Parameter sensitivity analysis is used in several fields of engineering and science. 
It is used to find out how the change in parameters affect the systems behaviour [1]. 
Parameter identification [2] and inverse simulation [3] tasks can also be solved with 
sensitivity study. From sensitivity, the uncertainty of a system can also be calculated 
[4]-[5].  

In this paper, the local or One-at-a-time (OAT) parameter sensitivity study of a 
Duffing-type semi-active suspension system is carried out. The aim of this research 
is to test a simple method to find out which parameters influence the system’s 
behaviour the most and to develop an easy, fast methodology, which can be used in 
case of more complex systems as well. A specific property of the system is chosen 
for measure sensitivity, which can be calculated with numerical simulations easily. 
The presented results can be used later for control tasks. 
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The paper is organised as follows: after a short literature review the sensitivity 
analysis with RMS (root mean square) of the acceleration is described, then the 
examined nonlinear Duffing-type semi-active suspension system is presented 
shortly. In the next section, the sensitivity analysis of the system and the input 
parameters is described in detail and a simple method is also proposed to reduce 
sensitivity.  

2. Parameter sensitivity analysis  

To obtain the sensitivity of a nonlinear system there are several methods ranging 
from partial differentiation techniques to statistical tests. A detailed review of the 
most common methods can be found in [6]. As the methods and their applicability 
are different in this paper only some engineering examples of local sensitivity 
analysis are presented. A more detailed review of sensitivity study methods and 
engineering applications is planned in another paper. 

Local sensitivity analysis is widely used in environmental engineering tasks. The 
aim of the study presented in [7] is to identify the most influencing constant 
parameters of Two-Source Energy Balance Model over an irrigated olive orchard in 
semi-arid areas with OAT sensitivity study. In [8] OAT sensitivity analysis using 
Sequential Uncertainty Fitting algorithms was performed to examine the critical 
input variables of the study area in case of a soil and water assessment tool model 
for the Langat River basin, Malaysia to predict stream flows. A similar study is 
presented in [9], where the OAT sensitivity analysis of 13 parameters was carried 
out to examine the applicability of the SWAT model in the Gumera river basin 
upstream of Lake Tana, Ethiopia for simulating stream runoff and sediment load. In 
[10] the local sensitivity analysis of a thermal model of the ZEB Test Cells 
Laboratory was carried out in terms of temperature profiles of the internal air and 
internal surfaces with 49 parameters. Based on the local sensitivity analysis and on 
in-field observations, some actions were suggested to improve the accuracy of the 
predictions of the thermal behaviour of the test cell. 

Local sensitivity studies can be applied in other engineering fields too. In [11] the 
local sensitivity analysis of a hydraulic servo and a conceptual landing gear model 
of the Gripen aircraft with Effective Influence Matrix and the Main Sensitivity Index 
is presented.  

Local sensitivity analysis can be effectively used in medical sciences too. It was 
used for example to find sensitive parameters and their confidence intervals in order 
to estimate cardiovascular network parameters in the case of the arm arteries [12].  

From the literature study, it can be concluded, that OAT sensitivity analysis can 
be used effectively both in engineering and other sciences as well in order to examine 
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the effects of different parameters on the system’s behaviour. In this study, an OAT 
sensitivity study is carried out to examine the effects of parameter changes in the 
case of a semi-active suspension system.     

2.1. Sensitivity analysis of the suspension system 

In the case of vibration analysis, the RMS (root mean square) of the acceleration 
is widely used [13]. It reflects the energy content of the vibration. The RMS of the 
acceleration can be calculated with the following formula [14]: 

 

RMS = �∑ ai2ni=1
n

 (1) 

where ai is the acceleration value at a time interval and n is the number of 
acceleration values. 

The method for calculation of the RMS in numerical simulation can be seen in 
Fig. 1. 

 

Figure 1. Calculating the sensitivity diagram  

It was examined how 1% change in the selected parameter changes the RMS value. 
The parameter range was 0-300%. The parameter is considered sensitive when a 
small change (1%) in a parameter changes the RMS value rapidly (slope of the RMS 
curve). Sensitivity is expressed with Sensitivity Index (SI), which can be calculated 
as the ratio between the relative change in RMS and the relative change in the 
selected parameter [9]: 

 
SI =

change in RMS  [%]

change in parameter [1%]
 (2) 

Based on initial simulation results the following Fuzzy sets [15]-[16] are 
determined depending on the Sensitivity Index to reflect the degree of sensitivity. 

 

1. not sensitive: SI<=0.1 
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2. moderately sensitive: 0.1<SI<=0.6 

3. sensitive: 0.6<SI<2 

4. extremely sensitive: 2<SI 

In the next sections, the parameter sensitivity analysis of a semi-active suspension 
system is examined. With the specified Fuzzy-sets it determined how sensitive the 
system parameters and the input parameters are. 

3. Semi-active suspension system model 

In this study, a semi-active suspension system with magneto-rheological damper 
is examined with a quarter car model (Fig. 2). This model was previously studied 
with bifurcation and phase-plane diagrams. It was observed that in extreme cases 
chaotic oscillation can occur [17]. 

 

Figure 2. Semi-active suspension system model 

It is assumed, that the spring has a Duffing type nonlinear restoring force described 
by the following equation: 

 Fs = −βx − αx3 (3) 

The damping is assumed to be a variable constant. The road profile was assumed 
to be sinusoidal, which is the model of an undulated road [19]. 

The equation describing the system’s behaviour is: 

 d2

dt2
x(t) +

k

m

d

dt
x(t) +

c

m
(−x(t) + 1000x(t)3)x(t) = Asin �2πvλ t� (4) 
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where m is the mass of the vehicle; k is the damping coefficient, c is the stiffness 
of the spring, A is the amplitude of the road, v is the vehicle speed and λ is the 
wavelength of the road. The initial parameters were based on [18] and are shown in 
Table 1. 

Table 1. Initial simulation parameters 

Parameter Name Value Unit 

m mass of vehicle 375 kg 
k spring stiffness 35000 N/m 
c damping coefficient 100 Ns/m 
v vehicle speed 50 km/h 
A amplitude of road 0.1 m 
λ wavelength of road 10 m 

Numerical simulations were carried out with Maple. ODE45 numerical solver 
was used with 0.01 step size and the maximum time was 50 s. 

4. Sensitivity study of the suspension system 

In this section, the sensitivity analysis of the semi-active suspension system is 
presented. First, the parameters of the suspension, like the mass of the vehicle, the 
spring stiffness, and the damping coefficient were examined which is followed by 
the input parameters like the speed of the vehicle and the wavelength and the 
amplitude of the road. Then a simple method for reducing the sensitivity of an input 
parameter is proposed. 

4.1. System parameters 

In Fig. 3, the sensitivity of the mass of the vehicle can be seen. When 400 

kg<m<600 kg it is not sensitive. When 500 kg<m<810 kg there is a rapid change in 
the RMS. SI=0.42, therefore this parameter is moderately sensitive. The highest 
RMS value is at 810 kg, after that it decreases linearly. The RMS value is the lowest 
when m=500 kg. If the other parameters won’t change it is advised to enlarge the 
mass of the vehicle to 400 kg.  
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Figure 3. Sensitivity of the mass 

In Fig. 4, the sensitivity of the damping coefficient can be seen. When the damping 
coefficient is low (c<100 Ns/m) it is extremely sensitive, SI=9. When c= 0 chaotic 
oscillation can also occur [17].  When 100 Ns/m<c<500 Ns/m SI=0.875, therefore 
it is sensitive.  When c>1000 Ns/m it is not sensitive. It is a good result, as this 
parameter can be changed, therefore it can be used for control tasks.  

 

 

Figure 4. Sensitivity of the damping coefficient 

In Fig. 5 the sensitivity of the spring stiffness can be seen. It changes the RMS 
almost linearly, it is not linear only, when it is low (k<15000 N/m), in that case, the 
parameter is moderately sensitive with SI=0.53. When k>15000 SI=0.175, which 
means this parameter is moderately sensitive in this range too.    
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Figure 5. Sensitivity of the spring stiffness 

4.2. Input parameters 

In Fig.6 the sensitivity of the vehicle speed can be seen. When v<60 km/h or v>110 
km/h it is not sensitive. When 60<v<95 km/h there is a rapid change in the RMS. 
The highest RMS value is at 77 km/h, therefore it is the most hazardous speed on 
this road. SI=0.66 when 60 km/h<v<77 km/h, and SI=0.486 when 77km/h<v<95 

km/h. This is an important observation as the speed of the vehicle can be easily 
changed. The sensitive speed range is the case of travelling on a carriageway with a 
speed limit of 90 km/h. 

 

Figure 6. Sensitivity of the vehicle speed 

In Fig. 7 the sensitivity of the amplitude of the road can be seen. This parameter 
is not sensitive as the maximum value of SI=0.03. The RMS increases linearly as A 
is increased if A>0.1 m. 
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Figure 7. Sensitivity of the amplitude of the road 

In Fig. 8 the sensitivity of the wavelength of the road can be seen. When λ<3 m or 
λ>9 m it is not sensitive.  When 4 m<λ<6 m SI=1.025 and when 6<λ<9  SI=0.83. 
The wavelength of the road can vary rapidly because of road failures [20], therefore 
this is the parameter, which should be given particular attention. 

 

Figure 8. Sensitivity of wavelength of the road 

4.3. Sensitivity of parameters 

The results are summarized in Table 2.  From the system parameters, the damping 
coefficient is the most sensitive. It is extremely sensitive when it is of low value. 
This is the parameter, which can be used for the control task as it can be adjusted. It 
must be ensured that it should not be reduced below 500 Ns/m and that damper 
failure not to occur. The mass of the vehicle and the spring stiffness are moderately 
sensitive and the amplitude of the road is not sensitive. The speed of the vehicle and 
the wavelength of the road are sensitive. From them, the speed of the vehicle can be 
controlled. The wavelength of the road can change rapidly and cannot be controlled, 
therefore its effects are further analysed in the next Session.  
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Table 1. Sensitivity of parameters 

Parameter SImax Sensitivity (Fuzzy-set) 

m 0.42 2 

c 9 4 

k 0.53 2 

v 0.66 3 

A 0.03 1 

λ 1.25 3 

4.4. Reducing sensitivity with adjustable damping coefficient 

In this section, it is examined how the sensitivity of the wavelength can be reduced 
by changing the damping coefficient. The simple case is to enlarge the damping 
coefficient to until 3000 Ns/m. Another option is to vary the damping coefficient 
and enlarge it only, where the sensitivity is large and reduce it when it is low. An 
example of an adjustable damping coefficient can be seen in Fig. 9.    

 

 

Figure 9. Adjustable damping coefficient based on the wavelength of the road  

In Fig. 10 the simulation results are shown. It can be seen that with a larger value 
of damping coefficient not only the sensitivity to the wavelength can be reduced, but 
the overall value of the RMS too. SI=0.175 in case of constant c=3000 Ns/m and  
SI=0.125 in case of adjustable damping coefficient, therefore this parameter 
becomes moderately sensitive instead of sensitive. It can be concluded that the 
sensitivity of a parameter can be reduced by changing another parameter. This 
observation can be important in the case of controller design later on [21]. 
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Figure 10. Sensitivity of the wavelength with different damping coefficients (blue: 

c=1000, black: c=3000, red: adjustable) 

5. Conclusions and further research tasks 

In this paper, the OAT sensitivity analysis of a nonlinear semi-active suspension 
system was carried out with numerical simulations. Fuzzy-sets were established 
to measure the degree of sensitivity. It was observed that from the system 
parameters the damping coefficient is the most sensitive, but only when its value 
is small. From the input parameters, the wavelength of the road is the most 
sensitive, which can be reduced by changing the damping coefficient. This 
observation can be the basis of control tasks later. The main task of further 
research is to examine the effectiveness of the presented method to measure 
sensitivity and to use it on other examples, like a fire truck suspension system 
or measured road failures. Later the global sensitivity analysis of the system will 
be also carried out to acquire more comprehensive knowledge about the 
behaviour of systems. Another important task is to speed up with parallelization 
[22]-[24] and to further develop the method in a way to be effectively used in 
control theory tasks. A long term task is to utilize an optimization algorithm to 
adjust the parameters to gain an optimal solution in order to reduce the 
sensitivity of the system.  
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Abstract: Recent trends in vehicle engineering require manufacturers to develop 
products with highly refined noise, vibration and harshness levels. The 
use of trim elements, which can be described as Poroelastic Materials 
(PEM), are key to achieve quiet interiors. Finite Element Methods 
(FEM) provide established solutions to simple acoustic problems. 
However, the inclusion of poroelastic materials, especially at higher 
frequencies, proves to be challenging. The goal of this paper was to 
summarize the state-of-the-art as well as to identify the challenges in 
the acoustic simulations involving FEM-PEM methods. This involves 
investigation of measurement and simulation campaigns both on 
industrial and fundamental academic research levels.  

Keywords: finite element method, poroelastic materials, vehicle acoustics 

1. Introduction 

Continuous development in the automotive industry has led customers to expect 
quieter and more efficient vehicles for their daily commute. Megatrends, such as the 
need to reduce the environmental footprint of vehicles, urbanisation or the general 
increase in the need for mobility have shifted paradigms for vehicle producers. 
Buyers today prefer intelligent, efficient and comfortable cars instead of vehicles 
requiring the increased level of driver control or exposure to tiring noises, vibrations 
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as well as harsh, intrusive effects in the cabin. As a result of the aforementioned 
effects, today’s mainstream vehicles require engineering sophistication that was 
formerly typical for luxury cars only. This manifests itself in the need for accurate 
engineering methods to achieve the desired vehicle characteristics, rather than just 
the usage of fine materials. To satisfy customers, highly scientific methods have to 
be applied during the design process of cars. Today, the noise, vibration and 
harshness (NVH) level is one of the key vehicle properties customers care of. This 
does not necessarily mean quite vehicles in every case. While mainstream vehicle 
models are expected to be quieter and smoother, their performance oriented versions 
need to have a unique sound character to them, to provide an aural excitement beside 
driving enjoyment. Both of these development targets mean that achieving the 
desired acoustic characteristics has gained huge importance within the vehicle 
development process. 

The advent of the electric car places even more focus on acoustics. Electric 
powertrains are on one hand quieter than internal combustion engines, while on the 
other hand will excite the vehicle chassis at much higher frequencies, than their 
traditional counterparts. This means that acoustic treatments are expected to perform 
well not only at low frequencies (where chassis noises “masked” earlier by the 
combustion powertrain will now be audible) as well as high frequencies, where the 
excitation from e-motors will dominate [1]. Alongside the improved acoustic 
performance, however, stricter efficiency goals will dictate continuous weight 
savings as well. Both of the above mentioned, conflicting requirements coupled with 
the accelerated development cycles necessitate accurate numerical methods to 
determine acoustic properties in the early phases of the design process. 

The goal of the present paper is to provide a comprehensive overview in recent 
developments of simulating vehicle interior acoustics via FEM-PEM methods. The 
paper can aid researchers in understanding the state-of-the-art of vehicle interior 
acoustic simulations as well as the challenges of this field, thus leading to the 
identification of the gaps in knowledge. 

2. Theoretical background of FEM-PEM simulations 

2.1. Acoustic excitation modes in vehicle acoustics 

Road vehicles are subjected to a wide range of mechanical and acoustic 
excitations. 

Fundamentally, passengers hear noises through the pressure waves transmitted to 
their ear drums in the air in the cabin compartment. However, these pressure waves 
can be induced in two fundamentally different ways, which is the classical 
distinction between noise sources in a vehicle [2]: 
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• Structure-borne noise: Noise induced by the physical impact of an object 
on a structure and this signal travelling within the structure. For vehicles, 
this would correspond to time varying loads (i.e. vibrations) entering the 
vehicle chassis from the road and tyres, or elements of the powertrain. An 
example can be the vibratory load entering the chassis through the tyres, 
rims and suspension due to uneven road, or the vibrations entering the 
chassis from the engine vibrations. Typical frequency range is between 20-
400 Hz 

• Airborne noise: Noise induced by aerodynamic loads or the acoustic 
radiation of an object and entering the structure of interest via air. For 
vehicles, this corresponds to time-varying loads (i.e. vibrations) entering 
the vehicle chassis through the air around the vehicle. Examples are the 
vibration of the roof due to turbulent flow around it, the pressure waves 
radiated by the engine in the engine bay, or the tyre surfaces as the tyre is 
periodically deformed at the tyre-road interface Typical frequency range is 
500 Hz and above. 

These two noise categories are distinctively important in the literature review, 
since many software applications are restricted to the prediction of one or the other 
only. Fig. 1 illustrates the typical frequency ranges and sources of structure-borne 
and airborne noise for vehicles.  

 

Figure 1.: Frequency range of structure-borne and airborne noise components [2] 
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Both noise sources lead to the vibration of the chassis elements (such as body 
panels, windshields, trim elements, etc.) and this vibrational energy transforms to 
pressure waves inside the passenger compartment, which then excite the eardrum of 
the passengers. 

2.2. Finite Element Method 

Finite Element Methods (FEM) can be used not only for stress and strength 
analysis, but also for predicting the acoustic behaviour of a structure. Structural 
problems are solved using a stiffness matrix as well as a displacement- and a load 
vector, while in acoustic dynamic analyses these are supplemented by mass/ and 
damping matrices, as well as acceleration and velocity vectors. Detailed description 
of structural FEM can be found in [3] and [4], while the acoustic coupling theory is 
expanded in [5] and [6]. 

For acoustic simulations, it is necessary to model the air surrounding the vibrating 
solid object. To determine the pressure field in air, coupled solutions are used where 
the stiffness matrix contains the coupling between the structure and air cavity. Song 
et al. [7] and Kim and colleagues [8] worked extensively on developing acoustic 
coupling formulations. For solving these equations, multiple solution schemes exist, 
with substructuring and modal analysis being the two most predominant ones in the 
industry. 

2.3. Poroelastic Material (PEM) modelling 

A recent addition to the Finite Element Method simulations has been the modeling 
of Poroelastic Materials (PEM). Poroelastic materials consist of a structural, porous 
matrix whose cavities can be filled with various fluids [9]. Figure 2. illustrates a 
sample cross-section of a poroelastic material. For automotive applications, 
poroelastic materials form for example the trim panels in the interior, carpets, seats 
and in general, i.e. most of the sound-absorption materials applied. Therefore, 
although their structure may differ, the fluid phase is always air. Interaction between 
these distinct phases complicates material behaviour in case of an excitation. As 
cavity diameters are on the microscale, computational capacity of current computers 
prevents the direct modelling of these structures, as cell numbers in a Finite Element 
solver would be excessive. To account for their effect, they can simply be modelled 
as non-structural masses added to the load-carrying structure [21, 22, 23, 24] or by 
applying the so-called Biot-theory for modelling PEM materials. Biot-theory 
describes the behaviour of PEM materials using about 13 macroscopic parameters 
(the number depends on the equation formulation) [10, 11, 12, 13], which are 
extracted from measurements. Since most of the Biot-parameters are both material- 
and frequency-dependent, their accurate measurement and application in numerical 
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campaigns poses considerable challenges [14, 15, 16, 17]. However, the use of the 
Biot-theory in FEM simulations improves the comparison between experiments and 
numerical simulations greatly, especially when compared to the non-structural mass 
approach. FEM-PEM results match the experiments to higher frequencies, which 
justifies the extra computational cost imposed. 

 

Figure 2.: cross-section of a generic poroelastic material [9] 

The following sections will summarize selected works from the topic of FEM-
PEM simulations, to highlight the state-of-the-art in this field and to point out certain 
gaps in the knowledge in this field.  

3. Review of relevant literature 

3.1. Poroelastic Materials as non-structural mass 

Even though Biot`s theory was established in the middle of the 20th century [10, 
11], his findings were not implemented into trim modelling until the 1980s [18, 19, 
20]. It was only then, when the application of Biot’s theory in vehiccle analysis 
gained importance with the increasing sophistication of vehicle design. 

Despite the difficulty in applying the modelling equations, engineers still desired 
to approximate the acoustic effects of trims. The earliest approximation was done by 
adding non-structural mass elements on panels where trims would be installed, 
which – depending on the model – was sometimes extended with locally increased 
stiffness and damping values as well. One of the earliest examples of this technique 
was the work of Priebsch et al. [21]. This study examined noise levels emitted by an 
inline five-cylinder engine using finite element calculations. Figure 3. shows the 
engine-crankshaft system’s FEM model. 
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Figure 3.: finite element model of a 5-cylinder engine and crankshaft [21] 

Poroelastic engine trims were modelled as extra mass without influencing the 
structural properties of the system. As trim elements were not the focus of this study, 
their effect was not quantified separately, however, the relatively good comparison 
between simualtion and measurements proved that the non-structural mass idea had 
merit in this particular application. 

While trim elements are used on engines as well, their most prominent acoustic 
role is in the interior. Various damping mats as well as door cards, instrument panels 
and the seats themselves are used to attenuate disturbing noise from outside. 
Therefore, the application of non-structural mass models for interior poroelastic 
materials was a straightforward choice. An example for such a case is the work done 
by Sung and colleagues in 1999 [22]. As part of a series of investigations on trimmed 
bodies, the eigenmodes of a vehicle body were calculated, along with the frequency 
response. Besides their computational campaign, frequency response functions 
(FRFs) were also measured, shown on Figure 4. for four different locations. 
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Figure 4.: Comparison of measured (dashed line) and calculated (solid line) 

SPL [22] 

Using 24 reference points over the vehicle body and a single excitation input 
location, a spatially averaged FRF was compared with the calculated values (Fig. 4). 
As this was an early attempt at a trimmed body investigation, quite a number of 
simplifying assumptions were made during the simulation. Trim elements were 
represented only as non-structural masses, while the doors, hood and trunklid were 
reduced to point masses and replaced with rigid elements, joined to the bodywork 
through coupling factors. The relatively small amount of cells (35000 for the body 
model and 2500 for the acoustic cavity) also reduced accuracy, which manifested 
itself in the results. Trends were captured correctly, but – especially with increasing 
frequency – differences between measured and calculated results reached more than 
5 dB both in FRF and sound pressure levels inside the cabin. 

While this method has a lot of limitations in such a complex case, its quick 
computation time warrants its use in certain campaigns where short turn-around 
times are required. Subramanian et al. [23] performed a damping material 
optimization on a full-size truck cabin. Using a finite element solver, strain energy 
contours were calculated for treated body panels (Fig. 5). The contours were used to 
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identify extreme energy points, where treatment was increased. By running this 
process in a feedback loop, the optimization was completed. Although the accuracy 
of the results was not perfect, the identified locations and treatment increases were 
proven useful later in the product development cycle. The overall goal of the 
optimization was achieved, as the production model received a damping treatment 
with reduced volume and mass. 

 

Figure 5.: Composite strain energy contour (A) and optimized damping layer 

treatment of a vehicle floor panel [23] 

Despite being useful in predicting trends, this approximate method has very 
limited usage. As Nefske [24] also points out, its main advantage is the quick 
computational time and relatively good correlation with measurements below 50 Hz. 
Such limited frequency range means that it cannot be reliably used for interior noise 
assessments. 

3.2. Biot-theory in Finite Element Methods 

As computational capacities have grown exponentially, the more complex 
poroelastic formulations started to receive more popularity. One of the earliest to 
approach the Biot theory in Finite Element Methods was Panneton and Atalla [25]. 
Their 1995 paper describes a method where the Biot equations are formulated for a 
finite element solution approach, but simplified by mathematically separating the 
independent fluid and solid degrees of freedom and approximating the low-
frequency material behaviour on the basis of air properties. Despite the mathematical 
efficiency, the method was only used in the 100-500 Hz region on a geometrically 
simple model seen on Fig. 6., and no practical application of this exact scheme was 
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published. Göransson [26] also attempted a simplified FE solution of Biot`s 
equations by taking advantage of matrix symmetries between porous frame and pore 
fluids. The fully symmetric formulation, however, still requires five unknowns per 
node to solve for poroelastic effects, which is why its use is not shown in the paper 
above 160 Hz. 

 

Figure 6.: Geometric setup of the problem tackled by Panneton and Atalla [25] 

Deckers et al. [27] provides an excellent summary of the various formulations of 
the Biot-theory and their numerical applications into a solution scheme. As the goal 
of this paper was to review practical applications in vehicle industry, the work done 
by Deckers and colleagues will not be discussed in detail, however it is important as 
a milestone for summarizing the possible numerical ways to include poroelastic 
modelling. They also detail various approximation schemes, where either the PEM 
matrix is assumed to be fully rigid, or an equivalent fluid represents the material. To 
illustrate the complexity of Biot modelling, Deckers et al. lists seven different 
formulations that can be used in numerical solvers, with varying numbers of degrees 
of freedom. Transfer Matrix Method (TMM) is also described as a viable solution 
for higher frequency problems. Higher frequencies cause problems in FEM 
simulations due to the small element sizes necessitated by short wavelengths, a 
problem exacerbated by the presence of porous cavities which further impose 
wavelength restrictions. TMM alleviates this issue by describing wave propagation 
through a multi-layered medium. By assuming an infinite number of layers and 
keeping in mind that only two dilatational and one transversal wave can propagate 
through a poroelastic medium, the transfer matrix describes the wave field using a 
limited number of variables. However, the description of the exact coupling system 
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to the boundaries and originally assuming a plane wave means that TMM`s 
limitations must be considered.  

 

Figure 7.: Optimization loop involving TMM for an instrument panel [28] 

Dejaeger et al. [28] used this method in an effective mass optimization study for 
an instrument panel insulator. Their goal was to retain or improve the acoustic 
properties of a firewall damping material while reducing its overall weight. Instead 
of performing detailed analysis of the entire firewall-insulator-instrument panel 
system in FEM for each iteration with exactly modelled poroelastic effects, the 
transfer matrix method was used to evaluate multiple concepts in a shorter 
timeframe, and only the best of those was validated using a complex FE simulation. 
The optimization loop developed in their paper is shown on Figure 7. Measurements 
confirmed the validity of the approach, with the optimized insulator providing 
improved transmission loss as well as lower weight than the baseline configuration. 
A similar optimization scheme was carried out by Rondeau et al. [29], however on 
a wider topic breadth: Biot parameter and transmission loss measurements were also 
carried out on a complex instrument panel model, while the numerical campaign 
involved FEM, boundary element method and poroelastic modelling as well. 
Correlation between measurement and simulation was overall good, especially in the 
above 1000 Hz frequency range, as shown on Fig. 8. 
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Figure 8.: Transmission loss of instrument panel insulator configuration – 

measurement and simulation [29] 

While TMM is useful in the component optimization scheme, its limits are reached 
when dealing with multiple trim elements in a single acoustic system. For a more 
complex system, Biot equations or a model thereof is needed. In a 2015 publication, 
Pietrzyk [30] attempted to predict transmitted airborne noise into a vehicle passenger 
cabin. For the research, a body-in-blue configuration car model was used (no interior 
trim, doors and enclosures trimmed) with and without porous carpet material. By 
starting the investigation with a measurement campaign, baseline values were 
established. Calculations carried out with the porous carpet used the built-in Biot 
modeler of MSC Actran. Out of the 4 internal microphones, results for the chosen 
one show questionable accuracy, with differences reaching 10-20 dB in the worst 
locations. Frequency range was higher here, as expected for airborne noise 
transmission, however the maximum test frequency was only 400 Hz. 
Computational results followed measurement curves better in the 0-200 Hz region 
than above as Fig. 9. shows, although it should be noted that this model needs more 
refinement to obtain closer results. As mentioned before, the sheer number of 
material parameters influencing the Biot-model, as well as their frequency 
dependency can introduce large discrepancies into simulations, and possibly with 
more correctly set values, this calculation could also arrive at a better conclusion. 
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Figure 9.: Resulting FRFs at microphone 1 from measurement (red) and 

simulation (blue) [30] 

The built-in capabilities of MSC Actran for poroelastic modelling were used by 
Guellec et al. [31] to perform trim element optimization on a passenger car. As the 
most recent published work on the FEM-PEM topic, it contains the latest simulation 
results obtained for a trimmed vehicle setup with floor insulator carpet. Two 
different calculation methods are presented and compared in their work. One 
involves MSC NASTRAN for a traditional modal solution, which includes 
calculation of the reduced impedance matrix in Actran. The other, however, takes 
place fully in Actran and starts with the computed cavity- and structural modes, with 
the ability to add frequency dependent damping – either globally, or node by node. 
As the amount of modes can increase rapidly, only a select number of them are stored 
for computational efficiency. During the carpet optimization, both solution strategies 
are used since changing embossments retains the originally calculated impedance 
matrix, while for changed trim material properties, the NLOPT sequence is used to 
obtain a new impedance matrix for the original modes. Using the NLOPT model 
enabled the mass optimization of the trim, and resulted in a 1.7 kg weight gain but 
2.5 dB reduced power spectral density level over the whole frequency range up to 
250 Hz (Fig. 10.). As future work it is recommended to investigate the high-
frequency behavior of the optimized trim and the process itself as well. 
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Figure 10.: Trim optimization results showing baseline (light blue), acoustically 

optimized (dark blue) and minimal mass (black) trim packages [31] 

3.3. Hybrid modelling methods 

High computational costs arising from the complexity of Biot`s theory have driven 
engineers to develop alternative methods to account for trim behaviour in acoustic 
models. Panel acoustic participation is a finite element-based method, as presented 
by Wang et al. [32]. This method calculates resultant pressures from node vibration, 
which are summed over each panel to account for their individual pressure 
contributions. Then, all surrounding panel induced pressures are summed to obtain 
the resultant pressure for the whole cavity. Thereby the panel participation is defined 
as the projection of the sound pressure of individual panels in the direction of the 
overall sound pressure. In their investigation, the panel participation method is used 
to identify large contributors to interior noise among the panels in contact with the 
interior cavity on a four seat family car with hammer excitations. Figure 11. shows 
panel divisions used in the study. Despite good agreement between measurement 
and simulation, the used frequency range is really narrow (20-50 Hz) and severely 
limits the applicability of this method. 
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Figure 11.: Panel division in the investigated car for panel acoustic 

participation method study [32] 

Duval and colleagues [33] also worked on an energy based hybrid method to 
obtain sound pressure levels for a trimmed body. The goal of the study was the 
implementation of a new sound package for a diesel hatchback car. In order to do 
so, acoustic power and transfer functions were measured in a fully lined interior with 
acoustic treatment and used to calculate sound pressure level at the driver`s ear level. 
The measurements resulted in an acoustic map of the interior, so the optimization 
could start with the most contributing elements. Figure 12. shows the acoustic power 
map of the interior panels investigated in the study. Even though the results were 
quite good, such an optimization relies on measurements on an actual prototype, so 
it cannot advise designers upstream in the design process. 
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Figure 12.: Acoustic power map of interior trim panels  

in a small hatchback car [33] 

Not focused on trim elements per se but on an entire design process from high-
level targets to execution, Bergen et al. [34] presents a whole development strategy 
for vehicle manufacturing to deal with the challenge of designing an acoustic sound 
package. Their recommendation is to use panel participation method (or panel 
contribution analysis) and transfer path method to establish component goals based 
on overall design targets, and use more computationally costly procedures like FE 
models on smaller substructures, so they can be investigated in detail. However, the 
introduced example is only looking at the finite element results and does not mention 
the variety of errors that can be introduced into the process at the beginning with the 
establishment of component goals. 

4. Conclusions 

An overview of the most relevant literature on Finite Element Method simulations 
including trim elements made from Poroleastic Materials is given in this paper. 
Inherent complexities are introduced into an acoustic model once the representation 
of trim elements is required, since the complex micro-level interaction between fluid 
and solid phases need to be represented on a macroscopic level. Although Biot`s 
theory describes this behaviour, it is computationally expensive and introduces an 
unmanageably large amount of degrees of freedom to handle, especially at higher 
frequency. Improvements in computing power resulted in the broader application of 
these methods, and their accuracy is unquestionable below 250 Hz with correct 
parameters. Despite this, a distinctive lack of higher frequency trim simulations 
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exists, with no articles citing objectively good correlation between measurement and 
simulation above the 250-300 Hz region. 
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Abstract: Engine oil degradation during long-term engine operation is a well-

researched topic, however, the effect of biofuels and synthetic com-

pounds is not fully understood. In order to characterise novel fuel related

phenomena in an engine a basis of studies should be established with

state-of-the-art engines and conventional fuels and lubricants. This study

aims at describing the behaviour of used engine oils throughout their

service life based on friction and wear measurements with oil samples

from three identical light-duty direct injection supercharged diesel en-

gines. Oil samples were taken from each engine every 50 hours between

oil changes to determine physical properties and chemical composition.

Friction and wear measurements were conducted on a high-frequency

reciprocating rig. The results show strong correlation between oil ser-

vice life and boron content, as well as acid number and base number. A

similar correlation between coefficient of friction with used samples and

boron content as well as soot content was observed. A simple model

based on a polynomial fitting function was proposed to predict friction

and wear from boron content, total acid number and total base number.

Keywords: engine oil degradation, friction, wear, lubrication
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1. Introduction

The lubricant in an engine serves multiple purposes, which demands a complex

formulation in order to fulfil its function. Aside from friction and wear reduction

the oil protects engine parts against corrosion and oxidation, removes third bodies

from sliding pairs, transfers heat away from core engine components and helps in

achieving appropriate sealing and reducing vibration.

The engine oil composes of a base oil and an additive package [1]. Modern

engine oils are mostly polyalphaolefin based, which has inferior properties as a

lubricant, hence a selection of additives is needed to achieve the desired function.

The most common additives are anti-wear, anti-oxidant, dispersant, detergent, friction

modifier, viscosity modifier, extreme pressure agent, anti-foaming agent and emulsifier

compounds [2]. A certain property can be achieved through different chemical

compounds, but the interaction and compatibility of these compounds with each other

must be considered during the formulation of the lubricant.

An engine oil encounters elevated temperatures, high mechanical load, multiple

chemically active solids and gases and foreign contaminants during its service life

which can contribute to its degradation [3]. Therefore, the lubricant needs to be

changed several times during the lifetime of the engine [4]. The main reason of oil

degradation is oxidation through the O2 content of fresh intake air and exhaust gas.

The rate of oxidation will increase with rising temperature, which can also lead to the

formation of peroxides and free radicals in the engine oil, which in turn can contribute

to acid and sludge formation. Oxidation can also lead to an increase in viscosity due

to polymerization between the base oil molecules.

State of the art passenger car and commercial vehicle engines implement direct

injection fuel systems with high injection pressures and varied injection timing

strategies. Injecting fuel directly inside the combustion chamber offers a more

precise control over mixture formation and the combustion process which together

with charging allows for higher specific power and torque, but also increases the

phenomenon of fuel transport through the piston ring package [5], [6], [7]. Fuel

and fuel derivatives can contaminate the engine oil and cause further degradation

mechanisms. Unburden hydrocarbons can get into the engine oil from the combustion

chamber through blow-by gases. Defective injectors, bad fuel spray orientation and
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increased gaps between the piston, piston rings and cylinder wall due to wear may

cause increased fuel transport into the crankcase. Fuel dilution can cause lubrication

issues [8], although in normal operating conditions without any fuel line malfunction

the fuel content of the engine oil should stay at a manageable level due to evaporation

at higher operating temperatures [9]. However, biofuels can alter these tendencies

[10].

The goal of this study is to describe the condition of the engine oil at consequent

stages of use and to predict the behaviour of a specific engine oil after a given service

life regarding friction and wear through chemical analysis of oil samples from three

identical light-duty direct injection supercharged diesel engines.

2. Methodology

Three identical series production turbocharged direct injection diesel engines with a

specific power of 60 kW/l were investigated on an engine test bed. Each engine was

subjected to a different test cycle with moderate to high loads and engine speeds. The

engines were filled with a commercially available SAE 0W-30 grade fully synthetic

lubricant with an oil change period of 250 hours. Oil samples were taken every 50

hours for oil condition monitoring purposes and sent to oil analysis. All engines were

fuelled with EN 590 compliant regular diesel fuel during the test runs.

The first test cycle (C1) is intended to simulate the conditions of real-life driving and

consist of mixed loads and engine speeds. The second test cycle (C2) is designed to

stress the exhaust gas recirculation system of the engine and consists of discrete steps

with varying engine speeds and throttle positions. The third test cycle was designed

to stress the engine to its limits and consist of differing engine speeds with wide-open

throttle and half-load conditions.

A total of 43 oil samples were collected and sent to oil analysis in order to char-

acterize the state of used engine oils. Kinematic viscosity at 40 ◦C and 100 ◦C were

determined according to ASTM D 7279-16 [11]. Acid number and base number

were determined through potentiometric titration according to ASTM D 664-11a

[12] and ASTM D 2896-15 [13], respectively. Additive content was determined

through inductively decoupled plasma atomic emission spectroscopy according to
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ASTM D 5185-13e1 [14]. Soot content was determined through infrared spectrometry

according to DIN 51452 [15]. Wear metal content was determined through analytical

ferrography. Oil samples were homogenised before analysis. A comprehensive list of

measured oil properties is given in Table 1.

Table 1. Measured properties of oil samples with their respective units

Property type Property [unit]

General ELh [h] OAh [h] OCI [-]

Physical KV40 [mm2/s] KV100 [mm2/s]

Chemical TAN [mgKOH/g] TBN [mgKOH/g]

Contaminant ST [%] Na [mg/kg] Si [mg/kg]

Wear metal
Al [mg/kg] Cr [mg/kg] Cu [mg/kg]

Fe [mg/kg]

Additive
Ca [mg/kg] Mg [mg/kg] P [mg/kg]

Zn [mg/kg] S [mg/kg] B [mg/kg]

Selected oil samples were subjected to friction and wear measurements on a high

frequency reciprocating rig in order to determine their lubricating performance. Sam-

ple selection was based on oil service life, since not all analysed oils were available

for friction testing. To have a representation of in-engine oil degradation a complete

series of samples were chosen from each test cycle, which corresponds to 1 sample

of 50, 100, 150, 200 and 250 hours oil service life from the same oil charge of each

engine. A ball-on-disc model system was utilized with a steel sliding pair for the mea-

surements. Each sample was tested under the same circumstances in two consecutive

measurements. To minimize measurement error and maximize reproducibility the

testing of the aged oil samples was carried out according to the ISO 19291:2016 [16]

standard. Mechanical load, stroke, speed, test duration and other boundary conditions

of the measurements are given in Table 2.

Ball and disc test specimens are supplied by Optimol Instruments with material

properties and dimensions given in Table 3. In addition to the registered coefficient of
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Table 2. Parameters of the load set used for friction and wear experiments

Parameter Value Parameter Value

Lubricant volume [ml] 0.3 Run-in Load [N] 50

Stroke length [mm] 1.0 Run-in Time [s] 30

Frequency [Hz] 50 Normal Load [N] 300

Specimen Temperature [◦C] 50 Total Test Time [s] 7230

friction (COF) curves the averaged wear scar diameter (AWSD) of each ball specimen

was determined through optical microscopy as an average of two perpendicular

diameter measurements. Mean COF values were determined as an arithmetic mean of

the friction curve after the run-in period.

Table 3. Properties of the ball and disc specimen used for friction and wear experi-

ments

Specimen Size [mm] Material Ra [µm] HRC [-]

Ball �10 100Cr6 0.02 ±0.001 61.5 ±1

Disc �24 x 7.9 100Cr6 0.047 ±0.003 62

A linear correlation analysis according to Pearson was carried out on the data in

order to assess the significance of measured oil properties in relation to the condition

and lubricating performance of the oil samples. Oil properties listed in Table 1 were

correlated to service life (OAh). Subsequently, the properties of the oil samples

subjected to friction and wear measurements were correlated to the mean coefficient

of friction and the mean averaged wear scar diameter. The calculated correlation

coefficients or r-values lie in the range of [-1, 1]. A strong linear relationship

is characterized by an r-value close to |1|, whereas an r-value of 0 suggests no

linear relationship between the variables. The p-value determines if the r-value is

significantly different from 0. A p-value less than or equal to the significance level
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signifies that the correlation is different from 0. A level of significance of 0.05 was

chosen for the evaluation of the correlation coefficients based on the corresponding

p-values. Any oil property with a corresponding p-value greater than the level of

significance was considered as non-determinate for this study.

3. Results

A correlation analysis of measured oil properties of all oil samples in relation to their

service life is shown on Figure 1.

Figure 1. Correlation of measured values to oil service life (OAh); blue circles

represent correlation coefficients, red crosses represent p-values, red line represents

level of significance (p=0.05)

It suggests that the main indicators of engine oil fitness are TBN, TAN and boron

quantity (B) in the oil, signified by low p-values and relatively high absolute correla-

tion coefficients (≥ 0.8). A detailed analysis of these values shows a coherent decrease

of TBN and boron content as well as a steady increase of TAN with service life of

measured samples regardless the test cycle (Fig. 2). In contrast to this behaviour there

is noticeable separation in values of the kinematic viscosity of samples from different

test cycles. These results are in-line with the expectations, based on the work of other

researchers.
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Figure 2. Measured TAN, TBN, boron content and kinematic viscosity at 100 ◦C with

different oil samples

A mean value from the coefficient of friction curve as well as the averaged wear

scar diameter of each measurement was calculated and correlated to the values from

the lubricant analysis. The analysis shows a strong correlation between the boron

content, soot content and TBN of the samples to the mean coefficient of friction during

friction and wear testing (Fig. 3). As for the amount of wear a similar trend can be

observed. Boron content and TBN show a remarkable correlation alongside with

TAN. These findings seem to be in accordance with the results of used oil analysis in

relation to service life.

To determine the relation between said properties the COF and AWSD values of
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Figure 3. Correlation of measured values to mean COF (upper) and mean AWSD

(lower); blue circles represent correlation coefficients, red crosses represent p-values,

red line represents level of significance (p=0.05)

individual samples were plotted against boron content, soot content, TAN and TBN

respectively (Fig. 4). Apart from COF and soot content, the relation between values

appears to be linear. Although it should be noted, that the correlation between the

measured coefficient of friction and oil condition is the most apparent on the COF vs.

soot content plot.

Based on the presented data, the boron content of the sample together with another
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Figure 4. Graphic representation of the relation between used engine oil properties

and their performance during friction and wear testing

independent property with significant correlation could be used to describe the fitness

of the lubricant in terms of friction reduction and wear protection. A second order

polynomial function was found to describe the dependence of COF values from boron

and soot content:

f(x,y) = p0 + p1 · x+ p2 · y + p3 · x
2 + p4 · x · y + p5 · y

2 (1)

where f(x,y) represents the coefficient of friction, x represents boron content and

y represents soot content. This with the appropriate coefficients yields an adjusted

R-value of 0.9076 and a root-mean-square error (RMSE) of 0.0036. The repeatability

of the used friction measurement procedure is 0.012 according to the standard. This

means that the proposed function could be successfully used to determine the COF
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value from the measured boron and soot content of the sample. In the case of averaged

wear scar diameter results the best achievable fit yielded from a similar function, with

f(x,y) representing AWSD, x representing TAN and y representing boron content.

The best fitting second order polynomial function results in an adjusted R-value

of 0.6659 and a RMSE of 157.136 µm, which is far greater than the measurement

repeatability of around 70 µm, however lies below the border of reproducibility of

around 230 µm.

Figure 5. Absolute error of prediction for COF and AWSD with validation dataset;

dashed lines represent ± RMSE of the COF prediction model while dotted line

represent the same for the AWSD prediction model

A validation dataset consisting of boron, soot and TAN values as well as measured

values of COF and AWSD of selected samples was utilized in order to evaluate the

fitness of the polynomial models. One samples from each test cycle (C1, C2 and C3)

at 150, 200 and 250 hours service life was included in the validation dataset. The

absolute difference between predicted and measured COF and AWSD values at the

validation data points are depicted on Fig. 5. In the case of the COF model for 7 out

of 9 predictions the error is lower than the RMSE of the fit, which can be considered

a good accuracy. The AWSD model shows a worse accuracy with only 5 predictions

out of 9 with an error lying under the RMSE of the fit.

Due to confidentiality the author will not disclose the coefficients of the polynomial

functions.
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4. Discussion

The presented results presume a significant correlation between the TAN, TBN and

boron content of a used engine oil and its service life. The acid number is used to

measure the concentration of acidic species present in the engine oil. Lean oil has an

initial acidity which will increase during service due to acid formation as a result of

oxidation and the presence of acidic compounds formed during combustion. The base

number measures the alkaline reserve of the lubricant which serves as a neutralizing

agent to hinder the effect of weak acids. Therefore the initial base number of a

lean oil will decrease during the service life [17]. Boron esters are used in modern

formulations as an antioxidant additive or as replacement to ZDDP. Boron can also

be used as a solid lubricant nano-additive to successfully reduce friction and wear in

a sliding pair as discussed in [18], [19], [20] and [21]. In both cases the initial boron

content of the lubricant will decrease with time as experienced. This phenomenon

takes place due to degrading chemical reactions and boundary layer formation, which

reduce the amount of boron additives in the oil. Hence, the presented results are in

accordance with the scientific literature.

The conducted correlation analysis assumed a linear correlation between the inves-

tigated properties and service life, as well as coefficient of friction and averaged wear

scar diameter. This assumption disregards the possibility of non-linear correlation,

which can explain why only a weak fit was achievable with the wear scar diameter.

Taking only linear correlations into account was a decision in favour of simplicity, as

non-linear behaviour would demand finer sampling of the used oils which was not in

the scope of this study. Further experimentation should be considered regarding the

dependence of oil properties from the test cycle. Treating this factor as an inherent

property of the dataset can introduce an error in the model. A detailed study with

real-life driving conditions conducted on a diverse vehicle fleet would be necessary to

address this flaw.

It should also be noted that the models presented in this study are only applicable

in the case of boron containing engine lubricants, and should not be applied without

further consideration to arbitrary engine oils or other lubricants.
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5. Conclusion

In order to describe the friction and wear behaviour of used engine oils a series of

measurements was conducted on a high frequency reciprocating rig with oil samples

from three identical light-duty series production diesel engines. Each engine was

subjected to a different test cycle aiming at simulating different use cases. Oil samples

were taken every 50 hours between oil changes and analysed in a laboratory. The

results of oil analysis and friction and wear testing showed that a strong correlation

exists between oil service life and TAN, TBN and boron content of the sample.

These findings are in accordance with the expectations, based on the work of other

authors. This correlation was found to be present in connection with the coefficient of

friction and average wear scar diameter values as well, although with somewhat lower

significance. Based on these findings a simple polynomial fitting model was proposed

to predict the COF and AWSD values of a given oil sample without conducting the

friction and wear experiments. It should be noted that only linear correlation between

oil properties and measured COF and AWSD values was considered, disregarding

the possibility of non-linearity between the investigated values. Since boron is not

present in the base oil, the presented model approach is only applicable to engine oils

containing boron additives.
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Abstract: Today’s manufacturing and assembly systems have to be flexible to adapt

quickly to an increasing number and variety of products. The Industry

4.0 conceptualization has several potentials, i.e. flexibility in business

and manufacturing processes, where the intelligent and interconnected

systems, in particular the Cyber-Physical Production System (CPPS),

play a vital role in the whole lifecycle of eco-designed products. In

particular, the CPPS represents a suitable way for manufacturers that

want to involve their customers, delivering instructions to machines

about their specific orders and follow its progress along the production

line, in an inversion of normal manufacturing. The development of Info

Communication Technologies (ICT) and Manufacturing Science and

Technology (MST) enables the innovation of Cyber-Physical Production

Systems. However, there are still important challenges that need to be

addressed in particular at technological and data analysis level with the

implementation of Deep Learning analysis.

Keywords: Digital Twin, CPPS, Data, AI, Industry 4.0, IoT, Cloud
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1. Introduction

Industry is one of the pillars of the European economy : the manufacturing sector

in the European Union accounts for 2 million enterprises, 33 million jobs and 60%

of productivity growth (Eurostat,2018). We stand on the brink of a new industrial

revolution, driven by new-generation information technologies such as the Internet of

Things (IoT), cloud computing, big data and data analytics, robotics.

They open new horizons for industry to become more efficient, to improve processes

and to develop innovative products and services. Recent studies estimate that digitali-

sation of products and services can add more than EUR 110 billion of annual revenue

to the European economy in the next five years. In particular, with the growing

deployments of IoT systems, the importance of the concept of a digital avatar - Digital

Twin - of a physical thing has gathered significant interest in the recent years. These

digital proxies are expected to be built from the domain knowledge of subject matter

experts as well as the real time data collected from the devices [1].

The concept of Industry 4.0, or the Fourth Industrial Revolution, has the potential for

radically increased system re-configurability and flexibility. At its core, the notion of

Cyber-Physical Production System, as the new generation of embedded systems with

advanced artificial intelligence and improved communication capabilities, is seen

as the key enabling concept that will render production activities more sustainable.

This is due to the modular and self-contained nature of cyber-physically formulated

equipment and systems that, instead of relying in statically defined and bespoke inter-

connections, operate in a more open way by considering dynamically establishing

and on-demand interactions between the system components [2] .

The intelligence and adaptiveness attributed to this new class of embedded systems

therefore not restricted to the computational capabilities of local controllers/devices

and can, as well, harness computationally rich cloud environments. The pursue of

new industrial automation concepts and solutions, despite being recently fuelled by

the latter initiatives, and related developments, is also backed up by more than 20

year of multidisciplinary research. In particular, digitalisation is related to the Internet

of Things (IoT) concept and the convergent development of many other technologies

discussed in the Fourth Industrial Revolution ( Industry 4.0). As a founding concept,

IoT sees all the devices, with embedded sensors, electronics and capabilities to con-

nect to others, as “things”. Such things allow to collect and exchange data through

internet and, in general, through networks of devices, named as smart objects [3] .
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Big Data analytics, that access the data and promise to provide fast decision-making

with the use of smart analytics tools, complement the IoT with further features useful

for decision-making support. In such a technology landscape, an important concept

is often remarked: the Digital Twin (DT), meant as a system’s digital counterpart

along its lifecycle. The DT can be considered as a virtual entity, relying on the sensed

and transmitted data of the IoT infrastructure as well as on the capability to elaborate

data by means of Big Data technologies, with the purpose to allow optimizations and

decision-making. In this scope, the DT is often overlapped with advanced simulation.

Overall, the DT, as a virtual entity, can regard everything of the physical world, thus

physical asset can also be directly taken as a target scope of DT modeling ( Fig.1)[4].

Figure 1. Demonstrator: Digital twin in a production line[5].

2. State of the Art

The CPPS conceptualization dramatically reduces the integration effort by virtually

eliminating the need, time, and cost for re-programming. The intelligence and adap-

tiveness attributed to this new class of embedded systems therefore not restricted to

the computational capabilities of local controllers/devices and can, as well, harness

computationally rich cloud environments, in a multidisciplinary research domain.

These eventually led to several innovative production paradigms and technical contri-

butions namely, i.e. Holonic Manufacturing Systems (HMS) powered by Multiagent
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Systems (MAS) and other Artificial Intelligence (AI) techniques. The marriage of

digital and physical technologies would affect how customers, consumers, employees,

and other parts of the business landscape expect to experience and interact with an

organization [4].

Digital twin (DT) is one of the most promising enabling technologies for realizing

smart manufacturing and Industry 4.0. DTs are characterized by the seamless integra-

tion between the cyber and physical spaces. The importance of DTs is increasingly

recognized by both academia and industry. It has been almost 15 years since the

concept of the DT was initially proposed. To date, many DT applications have been

successfully implemented in different industries, including product design, produc-

tion, prognostics and health management, and some other fields [5].

Today’s manufacturing and assembly systems have to be flexible to adapt quickly

to an increasing number and variety of products, and changing market volumes. To

manage these dynamics, several production concepts (e.g., flexible, reconfigurable,

changeable or autonomous manufacturing and assembly systems) were proposed and

partly realized in the past years. In particular, intelligent and interconnected systems

play a vital role in the whole lifecycle of eco-designed products and especially for

manufacturers that want to involve their customers, delivering instructions to ma-

chines about their specific orders and follow its progress along the production line, in

an inversion of normal manufacturing [6] .

Based on the collaborative technologies and services mentioned above, the shared

workspace between humans and robots can be considered an advanced cyber-physical

system, as previous mentioned, the DT. It’is supported by the dynamic control algo-

rithms and online monitoring devices and it’s core element is the data acquisition and

data evaluation [7].

3. R&D Challenges

The concept of Industry 4.0, or the Fourth Industrial Revolution, has the potential for

radically increased system reconfigurability and flexibility and it’s aimed at boosting

Europe’s economy by delivering sustainable economic and social benefits from a

digital single market [1].

This is due to the modular and self-contained nature of CPPS formulated equipment

and systems that, instead of relying in statically defined and bespoke interconnections,
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operate in a more open way by considering dynamically establishing and on demand

interactions between the system components. It is important to notice that the CPPS

conceptualization requires a knowledge and data intensive environment as most CPPS

components will be collectors and processors.

A Digital Twin can have intelligence. For example, an intelligent product can retrieve

information about itself and is capable of participating or making decisions about its

own future [8].

Summarizing, several characteristics for an intelligent product are: (a) Requires a

global unique identification; (b) Is capable of communicating with its environment;

(c) Can retrieve and store data about itself; and (d) Is capable of participating in or

making decisions relevant to its own destiny [9]. It is not necessary to have all these

characteristics for a Digital Twin, since all these are related to intelligent product.

However, some of these characteristics are relevant for the management of the Digital

Twin. In particular through CPPS, the development of new business models, new

services are expected which may change many aspects of our life. The potential

application fields are almost endless: air- and ground-traffic; discrete and continuous

production systems; logistics; medical science, energy production, infrastructure

surrounding us, entertainment, and we could keep on enumerating[6].

In the coming space only some of the R&D challenges are outlined from the much

bigger set of research fields which are related to CPPS. Especially when adopted

in manufacturing, the DT has taken a new objective: to simulate the complex be-

haviour of production systems, also including external factors, as human presence

and technical constraints [10]. In particular:

• Data evaluation and acquisition [7].

• Context-adaptive and (at least partially) autonomous systems. Methods for

comprehensive, continuous context awareness, for recognition, analysis and

interpretation of plans and intentions of objects, systems and participating users,

for model creation for application field and domain and for self-awareness in

terms of knowledge about own situation, status and options for action are to be

developed [6] .

• Cooperative production systems. New theoretical results are to be achieved
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and the development of efficient algorithms for consensus seeking, cooperative

learning and distributed detection is required[6].

• Improved maintenance decision making (damage / cracks prediction; material ge-

ometric / plastic deformation, and reliability modelling of physical systems) [11].

• Checking the feasibility and optimizing the control software of the system [12].

• Simulating the orchestration of IoT devices [13] .

• Human-machine (including human-robot) symbiosis. The development of a

geometric data framework to fusion assembly features and sensor measurements

and fast search algorithms to adapt and compensate dynamic changes in the real

environment is required [6] .

• Statistically-based decision making and optimization, such as optimizing the

system’s behaviour / performances, by simulating it during the design phase or

during other lifecycle phases, knowing its past and present states [14][15].

3.1. Cyber Physical Production System

The concept of a cyber-physical production system (CPPS) is a manufacturing-

centered version of a CPS. The CPS includes embedded systems , internet ser-

vices, management processes. The CPPS fuses computer science (CS), ICT, and

manufacturing-science technology. Based on the collaborative technologies and ser-

vices mentioned above, the shared workspace between humans and robots can be

considered an advanced cyber-physical system, which is supported by the dynamic

control algorithms and online monitoring devices. In particular, the CPPS will enable

and support the communication between humans, machines and products alike (Fig.

2).

The elements of a CPPS are able to acquisition and process data, and can selfcontrol
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Figure 2. Interaction between Humans and machine in CPS.[6]

certain tasks and interact with humans via interfaces. CPPS partly break with the

traditional automation pyramid (left side of Fig. 3).

Figure 3. Decomposition of automated hyerarchy with distributed services.[6]

The typical control and field levels still exist which includes common PLCs close

to the technical processes to be able to provide the highest performance for critical

control loops, while in the other, higher levels of the hierarchy a more decentralized

way of functioning is characteristic in CPPS[6].

Currently, the CPPS concept is still under development. In the area of asset man-

agement, CPPS has the potential to provide self-awareness and self-maintenance

258
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capabilities. The implementation of predictive analytics as part of the CPPS frame-

work enables the assets to continuously track their own performance and health status

and predict potential failures. By implementing this predictive analytics along with

a decision support system, proper services could be requested and actions taken to

maximize the uptime, productivity and efficiency of the industrial systems. CPPS, as

the central hub for data management in fleet level, plays a critical role in achieving

the above-mentioned goals[16].

3.2. Digital Twin

Thanks to the CPPS and AI platform, a radically increased system where the re- con-

figurability and flexibility allows a predictive planning and control in order to prevent

and solve the potential failure in a production or in a physical system . Indeed , the

technological basis of Industry 4.0 roots back in the Internet of Things (IoT),which

proposed to embed electronics, software, sensors, and network connectivity into

devices (i.e. ”things”), in order to allow the collection and exchange of data through

the internet[16] [17].

As such, IoT can be exploited at industrial level: devices can be sensed and controlled

remotely across network infrastructures, allowing a more direct integration between

the physical world and virtual systems, and resulting in higher efficiency, accuracy

and economic benefits. Although it is a recent trend, Industry 4.0 has been widely

discussed and its key technologies have been identified among which Cyber-Physical

Production Systems (CPPS) have been proposed as smart embedded and networked

systems within production systems[18] .

They operate at virtual and physical levels interacting with and controlling physical

devices, sensing and acting on the real world [19]. According to scientific literature,

in order to fully exploit the potentials of CPPS and IoT, proper data models should be

employed, such as ontologies which are explicit, semantic and formal conceptualiza-

tions of concepts in a domain [20][21][22].

They are the core semantic technology providing intelligence embedded in the smart

CPPS and could help the integration and sharing of big amounts of sensed data [23]

[24]. Through the use of Big Data analytics, it is possible to access sensed data,

through smart analytics tools, for a rapid decision making and improved productiv-

ity[25]. The Digital Twin (DT) is meant as the virtual and computerized counterpart

of a physical system that can be used to simulate it for various purposes, exploiting a
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C. Monsone and J. Jósvai – Acta Technica Jaurinensis, Vol. 12, No. 3, pp. 252–267, 2019

real-time synchronization of the sensed data coming from the field; such a synchro-

nization is possible thanks to the enabling technologies of Industry 4.0 and, as such,

the DT is deeply linked with it [26].

The DT was first born in the aerospace field - the first definition of the DT was forged

by the NASA as “an integrated multi-physics, multi-scale, probabilistic simulation

of a vehicle or system that uses the best available physical models, sensor updates,

fleet history, etc., to mirror the life of its flying twin. It is ultra-realistic and may

consider one or more important and interdependent vehicle systems”: this definition

first appeared in the draft and after in the final release of the NASA ” Modeling,

Simulation, Information Technology Processing Roadmap” in 2010 and only recently

has been adopted also in manufacturing contexts: such a term is used in industrial

environments and in governmental research initiatives. However, scientific literature

that describes the contextualisation of the concept in the manufacturing domain is

still at its infancy [27].

Digital twins are becoming a business imperative, covering the entire lifecycle of an

asset or process and forming the foundation for connected products and services and

allows analysis of data and monitoring of systems to head off problems before they

even occur, prevent downtime, developing, in a cloud-based system, new opportunities

and even plan for the future by using simulations, thinking of a digital twin as a bridge

between the physical and digital world[28].

However, Industry 4.0 is a multi-faceted problem, and it is unlikely that all aspects of

it will be applicable to all businesses. Whilst the area of Intelligent Manufacturing

is itself a multifaceted problem, the recurring element that underpins much of this

revolution is the collection, utilization and understanding of data, or the study of

‘Informatics’; almost all of the areas linked with the intelligent manufacturing research

area rely on the capture and analysis of data in some way.

To this end the use of advanced data analytics and machine learning is a key technol-

ogy to develop to further these other technologies; and the next step in this chain lies

in utilizing the vast reserves of data through data mining and knowledge discovery, to

better understand these manufacturing processes[28][29].
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4. Methodologies

Cyber Physical Production Systems (CPPS) have been proposed as a key concept of

Industry 4.0 architectures. A CPPS can be described as a set of physical devices, ob-

jects and equipments that interact with a virtual cyberspace through a communication

network. Each physical device will have its cyber part as a digital representation of

the real device, culminating in the “Digital Twin”. So, the Digital Twin can monitor

and control the physical entity, while the physical entity can send data to update its

virtual model [28] [30].

4.1. Data acquisition

The Digital Twin model can be composed by different kind of models and data,

but for its the realization the following two main systems are introduced for data

acquisition: sensor based tracking and machine vision. In particular, the new advanced

methodologies considers AutomationML and Deep Convolutional Neural Network

(DCNN)[27] [28] [30].

• AutomationML

The AutomationML is considered one of the best solution for the DT because

it stores engineering information following the object-oriented paradigm and

allows the modelling of physical and logical plant components as data objects

en-capsulating different aspects . An object may consist of other sub-objects,

and may itself be a part of a larger composition or aggregation [19]. The

AutomationML defines Computer Aided Engineering Exchange (CAEX) as a

meta model for the storage and exchange of engineering models. The topics

below, summarizes its parts and the way it is used to create models [28].

– Creates a hierarchy of components, called Instance- Hierarchy (IH), from

the top-level down to single components (InternalElements, IEs) with

interfaces (External Interfaces, EIs) and relations (Internal Links, ILs),

– Reusable System Unit Classes (SUCs) defining component types.

– Reusable Interface Classes (ICs) for specifying connection points of RCs (

Role Classes), SUCs and the interface type of EIs,
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– Attributes for describing characteristics of each previously introduced

modeling element. By definition, CAEX supports object-oriented modeling

for all of these aspects. External Interfaces describing System Unit Classes

instances are connected by Internal Links via External Interfaces, which in

turn are instances of Interface Classes [29].

Another way is represented by the utilisation of a Deep Learning techniques, in

particular Deep Convolutional Neural Network (DCNN), for the data aquisition ,

especially where also the aspect of the product is a crucial element in the production

line.

• Deep Convolutional Neural Network (DCNN)

In the field of the Deep Learning (DL) the pre-trained Deep Convolutional

Neural Network (DCNN) model with transfer learning have shown to

be highly effective in processing visual data, such as images and videos.

DCNNs take raw input data at the lowest level and transforms them by

processing them through a sequence of basic computational units to obtain

representations that have intrinsic values for classification in the higher

layers [30].

The use of models allows that a user, without knowledge about programming, to

model a Digital Twin of the equipment that he operates and create models to exchange

data between systems.

5. Conclusion

The marriage of digital and physical technologies would affect how customers, con-

sumers, employees, and other parts of the business landscape expect to experience

and interact with an organization. While the technologies associated with Industry

4.0 - from robotics to the Internet- of-Things, and from big data analytics to artificial

intelligence - are transforming business processes, an often-overlooked challenge is

managing the inevitable shift in workplace dynamics, which is crucial to supporting
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the successful integration of Industry 4.0 technologies. As presented in this paper, we

have demonstrated that the : one of the key requirements is realizing a real-world pro-

duction environment that comprises the characteristics of a cyber- physical production

system in relation to the data availability and data analysis through AI techniques .

Thanks to the Digital Twin, the aim is to allow production models to be implemented

using captured near-real time data to improve the production monitoring and to be

designed to include the possibility to flexibly configure all of the control-relevant

methods and parameters in the production environment. Within this context, it was

shown that in terms of attaining production objectives and increasing an enterprise’s

competitiveness, there is generally tremendous potential both in compiling, supplying

and analyzing operational data. As reported in the previuos paragraph, the CPPS and

AI platform - through Digital Twin - represents a radically increased system where

the re-configurability and flexibility allows a predicitive planning and control in order

to prevent and solve the potential failure in a production or in a physical system. In

particular, it emerged that the relevance of Digital Twin ( DT) for manufacturing

industry lies in their definition as virtual counterparts of physical devices. These are

digital representations based on semantic data models that allow running simulations

in different disciplines, that support not only a prognostic assessment at design stage

(static perspective), but also a continuous update of the virtual representation of the

object by a real time synchronization with sensed data. This allows the representation

to reflect the current status of the system and to perform real-time optimizations,

decision making and predictive maintenance according to the sensed conditions.
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