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Abstract: The corporate decisions in the field of packaging aim to find and 
determine the optimal packaging functions and expenses at the same 
time. One-way packaging is also used in the practice, but returnable 
packaging is more common in the outbound flow of the automotive 
engine manufacturer companies. In addition, it can happen that 
packaging devices originally designed for one way are used multiple 
times, because the technical condition of the packaging ensures the 
repeated usage and the other way around. Transport distance is an 
important aspect while choosing the right packaging system, but 
according to our investigation the ratio between  the purchasing cost of 
a new device and the cost of backwards transportation should also 
influence this decision. Therefore, the scope of this paper is to give a 
model of the cost structure of returnable industrial packaging operating 
in a closed loop system. The total cost will be especially determined by 
the return ratio, cost of return transport and planned number of uses. 
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1. Introduction 

The packaging design has a strategic impact on the efficiency of the supply chain 
(SC). Packaging links the entire supply chain and coordinates all participants in the 
process to give a flexible and effective response to customer needs in order to 
maximize satisfaction at optimal cost [1]. 

It has been found that paying limited attention to packaging can cause higher costs 
in the physical distribution. Furthermore, researchers argue that packaging should 
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not only be considered from the cost point of view, but focus should be put on its 
role as a value-added function in the SC [2]. 

Nowadays packaging designers are increasingly focusing on balancing the need 
for product protection, material use efficiency and the packaging material’s impact 
on the environment along the whole supply chain [3]. 

Sustainability (green supply chain and environmental aspects) is closely related to 
packaging decisions in supply chain management [4]. Svanes’ decision support 
methodology for sustainable packaging design rather focuses on packaging 
optimisation than packaging minimisation. It offers a tool box, but one-way vs. 
returnable decision is not mentioned. Instead of traditional cost calculations total 
distribution costs of packed product are considered. It includes the cost of packaging 
materials, cost of packing process, cost of transport from the producer via the 
wholesaler to the retailer, costs of handling by users along the distribution chain and 
cost of product loss [5]. 

According to Dominic et al. a sustainable packaging development model needs 
three variables: technical, supply chain and environmental design. This also 
considers the whole supply chain from the beginning till the end, reverse processes 
included. However, reuse only appears in context of waste handling and reduction. 
Packaging cost is merely one of the numerous indicators as part of the business 
perspective. Because of the discussion of corrugated box packaging in this model, 
development of a returnable system is not addressed here. [4] 

Other returnable packaging management models compare returnable packaging 
management strategies, the focus is on transportation cost and inventory holding 
cost, furthermore the division of these among the SC stakeholders. At the same time, 
they neglect for example procurement or management costs [6]. 

Therefore, in the field of logistic packaging (industrial transportation, or even 
consumer packaging) the companies make decisions in order to determine the 
optimal packaging expenses. This decision-making situation practically means a 
choice between the one-way and reusable (disposable or returnable) packaging 
systems [7]. It is significant in the decision making process that which costs and 
environmental effects the disposable packaging has. The construction of returnable 
packaging is usually more complex. Numerous factors appear and each of them 
should be examined separately and then all together. As returnable packaging is 
planned for multiple uses, packaging material should be usually stronger and the 
whole design has to handle excessive forces. 
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2. Theoretical framework for automotive packaging cost 

evaluation 

2.1. Disposable vs. returnable packaging  

The best packaging solutions are those that can - beside the optimal cost levels –  
maximize the use of packaging space so that all the products can easily be packed 
and stacked and at the same time reduce packaging waste [8]. Besides the support of 
logistics handling and containment, product and environmental protection is also one 
of the most important functions of packaging [9].  

The following two types of packaging systems are mostly used in automotive 
industry: one-way and returnable. One-way packaging is only suitable for one use. 
Reusable containers are loaded with products and shipped to the destination, then 
the empty container is sent back to the same supplier, refilled with products and this 
cycle is repeated over and over again in a closed-loop. (Fig 1) In some cases it is an 
open-loop system, when reusable packaging is collected at a centralised return 
handling centre, where it is cleaned, stocked, and distributed for refilling. [10] 

 

Figure 1. Open-loop (left) and closed-loop (right) returnable packaging system 

The main problem with one-way packaging is the waste created after the usage, 
while relative production costs are lower. On the other hand, transportation and 
maintaining costs are a relevant issue in the case of returnable packaging [11]. 

In the automotive industry the primary function of packaging is the protection of 
products and parts optimised by the total costs of logistics [12]. This way, even if 
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shipping is performed on land or sea, by rail, trucks, vessels or multi-mode shipping, 
the distribution environment and logistics costs together define the possible form of 
packaging, and then determine the final solution from disposable to returnable 
packaging and systems [13]. 

Returnable packaging has been frequently used, for example in the US automotive 
industry, in order to reduce waste, costs, transport damages and to enable JIT 
deliveries [14]. Standardised shipment materials are usually used as returnable 
packaging in the automotive supply chain (ASC), like the EUR/-EPAL pallets, racks, 
containers and specialty bins for certain types of parts [15]. 

The elimination of waste caused by disposable packaging is one of the main 
environmental factors to consider when choosing a returnable packaging system. 
Furthermore, returnable packages may contribute to a better workflow, because they 
are often easier to handle [16]. 

Legislation has also forced companies to rethink their packaging operations [17]. 
The green actions inclues green procurement, green manufacturing, green 
packaging, recycling and waste management to make the supply chain management 
more cost efficient and environmental friendly [18]. LCA (Life Cycle Assessment) 
is a commonly used method for defining and evaluating the total environmental load 
associated with a product, process or activity (or in this case packaging system), by 
identifying and quantifying energy and materials consumed and waste released into 
the environment. [19] [20] 

Twede and Clark examined, which types of supply chains facilitate reusable 
packaging systems. They state that returnable packaging is not appropriate for every 
product or logistical system. The supply chains with short lead times and shipping 
distances, efficient sorting, cleaning and tracking systems and industry consortia for 
standardization are mainly suitable [21]. 

2.2. Returnable packaging system costs 

Compared to disposable packages, returnable packages, because of their longer 
lifetime, can reduce the needed amount of packages, which can be more 
environmentally friendly. However, a returnable packaging system may have higher 
costs of procurement, transportation, and other costs caused by cleaning, repairing, 
storage and management, etc. [6] Therefore, introduction of a returnable packaging 
system does not always mean cost reduction. Although it may lead to significant 
savings in logistics cost in some cases, not all companies find this solution cost 
effective [22]. 

These decisions in the practice generally include only the purchase cost savings 
amortized over the reusable containers’ lifetime and often do not include logistics 
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costs. Nevertheless, the overall cost impact of such decisions remains unclear. A 
number of other factors affect the system cost, including the type of packaging used, 
transportation characteristics, handling, labour, and disposal costs. That is why the 
use of reusable containers does not always result in lower overall costs relative to 
disposable packaging because firm sourcing strategies and operations differ. [16] 

3. System elements of packaging cost 

In this section the total cost components and other factors of disposable and 
returnable packaging systems will be presented. 

Table 1. Markings 

 

3.1. Packaging material cost 

Regarding returnable packaging systems, several studies suggest that they 
improve the impact of packaging on the environment, because they can reduce the 
amount of packaging material [12]. Within the environmental criterion of 
sustainable packaging design, six indicators are defined, two of them is related to 
packaging material: 

 Gross material intensity, which covers the total amount of packaging 
materials used in the packaging system including reuse of five main types 
(fibre, plastic, glass, metal and wood). This parameter takes reuse into 
account. 

Markings

CT = total cost 

(CTD = total cost of disposable packaging, CTR = total cost of returnable packaging)

P = price of the packaging device 

(PD = price of disposable packaging, PR = price of returnable packaging)

Q = quantity

TR = cost of return transport

U = number of uses
S = cost of storage
R = repair cost
C = cleaning cost
A = administration cost
W = cost of disposal/waste
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 Net material intensity describes the mass of packaging materials that are 
not being recycled, so it can be also seen as an estimate for the total amount 
of packaging waste generated from a logistics system. [5] 

This cost can directly affect a company’s returnable packaging system investment. 
Because of the improved product protection reusable containers can be even five to 
ten times more expensive in some cases than the disposable version that they replace 
[22]. 

In our case packaging material refers to purchasing price of the packaging devices, 
(all factors related to the production of the packaging are included in this 
component). 

3.2. Transport cost 

The transport costs can be divided into two parts: transport to the place of use and 
return transport. The cost for the return transport of empty containers can be mainly 
affected by the following factors: 

 transport distance from the producer to the packaging collector where all 
the empty packages are gathered. 

 possibility to take advantage of unbalance in transport flow, because of the 
use of joint loading when returning the packages. 

 if the packaging is collapsible, it helps to maximize the amount of empty 
packaging for return transport. [16] 

Transport is used in most parts of the ASC, but we examine the route between the 
engine producer and the buyer (the OEM). Since in our case study the cost of the 
first transport is the same for disposable or returnable packaging solutions (the 
destination is the same), only reverse transportation of the empty returnable 
packaging will be considered. 

It was mentioned earlier that transport distance influences transport cost. Here we 
also have to mention the cycle time, which refers to the time a closed-loop is 
completed by the returnable packaging. In general, shorter cycle time may lead to 
lower initial investment cost, because less devices have to be purchased. Also shorter 
transportation distances usually result shorter cycle time. Nevertheless, to consider 
transport distance alone is not enough, complexity of the route and the supply chain 
has to be taken into consideration. Moreover, return transport opportunities and costs 
are even more important.  
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3.3. Administration, cleaning, repair and disposal (waste) cost 

Administration cost influences economics for both disposable and returnable 
packaging, but for returnable packaging also includes the management of the system, 
like related labour cost and cost of the information system. Cleaning and repair costs 
only appear in the case of reusable packaging in order to maintain the right condition 
of the packaging device. The use of returnable containers minimizes the disposal 
cost.  

3.4. Number of uses 

One-way packaging is only used once, but in the case of returnable ones the 
number of uses is a major issue. If we plan certain number of uses and the packaging 
devices can be only used less, because it is damaged due to for example inappropriate 
use, it will increase the total cost. It can also happen that the number of uses is 
beyond the originally planned number, in this case the total system cost can be 
decreased. 

If disposable and returnable packaging should be compared in terms of usage ratio, 
it is logical to choose cheaper disposable packaging devices or more expensive 
returnable ones, which can be used as many times as possible. In this case a solution 
has to be found, where the goal of development is to maximize the number of uses. 
Nevertheless, the unexpected loss of returnable packaging may lead to great 
economic consequences. 

 

Figure 2. Usage ratio  
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Fig 2 shows us how the number of uses influences the price of the packaging, 
compared to the price of the disposable solution. Three cases can occur: 

 Premature damage: it can happen because the technical and mechanical 
properties of the chosen packaging are not appropriate or in case of an 
unexpected event (like for example damage because of inappropriate 
material handling or loss of the packaging device as described earlier). 

 Optimal number of uses: the cost is optimal, when the planned number of 
uses is reached, even if the initial price of the returnable packaging is higher 
than the disposable version. 

 Over usage: after the packaging exceeds the optimal number of uses, it can 
happen that the maintenance of the appropriate technical conditions of the 
packaging (repair cost) becomes more expensive and because of that the 
price is higher. Risk of damage can be also significantly higher in this 
phase. 

3.5. Packaging quantity  

It means the total number of packaging devices in use in a returnable packaging 
system or a number of disposable containers need to be purchased. It is strongly 
affected by the number of uses of a particular packaging device and the return ratio 
(described later) as well. 

Mollenkopf et al conclude that packaging quantity increases should favour the use 
of reusable containers. In their cost model for reusable packaging they consider 
average daily volume and packaging quantity two of the most important factors [22]. 
Daily volume can also significantly influence the initial investment cost, as well as 
cycle time. 

4. An evaluation model for packaging cost structure 

4.1. Cost of disposable packaging 

The determination of the final expenses (total cost) is effected by the following 
components in case of disposable (one-way) packaging: 

 purchase price of the packaging device (packaging material cost) 

 cost of storage 
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 administration cost 

 cost of disposal (waste). 

 ∑ ��� =  ��  � + 
�� + ��� + ���  (1) 

where the total cost of disposable packaging (CTD) is calculated from the price of 
disposable packaging (PD), unit cost of administration (A), storage (S) and waste 
(W) multiplied by the quantity (Q). 

4.2. Analysis of returnable packaging cost 

The cost structure of a returnable packaging system is more complex compared to 
the disposable one. 

In case of industrial, returnable packaging (operating in a closed-loop) the 
companies make decisions mainly based on the cost.  

The calculation of the final expenses (total cost) is effected by the following 
components/elements: 

 purchase price of the returnable packaging device (packaging material cost) 

 cost of return transport 

 cost of storage, repair and cleaning 

 administration cost 

 cost of disposal (waste) 

 quantity of the returnable packaging devices needed to maintain the 
operation of the system 

 number of uses 

return ratio 

 ∑ �� =  �  � +  � � �1 − ��� +  � �� − 1�� �� + 
� + �� + � + �� � �� +
��, (1) 

where the total cost of a returnable packaging system (CTR) is calculated from the 
price of the returnable packaging material (PR) squared by the quantity (Q) initially 
needed for the system the operate smoothly, the price of not returning packaging 
devices which have to be purchased again, the cost of return transport (except for the 
last route at the end of the life cycle of the packaging device), furthermore the unit 
costs of the administration (A), storage (S), repair (R), cleaning (C) and waste (W). 
Return ratio (RR) is explained the next section. 
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4.3. Model criteria 

1) Relation between packaging (purchase) price and transport cost 

There are two possible cases: 

 the cost of a new packaging device is higher than the cost of transporting 
back the same packaging: PR ≥ TR  

 the cost of a new packaging device is lower than the cost of the reverse 
transportation: PR ≤ TR  

In our model we assume that in case of a closed loop returnable packaging system 
the cost of purchasing a new packaging device should be higher than the cost of back 
transportation, otherwise it is not economical to transport it back, because we rather 
buy a new one. 

2) Introduction of return ratio 

The return ratio (RR) represents the percentage of the packaging devices returning 
back from the whole pool, it has a value between 0% and 100%. We assume that RR 
can never reach 100%, because it would mean that all packaging devices come back 
and it is not possible in the practice. 

The return ratio (Fig 3) is expressed as the ratio of the transport cost (TR) and the 
price of a new packaging device (PR): 

  
�� =  1 −  ���

��� =  1 − ���
��

�
�
, (2) 

We apply an elasticity modulus (Ɛ) in order to model real life circumstances better, 
because the relationship between RR and T/P is non-linear. These conditions can be 
for example the lack of operation conditions, i.e. bad road or IT infrastructure or the 
low motivation level of the stakeholders of the SC, for example willingness to send 
back the empty packaging devices. Ɛ should be between 0 and 1: 0 < Ɛ < 1. 

Because PR ≥ TR   and RR should never exceed 100%, the ratio of T/P should be 
between 0 and 1. 

0 ≤  ��
��

 ≤ 1 and also ���
��

�
�
≤ 1  (4) 
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Figure 3. The effect of TR/PR on the return ratio 

If we substitute RR with the above formula, we get the following equation: 

 

∑ �� =  �� + � � �1 − ���

���� + � �� − 1�� ���

��� + 
� +
�� + � + �� � ���

��� + �� 
(5) 

We are looking for the minimum value of the equation (3). 

 

� � 
� ��

=  −! ��
��

�  � �
�"# + � �� �$"#�% ��

�&'

��
� +  ! �())��% ��

�&'

��
�   = 0  (6) 

Using the presented analytical way, we could find an optimum point. 
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5. Case study 

 

Figure 4. Transport routes to India and China 

In the case overseas CKD (completely knocked down) transport will be examined. 
The same returnable packaging is used for automotive engine (CKD) transport from 
Europe to two different destinations in India and China (Fig 4). The packaging 
comes back from China, but it will be discarded in India. In both cases it is 
transported by multimodal transport, namely road, rail and sea. More than 85% of 
the transport distance is carried out by maritime transport and merely around 3% 
(India) and 1% (China) is by road. 

The finished CKD engines are sensitive products therefore special racks are 
mainly used to store and transport them (Fig 5). These ensure safe and reliable 
transport and storage. The column is usually collapsible in order to save place while 
returning back as empty transportation. The posts are supposed to keep the engine 
in place, but these can be also collapsed. The returnable packaging system also 
contains disposable components, namely VCI (anti corrosion) foil.  
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Figure 5. Examples of industrial CKD packaging [24] [25] [26] 

In this case, the engine company plays the role of system integrator, then the OEM 
(Original Equipment Manufacturer) complies with the vehicle assembling factory. 
As it is shown in the case study example, returnable packaging is more common on 
the outbound flow of the engine companies. 

5.1. Cost calculations 

In the following section we present examples for how certain cost components 
included in the returnable packaging system influence the returnable packaging 
decision. Calculations are based on empirical data and the above described 
theoretical framework. The effect of variable transport cost and packaging purchase 
price will be highlighted in the results besides different planned number of uses. 
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Figure 7. Total cost in case of variable transport cost and different planned usage 

number 

In the first case (Fig 7) the price of the packaging device is fixed, €75. As it is one 
of the model criteria, we suppose that the return transport cost is less than the 
purchase price of the packaging. This is why the transport cost is only examined 
between €1 and €75. 

The unit costs of storage, repair, cleaning administration and disposal (waste) are 
also fixed in the model according to the followings:  

 Storage  €1,50 

 Repair (average) €2,50 

 Cleaning €0,20 

 Admin  €0,01 

 Waste  €10,00 

The graph shows the optimal cost besides different planned number of uses (U=2; 
4; 6; 8; 10) taking the changes of the return ratio into consideration at the same time. 
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The curves present the line until it is worth it to choose returnable packaging (above 
the line disposable packaging should be preferred).  

The model gives us a decision map in terms of how to find the appropriate 
technical solution besides variable transport cost, if all other data is known.  

The following figure (Fig 8) illustrates an example where two solutions with the 
same logistics performance, but different planned usage (U=2 and U=10) are 
compared. This means that the packaging device planned for two uses has to be 
bought 5 times. It also has to be highlighted that because of the formula the return 
transport cost is only included 5 times in the total cost of this case. 

 

Figure 8. Comparison of total cost besides the same logistical performance 

Nevertheless, if the same price is assumed for returnable packaging devices, value 
of the tied-up capital will be less for the solutions which can be used more times. It 
leads us to the conclusion that a packaging system needs to be developed which 
allows as many uses as possible besides acceptable price and also the stakeholders 
of a closed loop system need to be encouraged to return the packaging. 
Environmental impact is not considered in our model. 

6. Conclusion 

Automotive industry is one of the world's most significant economic sectors by its 
revenue. Engine transportation is carried out between different facilities all over the 
world. Besides waste reduction and optimal cost level, the best packaging solutions 
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for automotive packaging are those that can maximize the use of packaging space so 
that all the products can easily be packed and stacked. Appropriate protection of the 
sensitive and relatively expensive products (engines) is also crucial, especially 
during overseas transport where the external forces are multiplied. However, 
managing returnable packaging systems requires more than just inverse 
transportation. Many other cost factors should be considered in the process. 

In the case study, we assume that the price of a technically suitable packaging 
device is constant, that is why we optimize the model for the ways and costs of return 
(back) transport, in order to define the appropriate alternative so that it is 
economically worth it to introduce a returnable packaging system. We optimize 
according to this criterion in our model. Although the result is situation specific, the 
formula could be generalized across other industrial settings for closed-loop 
returnable packaging systems. 
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Abstract: This paper presents direct torque control of Switched Reluctance Motor 
(SRM) using Fuzzy Logic Control (FLC) for electric vehicles 
applications. The PD-FLC is proposed for SRM torque control, to keep 
the torque of the motor shaft in tracking the reference torque with high 
accuracy. With the help of FLC techniques, the SRM torque ripples can 
be reduced compared to traditional control techniques. In this study, the 
nonlinear 6/4 SRM model is simulated with the symmetrical converter, 
and the converter controller is programmed using C-language. The 
proposed method is tested at different load and variable speed 
conditions, and the obtained results confirm that the FLC direct torque 
control can be used for torque control to improve the motor 
performance and reduce the torque ripples compared to other 
techniques such as direct instantaneous torque control. 

Keywords: switched reluctance motor, electric vehicles, fuzzy logic control, 

control techniques, torque control, and torque ripple 

1. Introduction 

In the present, the energy sources, environmental pollution, and noise are 
considered the main problems facing many countries due to using conventional 
vehicles [1]. In contrast, the Electric Vehicles (EVs) provide a good solution for 
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pollution and noise problems and reduce petroleum usage as well. Therefore, the 
using of the EVs in transportation became essential consequently, the EVs 
proportion in the commercial market gradually increasing [2][3]. Recently, 
researchers and industrial companies are working to solve the operational problems 
of EVs, save energy, and achieve the best performance at an appropriate cost. To 
improve the overall performance of the EVs many different components must be 
optimized, the electric motors and it’s driving circuits are considered the main 
components and the most important parts in the EVs therefore, the performance of 
the vehicles depends mainly on electric motors and driving circuits [4][5]. 

There are many types of electric motor that can be used for EVs applications each 
type has advantages and drawbacks. The Switched Reluctance Motors (SRMs) are 
considered one of these types that can be applied to EVs, due to their several 
advantages such as low-cost manufacturing, simple construction and material 
composition, high starting torque, rugged construction, high speed ranges, ability to 
operate at high temperature, higher reliability, and low inertia. Although the SRM 
has many benefits, still face some drawbacks and challenges which have to 
overcome such as torque ripples due to doubly salient structure and pulse excitation, 
and complex control [6][7]. To overcome the problems of the SRM and improve the 
EVs overall performance there are two main ways, the first one by improving the 
mechanical design of the electric machine and the second way by selecting suitable 
control strategies and optimal control techniques. Three main strategies can be used 
for SRM control these strategies are speed control, current control, and torque 
control [8]. The main challenge which has to be solved by control techniques is the 
torque ripples problem, this problem is considered very complicated, and it is not 
easy to solve because it is affected by many factors [9]. 

Two types of torque control strategies can be used for SRM: the first strategy is 
indirect torque control, which uses the complex algorithms or distribution function 
to obtain the reference current. After that, the current controller is used to control 
phase torque. The second strategy is the Direct Torque Control (DTC) which uses 
the torque controller and simple control scheme to reduce the torque ripple [10]. In 
recent years, the Direct Instantaneous Torque Control (DITC) algorithm has much 
progress and development to overcome the problems of the indirect torque control 
methods [11]. The main feature of this method is the instantaneous torque is 
considered a control variable directly, and the conversion from torque to current and 
closed-loop currents control became not essential. Also, DITC able to avoid the 
torque error immediately with a good dynamic response and reducing the torque 
ripple [12]. Because of the simple hysteresis switch rule is used in the traditional 
DITC method, just one phase state can be used depending on the error in the torque 
at each sampling cycle. Two different methods can be used to make sure that the 
torque ripple within an acceptable range: the first method is the sampling time 
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reduction but this solution maybe increases the hardware cost, and the second 
method is the PWM method which can be used to control of the average voltage of 
phase winding in sampling time [10]. 

Recently, the applications of artificial intelligence methods have been used to 
translate human knowledge into a form comprehensible by computers. Advanced 
control based on artificial intelligence techniques is commonly defined as intelligent 
control. The intelligent control methods considered one of the applicable technique 
that can solve the torque ripple issue in the SRM, because of the advantages of 
intelligent control such as nonlinear control, self-learning, and it is adaptive capacity. 
The idea of intelligent control is to use off-line or online learning and optimization. 
Fuzzy Logic Control (FLC) is a technique to make machines more intelligent, it is 
defined as a mathematical tool to deal with uncertainty and imprecision [13], it was 
introduced by Lotfi Zadeh in 1965 [14], and it is one of the artificial intelligence 
methods which suitable for torque control of SRM. FLC system consisted of three 
main blocks as shown in Fig. 1 [15]. The first one is fuzzification its main function 
converts the input data to fuzzy sets values. The second block is decision making 
logic depend on the knowledge base, this part determines how the logic operations 
are achieved, and together with the knowledge base can regulate the outputs of each 
fuzzy set. The last one is the defuzzification block, which converted fuzzy values to 
output data [16], [17]. 

 

Figure 1. The fuzzy logic system block diagram 

2. Direct instantaneous torque control  

The online availability of the total instantaneous torque is considered fundamental 
requirement for the DITC strategy, and due to the nonlinear characteristics of the 
SRM it is not easy to obtain the instantaneous torque by straightforward analytical 
equations as in other motors (DC or rotating field) but the instantaneous torque can 
be estimated only by stored characteristics of the motor [18]. Two methods can be 
used to estimate the instantaneous torque, torque estimation as a function of phase 
current and rotor position, or estimate the torque as a function of phase current and 

Decision 
Making logicFuzzification Defuzzification

Input Output
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phase flux linkage [10]. Fig. 2 show the overall blocks diagram of the current-
position based DITC.  
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Figure 2. Direct instantaneous torque control 

The PWM-DITC consisted of a combination of the traditional DITC and PWM as 
shown in Fig. 3 [19]. Depending on the phase currents (Iph) and rotor position (θ) 
the lookup table is used to implement the torque estimation block. The torque control 
block generating the duty cycle for all activated motor phases depending on the error 
between the estimated torque and command torque, then the PWM block generate 
the switching signals for the power converter. By using the PWM method the 
average phase voltage can be regulated to control the currents variety in single 
sampling time, the sampling time can be extended and reduce the torque ripple 
comparing to the traditional DITC. The significant drawback of this method the 
switching frequency is increased comparing to DITC therefore, the losses due to 
switching frequency and EMC noise are increased. 
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Figure 3. Direct instantaneous torque control with PWM 
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3. Controller design  

To programming the FLC, there are main steps have to be performed: Firstly, 
classify the inputs, their ranges/limits, and label them. The second step is to classify 
the outputs. Thirdly, make the degree of the membership function for every input 
and output. After that, structure the system rule-based and determine how the action 
will be performed by select optimum rule-based. Finally, combined the rules and 
defuzzify the output. In this study, PD-FLC is proposed for DITC to enhance motor 
performance and reducing the torque ripples compare with the DITC method. The 
inputs of the FLC are the motor shift torque error (e) and the change in this error 
(Δe). The output of the FLC is a converter modulation index, which used to generate 
the optimal gating signals after comparing it with a carrier wave in the PWM block 
as described in Fig. 4 the FLC design steps will be discussed in the following 
sections. 

m
Switches gating 

signals 
e

Comp.

Carrier signal 

FLC 

d/dtΔe

 

Figure 4. PD-Fuzzy logic direct torque control 

3.1. Fuzzification 

The FLC uses linguistic variables instead of numerical variables, and the 
fuzzification process converts these numerical variables (real numbers) to linguistic 
variables (fuzzy sets). Consequently, the motor torque error signal values can be 
assigned as follow: Negative Very Big (NVB), Negative Big (NB), Negative 
Medium (NM), Negative Small (NS), Zero (ZE), Positive Small (PS), Positive 
Medium (PM), Positive Big (PB), Positive Very Big (PVB). The shape of the 
membership function for the first input is shown in Fig. 5. Similarly, the second input 
for the fuzzy system (change of error) converted from numerical value to a linguistic 
variable according to the membership function shown in Fig. 6. 

3.2. Rule Evaluator 

The membership functions variables were defined off-line, and its values are 
selected according to the behavior of the system observed during simulations. The 
decision-making logic (rules base table) which used in this work are listed in Table 
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1, and it can be built using the experiences and by observing the performance of the 
controller. Generally, to evaluate between two inputs (A and B) the basic fuzzy set 
operations can use one of three rules AND (∩), OR (∪) or NOT (~). In this work, 
AND (∩) intersection is used which is presented in equation (1) [20]. 

 � � ∩ � =  �	
 [� � (), � � ()] (1) 

 

Figure 5. Membership functions representing the error signal 

 

Figure 6. Membership functions representing the change of error 
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Table 1.  If-Then rule base for fuzzy logic control 

e 

Δ e 
NVB NB NM NS ZE PS PM PB PVB 

NVB EL EL EL EL EL VL L UM M 
NB EL EL EL EL VL L UM M AM 
NM EL EL EL VL L UM M AM H 
NS EL EL VL L UM M AM H VH 
ZE EL VL L UM M AM H VH EH 
PS VL L UM M AM H VH EH EH 
PM L UM M AM H VH EH EH EH 
PB UM M AM H VH EH EH EH EH 

PVB M AM H VH EH EH EH EH EH 

3.3. Defuzzification 

The function of the defuzzification step is convert-back linguistic variables of the 
output, which generated from fuzzy logic rules to real numbers. The membership 
function shape for defuzzification process which used in this study is shown in Fig. 
7. In this case, the output signal which represents the modulation index (m) can be 
assigned as follow: Extremely Low (EL), Very Low (VL), Low (L), Under Medium 
(UM), Medium (M), Above Medium (AM), High (H), Very High (VH), Extremely 
High (EH).  

 

Figure 7. Output Membership functions 
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Three different methods can be used for membership defuzzification, Center Of 
Area (COA), Bisector, or Middle Of Maximum (MOM). In this study, the COA 
method is used, which is presented in equation (2), because it considered the most 
popular method [20] [21]. 

 �(
) =
∑ �(��)�

��� ��

∑ �(��)�
���

, (2) 

where μ(uj) the membership function of the jth fuzzy set of input variable uj, and ωj 
the jth output fuzzy, and n is the number of fuzzy membership functions. 

4. Simulation results and discussions 

The SRM torque control with the PD-FLC control technique is shown in Fig. 8. 
The controller needs a reference torque signal to be followed by the motor torque, 
for this reason, the motor speed is taken as the feedback signal and compared to the 
desired speed and determine the error values of the motor speed, this error is applied 
to the PI controller to generate the demanded reference torque. With the help of the 
phase current and rotor position, the motor shaft torque can be estimated, the most 
general expression for the instantaneous torque equation of the of SRM can be 
expressed in equation (3), the estimated torque compared to reference torque, the 
torque error and the change in this error are used as input variables for FLC. 
According to the controller design, the controller determines the degree of the 
modulation index of the power converter then the PWM block generates the switch-
state for all active switches of the power converter. 
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 (3) 

where Tj is the phase torque, WC is the co-energy, and WS is the stored field energy. 

The control technique proposed in this work is conducted on a 60 kW SRM 
using PSIM software [22], and the controller is programmed using a C-code 
capability in this software. The simulation parameters of the SRM are given in Table 
2. [8] [23]. The first step of the simulation work is applying the DITC using 
Hysteresis Torque Control (HTC) for SRM and obtain the machine performance 
(motor speed profile, motor torque, and torque ripples).  The simulation carried out 
through three steps: the first one is applying the conventional DITC using hysteresis 
control and observe the machine performance (motor speed profile, phase current, 
motor torque, and torque ripples). After that, in the second step, the DITC is applying 
but using PD-FLC instead of hysteresis control and observe the performance of the 
SRM. Finally, comparing the obtained results for the motor performance in step one 
and two are compared. 
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Figure 8. SRM torque control block diagram using PD-FLC 

Table 2. SRM simulation parameters 

Parameter Value Parameter Value 

Power 60 kW Speed 1000 rpm 
DC link voltage 220 V Load torque 10 - 20 Nm 

Maximum current 450 A Inertia 0.05 kg m2 
Stator resistance 0.05 ohm No. of  rotor pole 4 

Unaligned inductance 0.67 mH No. of stator pole 6 
Aligned inductance 23.62 mH    

To verify the effectiveness of the performance for the proposed controller, it is 
tested at two different study cases: the first one is investigating the controller 
robustness in following the reference torque, in this case, the reference speed is 1000 

rpm, and the load torque is changed from 10 Nm to 20 Nm at 0.3s. The motor speed 
profile in case of load changed is shown in Fig. 9 the motor speed reaches to steady 
state after 0.05s and tracks the reference speed until the load torque changed at 0.3s, 
then a small drop in the motor speed occurs, this drop is not static and decreasing, 
but it needs more than 0.5s to reach the desired speed as shown in the zoom of the 
speed profile. 

The SRM torque performance is studied using hysteresis control with sampling 
time Ts=1µs, and the hysteresis band was the smallest possible value with this 
sampling time (ΔT=±0.5). PD-FLC also is applied to the motor torque controller and 
the sampling time is constant in two control methods. The torque of the motor is 
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shown in Fig. 10 and it’s clear that the motor torque was doubled at Ts=0.3s, to 
investigate the controller robustness in track the reference torque. Also, this figure 
shows the comparison between the two used techniques at different load conditions, 
where the black color represents a motor torque using hysteresis control (HTC) and 
this torque is in red color in case of fuzzy control (FLC). This comparison shows 
that the torque ripples during the phase conduction period at two different load 
conditions with FLC are smaller than in case of hysteresis control. There is no doubt 
that the motor torque ripples still needed to reducing particularly in the phase 
commutation period, this period basically depends on the optimal turn on and turn 
off angle according to motor design parameters. 

 

Figure 9. SRM speed profile in case of load torque changed condition 

 

Figure 10. The motor torque with constant speed and load torque changed at 0.3s 
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The comparison between the motor phase current using FLC, and in the case of 
hysteresis control in case one is shown in Fig. 11. The obtained results show the 
difference between the two techniques, for phase (a) as an example the red color 
represents a phase current using hysteresis control, and this current is in blue color 
in case of FLC. It is noted that the current ripples during the phase conduction period 
using FLC are smaller than in the case of hysteresis control. This result shows the 
ability of the fuzzy logic technique to reduce the motor phase current ripples 
comparing to traditional methods. 

 

Figure 11. The phase current signals and zoom in case of load torque changed 

The second study case tests the tracking performances of the controller, the motor 
speed profile, in this case, shows in Fig. 12 which load torque is 10 Nm and the 
reference speed changed from 800 rpm to 1200 rpm, and the results show that the 
motor speed is tracking the reference speed satisfactorily. The motor torque in case 
of tracking performance is shown in Fig. 13 by zooming the motor torque 
performance curve it can be noted that the torque ripples in case of FLC are smaller 
than hysteresis control case at different speed values. When the motor torque 
increase to reach 20 Nm with a variable reference speed, also the results demonstrate 
that the motor torque performance in case of FLC method for direct torque control 
is better than the conventional DITC methods. The obtained result at 20 Nm load 
torque is shown in Fig. 14. 

The previous results confirm that the proposed torque controller (FLC-DITC) has 
many advantages comparing with traditional DITC technique not only because of 
the general advantage of FLC as we mentioned in the introduction section but also 
this technique makes the motor torque tracked the reference signal with the smallest 
value of torque ripples at different loading conditions and variable speeds. Table 3. 
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reviews the torque ripples percentage by using FLC and hysteresis control, in case 
of reference speed 1000 rpm and the load torque changed from 10 Nm to 20 Nm, and 
Table 4. reviews the torque ripples percentage, when, the reference speed changed 
from 800 rpm to 1200 rpm and the load torque TL=10 Nm. These tables summarize 
and demonstrate the effectiveness of the fuzzy logic DITC method compared to the 
traditional DITC method. 

 

Figure 12. SRM speed profile with constant torque and reference speed changed  

 

Figure 13. The motor torque in case of tracking performance (TL = 10 Nm) 
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Figure 14. The motor torque in case of tracking performance (TL = 20 Nm) 

Table 3. SRM torque ripples in case 1(Speed =1000 rpm) 

Load Torque 

Torque ripples 
10 Nm 20 Nm 

Fuzzy Logic DITC 6.9% 5.8% 
Conventional DITC 12.3% 8.85% 

Table 4. SRM torque ripples in case 2 (Torque = 10 Nm) 

Motor Speed 

Torque ripples 
800 rpm  1200 rpm 

Fuzzy Logic DITC 20.7% 12.5% 
Conventional DITC 30.65% 17.8% 

5. Conclusions 

In this paper, fuzzy logic direct torque control of switched reluctance motor for 
electric vehicles applications was introduced. The FLC is one of artificial 
intelligence control techniques, and it is suitable for torque control of the SRM 
because it has many advantages such as nonlinear control, self-learning, and its 
adaptive capacity. In this work, the FLC programmed by C- code and the simulation 
test performed with 60 kW SRM. The controller was tested at different loading 
conditions to investigate the controller robustness, and with variable reference 
speeds to examine the tracking performance of the proposed controller. The obtained 
results show the effectiveness of the proposed technique (PD-FLC) to reduce the 
SRM torque ripples, whether in case of torque load changed or in case of motor 
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speed changed. With the help of fuzzy logic DITC, the SRM torque tracking the 
reference signal with smaller values of ripples compared to traditional DITC 
techniques. 
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Abstract: In recent years, Information Technology has been developed in a way 

that applications based on Artificial Intelligence have emerged. This 

development has resulted in machines being able to perform 
increasingly complex learning processes. The use of Information 

Technology, including Artificial Intelligence is becoming more and 

more widespread in all fields of life. Some common examples are face 

recognition in smartphones, or the programming of washing machines. 

As you may think, Artificial Intelligence can also be used in medicine. 

In this study I am presenting the relationship between machine learning 

and neural networks and their possible use in medicine. 

Keywords: neural networks; medicine; surgery; patient; learning; healthcare  

1. Introduction 

People are able to learn from their acts, to interpret any mistakes they may have 

made, and thus to improve a series of repeated actions. However, people are not able 

to perform a series of actions in succession several times in a row exactly the same 

way. You may correct the previously committed mistake; however, another error 

might surface in the process. Nowadays, artificial intelligence systems developed for 

'learning' that are capable of solving a pre-programmed problem with the help of a 

computer have become more and more common. 

Artificial intelligence must have a problem-solving algorithm that helps it adapt 

to the problem. Artificial Intelligence (AI) is still being researched to enable 

computers to perform tasks that require human thinking, that is, self-learning. 

In health care, it is almost impossible to find an area where human thinking is not 

needed. For example, to set up diagnose and a possible cure based on a patient's 

complaints human problem solving is necessary. 
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There are great opportunities for artificial intelligence during surgery. However, 

performing a surgery is not enough it must also be planned very carefully. There is 

a great need for the physician’s experience and knowledge in both planning and 

implementing. However, surgery does not end well in all cases. Complications may 

occur during the operation, and a poorly performed surgery can lead to serious health 

damage, which also need to be treated by a physician. 

The use of AI is already widespread in health care, used for example for collecting 

data about certain parts of the body, and for comparing surgical results and methods, 

and also for making suggestions based on these. 

AI has several branches. In health care, machine learning is the one that can be 

used the best. In the following chapters, I am going to explain machine learning, and 

illustrate some specific examples of cases in which it could be applied in the healing 

process. 

2. Machine learning in medicine 

From a scientific point of view, machine learning is nothing more than making the 

machines suitable for making decisions with the help of the available data and 

situations using a learning algorithm. The biggest problem is how to create an 

algorithm that can learn the most effectively. There are two types of machine 

learning that are distinguished: supervised learning and unsupervised learning. They 

can be used well in health care [6]. 

2.1. Supervised learning 

In supervised learning (Figure 1) we know the expected goal, that is, we want to 

teach the algorithm for a specific case. A good example fort this is the handwriting 

recognition software. We know what a word means, even if it is not written by the 
same person. The aim here is to recognize the different ways of writing and to 

identify words. A well-known example is the face recognition application found in 

mobile phones. Human faces are different but have the same features that AI can 

recognize. Supervised Learning focuses on grading, that is, selecting the pre-

programmed known ones, classifying them, and finding the best of the selected 

items. 
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Figure 1. Supervised learning [15]  

There are also cases in medicine that can be suitable for supervised learning. [1] 

In radiology, e.g. this method can be used to analyse a chest radiograph. The doctor 

knows which deformations he has to look for in the X-ray, so the computer can be 

programmed to look for these deformations as well (e.g., to recognize bone 

fractures). Supervised learning can be used by cardiologists to estimate risks. It is 

able to approach the risks posed by doctors in heart disease, but it also raises new 

risks that doctors would not notice. There are many other examples in medicine, but 

it can be seen that supervised learning might be widely used. 

2.2. Unsupervised learning 

Unsupervised or not supervised learning is a much more difficult task. Here we do 

not know what kind of outcome we expect, that is, we do not have anything specific. 

The algorithm tries to find the naturally occurring patterns or groups in the data. The 

results obtained are much more difficult to evaluate than in supervised learning 

because we do not know exactly what we want to see as the end result. We can only 

guess if the new results are useful in some way or not. 
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Fiugre 2. Unsupervised learning [15]  

Unsupervised learning in health care is best used in precision medicine. The 

essence of precision medicine is to examine the subject as a whole. The patient’s 

genetic characteristics, organ and emotional determinants and medical history are all 

taken into account. Thus, it is possible to redefine each therapeutic treatment. 
Another area of application may be for heart patients in the recognition of 

myocardial inflammation.  

3. Machine learning in healthcare 

3.1. Diagnosis with machine learning 

In actual clinical practice, machine learning usage is limited. I would like to 

highlight two literature references. In the first case, cardiovascular diseases were 
tried to be diagnosed, while in the other they tried to diagnose cancer by machine 

learning. [1] [2] [7] [11]. The diagnosis was attempted by a classification method, 

where two groups were created. The task was to develop a model that can distinguish 

between the two classes. However, this is not easy because there are many symptoms 

that occur not only in patients with heart disease or cancer. The diagnosis was 

resolved with the help of a neural network. 

The artificial neural network models some properties of the biological neural 

network taken from nature. This is an information tool capable of distributed 
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operation. The neurons in it represent the same operational elements and are 

arranged in an orderly manner. It has a learning algorithm that defines a learning 

process based on a sample and the way the information is processed. It must also 

have an algorithm that makes it possible to process the information it has acquired. 

 

Figure 3. Machine learning in medicine [16] 

Another example can be found in stroke research. Stroke is the fourth most 
common cause of death among adults. Stroke is a brain disorder that occurs when 

the blood supply to our brain deteriorates to an extent that results in the destruction 

of brain cells there. Early detection of this disease is an extremely difficult task, but 

it is essential for successful recovery. Machine learning contributes greatly to the 

timely detection of this disease. Between 2011 and 2014, a medical team in New 

York called for the Deep Learning machine learning method to detect the disease. 

[3][8] The essence of Deep Learning is that the machine can interpret an ever 

increasing amount of data quickly and accurately. It differs from traditional Artificial 

Intelligence (AI) by processing data step by step and the classification is performed 

by the algorithm as well.  
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Figure 4. Machine learning vs. Deep Learning [17] 

A total of 114 randomly selected patients were included in the study. Patients were 

given CT scans to identify the stroke. Based on these CT scan images a medical team 

made a diagnosis. The doctors have divided the images into two groups. One group 

became the data set from which the neural network could learn and the other group 
was the test set. With the help of these, a Deep Learning neural network capable of 

working in a 3-dimensional image was created based on the opinion of doctors on 

CT scans. The developed model was tested with the help of the set of test kits, by 

comparing the diagnosis established by the algorithm to the diagnosis of the medical 

team. Finally, the system has created a computer generated heat map to predict the 

possibility of infarction (Figure 5). 
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Figure 5. Computer generated heat map [3] 

3.2. Machine learning during surgery 

During surgery, doctors not only need to pay attention to the outcome of the 

operation, but also to the movement of the tools they use within the body. The 

movement of surgical instruments is monitored by the doctors’ sight, and it is their 

responsibility to set their direction and position of these tools. By the automation of 

the traceability of devices, better surgical results can be achieved [9] [10]. 

There is already a so-called machine vision, which means that with the help of a 
camera the machine “sees” and processes the incoming images with the help of a 

software. In medicine, machine vision is an effective tool for tracking surgical 

instruments. Since they are controlled by software, altering them is unnecessary [4]. 
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Machine vision tracking systems have been used for minimally invasive surgeries 

(MIS). The tracking of the tools was used both in 2 and 3 dimensions. The essence 

of these operations is that the intervention can be done with minimal cutting or 

possibly without cutting. Since the size of the cut is minimal, the accuracy of in-

patient navigation is extremely important. Figure 6 shows a device for surgery. 

 

Figure 6. Minimal invasive surgery tool [12] 

During surgery, the doctor only sees an image coming from an endoscope, which 

makes it difficult to coordinate the device and feel the depth. Nowadays, the data 

needed to track the device is acquired by electromagnetic, optical and vision-based 

techniques. Electromagnetic tracking techniques are costly and have a complicated 

tracking algorithm. In contrast, vision-based systems operate much more efficiently 

and less costly. Software fitted to the camera can measure the position of the camera 

and monitor the device accordingly, so there is no need to change the device on the 

surgical procedure or the device used for surgery. During surgery, the position of the 
end of the device should be measured, which is not an easy task due to continuous 

movement. Tracking the tool was solved by machine vision and a neural network 

specifically developed for the task. This created a system that monitored the device 

with good results and immediately informed the physician performing the surgery 

(Figure 7). 
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Figure 7. Tracking detection [4] 

3.3. Deep Learning and Computer Tomography 

So far we have mainly looked at examples of machine learning in only 2 

dimensions. However, CT images can provide 3-dimensional images that contain 

useful information about human anatomy that can be used to diagnose and support 

surgery and therapies. [5] 

Recognizing and separating human body parts play a critical role in the 

interpretation of CT images. In the traditional sense, they all have to be done by 

radiologists, but these are time-consuming tasks and require great care. These could 
be automated, that is, using automated image recognition software, which would, on 

the one hand, take the burden off the doctors' shoulder and on the other hand be 

faster and more reliable. 

This task is challenging in several respects, because medical imaging procedures 

never give back the 100% exact image of body parts, so it is not possible to create a 

precise mathematical model for identifying body parts. Another disadvantage of CT 

is that it is not possible to set a contrast on a recording as a conventional camera, so 

there will be blurred boundaries between the individual parts of the body. CT images 

can be made from every part of the body, but every shot requires different settings, 

so if you want to recognize each part of the body with a specific method, you should 

make a special method for each option. 

Convolutional neural network (CNN) was used to implement CT image 

segmentation and solve various problems. [5] [13] [14] In all cases, CT images are 

made in 2 dimensions, which represent the patient in horizontal or vertical sections, 

slices. The radiologist should be able to interpret these images and, if necessary, 

create a 3-dimensional image in the head to determine the specific problems.  

However, the diagnostic software is able to combine the slices of CT scans both 

horizontally and vertically into a 3-dimensional image. From the 3-dimensional 

images thus obtained, a neural network of problems can already determine the 

individual parts of the body (Figure 8). 
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Figure 8. 2D to 3D CT image [5] 

Figure 8 shows how the 3-dimensional image and how the individual body parts 

are reunited from the individual slices of the CT images (vertical and horizontal). 

With the help of colours, each part of the body can easily be recognized. However, 

the neural network can be taught for one kind of problem, so you don't have to 

recognize every part of the body at the same time. The teacher data set must be 

specified for the given task, so it will only recognize that part of the body. 

4. Conclusions 

Based on these new procedures we can say that machine learning is a great help 

for doctors, both in diagnostics and in surgery. 

The method also greatly facilitates the processing of CT images, since even an 

experienced physician may not notice something in the image being examined. 

Unlike a physician, a software developed for a particular problem is able to focus 

specifically on the problem, so it does not have to deal with other distractions. If you 

use a neural network to do this, it will fix itself after every task that it has solved, i.e. 
it will be more accurate and reliable. 

Apart from diagnostics, machine learning can be used during surgery too. In the 

case presented, the aim was to follow the surgical device and to make it more 

accurate. In contrast to the tools used so far, the use of the neural network did not 

require any modification of the surgical intervention or the device. I think neural 

networks can be used to determine a specific surgical area and intervention scenario. 
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In connection with my research, I also investigate what kind of mechanical learning 

or neural networking has already been used in spinal surgery and how I could use 

this information in reaching my goal 
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E-mail: kuczmann@sze.hu

Abstract: In a previous survey paper the detailed PID controller design to stabilize

the inclination angle as well as the horizontal movement of an inverted

pendulum system has been presented. In this paper the linear controller

design based on the state space representation is shown step by step.

Pendulum model is based on Euler-Lagrange modeling, and the non-

linear state space model is linearized in the unstable upward position,

finally pole placement by Ackermann formula and Bass–Gura equation,

moreover linear quadratic optimal control are presented. The pendulum

has been inserted into a virtual reality laboratory, which is suitable to

use in model based control teaching.

Keywords: inverted pendulum, model based control, pole placement, optimal control

1. Introduction

This paper presents a comprehensive study of controller design for an inverted pen-

dulum mounted on a cart which can only move horizontally. Design is based on the

state space representation of the plant. PID controller design with some drawbacks

has been shown in the latter paper [1].

The inverted pendulum is an unstable system that must be stabilized by the pushing-

pulling force F = F (t) acting on the cart by an electric motor (Fig. 1), i.e. to reach
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Figure 1. The inverted pendulum model.

the inclination angle ϕ being zero. The pendulum simply falls over if the cart is not

moved to balance it. By the presented methods, the horizontal movement can also be

easily stabilized.

The studied plant is a popular example commonly found in control system textbooks

and research literature [1–8]. The dynamics of the system are nonlinear as presented

in the paper based on the above mentioned literature, but controller design is based

on the linearized system.

The aim of this survey paper is to show the Euler-Lagrange modeling of the inverted

pendulum system, then the linear state feedback controller design step by step. Pole

placement technique and linear quadratic regulator are presented. The mentioned

formulations are deeply studied, and the current paper can be used in teaching of

model based control.

The latter paper [1] concluded that, two controllers are necessary to design for

stabilizing the inverted pendulum. The design of two dependent controllers is tedious

in some cases, however the state feedback controllers can solve this problem in an

easy way. This is shown in this paper.

The real operating device has not built in this research, however the virtual reality

based implementation has been performed which is applicable to understand the steps

of control design.
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2. Dynamic model of the pendulum

To set up the dynamic model of pendulum, the Euler-Lagrange equation is applied,

d

dt

∂K

∂q̇i
−

∂K

∂qi
+

∂P

∂q̇i
= τi, (1)

where K is the kinetic energy, P is the potential energy, qi and τi are the generalized

coordinates and the generalized torque (force), respectively. In the case of pendulum

i = 1,2, i.e. q1 = x and q2 = ϕ, moreover τ1 = F and τ2 = 0.

The kinetic energy of the system is as follows:

K =
1

2
mẋ2 +

1

2
Mv2M +

1

2
Θϕ̇2 +

1

2
msv

2

s , (2)

with the mass of cart, m, the mass of rod, M , and the mass of the sphere ms. The

inertial moment of the rod belonging to the center of mass is Θ = 1

3
ML2 (the length

of the rod is 2L). The sphere can be moved along the rod, the distance from the shaft

is l. The velocity of the center of mass of the rod as well as the sphere are vM and vs,

respectively [1],

v2M = ẋ2 + 2LCϕẋϕ̇+ L2ϕ̇2, v2s = ẋ2 + 2lCϕẋϕ̇+ l2ϕ̇2. (3)

The potential energy of the system is

P = MgLCϕ +msglCϕ, (4)

where g is the gravitational acceleration. For simplicity, Sϕ = sinϕ and Cϕ = cosϕ
notations are used in the paper.

After obtaining the terms in (1), and doing some manipulations, the following

differential equations can be got (see [1] for a similar pendulum):

(m+M +ms)ẍ+ (ML+msl)Cϕϕ̈− (ML+msl)Sϕϕ̇
2 = F,

(ML+msl)Cϕẍ+ (ML2 +Θ+msl
2)ϕ̈− (ML+msl)gSϕ = 0.

(5)
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From these equations, the following second order derivatives can be yielded:

ϕ̈ =
−θ2

R
SϕCϕϕ̇

2 +MΣθRgSϕ − FθRCϕ

MΣΘR − θ2
R
C2

ϕ

, (6)

and

ẍ =
θRΘRSϕϕ̇

2 − θ2
R
gSϕCϕ + FΘR

MΣΘR − θ2
R
C2

ϕ

. (7)

Here the following notations have been introduced: MΣ = m + M + ms, θR =
ML+msl, ΘR = 4

3
ML2 +msl

2.

The two second order differential equations can be rewritten as four first order

differential equations by introducing state variables: x1 = x, x2 = ẋ, x3 = ϕ,

x4 = ϕ̇, i.e. x2 = ẋ1 and x4 = ẋ3. Finally, the state space representation of the

dynamic modell is the following:

ẋ1 = x2,

ẋ2 =
θRΘRSx3

x2
4 − θ2

R
gSx3

Cx3
+ FΘR

MΣΘR − θ2
R
C2

x3

,

ẋ3 = x4,

ẋ4 =
−θ2

R
Sx3

Cx3
x2
4 +MΣθRgSx3

− FθRCx3

MΣΘR − θ2
R
C2

x3

.

(8)

This nonlinear system can be linearized in the unstable upright position, when

ϕ = 0 and ϕ̇ = 0, i.e. the approximations Sϕ
∼= ϕ and Cϕ

∼= 1 can be applied.

At the end, the linearized system can be modeled by the state space equations

ẋ = Ax + bu, (9)

where

A =











0 1 0 0

0 0
−θ2

R
g

MΣΘR−θ2

R

0

0 0 0 1

0 0 MΣΘRg

MΣΘR−θ2

R

0











, b =











0
ΘR

MΣΘR−θ2

R

0

− θR
MΣΘR−θ2

R











, (10)
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and x = [x1 x2 x3 x4]
T

is the vector of the state variables.

For simplicity, the following notations are used:

A =









0 1 0 0
0 0 q 0
0 0 0 1
0 0 p2 0









, b =









0
β

0
α









. (11)

The following data are used in the paper to represent the results: m = 5, M = 10,

ms = 50, 2L = 20, l = 20, in a coherent unit system, i.e. α = −0.0062, p = 1.9925,

β = 0.1208, q = −67.1893.

3. Pole placement control

The typical closed loop block diagrams of the very basic state feedback controller

system is shown in Fig. 2. The block diagrams are equivalent, however both will be

supplemented. Scalar-valued signals are represented by dashed line, the others are

vector-valued.

Figure 2. Block diagrams of the state feedback system.

The pendulum can be represented by the nonlinear ordinary differential equations

(8), called the nonlinear model, while the linearized model is given by (9) and (10). It
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is highlighted that the controller design is based on the linearized model, however the

real life pendulum is nonlinear in nature. Linear and nonlinear models are compared

in the paper.

The control signal is defined as the weighted sum of the state variables, i.e.

u = −kTx = −k1x1 − k2x2 − · · · − kNxN . (12)

In this application N = 4, and kT = [k1 k2 k3 k4] contains the unknown parameters

of the controller that must be designed.

The eigenvalues λ of the system matrix A can be computed by the characteristic

equation

ϕ(λ) = |λI − A| = λN + a1λ
N−1 + a2λ

N−2 + · · ·+ aN−1λ+ aN , (13)

where I is the identity matrix, and the coefficients a1, a2, · · · , aN are known building

up the vector aT = [a1 a2 · · · aN ]. The transient behavior of the plant is depending

on the eigenvalues, which can be modified by the negative feedback.

The state space representation of the closed loop system is as follows:

ẋ = Ax + bu = (A − bkT)x, (14)

i.e. the system matrix A of the open loop system is modified by the term −bkT.

The eigenvalues of the closed loop system are determined by

ϕcl = |λI − (A − bkT)| = λN + p1λ
N−1 + p2λ

N−2 + · · ·+ pN−1λ+ pN . (15)

It is important to recognize, that the coefficients p1, p2, · · · , pN are not known,

because kT is unknown yet. The coefficients can be written as a vector pT =
[p1 p2 · · · pN ].

The first step of the design is to determine the desired value of the coefficients

in pT (i.e. the eigenvalues of the closed loop system), then to find the appropriate

feedback gains.
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The Bass–Gura equation and the Ackermann formula are well known in the litera-

ture to design the gain vector kT [2–6].

Next, the controllability of the plant must be checked by analyzing the controllabil-

ity matrix

Mc = [b Ab A2b · · · AN−1b]. (16)

Here Mc can be computed by using the notations of (11),

Mc =









0 β 0 qα

β 0 qα 0
0 α 0 p2α

α 0 p2α 0









. (17)

It is easy to see, that the matrix has four independent columns, i.e. the rank of Mc is

maximum. It means that, the system is controllable and state feedback methods can

be applied. The inverse of Mc appears in the design process.

The Bass–Gura equation looks like

kT =
(

pT − aT
)

τ(a)−1M−1

c , (18)

where τ(a) is the following Toeplitz matrix

τ(a) =

















1 a1 a2 a3 · · · aN−1

0 1 a1 a2 · · · aN−2

...
. . .

. . . · · ·
...

...
. . .

0 0 0 0 · · · 1

















. (19)

The Ackermann formula has the form

kT = [0 0 0 · · · 0 1]M−1

c ϕcl(A). (20)

Of course the row vector is [0 0 0 1] in this situation, moreover

ϕcl(A) = AN + p1AN−1 + p2AN−2 + · · ·+ pN−1A + pN I. (21)
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Figure 3. Stabilization of the horizontal movement (top) and the inclination angle

(middle) by the control signal (bottom).

137



M. Kuczmann – Acta Technica Jaurinensis, Vol.12., No.2., pp. 130–147, 2019

Stabilization of the horizontal movement as well as the inclination angle can be

performed easily by the pole placement methods as it is shown in Fig. 3, where the

control force is also plotted. A significant difference between the linear and nonlinear

model behavior can be seen, because of the large initial values. If the initial values

are much smaller, then the models output are very close to each other.

In this illustration pT = [8 18 16 5] has been applied, i.e. the desired eigenvalues

of the closed loop system are λ1 = −5, λ2,3,4 = −1. The plant itself is unstable with

the following eigenvalues: λ1,2 = 0, λ3,4 = ±1.9925, i.e. aT = [0 − 3.97 0 0]. The

resulting feedback vector is kT = [−81.86 − 261.95 − 5116.12 − 6365.03].

Reference tracking can be realized by simple feedforward branches as shown in

Fig. 4. It is noted that, there is no feedback from the output of the plant resulting in

sensitive and not robust controller, however the pendulum is stabilized.

Figure 4. The state feedback system with reference trancking.

The control signal is as follows

u = kT (Nxr − x) +Nur, (22)

or

u = −kTx + krr, (23)
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in the first and second setup, respectively.

The gains in the first realization can be calculated as

[

Nx

Nu

]

=

[

A b

cT 0

]

−1 [

0

1

]

, (24)

and the gain

kr =
−1

cT
(

A − bkT
)−1

b
(25)

is applied in the second block diagram.

Fig. 5 shows a simple reference tracking problem by the pendulum. The cart is

at x = −10 at the initial state, where ϕ = 30◦. The reference signal is jumping

from −10 to +10, then, after 10 s it is jumping back to the original state. The cart is

following the reference signal, moreover the pendulum is stabilized. Controller gains

are the same as above, feedforward gains are set as mentioned in (24) and (25).

Figure 5. Reference signal tracking.

Reference tracking properties can be improved by a feedback including an integrator

as shown in Fig. 6. The variable z = z(t) is a new state variable, and the augmented
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system representation is as follows:

[

ẋ

ż

]

=

[

A 0

cT 0

] [

x

z

]

+

[

b

0

]

u, (26)

where the control signal is

u = −
[

kT kI
]

[

x

z

]

. (27)

Here kI = Nu and kI = kr, respectively (see notations in Fig. 6). The augmented

vector
[

kT kI
]

can be calculated by the Bass–Gura or the Ackermann formula.

Figure 6. The state feedback system with integrator and reference trancking.

The mentioned pole placement techniques require to measure all the states. The

horizontal movement and speed, moreover the inclination angle and angular speed

must be measured in this case. It is easy to realize, however, in many cases it is

not possible to pick up all the states, that is why state observers are designed. State

observers estimate the states from measurements of the input and output of the real

system as it is shown in Fig. 7.
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Figure 7. Block diagram of the state feedback system with observer.

The pole placement and observer design are dual to each other. The eigenvalues of

the system augmented by the observer are defined by

ϕo = |λI − (A − GcT)| = λN + f1λ
N−1 + f2λ

N−2 + · · ·+ fN−1λ+ pN . (28)

The coefficients f1, f2, · · · , fN can be written as a vector fT = [f1 f2 · · · fN ].

The first step of the observer design is to determine the desired value of these

coefficients (i.e. the eigenvalues), then to find the appropriate observer gain G. The

Bass–Gura equation and the Ackermann formula can also be applied.
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Next, the observability of the plant must be checked, i.e. the observability matrix

Mo =















cT

cTA

cTA2

...

cTAN−1















(29)

must have full rank. It can only be reached if the horizontal movement of the cart is

measured, i.e.

cT =
[

1 0 0 0
]

, D = 0, (30)

otherwise the rank of the observability matrix is less then four. The full rank observ-

ability matrix is according to the notations of (11) is

Mo =









1 0 0 0
0 1 0 0
0 0 q 0
0 0 0 q









. (31)

Duality means a simple change of the matrices: A → AT, b → bT, Mc → MT

o ,

k → G, with which the Bass–Gura equation has the form

GT =
(

fT − aT
)

τ(a)−1M−T

o , (32)

while the Ackermann equation is given as

GT = [0 0 0 · · · 0 1]M−T

o ϕo(A
T), (33)

then the other terms of the observer are determined by

F = A − GcT, H = b. (34)

Fig. 8 and Fig. 9 show comparisons between observer estimated and the measured

signals in the case of small initial value and a larger one, respectively. The first

one is very close to the linearized model, resulting very good observer performance.

The linear observer is not advantageous when the real life problem is far from the

stationary point. Observer eigenvalues have been set to λ1,2,3,4 = −2 in this example.
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Figure 8. Comparison of observed and measured state variables x and ϕ, ϕ(0) =
−5◦.

Figure 9. Comparison of observed and measured state variables x and ϕ, ϕ(0) =
−20◦.
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4. Linear quadratic optimal control

Linear quadratic regulator (LQR) minimizes the following functional:

J(x,u) =
1

2

∫

∞

0

[

xTQx + ru2
]

dt. (35)

The first term in the integral ensures stability (x → 0), while the second term

minimizes the supply effort for the control. Matrix Q is symmetric and positive semi-

definite, moreover r > 0. These design parameters determine the relative importance

of error in x and the supplied energy.

The system is defined by (9), with the initial condition x(t0).

The optimal control law minimizing the functional (35) is a state feedback control,

given by

u = −
1

r
bTPx = −kTx, (36)

where the symmetric positive definite matrix P is the solution of the control algebraic

Riccati equation

PA + ATP −
1

r
PbbTP + Q = 0. (37)

Riccati equation can be solved by numerical techniques. The following gains have

been obtained when Q = 5I and r = 1: kT = [−2.24 −19.96 −1500.66 −1072.67].
The value of Q11, Q22, Q33 and Q44 has effect on the state variable x, ẋ, ϕ, ϕ̇,

respectively. Control time can be decreased by increasing these values, however

control signal is increased. Fig. 10 illustrates the effect of Q11.

All the other supplementary blocks are designed in the same way presented is

Section 3.

5. Implementation

Controller design and analysis have been realized firstly in Scilab [9]. Then the

virtual reality based implementation has been performed in the frame of MaxWhere

as a freely available virtual laboratory [10, 11]. A separate future paper is planned
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Figure 10. Effect of Q11 on the behavior of horizontal movement.

to show the virtual lab. A snapshot about the lab can be seen in Fig. 11, where

the controller settings and oscilloscopes showing some signals (e.g. the angle of

pendulum, the horizontal position, the acting force versus the time) can be seen

among other information like the theoretical background.

6. Conclusion and future work

State feedback controller design for the problem of inverted pendulum has been shown

in detail in this paper. Next, nonlinear techniques [12–14] and model predictive control

[15] are planned to study.

Acknowledgement

Special thank goes to Tamás Budai to include the mentioned techniques in MaxWhere.

145



M. Kuczmann – Acta Technica Jaurinensis, Vol.12., No.2., pp. 130–147, 2019

Figure 11. The inverted pendulum model in the virtual laboratory of MaxWhere.
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Abstract: Cone penetration in-situ tests are commonly used to measure the cone 
index of the soils. This measurement process can be modelled very well 
with Discrete Element Method (DEM) if the parameters of the correct 
contact model are defined properly. In this paper the Hertz-Mindlin 
with bonding contact model are used and the effect of the properties of 
this contact model on soil’s penetration resistance is investigated. Our 
aim was to determine those contact parameters which play important 
role in the penetration process, thus are necessary to take into account 
while calibrating the discrete element soil model to the results of real 
penetration tests. 

Keywords: DEM; soil; penetration resistance; cone penetrometer 

1. Introduction 

Soil compaction is one of the most known problem in agriculture, and it has 
negative effect on crop growth and yield. In the last few decades, the size of the 
agricultural machines has been increased which resulted in increasing the mass of 
the machines, thus increasing the vertical load applied into the soil during tillage 
operations as well. This normal stress is generated in the soil by the driven and non-
driven wheels, and is responsible for soil compaction. 

One of the most common method to measure soil strength is by cone 
penetrometers [1]. During the measurement, the penetrometer cone is pressed into 
the soil up to given depth, while the vertical force acting on the tip of the cone is 
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measured. By dividing this force with the projected area of the cone, the soil’s 
resistance to penetration can be determined [2]. 

Thanks to the development of the information technology in the last few decades, 
researchers can simulate mechanical processes using numerical methods. One of 
these is the Finite Element Method (FEM) which can be used to model continuous 
materials by approximating the geometry with the finite element mesh [3], and 
calculating the displacement of the nodes. This method is very useful in multi mass 
simulations (e. g. in modelling the vibration of a one-cylinder engine crankshaft) [4] 
or performing static analysis on continuous materials as well [5]. It is also used for 
simulation of the penetration process [6], but because of soil consists of individual 
particles, these calculations can be used only to determine the location of the hard 
layers in the soils [7] and are not able for proper simulation of the soil’s deformation. 
More suitable method seems to be the Discrete Element Method (DEM) which is 
established by Cundall and Strack [8] and is used to model bulk materials such as 
soils. Tanaka et al created a two-dimensional (2D) discrete element model for 
modelling of the penetration in-situ test [9], however Butlanska et al investigated 
this phenomenon in three dimension (3D) [10]. They concluded that the results 
highly depend on whether full, half or quarter circle soil geometries are used, and 
the use of spherical elements with non-cohesive or non-bonded contact models 
results in large error [11]. 

In our work, we used spherical elements with the Hertz-Mindlin with bonding 
contact model to simulate the penetration process in cohesive soils. Our aim was to 
investigate the effect of the contact properties on simulation results, namely on the 
penetration resistance-penetration depth curve. The results of the paper can be used 
further when calibrating the contact properties to the results of in-situ penetration 
tests. 

2. Materials and Methods 

2.1 Discrete element contact models 

DEM is based on dividing the process into small timesteps of Δt, and calculating 
the displacement vectors of the individual elements according to Newton’s 2nd law 
in each timestep. In most cases, the particles are non-deformable during the 
simulations, thus the importance of the contact models between the elements are 
very high. In our calculations, we used the Hertz-Mindlin with bonding model 
available in EDEM 2.7 software and shown in Fig. 1, which consists two separate 
model, the Hertz-Mindlin model (Fig. 1/a) and the Parallel Bond contact model 
(Fig. 1/b). 
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Figure 1. The Hertz-Mindlin (a) and the Parallel Bond contact models (b) [15]. 

With the first, the friction between the elements can be simulated, and with Parallel 
Bonds, the cohesion between soil particles can be taken into account. In the Hertz-
Mindlin contact model [12, 13, 14], the contact force transferred from one particle 
to another, is divided into normal (Fn) and shear force (Fs). The normal component 
can be determined using Eq. 1: 

 Fn=
4

3
·E*·�R*·�Un�3

2 , (1) 

The E* represents the equivalent elastic modulus, R* is the equivalent radius and 
Un is the normal overlap of the contacting elements. These can be determined from 
the parameters, E, R and the location of the particles. The contact shear force (Fs) 
can be calculated from the equivalent shear modulus (G*) and tangential 
displacement (Us) according to Eq. 2: 

 Fs=-�8·G
*
·�R*·Un� ·Us ,   (2) 

In addition, it has a limit according to Coulomb’s law of friction, namely it cannot 
be higher than the value from Eq. 3: 

 Fs ≤ Fn· μ
s
 . (3) 

In Eq. 3, the µs denotes to the friction coefficient between the soil particles. In 
addition, there are damping forces to model the energy dissipation of the particle’s 
collisions, they can be divided into normal (Fn

d) and shear components (Fs
d) as well 

and can be calculated as: 

 Fn
d=-2·�5

6
·β·√Kn·m*·vn

rel , (4) 

 Fs
d=-2·�5

6
·β·√Ks·m*·vs

rel . (5) 
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In Eq. 4 and Eq. 5, Kn, Ks, m*, vn
rel and vs

rel are the normal and shear contact 
stiffness (Fig. 1/a), the equivalent mass and the normal and shear component of the 
relative velocity (vrel) of the contacting elements, respectively. In addition, β can be 
calculated with Eq. 6 using the coefficient of restitution (e). 

 β=
lne

�ln2e+π2
 . (6) 

Parallel Bonds can be added to the model at the time of tBond to represents the 
cementinous effect between the elements. This contact model can be envisioned as 
a set of elastic springs around the contact point with bond radius of RB [15]. The 
bonds act parallel with the Hertz-Mindlin contact model, therefore additional normal 
(ΔFn) and shear forces (ΔFs) are summed to the corresponding components: 

 ∆Fn=-kn
B·AB·∆Un , (7) 

 ∆Fs=-ks
B·AB·∆Us . (8) 

In Eq. 7 and Eq. 8, kn
B, ks

B, AB and ΔUn and ΔUs are the bond’s normal and 
tangential stiffness, the area of the bond and the normal and shear component of the 
relative displacement of the contacting elements, respectively. These displacements 
are incremental, thus are calculated from the time of tBond, when both of them are set 
to zero. Because Parallel Bond behaves as beam contact between the particles, it can 
transmit moments through the elements in both normal and tangential direction as 
well. These moments can be calculated similar to the bond forces, but the area of the 
bond should be changed to the polar moment of inertia (JB) and the relative 
displacements to the relative rotations of the elements (Δθn and Δθs), as it is shown 
in Eq. 9 and Eq. 10. 

 ∆Mn=-kn
B·JB·∆θ

n
 , (9) 

 ∆Ms=-ks
B·

JB

2
·∆θ

s
 . (10) 

Similar to the relative displacements of ΔUn and ΔUs, the relative rotations are set 
to zero at the bond’s formation time of tBond as well. In addition, there are limit 
stresses (i. e. the normal and tangential Parallel Bond strengths). If the stress in the 
bond obtains the strength value in normal or tangential direction, the bond will break 
in the next timestep, and the elements will move only according to the Hertz-Mindlin 
contact model. The maximum normal (σmax) and tangential bond stresses (τmax) can 
be determined using Eq. 11 and Eq. 12: 

 σmax=
-∆Fn

A
+

2·∆Ms

JB
·RB , (11) 

 τmax=
-∆Fs

A
+
∆Mn

JB
·RB . (12) 
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2.2 Discrete element simulations of cone penetration test. 

To analyse the effect of the contact properties on simulation results, a lot of 
numerical cone penetration simulations were performed. First, the initial geometry 
of the soil was created by filling up a cylinder with diameter of Ø135,4 mm and 
height of 130 mm with spherical elements (Fig. 2/a). The size of the model was 
chosen according to our earlier research [16] where it is proved, that the boundary 
of the model is far enough from the cone penetrometer, thus it has negligible effect 
on simulation results. The particles were created using the Simple Sequential 
Inhibition (SSI) technique [17], which places elements with random diameter to 
random locations. The contact properties of the Hertz-Mindlin model for soil 
particles are summarized in Table 1. After the creation of the elements, the particles 
fell down to the bottom of the cylinder because of Earth gravity. Finally, when the 
whole system obtained the equilibrium state (the element’s maximum velocity got 
smaller than 1e-2 mm/s), the Parallel Bonds were formed between the particles, then 
the geometry of the penetrometer cone (shown in Fig. 2/b) was imported into the 
program using an .stl file. The properties of the soil’s Parallel Bond contact model 
and of the wall elements (as penetrometer cone) can be also seen in Table 1. Note, 
that some contact parameters of the soil were determined according to the process 
which is published in our earlier research [18], the remaining properties were chosen 
for sensitivity tests. These are presented in Table 1 as grey background, and the 
ranges where the effect of these contact properties were investigated, were also 
shown in the table. The properties of the penetrometer cone were chosen as general 
steel material. Additionally, the initial geometry of the system can be seen in 
Fig. 2/a. 

 

Figure 2. The initial geometry of the soil (a) and the dimension of the used 

penetration bar (b). 
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In the next step, the geometry of the penetrometer cone was pressed into the soil 
model with vertical speed of 20 mm/s, which is typical in cone penetration in-situ 
tests. During the simulations, the force acting on the penetrometer cone (as soil 
resistance) was calculated and was saved in each 0,05th calculation time. This 
process was repeated in all discrete element simulations where the timestep was set 
to the value of 5e-6 s. 

Table 1. The settings of the discrete element cone penetration tests 

Parameter Value 

Geometrical properties 

Particle radius distribution (mm) 1,33…3 
Contact radius (mm) 1,6…3,6 

Initial porosity (before the penetration bar 
pressed into the soil) (-) 

0,425 

Properties of the Hertz-Mindlin with bonding contact model between 

the soil elements 

Density (kg/m3) 1,6e+03…2,0 e+03 
Shear modulus (Pa) 1,44e+06…1,44e+08 

Poisson ratio (-) 0,2…0,3 
Coefficient of restitution between the soil 

particles (-) 0,5 

Coefficient of restitution between the soil 
particles and walls (-) 0,5 

Friction coefficient between ball and ball (-) 0,4 
Friction coefficient between ball and walls (-) 0,6 

Bond radius (mm) 0,5…5,0 
Bond normal stiffness (Pa/m) 

9,5e+06…4,75e+07 
Bond shear stiffness (Pa/m) 
Bond normal strength (Pa) 3,131e+4 
Bond shear strength (Pa) 4,428e+4 

Properties of the Hertz-Mindlin contact model between the 

penetrometer (wall) elements 

Density (kg/m3) 7,8e+03 
Shear modulus (Pa) 7,692e+10 

Poisson ratio (-) 0,3 
Coefficient of restitution between walls (-) 0,5 

Friction coefficient between wall and wall (-) 0,1 
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3. Results and Discussion 

In this section, the results of the sensitivity test of numerical discrete element 
penetration simulations are shown. First all simulations were evaluated qualitatively 
which means that we analysed the broken Parallel Bonds, the compression force and 
the velocity of the particles before evaluating the vertical forces that acts on the 
penetration cone. Fig. 3 shows typical results of the simulations, the broken bonds 
are presented as blue lines in Fig. 3/a. It can be asserted, that they break near the 
penetration cone which can be acceptable. In the part b) and c) of the figure, the 
compression force of the particles and their velocities are shown, respectively. It can 
be clearly seen that the highest forces arise in front of the cone. Similar to that can 
be said in case of the element’s velocity, however high velocities can be experienced 
near the penetration bar as well. This is because of the friction between the 
penetrometer and the soil particles, and is similar to the results in Tanaka et al [9]. 
According to these, we concluded that the simulation results are in accordance with 
our expectations and the results of other researches, thus the calculations provided 
good results qualitatively. 

 

Figure 3. The broken bonds (a), the compression force between the elements (b) 

and the particle’s velocity (c) at penetration depth of 64 mm. 

In the next step, we investigated the results quantitatively as well, the penetration 
resistance-penetration depth curves were compared in case of different contact 
properties values. First, the effect of the particle’s density and Poisson-ratio on soil 
resistance to penetration were analysed. Fig. 4 shows the results in case of different 
density values. It can be asserted, that this contact property does not have significant 
effect on penetration resistance, the curves are almost the same. Similar to that can 
be concluded in case of different Poisson-ratio (Fig. 5), because there are small 
differences in the penetration resistance-depth curves. 
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Figure 4. The effect of the particle’s density on penetration resistance. 

 

Figure 5. The effect of the particle’s Poisson-ratio on penetration resistance. 

However, this is not the case in the simulations with different particle’s shear 
modulus. Fig. 6 shows that the penetration resistance is increasing when this contact 
property is increased as well, but this tendency is stopped in case of shear modulus 
of 4,32e+07 Pa. If higher than this value is set up in the simulations, this parameter 
has negligible effect on soil’s resistance to penetration. 
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Figure 6. The effect of the particle’s shear modulus on penetration resistance. 

 

Figure 7. The effect of the Parallel Bond radius on penetration resistance. 

Parallel Bond radius also has large effect on simulation results. According to 
Fig. 7, the higher the value of this parameter is, the force acting on the penetration 
cone, thus the penetration resistance of the soil model will be higher as well. This 
conclusion stands in the whole range (namely the value from 0,5 mm to 5,0 mm), 
where this contact property was investigated. 
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In Fig. 8, the results can be seen in case of different Parallel Bond stiffness. It can 
be asserted, that the effect of this parameter is very similar to the experienced one in 
case of particle’s shear modulus. Namely, if the bond stiffness is increasing from 
9,5e+06 Pa/m to 2,85e+07 Pa/m, the model’s resistance to penetration will increase 
as well. But in case of the highest Parallel Bond stiffness values, the penetration 
resistance-depth curves are similar to each other, thus this parameter has no 
significant effect on simulation results in this range of value. 

 

Figure 8. The effect of the Parallel Bond stiffness on penetration resistance. 

4. Conclusion 

In this paper, the discrete element method was adopted to model the cone 
penetration in-situ measurements. We used the Hertz-Mindlin with bonding contact 
model to simulate cohesive soil and our aim was to investigate the effect of the 
contact properties on simulation results, namely on penetration resistance-
penetration depth curve. We concluded that the Parallel Bond radius, stiffness and 
the elements’ shear modulus affect the results, thus they play important role in 
calibration of the contact properties to the result of in-situ penetration test. On the 
other hand, the particle’s density and Poisson-ratio have negligible effect on the 
penetration resistance-depth curve in the investigated range, therefore it is not 
necessary to take these into account in the calibration process. 
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Abstract: Stochastic track irregularities influence additional dynamic forces 
developed in the vehicle-track interaction that lead to faster 
deterioration of track. For economical track maintenance it is important 
to understand the relationship between the irregularities recorded by 
conventional track geometry measuring car and the resulting dynamic 
vehicle responses. This paper focuses on the correlation between lateral 
and vertical axlebox accelerations and differently processed track 
geometry parameters based on a real measurement run on straight track. 
Decolouring of chord-offset measurement results was performed and 
derivatives of track geometry parameters were calculated for 
comparison. Those track geometry parameters have been selected 
which provide the most accurate information about the recorded 
wheelset accelerations caused by track geometry irregularities, eg. 
second order derivative of cross level. 

Keywords: track geometry; axlebox acceleration; vehicle response; decolouring 

1. Introduction 

The deterioration of the railway track is primarily caused by static and dynamic 
forces transferred from the vehicles. The railway track alignment always deviates 
from nominal geometry; it contains vertical and lateral geometric irregularities. The 
railway wheelset passing through the geometric defects is forced to ‘follow’ these 
irregularities, because of that the railway vehicle's wheelsets, bogies and car body 
have three dimensional trajectory movement. Therefore, vertical and lateral 
accelerations of wheelsets, bogies and car body can be measured at any position. If 
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wheelset, bogies and car body are considered as rigid bodies coupled with springs 
and dampers, the forces between the track and the vehicle can be determined from 
the accelerations on rigid bodies [1]. These dynamic forces accelerate the 
deterioration of track geometry and the presence of rolling contact fatigue type rail 
defects , e.g. track twists, squats, rail cracks, etc. [2].  

The forces required for irregular movements of certain rigid bodies (wheelsets, 
bogies, car body) are directly proportional to body mass and acceleration according 
to Newton's laws. Although the mass of the car body is large, its accelerations are 
usually small. The wheelsets and bogies suffer significant acceleration, the forces 
required for their displacement ultimately dominate the dynamic forces between the 
railway vehicle and the track. [3] In this article the relationship between the 
acceleration of the wheelset and the track irregularities recorded by track geometry 
measurement is analysed. Vertical irregularities are often caused by an 
inhomogeneous longitudinal subgrade stiffness/damping distribution. [4] 

This paper attempts to determine the relationship between the simultaneously 
recorded conventional track geometry parameters (longitudinal level, alignment, 
cross level) and vertical/lateral accelerations of the railway wheelset on straight track 
segments, i.e., how they are related to forces exerted by irregular vehicle movements 
that cause further geometric deterioration of the track (Figure 1). 

 

Figure 1. System view of track geometry parameters and wheelset dynamic 
responses 

Nowadays, more and more in-service passenger trains are equipped with inertial 
sensors providing an useful estimation of the current track quality on daily basis. 
Therefore, it is important to understand the relationship between ‘vehicle response’ 
and track geometry deviation from the nominal alignment. [5] [6] [7]. In the past 
period, track geometry assessment systems of infrastructure managers adopted 
different theoretical and empirical approaches, and a demand emerged to create an 
intervention limit system based on dynamical vehicle responses. [8] It is also 
important to understand the multiplicity of vehicle responses by testing and 
simulation for the acceptance of running characteristics of railway vehicles. [9] 

longitudinal level 

cross level 

alignment 

wheelset vertical acceleration 
wheelset lateral acceleration 
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Based on track geometric irregularities, complex multi-body software is used to 
estimate acceleration on the vehicle, and the literature deals with the development 
of so-called performance-based track geometry [10]. The vehicle-track system 
contains many nonlinearities, and neural networks are particularly suitable for 
analyzing them. [11]. The recent Dynotrain project also paid particular attention to 
vehicle reactions to track geometric defects. [12] 

2. Methodology 

The measurement data required for the experiments now presented were recorded 
by track geometry measuring system and the vehicle dynamic measurement system 
operating simultaneously on the measuring car FMK-007, which is originally an 
intercity wagon and it was adapted for track diagnostic purposes by MÁV Central 
Rail and Track Inspection Ltd. 

The longitudinal level and alignment results used in the experiments now 
presented are derived from a chord offset measurement system. Therefore, from 
these measurement results for the correct calculation, the distortion of the chord 
system has to be compensated by so-called decolouring method. Although European 
standards [13] require the use of a band-pass filter for a given wavelength range for 
the assessment of track maintenance measurements, in reality the dynamic response 
of the vehicle depends on all wavelength components in the track, in this way tests 
are also performed on decoloured but unfiltered data as well. 

2.1. Track geometry measurement data 

Track geometry measuring system of the FMK-007 consists of 3 laser units per 
rail, complemented by an inertial unit between the central laser units. Measurement 
of longitudinal level and alignment bases on all laser units, as detailed below. Cross 
level is calculated according to inclination measurement of inertial unit mounted on 
car body and neighbouring laser sensors compensate for the motion of the car body 
relative to the rails.  

The measuring system works with ∆x = 0.25 m step equidistant sampling. To 
avoid numerical errors, the lengths of the chord parts for the longitudinal level and 
alignment resulting from the positioning of the laser units were rounded to 0.25 m. 
The complex transfer function of the chord system �(�) can be calculated with Eq. 
(1) known from the literature [14]:  

 �(�) = 1 − �
	 
��

� � − �
	 
����

� � , (1) 
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Figure 2. Asymmetric chord offset measurement system  
of track recording car FMK-007 (drawn by the author) 

where the value of a, b and L (Figure 2) depending on the asymmetric chord are 
4.00 m, 19.00 m, 23.00 m, respectively. The parameter λ is the wavelength and i is 
the imaginary unit. In the opposite direction of measurement, a and b are reversed. 
The amplitude characteristics (2) and phase characteristics of the system (3) is the 
same as the magnitude (Figure 3) and phase (Figure 4) of complex function H, 
respectively: 

 |�(�)| = ��1 − �
� cos �2�

� � − �
� cos �2�

� � !" + ��
� sin �2�

� � − �
� sin �2�

� � !2
,

  (2) 

 ∠�(�) = arctan

* +,-���

� � ��
* +,-���

� � 
.��

* /0+���
� � �

* /0+���
� � , (3) 

 

Figure 3. Magnitude of transfer function of the asymmetric chord measurement 
system (4+19 m)  
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Figure 4. Phase of the transfer function of the asymmetric chord measurement 
system (4+19m) 

The calculations were carried out with data series of straight track section of 1 km, 
which contained a total of N = 4001 values per measurement parameter. Raw track 
geometry measurement parameters used: 

 cross level (CL), 
 longitudinal level of left rail (LLl,chord), longitudinal level of right rail 

(LLr,chord), 
 alignment of left rail (ALl,chord), alignment of right rail (ALr,chord). 

The data of cross level parameter could be used directly, but for the longitudinal 
level and alignment parameters had to be decoloured in order to remove the 
distortion of the chord offset measurement. To do this, the Fourier transform of the 
sequence must be multiplied by the inverse of the transfer function: 

 1(�) = 2(�) ��.(�) , (4) 

where F is the Fourier transform of the real track shape labelled with f, and G is 
the Fourier transform of the measured track geometry data g (which may be LLl,chord, 
LLr,chord, ALl,chord, ALr,chord): 

 24 = ∑ 67
8−17=0  
−2�:7

8; , (5) 

 where k = 0,1,… N–1 and 

 � = < =>
4  , (6) 

where � represents considered wavelength. (If k = 0, then the general shift of 6 is 
in question.) 

Reciprocating by definition 

 ��. = ?@(A)�� BC(A)
|�|2 , (7) 
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at low values of |�| makes the calculation numerically unstable and it cannot be 
applicable if zero value is used. Managing this problem requires great care, as H 
needs to be modified and this also affects the result. According to Insa [15] complex 
numbers less than a given value should be replaced by 1. However, in this study, in 
case of |�| < E the Eq. (7) was modified as follows: 

 �|A|FG�. = ?@(A)�� BC(A)
G� , (8) 

where c is 0.2, determined after multiple trials. The decoloured parameter f (which 
may be LLr, LLl, ALr, ALl), was calculated using (4) and after that an inverse-Fourier 
transform was performed on function F(λ): 

 HI = 1
8 ∑ 1:8−1:=0  
2�:7

8; , (9) 

Of the converted 1 km track section, only the middle 800 m could be used well 
because of numerical issues. 

On function f, the band-pass filtering for D1 wavelength range (3 m < λ < 25 m) 
according to EN 13848 [13] resulted in sequences LLr,D1, LLl,D1, ALr,D1, ALl,D1. 

2.2. Acceleration measurement data 

In this paper only some accelerometer sensors of the vehicle dynamic 
measurement system of the car FMK-007 were used. The accelerometer sensors 
located at the axlebox of leading wheelset considering the measurement direction 
was taken into account. Positioning of sensors are (Figure 5): 

 there are one-axle vertical accelerometer sensors above the axleboxes on 
both sides of the leading wheelset, the labelling of which are JKL and JKM, 

 there is a one-axle lateral accelerometer sensor above the axlebox on left 
side of the wheelset, the labelling of which is NK . 

The accelerometer sensors are located at a height of h = 0.65 m above the rail top 
level on a vertical console attached to the end of the axlebox (Figure 6), the distance 
between the vertical accelerometers is q = 2.5 m, the average distance of the wheel-
rail contact patches is t = 1.5 m. During the study, it was focused on the relevant 
wavelengths of track geometry, which starts, according to Salvador [16] at around 2 
metres. There was no goal to investigate rail surface defects (e.g. squat). Therefore, 
the acceleration signals were passed through a 16 Hz second-order Butterworth low-
pass filter and recorded at 300 Hz sampling rate (gain: ± 100g). 
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Figure 5. Accelerometer sensors NK , JKL, JKM mounted above the axleboxes and 
visualization of rotated wheelset due to cross level defect (drawn by the author) 

 

Figure 6. Accelerometer sensor box mounted above the axlebox 
(photo taken by the author) 

2.3. Connection between lateral and vertical axlebox accelerations  

In the case of level irregularity of one of the rails, due to the change in the cross 
level CL the wheelset is rotated around one rail as marked by Φ in Figure 5. Because 
of small angles: 

 O� ≈ t Q , (10) 

height difference between vertical accelerometers located above the end of the 
axleboxes: 

 ΔJ ≈ q Q , (11) 
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lateral displacement of the accelerometer mounted on the axlebox at height h:
 ΔN ≈ h Q . (12) 

Therefore, the following relationship can be assumed between the vertical axlebox 
acceleration and the lateral axlebox acceleration when passing through a track twist: 

 NK=UK = V
W (JKL − JKM) . (13) 

2.4. Axlebox acceleration calculation based on track geometry data 

If the wheels ‘follow’ the rail irregularities perfectly, the trajectory movement of 
the wheels will be same as the track geometry which is recorded. If a constant 
measuring speed is assumed, the accelerations of the wheelset can be calculated 
based on track geometry results by double deriving. [17] Taking into account the 
actual speed, an estimation was made for the axlebox acceleration. Compared to the 
acceleration signals, it was found that the Δx = 0.75 m step is the most favourable 
for numerical derivation. Derivatives are: 

 H′(Y) = Z(>[=>)�Z(>)
=> , (14) 

 H′′(Y) = Z(>[=>)�"Z(>)[Z(>�=>)
=>� , (15) 

 H′′′(Y) = Z(>["=>)�\Z(>[=>)[\Z(>)�Z(>�=>)
=>] , (16) 

where H(I)(Y) is the n-order derivative of a track geometry parameter at section x 
and H(Y − ^Y), H(Y + ^Y) are the values of LL, AL, CL, 0.75 m before and after 
section x, respectively. 

The resulting acceleration is proportional to the square of the speed. The expected 
track acceleration based on track geometry is therefore calculated by following 
equations. Considering the permanent travel speed v, the estimate of left vertical 
wheel acceleration based on the left longitudinal level is: 

 JKL,		,L = ��L__(Y) `". (17) 

Taking into account the permanent travel speed, the estimate of lateral wheelset 
acceleration based on the left alignment is (assuming that wheelset directly ‘follows’ 
lateral track irregularities): 

 NKa	,L = b�L__(Y) `", (18) 

Taking into account the permanent travel speed, accelerometer positioning and 
wheelset measures, the estimate of lateral wheelset acceleration based on cross level 
is: 
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 NKc	 = V
d O�′′(Y) `". (19) 

Because of noise, the value of NKGL was smoothed by a 0.75 m moving average. 

2.5. Calculation of correlation coefficient 

When acceleration signals were compared to track geometry measurements, a 
resampling of 0.25 m step was performed on the acceleration data. Synchronisation 
of signals was carried out manually. The method of calculating the correlation 
coefficient was the same as that used by Karis et al. [18]:  

 ef,g  = /0h(f,g)
ijik =  ∑ (fl�fm)(gl�gn)olpq

�∑ rfl�fms�olpq  ∑ rgl�gns�olpq
. (20) 

 

3. Results 

3.1. Correlation between vertical and lateral axlebox accelerations 

Correlations between vertical and lateral axlebox accelerations were investigated 
on a Hungarian railway line (Budapest–Kelebia), with variable measurement speeds 
(0–80 km/h), omitting the curved sections, over 45 km length, as well as over 1 km 
long straight section with constant speed of 79 km/h (Table 1).  

The standard deviation of the decoloured and D1 filtered parameters on the 
examined 1 km long section is given as follows. Standard deviations (in millimetres) 
of left longitudinal level, right longitudinal level, left alignment, right alignment are 
2.71, 2.33, 1.22 and 1.28, respectively. 

The correlation coefficient between JKL − JKM and NK , over the tested 45 km 
inhomogeneous and variable speed section is 0.75 and over the 1 km homogeneous 
section 0.79. There is also connection between NK  and separately recorded vertical 
axlebox accelerations. The lateral accelerometer is located on the left side and the 
numbers indicate that the connection with the left vertical accelerometer shows 
higher correlation. 
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Table 1. Correlation coefficients between vertical and lateral wheelset 
accelerations (45 km various track and various measuring speeds) 

 

45 km track, 
various 
speed 

1 km track, 
constant 

speed 
 tK  [m/s2] 

JKM  [m/s2] –0.39 –0.57 
JKL  [m/s2] 0.46 0.68 

JKL − JKM  [m/s2] 0.75 0.79 

Figure 7 shows the measured and the estimated lateral axlebox acceleration which 
was calculated by Eq. (13) based on JKL − JKM. 

 

Figure 7. Measured lateral axlebox acceleration and estimated wheelset lateral 
acceleration based on vertical axlebox acceleration difference 

 

3.2. Correlation between vertical axlebox accelerations and longitudinal level 

Correlation coefficients were calculated for the 1 km (800 m) long section detailed 
above, comparing the left axlebox acceleration and the left longitudinal level (Table 
2).  

The acceleration measured on the left axlebox correlates with the second order 
derivative of the de-coloured left longitudinal level (��L__) significantly (0.63). The 
correlation with the second order derivative of the original chord measurement data 
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is close to this (0.56). The statistical relationship to the D1 filtered data is in low 
level. 

Table 2. Correlation coefficients between vertical axlebox accelerations and 
longitudinal level derivatives (0.8 km track, 79 km/h speed) 

 uK v [m/s2] 
��L,GwxMy [mm] 0.40 
��L,GwxMy__  [mm] 0.56 

��L,z. [mm] 0.21 
��L,z.__  [mm] 0.14 
��L  [mm] 0.38 
��L_  [mm] 0.42 
��L__ [mm] 0.63 
��L___ [mm] 0.43 

A Figure 8 shows the measured left vertical axlebox acceleration and the estimated 
left lateral wheel acceleration which was calculated by Eq. (17) based on ��L__. It 
should be taken into consideration that the vertical acceleration and the longitudinal 
level were measured in two separate planes: at the axleboxes and at the rail, 
respectively. 

 

 

Figure 8. Measured vertical axlebox acceleration and estimated vertical wheel 
acceleration based on longitundinal level (left) 
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3.3. Correlation between lateral axlebox acceleration and alignment and cross 
level 

Correlation coefficients were calculated for the 1 km (800 m) long section detailed 
above, for the cross level and for left alignment (Table 3). In the alignment 
parameter, neither the original chord nor the decoloured data showed a noticeable 
statistical relationship with the lateral axlebox acceleration, not even the second 
derivative. However, the second order derivative of the cross level is closely related 
to the lateral axlebox acceleration, where the correlation coefficient is 0.77. First 
order derivative of cross level (O�′) was also calculated, which corresponds to 
traditional ‘track twist’ on 0.75 m base, but its correlation is weaker. 

Table 3. Correlation between vertical axlebox acceleration and alignment and 
cross level (0.8 km track, 79 km/h speed) 

 tK  [m/s2] 
b�L,GwxMy  [mm] 0.07 
b�M,GwxMy  [mm] 0.12 
b�L,GwxMy__  [mm] –0.02 
b�M,GwxMy__  [mm] 0.05 

b�L,z. [mm] 0.02 
b�M,z. [mm] 0.05 
b�L,z.__  [mm] –0.07 
b�M,z.__  [mm] 0.02 

b�L [mm] 0.07 
b�M [mm] 0.09 
b�L__ [mm] 0.02 
b�M__ [mm] 0.03 
O� [mm] 0.35 

O�_  [mm] 0.53 
O�__  [mm] 0.77 
O�___ [mm] 0.60 

Figure 9 shows the measured lateral axlebox acceleration and the estimated lateral 
axlebox acceleration which was calculated by Eq. (18) based on b�L__ and the 
estimated lateral axlebox acceleration which was calculated by Eq. (19) based on 
O�′′. 
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Figure 9. Measured lateral axlebox acceleration and estimated lateral 
acceleration based on alignment (left) and cross level 

4. Conclusions 

For economical track maintenance it is important to understand the relationship 
between the irregularities recorded by conventional track geometry measuring car 
and the resulting dynamic vehicle responses. The conclusions reached in this article 
are based on experiment carried out on only straight track in average condition which 
contains only stochastic track geometry irregularities but no curves or transition 
curves. 

The difference of the signals of the vertical accelerometers (mounted above the 
left and right axleboxes) correlated with the signal of the lateral axlebox 
accelerometer significantly. Therefore, it can be concluded that the lateral 
accelerations of the axlebox are decisively influenced by the roll movements of the 
wheelset resulting from rate of the change of cross level. The differences of the 
vertical axlebox accelerations and the lateral axlebox acceleration are practicably 
proportional, and the proportionality constant results come from the geometric 
position of the accelerometers. 

Based on the correlation analysis of the longitudinal level and the measured 
vertical accelerations it can be stated that the highest correlation was found in case 
the chord measurement was decoloured using the inverse of the transfer function and 
the second derivative of the resulting data series was produced. This means that the 
amplitude-based local fault evaluation used in the current track maintenance practice 
is not entirely adequate to limit the force exerted in the vehicle-track system, but 
rather the second order derivative of the longitudinal level. This coincides with the 
often stated statement in the international and Hungarian literature: not only the 
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amplitude of the local defect, but also its ‘wavelength’ is essential. However, based 
on the present study, it can be said that second order derivative is determinant. The 
optimum step of numerical derivation from the point of view of correlation is 
believed to depend on the speed of the vehicle and the low pass filtering rate applied 
on the acceleration signals: for 80 km/h and 16 Hz low-pass filter frequency a step 
of 0.75 m was favourable. Vertical acceleration and the longitudinal level were 
measured in two separate planes, in this way left axlebox acceleration could be 
influenced by both left and right longitudinal level. 

Filtering to the D1 wavelength range greatly reduces the correlation between 
longitudinal level and measured vertical accelerations. This is explained by the fact 
that larger accelerations occur in short-wave track geometry defects that are reduced 
or eliminated by D1 filtering. 

On the straight line examined, the lateral axlebox acceleration and any derivatives 
of the alignment parameters appeared to be statistically independent. This is due to 
the fact that the wheelset does not directly ‘follow’ the stochastic lateral rail 
irregularities with small amplitude, so there is no linear statistical relationship 
between the two sets of data. Small alignment irregularities cause only wheel-rail 
contact patch displacement, not a lateral wheelset displacement. 

On the basis of the calculated correlation between the cross level derivatives and 
the lateral axlebox acceleration, it can be concluded that the lateral accelerations of 
wheelsets (and bogies) were influenced by the cross level changes primarily. The 
first derivative of the cross level (which is similar to the ‘track twist’) produced a 
lower level correlation, but based on the second derivative of the cross level, the 
lateral axlebox acceleration can be estimated well. Therefore, it is also advisable to 
consider the second order derivatives of the cross level for the analysis of the effects 
from vehicle on the track. Cross level defects can therefore cause not only vertical 
extra forces but significant lateral forces as well. From the point of view of safety 
against derailment, the lateral force component between the wheel and the rail is of 
key importance and attention should be paid. 

However, the author dealt only straight tracks in this article, in the future dynamic 
parameters are able to be analysed not only on straight track, but also in curves and 
transition curves. The European railway track design standard [19] contains the 
calculation possibility (method) of different dynamic parameters (eg. ‘angular 
acceleration around roll axis’, ‘angular jerk around roll axis’). Some researchers 
investigated the transition curves from geometrical and design aspects [20] which 
results can be used in the future analyses.  
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