
 

Acta 

Technica 

Jaurinensis 

Vol. 11, No. 3, pp. 119-131, 2018 

DOI: 10.14513/actatechjaur.v11.n3.435 

Available online at acta.sze.hu 
 

119 

Defining the Temperature Change of the Brake 

Disc 

M. Menyhártné Baracskai 

Széchenyi István University 

Department of Mechatronics and Machine Design 

H-9026 Győr, Hungary, Egyetem tér 1. 

e-mail: baramel@sze.hu 

 

Abstract: In the article the thermal analysis of the brake disc and separator disc 
of a high performance power machine will be presented. As example 
an agricultural vehicle with weight of 30000 kg and maximum travel 
speed of 40 km/h will be taken. At stopping the vehicle, the braking 
system located in the wheel body becomes activated. The traversing of 
the piston forces the brake discs to friction. Therefore significant 
amount of heat is generated, which needs to be derived from the system. 
The article presents the construction of the disc brake system. Providing 
boundary condition, the radial temperature change of the cooled part of 
the brake disc will be defined. 
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1. Description of braking from the thermal aspect 

As shown on Figure 1 the disc brake equipment is located in the wheel body. 
During motion of the vehicle, while there is no braking, the brake equipment is in 
open position. The individual discs are not in contact with each other. The brake 
house is filled with oil up to 19 mm height over the shaft centre. Heat exchanging 
processes are carried out between the elements of the equipment in contact with oil. 
During braking, the hydraulic presses the rotating discs, therefore they are closing. 
A featuring characteristic of the brake discs is that they are equipped with grooved 
friction surface. During braking, the cooling oil leaves the system through the 
grooves and heat exchanging processes are carried out between the discs in contact 
with each other. When braking is completed, the discs open up again and the oil re-
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flows into the brake discs between. It warms up there and cause the centrifugal force 
as result of the rotating move, the oil is splashed against the wall of the brake house. 
Some of the generated amount of heat is passed on to the environment. The part of 
the heat remaining in the system is derived by a water cooling heat exchanger. The 
oil cooler connected to the subject unit is equipped with a pump providing 16 
litres/min flow rate, through which the oil is delivered. 

 

Figure 1. Major elements inside the wheel body 

2. Description of the temperature values necessary for the 

calculations 

By using temperature sensor located in the separator disc the generated 
temperature was measured. During the measurement braking was examined at a 
slowing rate of 2 m/s2 from 40 km/h until completely stopping. As the result of the 
braking, the highest temperature of the brake disc 234°C is obtained. Prior to writing 
the differential equation, computer aided simulation was carried out on the brake 
unit for the purpose of learning the average temperature values generated on the 
biggest radius of each disc. For the simulation Nastran software was used. As result 
of the simulation the temperature on the external radius of the separator disc is 
186.7°C, and in case of the brake disc is 172.2°C.  
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Figure 2. Results of the computer aided simulation  

As on the diagram can be seen, during the braking the temperature in the place of 
the measuring device placed inside the separator disc increases to 234 °C, then, as a 
result of the heat derivation by the cooling oil, drops very quickly to 115 °C. 

As shown on the Figure the separator disc receives the highest heat load. The 
asbestos friction layer pressed on the two sides of the brake discs have rather poor 
heat conduction capacity almost insulating the discs. That is why the temperature of 
the brake discs is lower, while the friction layer is high, reaches 230 °C. 

3. Writing the heat conduction-exchange differential equation for 

the cooled part of the brake disc in order to define the 

temperature rate distribution of the disc. 

During the braking process, the energy of motion of the vehicle turns to be work 
of friction, whereas heat is generated. As the result of braking, the upper part of the 
brake disc and of the separator disc are subject to bearing quite high heat load. The 
lower part of the discs is being cooled. The heat conduction-exchange differential 
equation for the cooled part of the brake disc can be formed.  

The temperature change of the disc needs to be defined in order to see the life 
cycle in use and shelf life of the brake oil. The life cycle of the brake oil was analysed 
with Differential Scanning Calorimeter (DSC) in inert (nitrogen) atmosphere. The 
results of the oil analysis gained through the help of the DSC device are to be 
presented in Article [12]. 
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The life cycle of the oil is definitely featured by the boundary layer of the oil 
adhering on the disc. The temperature of the boundary layer almost equals with that 
of the disc. Therefore the temperature change of the disc needs to be examined. [10] 

The temperature change of the disc in balance of the radius has to be defined by a 
heat conduction-exchange differential equation written for one element of the 
rotating disc. It is presented in the following. 

 

Figure 3. Dimensions of one element of the disc and the heat loads acting upon it 

Whereas: 
q1 and q2 are the heat mounts leaving through the wall of the element by heat 
transfer (because of the oil cooling) 
q3 and q4 are the heat mounts leaving through the horizontal surface of the disc 
by heat conduction. 
T is the temperature of the examined element 
Toil is the temperature of the cooling oil 
A is the surface of the disc element provided on the heat conduction side radius 
(r+dr) of the disc  
Á is the surface provided on the r radius 
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As the result of braking, the temperature of the separator disc is increasing to the 
highest value of all the parts of the brake system. Therefore is reasonable to write 
the heat conduction-exchange differential equation for the separate disc. The 
temperature on the external radius of the separator disc, where cooling begins is 
186.7 °C. The temperature of the cooling oil can be considered as constant to be 80 
°C since a high flow rate pump immediately forwards the cooling heated oil to the 
water-cooled oil cooler.  

As boundary condition, 186.7 °C temperature is taken in one point of the diameter 
of the separator disc. This is because the subject is to examine the state belonging to 
the maximum heat load. 

The temperature in the subject case does not change in time; however, it depends 
on the place. Only an amount of heat can enter the thermodynamic system, which is 
enough for maintaining the 186.7 °C as measured on the edge of the disc. Since the 
temperature of the cooling oil is lower than the temperature of the edge of the disc, 
therefore it is expected during the examination that the temperature of the brake disc 
will decrease towards the centre.  

At writing the temperature, the entering and leaving amounts of heat need to be of 
0 values. Further, the entering amount of heat will be +, while the leaving heat 
amount will be -. 

 
(1) 

Since the thickness of the disc element is changing, the calculation is two 
differentially altering surfaces while writing the equation. 

Á=2·π·r·y’ (2) 

A=2·π·r·y (3) 

where: 
A is the surface of the examined element provided on the heat conduction side (r+dr) 
radius, 
Á is the surface provided on the r radius. 

 
(4) 

 
(5) 
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If y=constant, and dr is of elemental size. 

 

(6) 

 

The Á<A,            and the             are differentially altering from each other; 

therefore the equation sourcing from the heat conduction is: 

 

(7) 

The heat amount leaving through the side walls of the element sources from the 
heat transfer between the disc and the oil. Since q1 and q2 are equal, a duplicator 
enters the equation. 

 
(8) 

where: 
the αol  is the oil heat transfer factor is constant along the radius of the disc.  
 

The complete differential equation is given from the evaluation of the above tags 
with the right algebraical sign back to the heat balance: 

 

(9) 

With the exception of the heat conduction factor, all factors depend on the radius 
and the heat transfer factor of the oil is constant.   

The direct solution of the (9) differential equation is rather complicated and long 
lasting. Even with providing certain conditions (disc and temperature rates etc.), it 
is only approximately possible. Therefore, the transformation of the equation to be 
a differential equation is taken by the choice. Although in principle it is less accurate, 
in case an appropriately low value Δr-s are selected, the final result would be 
eventually more accurate for it is not bond to various restricting conditions. 

The second term in the equation can also be calculated directly as a differential 
equation, since (dr~ Δr), Tdisc(r) changes by ΔT. 

Transferring the first term to be a differential equation is as follows. 
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The first term’s                   -t as product is derived. 
 

 

(10) 

Let us divide the r radius (the cooled part) into Δr constants. ∑ Δr=r2-r1, where 
r2=150 mm is the initial radius of the part of the disc cooled with oil and r1=120 
mm is the inner radius of the disc. At writing the differential equation, thickness 
v=constant. 

 

Figure 4. Writing of the differential equations 

The differential equation taken in the ri place 

 

(11) 

 

(12) 

 
The          value known from the distribution of the disc. 
 
Transformation of the secondary differential: 
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(13) 

Here, the difference of the two differential values was taken, since it is secondary. 
Since Δr occurs twice, Δri/2 shall be replaced by Δri-t. As per equation (13), the 
transferred secondary derived term still needs to be multiplied by the A(r) value. 

 

(14) 

The term                                   is little; its value is practically zero. 

The complete differential equation is formed as follows: 

 

(15) 

 

The ΔT(r) value can be expressed from the differential equation with the following 
solutions: 

- the geometrical values are known, 
- λ; αoil; Toil; values are known, 
- the values of the first term [ ] can be explicitly calculated, 
- the second term [ ] this the Δri –size disc element, the ΔTi is the temperature 
change, 
- the value of the third term is with a fair estimation is zero. 

 

All elements are known in the fourth element, with the exception of Ti. The Ti is 
the average temperature of the ith disc element. 

 
(16) 

Therefore, the only remaining unknown element of the differential equation is ΔTi. 
With that, the next disc element becomes calculable up to the inner disc diameter. 
Therefore, the disc temperature change can be defined, which, with a fair estimation 
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is the same as the temperature in the boundary layer of the cooling oil. This 
temperature defines the life cycle of the oil. 

4. The heat distribution of the separator disc  

The following data were used at solving the equation: 
- the largest radius of the separator disc is ret1=224.8 mm, 
- the smallest radius of the separator disc is ret2=148.5 mm, 
- the temperature of the cooling oil Toil=80°C, 
- the temperature of the largest radius of the separator disc to be cooled 

Tet=186.7 °C, 
- thickness of the subject disc vet=12 mm, 
- the heat transfer factor of the cooling oil αoil=1300 W/m2K [11], 
- the heat conduction factor relevant to the disc λet=50 W/mK [11], 
- the calculation frequency taken at defining the radial temperature change of the 

disc: ∆R=0.1 mm. 

 

Figure 5. Radial heat change of the separator disc 

The temperature of the separator disc, according to the boundary condition 
decreases towards the centre of the disc. Since only an amount of heat enters the 
system that is enough for maintaining the temperature on the largest radius of the 
disc, the temperature becomes equalized after a relatively few steps of calculation. 
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On the radius of 218.5 mm, the temperature will, with a fair estimation, be 
approximately the same as that of the cooling oil. 

Similarly to the separator disc, the lower part of the brake disc is also set in cooling 
oil along the braking process, at which the upper part of the brake disc, similarly to 
the separator disc receives significant heat load. The heat exchange differential 
equation can also be written on this part of the disc being cooled in oil.  

5. The heat distribution of the brake disc 

The following data were used at solving the equation: 
- largest radius of the brake disc rft1=224.4 mm, 
- smallest radius of the brake disc rft2= 150 mm, 
- temperature of the cooling oil Toil=80°C, 
- temperature of the largest radius of the brake disc to be cooled Tft=172.2°C, 
- thickness of the subject disc vft=5 mm, 
- heat exchange factor of the subject disc αoil=1300 W/m2K [11], 
- heat exchange factor relevant to the subject disc λft =43 W/mK [11], 
- at defining the radial temperature change of the disc, the calculation frequency 

taken is ∆R=0.1mm. 

 

Figure 6. Radial heat change of the brake disc 
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As shown on the Figure 6, the result curve is similar to the result curve of the 
separator disc, it is because during writing the problem, same boundary conditions 
were used. Difference between the result curves can not only be seen because of the 
initial temperature but also due to the disc thickness and the significant difference of 
the heat changing factor as well. The disc already drops its temperature to that of the 
cooling oil already on the radius of 222 mm. 

As can be seen from the results, the temperature of the disc drops in balance with 
the decrease of the radius concerned.  Its maximum temperature is at the external 
radius (where the calculation begins), where this is the boundary condition.  

The oil does not start being spoiled even at the maximum temperature of the disc 
material. The oil does not get damaged at the smaller radius of the disc since the 
temperature of the oil adhering to the boundary layer is smaller all around than the 
damaging temperature of the oil. 

6. Summary 

Following the short description of the brake unit, the study defines boundary 
conditions and writes a differential equation, with the help of which the temperature 
distribution of the part of the disc set in oil can be defined. After transferring the 
differential equation to derivation, the equation becalms possible to be solved even 
numerically. The author presents the radial heat distribution of the separator disc. 
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Abstract: In this paper the numerical creation of phase-plane diagrams in parallel 
utilizing Maple is presented. One of the most effective method for 
studying nonlinear systems is the creation of detailed enough phase-
plane diagrams. But in the case of large systems it requires huge amount 
of numerical calculation, which can be accelerated using parallel 
computers. Here we show some attempts for this using moderate size 
known problems. We demonstrate that detailed diagrams can be created 
fast and efficiently with a SIMD model based algorithm even using 
simple PC-s. We exhibit that the parallel algorithm taken for one- and 
two-dimensional problems can be expanded for 3D phase-space 
diagram creation without any loss of efficiency. In this paper a 
methodology is showed which can be followed in the study of large 
dynamical systems as well. 

Keywords: parallel computing, SIMD, Maple, numerical analysis, nonlinear 

system modeling 

1. Introduction 

One effective way for the study of nonlinear differential system of equations is the 
construction of the detailed enough phase space diagrams 145. For construction of 
such diagrams we can construct numerical algorithms with many arithmetic 
operations. However these algorithms are easily parallelizable, so the map of phase 
space can be drawn with high resolution and very fast using many processors or 
supercomputers.  In our research work we begin with the program of Parallel Maple 
because it provides algorithms for solving differential equations and two models for 
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parallelization. The paper first introduces the parallelization possibilities with 
Maple. In the next part in our paper we briefly describe the sequential and parallel 
algorithms to create the phase-plane diagram. In the next section the tests and results 
with the parallel program are described in detail. The paper concludes with further 
development tasks and the summary of the achieved results. 

2. Parallelization with Maple  

Maple provides two models for parallelization: the thread-based Task 
programming model, which enables parallelization by executing multiple tasks 
within a single process and the Grid programming model with starting multiple 
processes [2]. The main difference between the two models is the memory access: 
former uses a shared memory (SMP), latter a distributed memory (DMP) [3]. 

In [4] both of them was tested and compared. As the problem size increased the 
Grid programming model operated increasingly better, with surprisingly good 
results at the highest resolution. For solving larger problems the Task programming 
model seemed less suitable. Not only memory sharing problems occurred, but the 
speedup and the efficiency also decreased with increasing resolution. Grid 
programming model was chosen for further research. 

Parallelized Maple has already been used for solving arithmetic problems [5], 
parallel symbolic computation [6], [7], [8], operations with polynomials[9], [10], 
solving initial value problems for ordinary differential equations [11],[12] and 
solving nonlinear algebraic problems [13], [14], .  

The development of using Maple in parallel started in the 1990s, there were a lot 
of approach. First there were interfaces between Maple and another programming 
environment (C/Linda [5], Strand[6], C++[8], Eden[13]) capable of parallelization. 
There are examples of extended Maple kernels [9] and grid enabling wrappers [16] 
too. Distributed Maple was an approach of using Maple parallel without any external 
interface [14]. Nowadays Maple’s Grid Computing Toolbox is used for example for 
parallel operations with polynomials [17]. Parallelized Maple has been used on 
massively parallel, distributed memory machine [9] and computer clusters too [16]. 

 The detailed description of parallelized Maple applications can be found in [4]. It 
can be seen that Maple was used mostly on distributed systems, which also confirms 
our results, that Maple Grid Programming model suits better for our task 
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3. Numerical creation of a state-space diagrams  

3.1. Sequential algorithm  

To construct the phase-plane diagrams the system of equation with many initial 
states was solved numerically. The initial states were stored in a list. For construction 
of a phase-plane diagram a sequential algorithm was used, which went through all 
the elements of a list. For numerical solution Maple’s dsolve command was used 
with  rkf45 numerical solver [18].  

In this study the sequential algorithm was expanded in a way to create 3D state-
space diagrams. The sequential algorithm to construct the 3D state-plane diagram in 
case of h system variables and h differential equations can be seen in Figure 1. 

The initial data for calculation should be specified. They are the initial states, the 
system parameters, and the system of equations. For defining the initial states sets 
were given for x1(0)-x2(0)-..-xh(0). Inside the sets x1(0)-x2(0)-..-xh(0) pairs are 
created, which are stored in a list. With changing the resolution inside sets the 
number of initial states could be varied.  

The next step is solving the system of equations. Maple stores the solution in a 
procedure (procrkf45) [18]. This procedure can calculate the result at a given time. 
For constructing the phase-plane diagram a sequence is necessary for calculate the 
results at a given time period (seq command). Maple can store the results in a plot. 
All plots are collected in a list, which can be easily displayed after calculating the 
results for all of the initial states. 
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Figure 1. The flow chart of the sequential algorithm 
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3.2. Parallel algorithm  

Constructing phase-plane diagrams in a numerical way can be easily parallelized. 
There are a lot of different input data (initial states), but the same calculations should 
be carried out with them. The parallelization therefore can be done according to 
SIMD model [19]. 

For parallelization using Maple’s Grid Programming model a master node must 
be created to supervise slave nodes and arrange the data of the results. The slave 
nodes calculate the results for different initial states and send them to the master 
node. The flow chart for this model in Maple can be seen in Figure 2. The algorithm 
was based on [20]. 

 

Figure 2. Flow chart of the parallel algorithm 

 

4. Tests 

The tests were carried out on a PC with an IntelCorei5-4460 @ 3200 Mhz CPU 
processor and 16 GB RAM. The processor has 4 cores. The equations for calculating 
the speedup (S) [21] and the relative speedup [22] (R) are: 

 

 𝑆 = 𝑇𝑠𝑇𝑛 (1) 

 𝑅 = 𝑆𝑛 (2) 
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where Ts is the sequential running time, Tn is the parallel running time and n is the 
number of cores.  

This parallel algorithm was previously tested with the numerical creation of phase-
plane diagrams of a Tunnel diode circuit [23]. The results were very promising, a 3 
fold speedup could be achieved with a simple PC. In this study the phase-plane 
diagram of other 2 simple nonlinear systems were created: the Van der Pol oscillator 
and a biochemical reaction. 

Van der Pol oscillator 

The Van der Pol oscillator is a simple nonlinear oscillator [1]. From the phase-
plane diagram of nonlinear oscillators also a lot of information can be derived, one 
of the most important one is the limit cycle (can be seen in Figure 1). The differential 
equation of the system is: 

 

 𝑑2𝑑𝑡2 𝑥(𝑡) = 𝜇(1 − 𝑥(𝑡)2) 𝑑𝑑𝑡 𝑥(𝑡) − 𝑥(𝑡) 
 

(3) 

For defining the initial states sets were given for x(0) and dx(0). The sets are [-3; 
3] in both cases. This set was chosen in a way that the limit cycle is inside the set.     

 

 

Figure 1. The phase-plane diagram of the Van der Pol oscillator (μ=1)  

The results can be seen in Table 1 and in Figure 2. 
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Table 1. Average calculation times (T), speedup (S) and relative speedup (R) for 

constructing the phase-plane diagram of the Van der Pol oscillator 

 

Resolution 
(number of 

initial states) 
 Sequential 

Parallel (2 
cores) 

Parallel (4 
cores) 

0.5 
(16) 

T 3.439 2.869 1.255 

S  1.199 2.742 

R  0.599 0.685 

1 
(49) 

T 10.686 7.737 3.479 

S  1.381 3.072 

R  0.691 0.768 

2 
(169) 

T 37.19 26.768 11.451 

S  1.389 3.248 

R  0.695 0.812 

4 
(625) 

T 146.422 98.358 42.541 

S  1.489 3.442 

R  0.744 0.860 

8 
(2401) 

T 609.757 384.479 165.828 

S  1.586 3.677 

R  0.793 0.919 

In Table 2 it can be seen that around a 3 fold speedup could be achieved with a 0.8 
relative speedup in case of 4 cores. As the resolution increased the speedup and the 
efficiency increased, at the highest resolution over 90% efficiency could be achieved 
with almost a 4 fold speedup. In case of 2 cores a maximum 1.5 speedup could be 
achieved with a 0.8 relative speedup. Except the lowest resolution the efficiency was 
above 60% in all cases. The overhead is less using 4 cores in all cases. Better results 
could be achieved using 4 cores, therefore the algorithm is scalable. At higher 
resolution the increase in efficiency was better (>10%) using 4 cores, which means 
that larger problems are better scalable. 
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 Further tests will be necessary in the future using supercomputers with more cores 
to examine the scalability of the algorithm in more detail. 

 

 

 

Figure 2. The average calculation time (up, grey: sequential, blue: 2 cores red: 4 

cores), speedup (middle left), relative speedup (middle right), overhead (bottom 

left) and change in efficiency comparing 2 and 4 cores (bottom right) versus the 

resolution in case of creating the phase-plane diagram of the Van der Pol 

oscillator  

First the increase is faster using both 2 and 4 cores, but after resolution 1 the 
increase slows down. Next task is to examine the changing in limit cycle as 
parameter μ is varied in parallel. 
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Creation of 3D state-space diagram: a biochemical reaction 

The described algorithm was expanded for 3D tasks too, which means the creation 
of the state-space diagram. It was tested with a simple example with 3 variables. It 
is the model of a biochemical reaction [24]. The differential equation is: 

 

 

𝑑𝑥(𝑡)𝑑𝑡 = 1𝛼 (𝑥(𝑡) + 𝑦(𝑡) − 𝑥(𝑡) ∙ 𝑦(𝑡) − 𝑞𝑥(𝑡)2) 
 

(4) 

 

𝑑𝑦(𝑡)𝑑𝑡 = 2𝑚𝑧(𝑡) − 𝑦(𝑡) − 𝑥(𝑡) ∙ 𝑦(𝑡) 
 

(5) 

 

𝑑𝑧(𝑡)𝑑𝑡 = 1𝑟 (𝑥(𝑡) − 𝑧(𝑡) 

 

(6) 

where x(t), y(t) and z(t) are the species concentrations, α, q, m, r are constants. The 
state-space diagram can be seen in Figure 3. From the state-space diagram it can be 
seen that a limit cycle exists if α=0.1, q=0.01 , m=0.5 and r=1. 

 

Figure 3. The phase-space diagram of a biochemical reaction 
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For defining the initial states sets were given for x(0), y(0) and z(0). The sets are 
[0; 1]  for all variables. 

The results can be seen in Table 2 and in Figure 4. 

Table 2. Average calculation times (T), speedup (S) and relative speedup (R) for 

constructing the phase-space diagram of a biochemical reaction 

 

Resolution 
(number of 

initial states) 
 Sequential 

Parallel (2 
cores) 

Parallel (4 
cores) 

0.25 
(27) 

T 1.353 1.295 0.537 

S  1.045 2.521 

R  0.523 0.630 

0.5 
(216) 

T 10.952 7.347 3.853 

S  1.491 2.842 

R  0.745 0.711 

1 
(1331) 

T 63.478 45.068 18.735 

S  1.408 3.388 

R  0.704 0.847 

2 
(9261) 

T 482.317 - 131.361 

S  - 3.672 

R  - 0.918 

It can be seen that around 3 fold speedup could be achieved with 75% efficiency 
in case of 4 cores. For small resolutions the speedup was less than 3 and the 
efficiency less than 70%. After resolution 1 an over 3 fold speedup could be achieved 
with an above 80% efficiency. For the highest resolution a surprisingly good result 
could be achieved: 3.6 fold speedup with 92% efficiency. In case of 2 cores a 
maximum 1.5 fold speedup could be achieved with 75% efficiency at resolution 0.5. 
When the resolution was further increased both of them decreased. At the highest 
resolution the calculation failed because of lack of memory. The overhead was less 
using 2 cores at resolution 0.5, which means the algorithm is better scalable at higher 
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resolution. At resolution 1 a 14% increase in efficiency could be achieved using 4 
cores.  

 

 

 

Figure 4. The average calculation time (up, grey: sequential, blue: 2 cores red: 4 

cores), speedup (middle left), relative speedup (middle right), overhead (bottom 

left) and change in efficiency comparing 2 and 4 cores (bottom right) versus the 

resolution in case of creating the phase-space diagram of a biochemical reaction 

The speedup and the efficiency up to resolution 1 is linear using 4 cores. After that 
is still remains linear, but the slope is smaller. With this test it was verified that this 
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algorithm is suitable also for creating 3D state-space diagrams in parallel very 
efficiently. The scalability of the algorithm should be examined with more cores in 
the future.  

5. Further development 

In this section the further development tasks are described. These are the 
possibilities of using supercomputers in the future and examining other more 
complex nonlinear systems with creation of phase-plane and other diagrams in 
parallel. 

Using supercomputers 

Our forthcoming research is to measure the speedup effect and examine the 

scalability of the algorithm on a supercomputer using a much more number of 

processors [25]. Three possibilities were examined 

 

 using Maple 

 connecting Maple to another environment 

 use a completely different programming language  

 

As we have limited number of Maple licenses it was discarded to use it on 

supercomputers. 

Another possibility is to connect Maple to other parallel programming language. 

In the literature there are several examples, like Sugarbrush (Maple+C/Linda) 

[5],||MAPLE|| (Maple+Strand)[6], FoxBox (Maple + C++) [8], PVMaple (Maple + 

PVM) [11], Maple+Eden [13], OpenMaple+MPI [17]. Most of these solutions did 

not spread due their special kernel [14] or were not effective enough as format 

conversion can be very time consuming [13],[17].  

The third possibility was chosen, which is to develop a parallel target program in 
C++.  A demo program was already developed for creating the phase-plane diagram 
of a Tunnel diode circuit in parallel using OpenMp directives. Compared to parallel 
Maple another 6 fold speedup could be achieved on the same computer. More about 
the development of the demo program can be read in [26]. 
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Other tasks 

Further development task is to speedup the examination of other nonlinear systems 

as well and to create further high-performance computing workload diagrams like 

bifurcation diagrams [27] (seen in Figure 5) in parallel. For simple bistable systems, 

like the Tunnel diode circuit Maple command implicitplot is applicable. For fast 

creation of bifurcation diagrams of oscillators and more complex systems an iterative 

program based on [28] can be used. The parallelization of 3D bifurcation diagrams 

using the simple iterative algorithm has already been achieved [29].  

Other future task is to create Poincaré sections [28] and frequency spectrum maps 

[30] also in parallel to facilitate the numerical examination of more complex 

nonlinear systems as well. 

 

 

 

Figure 5. The 2 parametric bifurcation diagram of the Tunnel diode circuit 

(left)[23] and the bifurcation diagram of the Duffing-Holmes oscillator (right) 

6. Conclusion  

The numerical creation of the phase-plane diagrams of simple nonlinear systems 

in parallel was achieved with a SIMD model based algorithm utilizing Maple’s Grid 
programming model. On a 4 core desktop an average 3 fold speedup could be 

achieved with an average 75-80% efficiency in all test cases. As the problem size 
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increased the parallel program operated increasingly better, with surprisingly good 

results at the highest resolutions. For simple nonlinear systems a detailed phase-

plane and 3D phase space diagrams can be created fast and efficiently even on simple 

PC-s with limited number of cores. The presented method can be used for numerical 

examination of more complex dynamical systems in the future. 
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Abstract: We investigated injection moulded composites of a polylactic acid 
matrix reinforced with cellulose fibers. We produced long fiber 
reinforced granules (preforms) with the use of two technologies: 
extrusion coating and film stacking. We examined the effect of fiber 
reinforcement and manufacturing technology on the properties of the 
composites. 30 wt% fiber reinforcement caused an increase in both 
strength and modulus compared to the reference PLA, and we also 
managed to improve creep resistance. 

Keywords: poly(lactic acid), biopolymer, biocomposite, cellulose fiber, injection 

moulding 

1. Introduction 

Nowadays even though crude oil prices are going down, the amount of bioplastics 
sold keep on growing and a great deal of effort is spent on their development, 
therefore more and more research projects focus on a biopolymer. According to 
estimates, petroleum reserves are enough for another 40 years or so but as crude oil 
is running out; its price is going to go up, making petroleum-based plastics more 
expensive, too. Although only 5-6% of crude oil is used by the plastic industry each 
year, it is important to research for alternatives to replace petroleum-based polymers. 
Another serious problem is waste management, as conventional polymers take a very 
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long time to decompose or do not decompose at all, and therefore present an 
enormous load on the environment. The use of biopolymers [1] (biodegradable 
polymers produced from renewable resources) can solve this problem; at the end of 
their lifetime, they can be decomposed into humus, water and carbon dioxide in the 
proper environment. However, some biopolymers have properties inferior to those 
of conventional polymers or are more expensive than petroleum-based polymers, 
which limits their widespread use. A prominent representative of biopolymers is 
polylactic acid (PLA), which is most similar to polyethylene terephthalate (PET) and 
polystyrene (PS) in terms of its structure and properties. Its high strength (50-
60 MPa) and rigidity (3-4 GPa) make it stand out from other biopolymers but still, 
it is most extensively used in the packaging industry [2][3][4][5][6][7]. Creating 
composites is one way of making PLA suitable for engineering applications. If 
cellulose-based fibers are used as reinforcement [8][9][10][11][12][13], the 
composite will completely retain the biodegradability of PLA. 

With the use of natural fibers, strength, modulus and impact strength can be 
improved, and the composite will also be biodegradable. Many papers have focused 
on PLA composites with various cellulose-based fibers as reinforcement, such as 
flax, hemp, cotton, jute, kenaf, and other natural and artificial cellulose fibers. A 
critical point of PLA composites reinforced with cellulose-based fibers is fiber-
matrix adhesion – its quality greatly affects the properties of the composite. It may 
happen that the strength of the composite is lower than that of the matrix even in the 
case of 47 vol% reinforcement [14]. Researchers have used numerous surface 
treatment agents to improve adhesion between cellulose-based fibers and PLA 
[14][15][16][17][18][19][20]. Sawpan et al [15] investigated the effect of surface 
treatment on interfacial shear strength (IFSS) in the case of hemp and PLA. They 
subjected the fibers to alkali (PLA/ALK), silane (PLA/SIL), acetyl (PLA/ACY), 
maleic anhydride (PLA/MA), and combined alkali-silane (PLA/ALKSIL) surface 
treatment. They explained the difference between the different kinds of surface 
treatments with the OH side groups of the treated fiber, with which they can connect 
to the carbonyl and carboxyl groups of the PLA. Treatment with acetyl and maleic 
anhydride did not result in much improvement – researchers explained this with the 
fact that in the two surface treatments, the OH groups of the fiber are replaced by 
CH3CO (acetate), and COOH (carboxyl) groups, as a result of which fewer OH 
groups can contribute to interfacial adhesion. Tokor et al [16] performed a similar 
IFSS test on bamboo fibers treated with an alkali and steaming, and Cho et al [17] 
as well, on jute and kenaf fibers treated with static and dynamic soaking. In both 
cases, the researchers showed that surface treatment improved adhesion, which was 
indicated by the increase in interfacial shear strength. Huda et al [14] investigated 
the effect of alkali and silane surface treatment on kenaf/PLA composites. As fiber 
content increased, flexural modulus increased as well, but strength decreased 
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initially, which the researchers attributed to the inferior adhesion between the fibers 
and the PLA. The alkali/silane combined surface treatment resulted in a considerable 
increase of modulus from 27 vol%, and all surface treatments led to better 
mechanical properties. However, even this increased strength is less than the strength 
of PLA, which can be attributed to the structural damage and strength decrease of 
the kenaf fibers as a result of surface treatment. Surface treatment on the other hand, 
considerably improved the notched Izod impact strength of the composites (alkali 
treatment improved it by 50%), and the heat deflection temperature also increased 
from 65 °C to 174 °C), which the researchers attributed to improved fiber-matrix 
adhesion. This, however, should be viewed critically because the PLA they used had 
a melting temperature range of 150-180 °C. Storage modulus increased more than 
100% as a result of the combined surface treatment. 

In the literature, the most commonly used method to produce biocomposites is 
film stacking [18][19][20][21][22]. Its advantage is that up to 70 wt% fiber content 
can be achieved, as opposed to the 30 wt% achievable by injection moulding, which 
allows considerable improvement in properties. Ochi’s [19] 70 wt% kenaf-
reinforced composites manufactured by film stacking had a tensile strength of 
223 MPa and a flexural strength of 254 MPa; modulus values were around 22 GPa. 
in spite of the considerable improvement, he also mentions imperfect adhesion. 

Injection moulding can produce products of far more complicated geometry than 
film stacking but maximum fiber content and fiber length are lower as during 
extrusion and injection moulding, fibers are broken. Bledzki et al [23][24] compared 
injection moulded polypropylene and polylactic acid based biocomposites with 
30 wt% fiber content. They found that the best composite was cellulose fiber 
reinforced PLA both in terms of strength and impact strength. The researchers 
attributed this to the far more uniform quality of regenerated cellulose than that of 
plant fibers, and also mentioned that fiber matrix adhesion is critical, and that too 
high processing temperatures can cause the cellulose fibers to degrade. The 
achievable maximum tensile strength and modulus are lower than in the case of film-
stacked composites; tensile strength was 92 MPa and modulus was 6.5 GPa. Many 
research projects [25][26][27][28] yielded similar results; lower fiber content than 
in the case of film stacking results in less improvement in strength and other 
properties. 

Based on the literature, it can be concluded that in the case of these biocomposites, 
the most important task is to create proper adhesion. If adhesion is good, fiber 
reinforcement can considerable improve the strength, impact strength and heat 
deflection temperature of PLA. In some cases, however, the strength of the fiber-
reinforced composite did not even reach that of pure PLA. Many surface treatment 
agents have been tried but alkali and silane treatment proved the best. A great 
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disadvantage of surface treatment agents is that they are poisonous and dangerous; 
therefore, their application is complicated and treatment takes a long time. In most 
cases, the composites were manufactured by film stacking, which greatly improved 
strength parameters due to high fiber content. Injection moulding was only used in 
a few cases, mostly due to the low achievable fiber content. 

2. Materials and methods 

Injection moulding grade PLA type 3052D from NatureWorks was used in our 
research with a D-Lactide content of around 4%. 3052D PLA has a density of 
1.24 g/cm3, a Tg range of 55-60 °C, a melting temperature range of 145-160 °C and 
a melt flow index of 14 g/10 min (at 210 °C, with a 2.16 kg load). PLA was dried 
for 6 hours at 80°C before biocomposite production. We used Viscord Bohemia 
Super 2 type regenerated cellulose fibers from Glanzstoff Bohemia. Its linear density 
is 2440 dtex, the number of fibers in a roving is 1320. 

The long fiber preforms necessary for the tests were prepared with two 
technologies (Fig. 1.). One was extrusion coating. We produced the long-fiber 
granules with a coating tool fitted to a Labtech LTE 26-44 twin-screw extruder, and 
fiber puller and pelletizer connected to it. We varied fiber content by modifying the 
rotational speed of the extruder, the fiber pulling speed, and the amount of fibers 
entered into the die. At an extruder screw rotational speed of 10 1/min and a pulling 
speed of 12 m/min, in the case of 2 cellulose rovings, fiber content was 15 wt%, 
while in the case of 4 cellulose rovings, it was 30 wt%. The other method of making 
long-fiber granules was film stacking, with which we produced thin sheets 
containing 30 wt% fibers. We then cut these sheets into 10 mm long pieces. 

 

Figure 1. PLA/cellulose composite preform manufacturing: extrusion coating a) 

and winding plus film stacking b) 

10 mm initial pellet length were used since it was possible to make this pellet size 
in both technologies. Additionally, higher than 10 mm and lower than 5 mm pellet 
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lengths were also investigated in a tests not presented in this paper, since both pellet 
length ranges were rejected. The usage of higher pellet length was rejected due to 
very high fibre distribution inhomogeneity, while the usage of lower pellet length 
was also rejected since the fibres pull-out from the pellets during cutting. 
Accordingly, in our paper, based on these previous tests, the effect of initial pellet 
length of 5, 7, and 10 mm was investigated. The specimens were produced by 
injection moulding from types of both long-fiber granules. An Arburg Allrounder 
370S 700-290 injection moulding machine was used for this. Melt temperature was 
170-230 °C, and mold temperature was 25 °C. Shot volume was 43 cm3, switchover 
volume was 12 cm3, screw rotational speed was 15 m/min, holding pressure and 
holding time were 600 bar and 20 s, and residual cooling time was 40 s. The 
designation of samples produced by coating and injection moulding was C+IM, 
while the designation of samples made by film stacking and injection moulding was 
HP+IM. 

Differential Scanning Calorimetry measurements were performed on a TA 
Instruments Q2000 type calorimeter (NewCastle, USA). 3–6 mg samples were taken 
from the middle of the cross-section of the injection moulded specimens. Firstly, we 
took the samples from unannealed injection moulded specimens and performed 
isothermal measurements to determine necessary annealing times. Secondly, after 
annealing the injection moulded specimens for various times or at various 
temperatures, we examined the samples in non-isothermal mode (heat/cool/heat) 
from 0 to 200 °C at a heating/cooling rate of 5 °C/min to determine the glass 
transition temperature (Tg), cold crystallization temperature (Tcc), enthalpy of cold-
crystallization (ΔHcc), melting temperature (Tm), and the enthalpy of fusion (ΔHm). 
Crystallinity was calculated from the first heating scan of the injection moulded 
specimens with Eq. (1): 

 𝑋𝑐 = ∆𝐻𝑚−∆𝐻𝑐𝑐∆𝐻𝑓∙(1−𝑎) ∙ 100%, (1) 

where Xc (%) is the calculated crystallinity, ∆Hm (J/g) and ∆Hcc (J/g) are the 
enthalpy of fusion and the enthalpy of cold crystallization, respectively, a [-] is fiber 
content, and ∆Hf (J/g) is the enthalpy of fusion for 100% crystalline PLA (93.1 J/g) 
[3]. 

Heat Deflection Temperature measurements were performed on a Ceast HV3 type 
HDT (Torino, Italy) measuring equipment, according to the ISO 75:2013 standard. 
HDT B type measurements were carried out in flatwise mode with a loading stress 
of 0.45 MPa, heating rate of 2 °C/min (120 °C/hour) and with a span length of 
64 mm. 

The mechanical properties of the annealed and unannealed PLA specimens were 
analyzed with tensile, flexural and Charpy tests, based on MSZ EN ISO 527:2012, 
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MSZ EN ISO 178:2011 and MSZ EN ISO 179:2010 respectively. The tensile and 
the flexural tests were performed on a Zwick Z020 universal testing machine (Ulm, 
Germany), equipped with a Zwick BZ 020/TN2S force measuring cell with a force 
limit of 20 kN, with a crosshead speed of 5 mm/min. The Charpy impact tests were 
performed on unnotched samples with a Ceast Resil Impactor (Torino, Italy) impact 
testing machine equipped with a 2 J impact energy hammer and a DAS8000 data 
collector unit. All of the tests were performed at room temperature and at a relative 
humidity of 50 ± 10%. 

Scanning electron microscopy (SEM) was performed with a Jeol JSM 6380LA 
type electron microscope. The fracture surfaces of the tensile specimens were used 
for the observations. An Au/Pd alloy was sputtered onto the surface prior to 
observation to avoid electrostatic charging. 

3. Results and discussion 

After coating it can be seen that fiber reinforcement is in the middle, and it is 
surrounded by the PLA matrix. The image of higher magnification clearly shows 
that there is little PLA between the introduced fiber bundles. The dispersion of fibers 
during injection moulding may be made more difficult by the fact that the fiber 
bundle remained as one whole after coating. (Fig. 2.). 

 

Figure 2. The structure of the composite preform made with extrusion coating 

In the case of the preform produced by film stacking (Fig. 3.), the fiber bundles do 
not form a whole unit so much and there is matrix material between the fibers. This 
way during subsequent injection moulding, the fibers can be dispersed better, which 
can result in better properties of the composite. 
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Figure 3. The structure of the composite preform made with film stacking 

First, we performed tensile, flexural and Charpy impact tests on the long-fiber 
injection moulded PLA/cellulose composites. The average fiber content of the 
composites was 15 and 30 wt%. We managed to achieve improvement in strength 
and impact strength with the use of cellulose fibers even at low fiber content 
(~15 wt%). Cellulose fibers did not improve tensile strength and modulus much, but 
they increased flexural strength from 97.8 MPa to 133.3 MPa, and modulus from 
3.4 GPa to 5.3 GPa (Fig. 4.). At higher fiber content, tensile elasticity modulus 
decreased due to the inferior dispersion of fibers (Fig. 4). 

 

Figure 4. PLA/cellulose strength a) and modulus b) 

Cellulose fibers improved both Charpy impact strength and thermal dimensional 
stability. In the case of both properties, PLA and the composite had the roughly same 
values up 15 wt% fiber content, while both the toughness and heat deflection 
temperature of the composite containing 30 wt% fibers increased. Charpy impact 
strength doubled and the heat deflection temperature increased by 25 °C (Fig. 5.). 
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Figure 5. PLA/cellulose composites Charpy impact strength a) and heat deflection 

temperature (HDT) b) 

Cellulose fibers can improve resistance to creep compared to pure PLA (Fig. 6.). 
At a load of 30 wt%, the lifetime of composites injection moulded from film-stacked 
preforms is considerably longer, thanks to the better dispersed fibers in the 
composite. Obviously, the neglections applied by the approximation method, such 
as ambient temperature and its deviations, UV radiation and its effects, degradation 
and mechanical impacts have to be taken into account. 

 

Figure 6. The master creep curves of PLA and long-fiber reinforce, injection 

moulded composite for a load level of 30% 

In the case of composites, we examined the effect of injection moulding 
parameters (melt temperature, injection speed, back pressure, screw rotational speed, 
initial granule length) on the properties of the composites. The results indicate that 
an increase in melt temperature (Fig. 7.), and injection speed (Fig. 8.), and a decrease 
in initial granule length (Fig. 9.) resulted in increased tensile strength and tensile 
elasticity modulus but did not affect Charpy impact strength. When melt temperature 
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was increased from 170 °C to 230 °C, both tensile and flexural strength increased by 
nearly 30 MPa, but modulus did not change much. 

 

Figure 7. The effect of melt temperature on tensile a) and flexural b) strength and 

modulus 

Reducing injection speed has a beneficial effect on the strength of the composite; 
probably because fiber breaking is reduced. Reducing injection speed to 10 cm3/s 
led to an increase in tensile strength by nearly 15 MPa. 

 

Figure 8. The effect of injection speed on tensile a) and flexural b) strength and 

modulus 

The initial length of the long fiber granules affected the properties of the 
composite. Contrary to our expectations, the shorter pellet length was more effective 
in reinforcing capability due to the fact that shorter fibres could be more uniformly 
distributed in the specimens during injection moulding, while the long pellets caused 
inhomogeneity and increased stress concentration. The tensile and flexural strength 
of composites injection moulded from the shorter, 5 mm granules were slightly 
higher (by about 10 MPa) than in the case of the 10 mm granules. This is due to the 
fact that shorter fibers stick together less and are easier to disperse than longer fibers, 
which are more likely to form bundles, which also act as defect (Fig. 10.). A table 
has been constructed to present the results of Figure 7, 8 and 9 numerically. 
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Figure 9. The effect of the initial length of the granules on tensile a) and flexural b) 

strength and modulus 

 

Table 1. Mechanical properties of the injection molded composites 

Properties 
Melt temperature [°C] Injection speed 

[cm3/s] 
Granule length 

[mm] 

170 190 210 230 10 50 90 5 7 10 

Tensile 
strength 
[MPa] 

54,5 
±9,5 

69,9 
±1,8 

78,4 
±3,6 

80,1 
±2,6 

82,4 
±1,6 

69,9 
±1,8 

68,8 
±2,1 

75,4 
±1,1 

74,2 
±0,8 

71,4 
±1,8 

Tensile 
modulus 

[GPa] 

2,2 
±0,2 

2,6 
±0,3 

2,3 
±0,3 

2,5 
±0,1 

3,5 
±0,3 

2,6 
±0,3 

2,7 
±0,3 

3,5 
±0,1 

3,5 
±0,1 

3,5 
±0,1 

Flexural 
strength 
[MPa] 

112,2 
±7,2 

133,3 
±4,6 

137,9 
±4,5 

144,0 
±5,2 

135,9 
±2,2 

133,3 
±4,6 

122,9 
±2,7 

127,8 
±1,5 

126,7 
±2,0 

117,4 
±2,3 

Flexural 
modulus 

[GPa] 

5,0 
±0,2 

5,3 
±0,2 

5,5 
±0,2 

5,6 
±0,2 

5,4 
±0,2 

5,3 
±0,2 

5,3 
±0,1 

3,8 
±0,2 

3,7 
±0,2 

3,61 
±0,1 
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Figure 10. The fracture surfaces of injection moulded composites moulded from 

granules of different lengths (5 7, 10 mm) 

Summary 

In our work we produced long fiber reinforced granules with two different 
technologies for injection moulding. The maximum fibre content was 30 wt%. Due 
to the long fibre reinforcement both the strength and the modulus were increased by 
40% and 50% respectively. Also the creep resistance was better of the composites 
compared to the neat PLA. Heat deflection temperature was also increased by 23 °C 
up to 78 °C. 
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