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Abstract: The aim of this study was to assess the ambient concentrations of polycyclic 

aromatic hydrocarbons (PAHs) associated to the PM10 aerosol fraction in 

an urban site of Győr, Hungary in 2011. The levels of total PAHs and the 

individual compounds show large variability during the sampling periods. 
The total PAH concentrations ranged from 0.88 ng/m3 to 95.80 ng/m3 with 

the mean value of 20.06 ng/m3. Four and five-rings PAHs were the dominant 

species in the samples. The levels of carcinogenic PAH species 
(benzo[a]pyrene, benz[a]anthracene, sum of the three benzofluoranthene 

isomers, indeno[1,2,3-c,d]pyrene and dibenz[a,h]anthracene) determined 

were compared with published data of other Hungarian cities. The potential 
carcinogenic risks of PAHs were also estimated. 
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1. Introduction 

Atmospheric aerosols are very important ambient components in point of air quality. 
Monitoring the particulate matter with an aerodynamic diameter smaller than 10 μm 
(PM10) and PM10-bound polycyclic aromatic hydrocarbons (PAHs) could have 
important environmental significance and health protection aspects [1]. 

PAHs are a large group of organic compounds included two or more coupled benzene 
rings arranged in various configurations. In addition to natural sources they generally 
derive from the incomplete combustion of organic materials and pyrolysis of 

hydrocarbons (e.g. coal, petrol, diesel and wood). The main PAH sources are traffic 
exhausts and industrial emissions, domestic heating and oil refining. Moreover, it is well 
known that road dust resuspension can contribute to fine aerosols especially during dry 
weather conditions. It is suggested that road dust may be a significant source of particle-

bound PAHs in ambient air. Possible PAH sources in road dust include vehicle exhaust, 
tire, pavement (asphalt or bitumen), and oil spill. PAH concentrations are the highest in 
areas of traffic followed by urban sites, and lowest in rural sites [2-3]. There are thousands 

of PAH compounds in the environment but in practice PAH analysis is limited to the 
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determination of a few compounds [4-5]. Some main representatives of PAHs are shown 
in Fig. 1. 

PAHs belong to the group of persistent organic pollutants with toxic, carcinogenic and 
mutagenic properties. Benzo[a]pyrene (BaP) has been identified as an indicator 

carcinogenic PAH compound [6]. The degree of toxicity and carcinogenicity of PAHs is 

dependent on the type of compound. PAHs can persist and accumulate in the environment 
with high risk of bioaccumulation in human and animal tissues, they are largely resistant 
to biodegradation and can remain in the environment for long periods [7]. The 

physicochemical properties of PAHs make them highly mobile in the environment, 
allowing them to spread in air, soil, and water. Atmospheric PAHs can be present in solid 
or gaseous substances, they are associated predominantly with particulate matters [8]. 

The aim of this work was to assess the ambient concentrations of PAHs in the PM10 

aerosol fraction in an urban site of Győr, Hungary in 2011. This was the first time to 
comprehensively study the PAH pollution status in the Győr atmosphere. The potential 
carcinogenic risks of PAHs were also estimated. The levels of carcinogenic PAHs 
determined in our study were compared with published data of other Hungarian cities.  

 

Figure 1. Structure of primary important PAHs [5] (*: not included in priority list; D: 

not listed as human carcinogen; B2: probable human carcinogen) 
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2. Experimental 

2.1. Study area 

Győr (47°41´02˝N, 17°38´06˝E) is the most important city in the northwest area of 

Hungary halfway between Wien, Bratislava and Budapest situated on one of the important 
roads of Central Europe. The city is the sixth largest in Hungary, and one of the seven 
main regional centres of the country. The location of Győr is shown in Fig. 2. The number 
of inhabitants is about 128,500. Győr is a dynamically developing city due to its good 
geographic situation and as an emphasized centre in automotive industry. It has become 
one of the largest economic, industrial and traffic areas of Hungary. The monitoring site 
is located at the junction of Tihanyi Árpád Street and Ifjúság Boulevard, where the main 
pollution source is the traffic. 

 

 

Figure 2. Schematic map of Hungary showing the location of Győr and the sampling 
site 

2.2. Sampling and chemical analysis 

The concentrations of PM10 aerosol samples were collected in every third month in 
spring (I.), summer (II.), autumn (III.) and winter (IV.) at 14 day intervals, continuously 
for 24 hours in 2011 at the monitoring site of Győr. A Digitel High Volume DHA80 
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(Digitel Elektronik AG, Switzerland) sampler [9] was used for collection ambient aerosol 

particles, which were chemically analysed later. This equipment is considered to be 
equivalent to the requirements of the European Standard (EN 12341) for sampling PM10 
matter [10]. In our previous work [11] we described the PM10 sampling, in details. 

The ultrasonic liquid-solid extraction of the filter (Advantec QR-100 quartz fibre, 
d=150 mm) and the PAH analysis were conducted in accordance with the Hungarian 
standard method procedure [12]. A gas chromatograph-mass selective detector 
(GC/MSD) system consisting of an Agilent 6890 gas chromatograph with an Rtx-5MS 
Integra GC column (30 m long, 0.25 mm internal diameter, 0.25 μm coating, 5% diphenyl 
– 95% dimethyl polysiloxane eluent) and an Agilent 5973 MSD was used in the study. 
The total PAH concentration was regarded as the sum of the concentrations of 19 
measured PAH species for each collected sample. 

3. Results and discussion 

3.1. Concentration and distribution of PAHs 

Table 1 gives an overview of the concentration ranges, mean values and standard 
deviations (SD) of the measured PAH compounds associated to PM10 aerosol particles 

during different sampling periods in 2011, respectively. Fig. 3 shows the average 
concentrations and SD of total PAHs during the sampling periods.  

The total PAH concentrations ranged from 0.88–95.80 ng/m3 with the mean value of 
20.06 ng/m3. The levels of total PAHs were relatively higher in heating season (periods 

I. and IV.) than in spring or summer. Similar to the concentration trend of total PAHs, 
concentrations of individual PAHs exhibit a large variability during the different 
sampling periods. 

 

Figure 3. Total PAH concentrations at the urban site of Győr during the four sampling 

periods in 2011 
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Table 1. Concentrations of PAHs in PM10 at the urban site of Győr during different 
sampling periods in 2011 (ng/m3) 

PAH compound 

Sampling period 

I. 

16 February- 

1 March 

II. 

4 May- 

17 May 

III. 

1 August- 

14 August 

IV. 

1 November-

15 November 

Naphthalene 
0.58–0.90 

0.66 ± 0.09 

0.11–0.64 

0.17 ± 0.14 

0.29–0.38 

0.34 ± 0.03 

0.18–0.31 

0.22 ± 0.03 

2-Methylnaphthalene 
0.35–0.83 

0.50 ± 0.13 

0.12–0.32 

0.16 ± 0.05 

0.10–0.19 

0.13 ± 0.02 

0.04–0.09 

0.05 ± 0.01 

Acenaphthylene 
0.03–0.99 

0.33 ± 0.27 
ND ND 

ND–0.02 

0.00 ± 0.01 

Acenaphthene 
0.02–0.13 

0.05 ± 0.03 

ND–0.03 

0.00 ± 0.01 
ND ND 

Fluorene 
0.07–0.91 

0.34 ± 0.26 

0.03–0.09 

0.04 ± 0.02 

0.03–0.04 

0.03 ± 0.00 

ND–0.02 

0.02 ± 0.01 

Phenanthrene 
1.12–7.58 

3.89 ± 2.32 

0.10–0.28 

0.18 ± 0.06 

0.09–0.14 

0.11 ± 0.02 

0.02–0.37 

0.13 ± 0.11 

Anthracene 
0.08–0.80 

0.32 ± 0.23 

ND–0.03 

0.01 ± 0.01 

ND–0.02 

0.01 ± 0.01 

ND–0.06 

0.02 ± 0.02 

Fluoranthene 
2.04–17.70 

9.11 ± 5.10 

0.11–0.53 

0.25 ± 0.11 

0.03–0.09 

0.06 ± 0.02 

0.28–5.43 

1.52 ± 1.68 

Pyrene 
1.59–12.12 

6.51 ± 3.34 

0.09–0.50 

0.21 ± 0.11 

0.04–0.09 

0.06 ± 0.02 

0.40–6.54 

1.86 ± 2.02 

Benz[a]anthracene 
0.79–6.19 

3.81 ± 1.86 

0.03–0.14 

0.07 ± 0.03 

0.01–0.07 

0.03 ± 0.01 

0.19–6.99 

1.82 ± 2.24 

Chrysene 
1.17–4.62 

3.16 ± 1.22 

0.08–0.26 

0.15 ± 0.06 

0.02–0.09 

0.05 ± 0.02 

0.27–6.72 

1.93 ± 2.10 

Benzo[b-k-j]fluoranthene 
3.52–16.39 

10.99 ± 4.40 

0.25–1.51 

0.57 ± 0.38 

0.06–0.26 

0.14 ± 0.06 

0.96–10.41 

3.76 ± 3.33 

Benzo[e]pyrene 
2.32–9.15 

6.20 ± 2.35 

0.11–0.53 

0.22 ± 0.13 

0.03–0.12 

0.07 ± 0.03 

0.25–3.06 

1.01 ± 0.89 

Benzo[a]pyrene 
0.87–6.86 

3.80 ± 1.90 

0.03–0.43 

0.15 ± 0.13 

0.02–0.09 

0.04 ± 0.02 

0.41–6.92 

2.14 ± 2.09 

Indeno[1,2,3-c,d]pyrene 
0.81–7.88 

4.71 ± 2.40 

0.06–0.45 

0.15 ± 0.12 

0.03–0.11 

0.06 ± 0.03 

0.43–5.36 

1.77 ± 1.58 

Dibenz[a,h]anthracene 
0.09–0.96 

0.51 ± 0.29 

ND–0.05 

0.02 ± 0.02 

ND–0.07 

0.02 ± 0.02 

0.04–0.76 

0.22 ± 0.24 

Benzo[g,h,i]perylene 
0.89–6.43 

3.88 ± 1.79 

0.07–0.52 

0.20 ± 0.13 

0.03–0.12 

0.06 ± 0.03 

0.32–3.61 

1.21 ± 1.03 

ND: Not detected 

The compositional pattern of PAHs is shown in Fig. 4 and 5. Four and five-rings PAHs 

including fluoranthene (FLT), pyrene (PYR) and sum of the three benzofluoranthene 

isomers (BbkjF) were the dominant species in the samples. The carcinogenic PAH species 
(BaP, BbkjF, benz[a]anthracene (BaA), indeno[1,2,3-c,d]pyrene (IND) and 

dibenz[a,h]anthracene (DahA)) together contributed 43.36 % of the mass of the total 

PAHs on average. 
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Figure 4. The composition of PAHs measured in Győr in 2011 

 

Figure 5. The composition of PAHs based on the number of their constituent benzene 

rings measured in Győr in 2011 

3.2. Concentration of benzo[a]pyrene 

Among the PAH compounds, only the BaP concentration is regulated in Hungary and 
also in EU. The Hungarian daily and annual mean limit values for health protection are 1 

ng/m3 and 0.12 ng/m3, respectively [13]. However, the annual mean target value in the 
EU legalisation (also in Hungary) is 1 ng/m3 [14]. There is no relevant guideline value 
for other PAH compounds or total PAHs. The Hungarian air quality index (AQI) can also 
be used as a reference [15]. It defines air quality categories based on the ratio of pollution 

(Table 2). 
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The BaP concentrations ranged from 0.41 to 6.92 ng/m3 with the mean of 2.97 ng/m3 

in heating season, and from 0.02 to 0.43 ng/m3 with the mean of 0.09 ng/m3 in the non-

heating season. The annual mean concentration was 1.53 ng/m3, which exceeded the EU 
target value. However, it was 12.75 times higher than the Hungarian limit value for health 
protection. The BaP contamination exceeded the Hungarian daily limit value in 65.52 % 
of the samples collected in heating season. The comparison of the daily BaP 
concentrations with the AQI values show mainly acceptable, polluted or heavily polluted 
results in heating season, while indicate excellent or good air quality in the non-heating 
season. 

Table 2. Hungarian air quality index for air pollutants as BaP 

Category 

1. 

Excellent 

2. 

Good 

3. 

Acceptable 

4. 

Polluted 

5. 

Heavily 

polluted 

Related to the 
limit value in % 

0–40 40–80 80–100 100–200 200– 

3.3. Toxicity of PAHs 

BaP believed to be the most toxic PAH and it has been well characterized 

toxicologically. However, less information is available for most of the other PAHs. 
Several approaches have been developed to obtain a more accurate assessment of 

potential risk of exposure to a complex mixture of PAHs using toxic equivalency factors 
(TEFs) based on BaP. The TEF methodology was developed by the U.S. Environmental 
Protection Agency (EPA) to evaluate the toxicity and assess the risks of a mixture of 
structurally related chemicals [16]. The TEF for each PAH compound is an estimate of 
the relative toxicity of the PAH compound compared to BaP. BaP equivalent (BaP-eq) 

concentration is a useful metric to quantitatively assess the carcinogenic health risk of 
PAHs [17-18]. 

The total BaP-eq concentrations based on a number of contributing compounds in the 
sample can be calculated with the following equation: 

Total BaP-eq = ∑ci ⋅ TEFi     (1) 

where, ci and TEFi
 
are the concentration and toxicity equivalency factor of individual 

PAH compounds, respectively. 

In this study TEF values for 14 PAH compounds reported by Larsen and Larsen were 
used [17]. Table 3 shows the summarized data for the applied TEF approach. BaP-eq was 

calculated for each component by multiplying the average concentration by its TEF value 

for each sampling period. The results show that among the analysed PAHs, BaP is the 

main contributor to the carcinogenicity of the examined PAHs. DaA, IND, FLT and 

BbkjF also have significant effect in total BaP-eq. The calculated BaP-eq concentration 

in winter is 25 and 75 times higher than in spring and summer, respectively. 
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Sampling period 

IV. 

 
BaP-eq 

(%) 

0.002 

0.0001 

2.557 

0.063 

0.031 

1.948 

4.216 

2.108 

2.108 

0.068 

71.990 

5.954 

8.141 

0.814 

100 

*: The individual benzofluoranthene isomer concentrations were calculated as the average of BbkjF for the TEF approach 

BaP-eq 

(ng/m3) 

0.00007 

0.00001 

0.076 

0.0019 

0.0009 

0.0579 

0.1253 

0.0627 

0.0627 

0.0020 

2.140 

0.177 

0.242 

0.0242 

2.973 

III. 

 
BaP-eq 

(%) 

0.066 

0.006 

3.595 

0.072 

0.180 

1.798 

5.597 

2.792 

2.792 

0.168 

47.939 

7.191 

26.366 

1.438 

100 

BaP-eq 

(ng/m3) 

0.00006 

0.00001 

0.003 

0.0001 

0.00015 

0.0015 

0.0047 

0.0023 

0.0023 

0.0001 

0.04 

0.006 

0.022 

0.0012 

0.083 

II. 

 
BaP-eq 

(%) 

0.036 

0.002 

5.059 

0.085 

0.142 

1.821 

7.689 

3.845 

3.845 

0.178 

60.704 

6.070 

8.903 

1.619 

100 

BaP-eq 

(ng/m3) 

0.0001 

0.0001 

0.0125 

0.0002 

0.0004 

0.0045 

0.019 

0.0095 

0.0095 

0.0004 

0.150 

0.015 

0.022 

0.004 

0.247 

I. 

 
BaP-eq 

(%) 

0.031 

0.002 

7.308 

0.104 

0.306 

1.521 

5.877 

2.939 

2.939 

0.199 

60.969 

7.557 

9.001 

1.245 

100 

BaP-eq 

(ng/m3) 

0.0019 

0.0002 

0.456 

0.0065 

0.0191 

0.0948 

0.3663 

0.1832 

0.1832 

0.0124 

3.800 

0.471 

0.561 

0.078 

6.233 

 

 

TEF 

[17] 

0.0005 

0.0005 

0.05 

0.001 

0.005 

0.03 

0.1 

0.05 

0.05 

0.002 

1.0 

0.1 

1.1 

0.02 

Total BaP-eq 

 

 

PAH compound 

Phenanthrene 

Anthracene 

Fluoranthene 

Pyrene 

Benz[a]anthracene 

Chrysene 

Benzo[b]fluoranthene* 

Benzo[k]fluoranthene* 

Benzo[j]fluoranthene* 

Benzo[e]pyrene 

Benzo[a]pyrene 

Indeno[1,2,3-c,d]pyrene 

Dibenz[a,h]anthracene 

Benzo[g,h,i]perylene 

1
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3.4. Source identification of PAHs 

According to the formation mechanisms, PAHs can be classified as pyrogenic or 
petrogenic PAHs. Normally, petrogenic PAHs mainly derive from the leakage of crude 
oil and the refined products such as gasoline, diesel fuel and fuel oil from urban vehicle 
traffics, whereas the incomplete combustion of diesel/shale/crude oil/coal leads reflects 
to pyrogenic/combustion origin. Several diagnostic ratios are used to infer the possible 
sources in environmental samples [5, 19]. PAH isomer pairs have similar physical-
chemical properties, thus they have similar dilution and distribution in particulate matter 
and other environmental phases even though the individual isomers may be characteristic 
of different sources. The PAH diagnostic ratios used in this study for source identification 

are summarized in Table 4. 

Table 4. PAH diagnostic ratios used as source indicator 

Diagnostic 

ratio* 

(References) 

Sources Ranges and mean values of diagnostic ratios in this 

study during different sampling periods 

I. II. III. IV. 

FLT/(FLT+PYR) 
[19] 

< 0.4 Petrogenic 

0.4–0.5 Fossil fuel 

combustion 

> 0.5 Grass, wood, coal 

combustion 

0.53–0.60  

0.58 

0.51–0.59 

0.54 

0.43–0.56 

0.50 

0.16–0.50 

0.45 

BaA/(BaA+CHR) 
[19] 

< 0.2 Petrogenic 

0.2–0.5 Petrogenic or 

combustion 

> 0.5 Combustion 

0.40–0.58 

0.52 

0.25–0.36 

0.31 

0.25–0.44 

0.37 

0.20–0.51 

0.44 

IND/(IND+BghiP) 
[5] 

 

 

 

 

 

 

[19] 

0.18 Cars 

0.37 Diesel 

0.56 Coal 

0.62 Wood burning 

0.35–0.70 Diesel emission 

 
0.46–0.58 

0.54 

0.35–0.49 

0.42 

0.43–0.50 

0.47 

0.55–0.61 

0.59 < 0.2 Petrogenic 

0.2–0.5 Petrogenic or 

combustion 

> 0.5 Grass, wood, coal 

combustion 

FLU/(FLU+PYR) 
[5] 

> 0.5 Diesel 

< 0.5 Gasoline 

0.02–0.07 

0.05 

0.06–0.28 

0.17 

0.25–0.43 

0.37 

0–0.05   

0.02 

BaP/BghiP 

[5] 

 

0.5–0.6 Traffic 

0.57–1.36 

0.99 

0.32–1.21 

0.72 

0.40–1.0 

0.62 

1.23–2.03 

1.58 

FLT/BeP 

[5] 

 

3.5±0.5 Automobile exhaust 
0.85–2.01 

1.37 

0.53–1.64 

1.25 

0.56–1.60 

0.92 

0.51–2.13 

1.52 

PYR/BeP 

[5] 

 

6±1 Automobile exhaust 

0.66–1.38 

0.99 

0.47–1.44 

1.03 

0.50–1.60 

0.91 

0.62–2.41 

1.71 

*: FLT- fluoranthene, PYR- pyrene, BaA- benz[a]anthracene, CHR- chrysene, IND- indeno[1,2,3-c,d]pyrene, BghiP- 

benzo[g,h,i]perylene, FLU- fluorene, BaP- benzo[a]pyrene, BeP- benzo[e]pyrene 
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The results of concentration ratios of FLT/(FLT+PYR) and 
IND/(IND+benzo[g,h,i]perylene (BghiP)) suggest that the combustion of both liquid and 

solid fuels was the dominant source of PAH contamination in the Győr atmosphere. The 

ratio values of BaA/(BaA+chrysene (CHR)) show mainly mixed sources of pyrogenic 
combustion and petrogenic sources. However, over 80 % of all the samples collected in 

winter show combustion origins based on the results of BaA/(BaA+CHR) diagnostic 
ratio. The BaP/BghiP ratio obtained in this study indicate traffic source over 20 % of all 
the samples. Vehicular emissions can be derived from gasoline engines based on ratio 

values of fluorene (FLU)/(FLU+PYR). The IND/(IND+BghiP) ratio values indicate 

diesel emission. However, the FLT/benzo[e]pyrene (BeP) and PYR/BeP do not indicate 
automobile exhaust. 

Although molecular ratios are often used for characterizing possible pollution sources, 
their ratios can be altered due to the reactivity of some PAH species with other 
atmospheric species, such as ozone and/or oxides of nitrogen. In addition to the 
atmospheric reactivity, degradation that may occur during the sampling process and can 
also modify the atmospheric PAH levels and thus the ratios between PAHs [5]. 

3.5. Comparison with other Hungarian cities 

Fig. 6 illustrates that the annual mean concentration of BaP observed for Győr is 

comparable with published data of other Hungarian cities (see also Fig. 2) in 2011 [15]. 
The BaP levels almost in all presented cities exceeded the EU target value in 2011. 
However, the air quality for BaP in Hungary generally corresponds to the EU average 
[14]. The exposure value excess is due to the traffic and domestic heating, collectively 

[14-15]. 

 

Figure 6. Annual mean concentration of benzo[a]pyrene measured in Győr and other 
Hungarian cities in 2011 [15] 
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The annual mean concentrations of some other carcinogenic PAH species (BaA, BbkjF, 
IND and DahA) observed for Győr were also compared with published data of other cities 
determined under the Hungarian PM10 Monitoring Programme [15]. The data illustrated 

in Fig. 7 show that the levels of carcinogenic PAHs in Győr PM10 samples were lower 
than measured in several other Hungarian cities. However, the national air quality 
database for carcinogenic PAH species is incomplete in some cities. Furthermore, there 
are no data for total PAHs or other individual PAH compounds. Based on TEF approach 
reported by Larsen and Larsen [17] on the mean concentrations of carcinogenic PAH 
species determined at the different Hungarian urban areas, it was found that the three 

highest carcinogenic exposure were in Nyíregyháza, Debrecen and Kecskemét (Table 5). 
Similar to the results of Győr, BaP has the highest carcinogenic potency followed by 
DahA. 

In a previous study [20], 13 PAHs could be evaluated quantitatively in PM10 aerosol 

samples of Budapest (traffic-related site) in the period of 2004–2007. Similar to the 

results of Győr determined in our study, relatively higher concentrations of PAHs were 
detected in aerosol samples of Budapest during winter compared with other seasons. The 

trend is mainly caused by the large seasonal variation in ambient temperature and solar 
radiation. Additionally, the lower atmospheric mixing height in winter had significant 
impact on the concentrations of PAHs. The carcinogenic species together contributed 49 
% of the mass of the total PAHs on average. The study has highlighted that the major 
source of organic compounds in the aerosol of Budapest during the study period was fossil 
fuel combustion from automobiles. Moreover, the PAH contribution from heating 
increased in winter. 

 

Figure 7. Annual mean concentration of some PAH compounds measured in Győr and 
other Hungarian cities in 2011 
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Table 5. BaP-eq values for the 7 carcinogenic PAH compounds in Győr and other 
Hungarian cities in 2011 

Cities 
BaP BaA BbF BkF BjF IND DahA Total  

BaP-eq (ng/m3) 

Győr 1.53 0.072 0.129 0.065 0.065 0.168 0.231 2.259 

Miskolc 2.24 0.107 0.153 0.077 0.077 0.171 0.550 3.374 

Nyíregyháza 3.70 0.139 0.216 0.108 0.108 0.298 0.572 5.142 

Debrecen 3.50 0.134 0.202 0.101 0.101 0.306 0.572 4.916 

Szombathely 1.06 0.048 0.085 0.0425 0.043 0.075 0.088 1.441 

Kecskemét 3.20 0.059 0.246 0.123 0.123 0.200 0.407 4.358 

Esztergom 1.07 0.051 0.088 0.044 0.044 0.072 0.099 1.468 

Szeged 1.77 0.108 0.247 0.1235 0.124 0.210 0.605 3.187 

4. Conclusions 

PM10 aerosol samples were collected and concentrations of 19 individual PAH 
compounds were determined in an urban site of Győr during four sampling periods in 
2011. The levels of total PAHs and the individual PAH compounds exhibit large 
variability during the sampling periods. The annual average concentration of BaP was 
almost 1.5 times higher than the EU target value. Relatively higher concentrations were 
observed in heating season. Four and five-rings PAHs including FLT, PYR and BbkjF 
were the dominant species in the samples. Based on calculated BaP-eq concentrations, 
the results show that different primary individual PAH components have significant 
environmental impact to BaP-eq. The most important is BaP, which component has the 
main effect on BaP-eq concentrations. 

However, the comparison of the annual mean concentrations of BaP and other 
carcinogenic PAHs determined in Győr with other Hungarian cities it was found that the 

levels of PAHs are relatively low in the Győr atmosphere. Moreover, our results has 

highlighted that the future Hungarian air quality studies should be focused on source 
apportionment of PAHs, particularly BaP. Studies on the effect of the meteorological 
conditions on the PAH concentrations would also be important. 
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Abstract: In order to create self-explaining roads, a remarkable difference should exist 
between road categories, whereas within a given road category the layout 
should be homogenous. The paper analyses, how many and which road 
categories are identified and distinguished by road users. A picture sorting 
task was completed to find out how road users group 45 different road 
scenes, and how these groups correspond to road categories according 
current standards.  
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1. Introduction 

A relatively new approach to safe road infrastructure is the self-explaining road. A self-
explaining road is a road designed and built in a way that it induces adequate behaviour 
and thereby less driving errors are expected. Therefore, road design parameters have to 
be used that promote the correct behaviour of road users. 

The results of our previous surveys on Hungarian roads have shown that on the usual 
road categories like motorways and normal two-lane primary roads the speed choice is 
clear for road users, i.e. these roads are self-explaining. On the other hand, there are also 
road categories, which are not self-explaining and therefore road users have difficulties 
to choose the appropriate speeds [1]. To assess the degree of uncertainty of the drivers 
another survey was completed. This survey of requested speeds at various road scenes 
has shown that in unclear situations the standard deviation of chosen speeds is higher than 
in unambiguous situations and the inhomogeneous distribution of driving speeds can 
increase the risk of accidents [2].  

In the road transport system the human factor holds the central role as far as the accident 
causation factors are concerned [3], [4]. Cross-sectional layout is very important from the 
driver’s point of view regarding the proper behaviour during driving (for example 
choosing the appropriate driving speed). Therefore, cross-sectional layout of rural roads 
was investigated with different mathematical and statistical tools. The researches proved 
that the Hungarian rural road network design should be simplified; four types of cross-
sectional design would be necessary and sufficient in Hungary. With this simplification 
safe behaviour in traffic can be generated by the easier identification of behaviour forms 
required [5], [6]. 
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2. Classification of roads by road users 

2.1. Picture sorting task 

Applying a method used by Weller et al. [7], a picture sorting task was performed with 
104 university students. Respondents received road scene photographs in printed form 
with the description, which was similar to Weller’s but with changes applied. The 
following description was used [8] [9]: 

„You are about to see 45 pictures of roads; your task is to make a useful classification 
of these pictures (3, 4, 5, 6, 7, 8, or 9 groups). Try to imagine yourself driving on the road 
and ask yourself how you would behave or which behaviour you would expect from other 
drivers on the same road. Sort pictures in such a way that the behaviour on the roads in a 
group is the same, and different from behaviour in other groups. There is no good or 
wrong sorting; make groups that you find useful yourself. Do this quickly, without 
thinking too long. You are free in choosing the number of pictures within each group and 
the total number of groups (between 3 and 9).  

When your groups are ready, write each group (pictures marked with number on the 
back side) in separate columns on the other side of this paper. Write at least one - possibly 
more – key word for each group, which is typical for that group.” 

The aim of the survey was to explore how road users classify various road types and 
whether this distinction corresponds to road categories from our current design 
guidelines. 

The 45 photographs depicted traditional road types, like motorways, expressway scenes 
and normal primary road scenes outside urban areas. A less well-known category is a 
main road with elevated speed limit of 100 or 110 kmph. Some of them had physical 
separation between traffic directions others did not. There were also urban roads and on 
the border of settlements often appearing transition zone also. Road types were sorted 
into nine categories according to the type of separation, number of traffic lanes and speed 
limit. Road types and their main characteristics are shown in Fig. 1.  

 

Figure 1. Schemes of the nine road categories and their posted speed limits 
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Table 1. shows that respondents most often formed 4 or 5 groups from road scenes. 

Table 1. Number of respondents depending on the number of groups created 

Number of groups Respondents Percentage 

3 14 13% 
4 27 26% 

5 28 27% 

6 20 19% 
7 10 10% 
8 4 4% 
9 2 2% 
Σ 104 100% 

The most common key words used for the description regardless to the number of 
groups chosen, were urban area or inside built-up area, as well as the motorway or high 
speed.  

To the group marked with the word motorway, respondents often added scenes of 2x2 
lanes main roads with elevated speed limit in addition to normal motorway pictures. 
Reference to speed, low, medium or high speed, acceleration, reducing speed, braking or 
speed limit was often among the key words. Some respondents referred to safety or 
accident risk. 

Respondents with four groups typically created two clearly separated groups: 
motorways and roads inside built-up area. The other two groups were variously formed; 
there were some who divided into good and poor pavement quality roads, while others 
described groups as expressway and main road. Some respondents referred to the number 
of traffic lanes or roadside trees as group features. 

When choosing five groups, traffic volume was mentioned as key word, which was not 
typical for lower group numbers. Here visibility and presence of curves has also appeared 
as an influencing factor. Typical descriptions were: motorway - expressway - main road 
- minor road - built-up area, and motorway - high traffic volume - medium traffic volume 
- low traffic volume - built-up area. Some referred to the number of traffic lanes and 
distinguished transition zones from urban roads: motorway - 2x2 lane road - 2x1 lane 
road - road towards and leading out of city - built-up area. There were also who referred 
only to the driving speed: very high speed - high speed - medium speed - low speed - very 
low speed, and sometimes pedestrians and cyclist were also mentioned. 

For persons sorting in six groups, categories according to the number of traffic lanes 
were typically further divided by presence or absence of physical separation between 
traffic directions. 

Those respondents, who made seven or even more groups, often mentioned overpasses 
or presence or absence of emergency lane, in addition to the features mentioned above. 
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2.2. Cluster-analysis of road scene pictures 

The results of the picture sorting task were summarised in a symmetrical 45x45 matrix. 
The elements of this similarity matrix show, how many persons have put pictures i and j 
in the same group. The elements in the main diagonal of this matrix are equal to the 
number of respondents. From this matrix, a normalised one was generated, in which all 
the elements in the main diagonal are equal to 1 and all other elements are between 0 and 
1, showing the frequency of getting into the same group. 

Figures 2-4 show details from the summarized matrix with pairs of pictures. Fig. 2 
shows that 86% of the respondents put pictures 4 and 7 into the same group. Both pictures 
show primary rural road scenes, this grouping fits well to the real classification. 

  

Figure 2. Detail A from the similarity matrix 

 

In Figure 3, pictures 6 and 12 belong to different road categories: picture 6 shows a 
dual carriageway road with elevated speed limit of 100 kmph, while picture 12 is a 
motorway. Despite this difference, 63% of respondents felt that they belong together. The 
similarity between these categories can mislead road users. 

4 

7 
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Figure 3. Detail B from the similarity matrix 

Fig. 4 shows a pair of pictures, where the cross-sections are quite different with 2x2 
lanes in picture 9 and 2x1 lanes in picture 14. Despite this crucial difference, 28 percent 
of respondents linked these two pictures, thinking that they belong to the same category. 

  

Figure 4. Detail C from the similarity matrix 

For the further data analysis, the cluster analysis module of SPSS software was used. 
The method of hierarchical clustering seemed to be most appropriate.  

The agglomerative algorithm is a ‘bottom up’ approach, each observation (here each 
picture) starts in its own cluster, and pairs of clusters are merged as one moves up the 
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hierarchy. At the end we get one cluster, which contains all elements. The results of 
hierarchical clustering are usually presented in a dendrogram, showing the merging 
process. If the tree is cut at a certain height, at that point the results of clustering can be 
interpreted. 

There are various agglomerative clustering methods, this program applies the ‘average 
linkage clustering’ method, where the distance of two clusters is determined based on 
pair-wise average distance of all the elements, where one element of the pair belongs to 
one cluster and the other element to another cluster.  

The more participants placed the given pair of pictures into the same group, the earlier 
these road scenes were linked in the dendrogram (Fig. 5). Therefore, the further away two 
pictures are from each other, the fewer participants put them into the same group. 

The dendrogram showed in Fig. 5 was cut at five branches. On the horizontal axis each 
picture is marked with a number, on the vertical axis the rescaled distances of clusters are 
shown. Vertical lines show joined clusters. The position of the line on the scale indicates 
the distance at which clusters are joined. The observed distances are rescaled to fall into 
the range of 1 to 25 therefore the actual distances are not shown. However, the ratio of 
the rescaled distances within the dendrogram is the same as the ratio of the original 
distances. 

From left to right, the first group contains 2x1 lane roads with elevated speed limit and 
2x1 lane expressways. Roads with 2x2 lanes and elevated speed limit, without physical 
separation are in the second group. All 2x1 lane main rural roads belong to the third group. 
The fourth cluster contains roads with physical separation between traffic lanes: 
motorways and 2x2 lane roads with elevated speed limit. All urban roads and roads of 
transition zones are collected in the fifth group. This is a clear classification system. 

Figure 5. Dendrogram for all groups 

If one stops the process at more clusters (moving the red line upwards one or two steps), 
no such clear classification can be found. Consequently, the picture sorting exercise 
shows that only 4-5 road types can be clearly distinguished by road users. 

Next, some detailed results will be shown using the dendrogram, highlighting some 
parts of it.  
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2.3. Detailed results of the cluster-analysis 

From the picture series 8-41-20-13, shown in Fig. 6, it is clear that all of these were 
taken on urban road sections. The classification made by the respondents is corresponding 
to the reality, as these images were classified into the same group by the majority of 
respondents and linked together in the first phase of clustering. 

 

Figure 6. A detail from the dendrogram – urban road scenes correctly linked at first 

step 

The same results can be observed for main roads outside built-up areas and for 
motorways. Pictures 40-7-4 (Fig. 7) were connected at the first step, as well as pictures 
27-12-3 that were taken on motorways (Fig. 8). 

 

Figure 7. A detail from the dendrogram – rural main road scenes correctly linked at 

first step 
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Figure 8. A detail from the dendrogram – motorway scenes correctly linked at first step 

Picture group 2-42-27 (Fig. 9) was also linked at first step, that means according to the 
respondents they clearly belong together. Apparently this is a false classification, since 
the pictures 2 and 27 were actually taken on a motorway, while image 42 represents a 2x2 
lane dual carriageway road with elevated speed limit of 100 kmph. So there should be 
noticeably 30 kmph speed difference between these two road types. 

According to the similarity matrix, the ratio of placing pictures 2-27 into one group is 
0.70, for pictures 2-42 it is 0.66 and for scenes 27-42 is 0.79. For these reasons, we 
conclude that 2/3 – 3/4 of respondents cannot distinguish 2x2 lane dual carriageway roads 
with elevated speed limit from motorways. 

 

Figure 9. A detail from the dendrogram –incorrectly linked scenes at first step 
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The early linking of pictures 22-21-6 (Fig. 10) shows that the grouping is influenced by 
individual road elements. These three pictures show three different road types, but each 
contains a bridge over the road. These pictures were linked at the first step and merged 
with the group of other dual carriageway roads at the second step only. According to the 
similarity matrix, the ratio of placing pictures 22-21 into one group is 0.74, for pictures 
22-6 is 0.76 and for scenes 21-6 is 0.81.  

 

Figure 10. A detail from the dendrogram –scenes linked at first step incorrectly, due to 

similar road elements 

The respondents get into difficult situation when grouping the scenes of transition 
zones; they were not able to connect these pictures with each other, as it is visible in Fig. 
11. Picture 45 was placed into the group of urban roads at first step. Pictures 37 and 11 
were linked with each other in the first step and then, in the second step they were merged 
to the urban roads group. Picture 25 was added to this mix of urban and transition road’s 
group only at fourth step (Fig. 12.). 
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Figure 11. A detail from the dendrogram –related scenes linked at later steps 

 

Figure 12. A detail from the dendrogram –scenes linked at later steps 

3. Classification of roads according to speed choice 

The choice of speed by drivers mostly depends on the layout and conditions of the 
environment of the road and the current traffic conditions on it [10], [11], [12]. Different 
geometric parameters of roads have different effects on vehicle speeds [13], [14], [15], 
[16], [17]. There are a number of researches dealing with how driving speeds affect the 
safety of road infrastructure [18], [19], [20], [21]. 

The speed choice of road users has traditionally been measured by speed cameras on 
the roads. Some studies apply another method: respondents had to choose driving speed 
according to road scene photographs, which were shown them [22], [23], [24]. Similarly 
to the studies mentioned above, driving speeds were studied by a questionnaire survey 
[25], [26]. 

In our questionnaire survey respondents had to review photographs of road scenes. 
Participants were asked to state what speed they preferred for each road scene, they were 
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not informed about the actual speed limit. The aim of the study was to explore how road 
users can recognize various types of roads. 

According to the average of chosen driving speeds and the standard deviation clearly 
and unclearly identified roads were reported earlier [27], [28]. After that a further analysis 
was made [9]. Similarly to the picture-sorting task presented above, according to the 
speed choice exercise, road users can only distinguish 4-5 road types clearly. Additional 
clusters cannot be clearly linked to road types. 

4. Conclusions 

The results confirmed previous investigations that some road types are recognizable for 
road users while there are also roads that cause uncertainty; these roads are not self-
explaining. As uncertainty can cause risky situations, in these sections road users should 
be informed with special care about their expected behaviour. 

Traditional road classification distinguishes a high number of road categories. The 
Hungarian road design guidelines outside built-up areas define 8 different design 
categories and within each category there are also additional 2-3 ‘subcategories’ 
distinguished [29]. Therefore about 15 different types of rural roads can be designed. 

According to the cluster analysis based on chosen driving speeds, as well as in the 
picture sorting task, the result is that road users can clearly distinguish only 4-5 road 
categories. These numbers are in harmony with the new German and Dutch 
classifications, which are also based on this observation [30], [31], [32]. It is proposed to 
upgrade the Hungarian technical specifications, guidelines according to these principles. 
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Abstract: Preparing polymer blends is an effective way to develop new raw 
materials. In the present study, the morphological and mechanical 
properties were investigated of ternary polymer blends. Immiscible 
plastics: polyethylene terephthalate (PET), high density polyethylene 
(HDPE) and polystyrene (PS) were blended, which can be found in post-
consumer waste in large quantities and compatibilizer agents were also 
added to the blend. Three different processing methods, internal mixing, 
extrusion and injection moulding were used during the production. The 
results show that the best mechanical properties can be achieved if the 
ternary polymer blends are produced by extrusion followed by injection 
moulding or direct injection moulding without prior homogenization, and 
styrene/ethylene-butylene/styrene copolymer grafted with maleic anhydride 
(SEBS-g-MA) was also added to the polymer blend. 

Keywords: ternary blend, compatibilization, toughness, scanning electron microscopy 

1. Introduction 

Preparing polymer blend – a mixture of at least two macromolecular substances – is 
an effective way to develop new raw materials, where the favourable properties of the 
polymers can be tailored for industry [1]. However, in most cases polymers are not 
compatible with each other, because of their high molecular weight and for 
thermodynamic reasons [2]. The miscibility between two phases can be described by 
Flory–Huggins solution theory (Eq. (1)): ∆𝐺𝐺𝑚𝑚 𝑅𝑅𝑅𝑅⁄ = 𝛷𝛷1 𝑉𝑉1⁄ ∙ ln𝛷𝛷1 + 𝛷𝛷2 𝑉𝑉2⁄ ∙ ln𝛷𝛷2 + 𝜒𝜒12′ ∙ 𝛷𝛷1𝛷𝛷2 (1) 

where ΔGm is the change of Gibbs free energy, R is the universal gas constant, T is the 
temperature, Φ1 and Φ2 are the volume fractions, V1 and V2 are the molar volume of 
components “1” and “2”, χ’12 is the dimensionless Flory-Huggins binary interaction 
parameter [3].  
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It can be also difficult to choose the suitable processing parameters for preparing 
blends. The improper selection of processing temperature can easily cause degradation 
in one of the components of blend. Polyolefins, like polyethylene (PE) and 
polypropylene (PP) require generally lower melting temperature during the processing 
than engineering plastics, like polyethylene terephthalate (PET). When two or more 
plastics are mixed together, usually a heterogeneous morphological structure is formed, 
that induces low mechanical properties due to the poor interfacial interaction between 
the components. To achieve good dispersion between the immiscible phases, copolymer 
or compatibilizer can be added to the polymer blends, in order to obtain a stable and 
finer morphology structure leading better impact strength properties [4]. Nowadays, 
nanocomposites have opened a new way in the development of polymer blends and 
composites. Thus, the tensile strength and Young's modulus can be further increased by 
using nanoclay like montmorillonite [5]. 

Ternary polymer blends have gained exceptional attention lately [6-8]. Razavi et al. 
[6] investigated binary and ternary blends, using recycled HDPE, recycled PS and 
recycled PET. They found the phases were incompatible with each other, but ternary 
blend showed a better performance in morphological characteristics and mechanical 
properties. However, their research did not cover the opportunities of compatibilization. 
Omonov et al. [7] found a great correlation between the morphology development of 
blends and the applied reactive compatibilization process. Yen et al. [8] compared two 
different processing methods to obtain the change of shell-core structure of the 
dispersed phases. They found, the impact property of blends strongly depends on the 
thickness of the additive between the phases, which can be controlled by the correct 
processing. 

To achieve the desired mechanical properties in ternary blends, the morphology and 
the size of the dispersed phases have to be controlled [9]. The most influential factors, 
during the formation of the microstructure, are the compositional ratio, the viscosity and 
the interfacial bond between the phases [10]. By combining the effects of these factors, 
different complex morphological structures can be formed, e.g. tri-continuous phases, 
bi-continuous structures with one dispersed phase, or a matrix with two dispersed 
phases, where sometimes one of the components is encapsulated by the other ones [11]. 
The different morphological structures of ternary blends are presented on Fig. 1. 
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Figure 1. Different morphological states of various ternary blends [11] 

Recycling is important because of social demands and regulatory requirements. 
Recycling of the polymers can be realized in two different ways: separating the waste 
stream into pure fractions [12], or using additives in order to improve the compatibility 
between the components [13]. Consequently, this examination of ternary blends can 
also promote the recycling process of polymers, particularly the area of packaging [14]. 

The aim of this paper is to present the effects of different blending methods and the 
changes in mechanical and morphological properties. It would be also important to 
know the effects of the prior homogenisation on morphology, tensile and impact 
properties of blends. In the first step, styrene/ethylene-butylene/styrene copolymer 
grafted with maleic anhydride (SEBS-g-MA), which additive is recommended by 
previous studies [15-17], was added to the ternary 70/15/15 wt% HDPE/PS/PET blends 
in order to improve the impact strength and the elongation at break. Another additive 
polypropylene grafted with maleic anhydride (PP-g-MA), which is not a recommended 
additive, was also added to the blends in order to investigate the potential negative 
effects of an improperly selected additive on tensile and impact properties of blends. 

2. Experimental 

2.1. Materials 

Three different types of plastics – which can be found in large quantities in post-
consumer waste – PET, PS and HDPE were used during the study, where (i) HDPE was 
Tipelin BA 550-13 (density 0.955 g/cm3; MFI=0.35 g/10 min, 190°C/2.16 kg) produced 
by TVK, (ii) PS was Edistir N 1840 (density 1.05 g/cm3; MFI=10.0 g/10 min, 200°C/5.0 
kg) produced by Polimeri Europa and (iii) PET was NeoPET 80 (density 1.34 g/cm3; 
Tm=248°C) produced by neogroup. Two kinds of compatibilizers were added to the 
ternary polymer blends in 4 wt% ratio: (i) the maleic anhydride grafted polypropylene 
(PP-g-MA) was Orevac CA 100 (MFI=10 g/10 min, 190°C/320 g; Tm=167°C), 
produced by Arkema, (ii) the maleic anhydride grafted styrene/ethylene-
butylene/styrene copolymer (SEBS-g-MA) was Kraton FG1901X (density 0.91 g/cm3; 
MFI=22 g/10 min, 230°C/5 kg).  
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2.2. Compoundation and test sample preparation 

70/15/15 wt% HDPE/PS/PET blends were prepared added with different types of 
compatibilizers in 4 wt%. The samples were made by three different methods:  
(i) premixing polymer blends with internal mixer, or (ii) using a twin screw extruder, 
which are followed by injection moulding after prior homogenization or (iii) making 
samples directly from the granules by injection moulding without prior homogenization. 

PET was dried 6 hours in an air drying oven at 160°C. A Brabender Plasti-Corder PL-
2000 was used to prepare the internal mixed HDPE/PS/PET ternary blends (temperature 
275°C, melt-blending time 10 min, mixing speed 20 rpm), followed by a grinding stage 
to reach the suitable shape of blends for injection moulding.  

The extrusion occurred in a Labtech Scientific LTE 26-44 twin screw extruder with a 
double circular cross section die with a diameter of 3 mm (zone temperature from 
250°C to 275°C, rotation speed 40 rpm). The extrudates were cooled down in a water 
bath, finally a Labtech LZ-120/VS granulator was used to make 3 mm granules.  

To prepare the injection moulded specimens with a cross section of 10x4 mm an 
Arburg Allrounder Advance 370S 700-290 was used, with the following parameters: the 
nozzle temperature was 275°C, injection flow was 20 cm3/s, injection volume was 46 
cm3, holding pressure was 400±50 bar - depending on the content of the mixture, the 
cycle time was 50 s. 

2.3. Test methods 

CEAST Modular Melt Flow Model 7027.000 was used to measure the viscosity in 
melt volume rate (MVR) of the polymers (275°C, 2.16 kg), according to ISO 1133.  

The tensile tests were performed on a Zwick Z020 Universal Testing equipment with 
a 10 kN tensile head (test speed 20 mm/min, clamping distance 100 mm). 5 repetitions 
were done for each composition (according to ISO 527 standard).  

Charpy impact strength was measured by a Ceast Resil Impactor Junior impact test 
machine, with a 15 J hammer and with an impact speed of 3.4 m/s, where the distance 
between the supports was 62 mm. 8 unnotched samples were measured for each 
composition, with a size of 80x10x4 mm (according to ISO 179-1).  

JEOL JSM 6380LA scanning electron microscopy (SEM) was used at an acceleration 
voltage of 15 kV in secondary electron imaging mode, to study the morphological 
structures of the cryogenic fractured surface of blends (gold coating time was 45 s). 

3. Results and discussion 

3.1. Rheology 

The viscosity of polymers can be characterized with MVR in the melt phase. As 
shown in Table 1. PS had the highest MVR rate, while HDPE can be characterized by 
low flowability during processing, because this plastic is recommended for blow 
technologies. This can be confirmed by the fact that the measured MVR value at 275°C 
is very close to the specified value by the manufacturer under the same load (but at 
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190°C). The exact MVR rate of PP-g-MA was difficult to determine by the applied 
parameters, because the MVR value was more than 100 cm3/10 min at 275°C. 

Table 1. The measured MVR rates of applied plastics and SEBS-g-MA (275°C, 2.16 kg) 

 HDPE PS PET SEBS-g-MA 

MVR [cm3/10 min] 0.95 79.01 55.09 33.07 

3.2. Morphology investigation by SEM 

The morphologies of the ternary 70/15/15 wt% HDPE/PS/PET blends, made by 
different processing methods, are shown on Fig. 2-4. The coarsest morphological 
structure occurred after internal mixing (Fig. 2.); the finest morphology formed after 
injection moulding because of the higher shear stress. It can be seen, that extrusion  
(Fig. 3.) and injection moulding (Fig. 4.) resulted in a fibrous morphology, while 
internal mixing resulted in an encapsulated structure between the dispersed PS and PET 
phases. It should be noticed, that due to repeated melting during injection moulding the 
previous morphology after prior homogenization was decomposed, resulting in the same 
morphology as presented on Fig. 4. 

A finer dispersion occurred in blends containing 4 wt% SEBS-g-MA, than blends 
compatibilized with PP-g-MA. This phenomenon can be explained by the chemical 
interaction between the phases: the styrene block of SEBS-g-MA could miscible with 
PS, the hydrogenated ethylene-butadiene blocks react well with HDPE and the maleic 
anhydride groups of SEBS-g-MA could interact with hydroxyl end-groups of PET; 
resulting in a finer and stable morphology in HDPE/PS/PET blends. 

   

Figure 2. Morphology of internal mixing of 70/15/15 wt% HDPE/PS/PET ternary 

blends: (a) without compatibilizer, (b) 4 wt% SEBS-g-MA, (c) 4 wt% PP-g-MA 

   

Figure 3. Morphology after extrusion of 70/15/15 wt% HDPE/PS/PET ternary 

blends: (a) without compatibilizer, (b) 4 wt% SEBS-g-MA, (c) 4 wt% PP-g-MA 

(a) (b) (c) 

(a) (b) (c) 

40 



K. Dobrovszky, F. Ronkay – Acta Technica Jaurinensis, Vol. 8, No. 1, pp. 36-46, 2015 

   
Figure 4. Morphology after injection moulding of 70/15/15 wt% HDPE/PS/PET 

ternary blends: (a) without compatibilizer, (b) 4 wt% SEBS-g-MA, (c) 4 wt% PP-g-MA 

3.3. Tensile properties 

Fig. 5. represents the stress-strain curves of the reference materials and the 70/15/15 
wt% HDPE/PS/PET blends, using various production methods. The plastics applied in 
the study can be characterized by the following parameter: HDPE has the highest 
elongation at break, but the smallest tensile strength (25.7 MPa) and Young’s modulus 
(0.92 GPa). The tensile strength of PET (56.5 MPa) is the highest of the applied 
plastics. The value of tensile strength of PS (36.7 MPa) was between PET and HDPE. 
PS is a rigid polymer with a significantly higher Young’s modulus (1.98 GPa) than 
HDPE, which is comparable with the Young’s modulus of PET (2.06 GPa). 

Comparing the three different blend preparing methods, it can be stated, that the way 
of prior homogenization with internal mixer followed by injection moulding shows the 
smallest elongation and the lowest mechanical properties (e.g. 24-26 MPa tensile 
strength), regardless of whether the blends contained compatibilizer or not  
(see Table 2.). Presumably, this way of production (10 minutes internal mixing, 
followed by injection moulding) caused the highest shear forces overall, leading to a 
slight degradation in 70/15/15 HDPE/PS/PET blend.  

Blends without compatibilizer, produced by prior extrusion followed by injection 
moulding, or directly injection moulded have the highest tensile strength (30.03 MPa 
and 30.55 MPa, respectively). There was no difference in tensile strength values among 
the different production methods, when SEBS-g-MA was added to blends. 
Nevertheless, the Young’s modulus of blends was significantly higher in case of direct 
injection moulding. The Young’s moduli of blends containing SEBS-g-MA have 
slightly decreased, because of the softening effect of the additive. 

The elongation at break occurred between 5-10% of strain in blends without 
compatibilizer. The break occurred every time at higher strain, when 4 wt% SEBS-g-
MA was added to the blends, while introducing PP-g-MA to the blends decreased the 
value of elongation at break. This suggests that PP-g-MA was not able to make a 
chemical interaction with the applied plastics, and when this additive is located in the 
boundary of the phases, the interfacial tension may be greater due to the presence of the 
new component. 

 

(c) (b) (a) 
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 (a)      (b) 

   
 (c)      (d) 

Figure 5. Stress-strain curves of reference materials and 70/15/15 wt% 

HDPE/PS/PET blends - produced by internal mixing followed by injection moulding, or 

extrusion followed by injection moulding, or direct injection moulding without previous 

homogenisation: (a) reference materials, (b) blends without compatibilizer, (c) blends 

with 4 wt% PP-g-MA, (d) blends with 4 wt% SEBS-g-MA 

Despite blends consisted of 70 wt% HDPE, the tensile strength was slightly and the 
Young’s modulus was significantly improved of blends than the values of HDPE 
reference, when prior extrusion followed by injection moulding or direct injection 
moulding were used (see Table 2.). Adding PS and PET to HDPE and forming a blend 
of these plastics can improve the strength and the modulus of HDPE. However, the 
elongation at break of the blends without compatibilizer has decreased. But in the case 
when 4 wt% SEBS-g-MA was added to the blends, an increase was observed in 
elongation at break of blends. 
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Table 2. Mechanical properties of 70/15/15 HDPE/PS/PET blend with two different 

types of compatibilizers, prepared by three different method: prior internal mixing, 

followed by injection moulding; prior extrusion, followed by injection moulding or 

injection moulding without previous homogenisation 

 Tensile strength [MPa] Young’s modulus [GPa] 

 internal 
mixing + 
injection 
moulding 

extrusion 
+ 

injection 
moulding 

injection 
moulding 

internal 
mixing + 
injection 
moulding 

extrusion 
+ 

injection 
moulding 

injection 
moulding 

70/15/15 26.47  
± 0.27 

30.03 
± 0.12 

30.55 
± 0.09 

1.13 
± 0.009 

1.19 
± 0.010 

1.44 
± 0.002 

70/15/15  
+ 4%  

SEBS-g-MA 

26.25 
± 0.35 

27.54 
± 0.24 

27.43 
± 0.15 

1.06 
± 0.013 

1.10 
± 0.009 

1.23 
± 0.014 

70/15/15  
+ 4% 

PP-g-MA 

23.97 
± 0.31 

28.36 
± 0.11 

30.28 
± 0.66 

1.12 
± 0.004 

1.17 
± 0.007 

1.24 
± 0.019 

3.4. Impact strength 

The Charpy impact strength of the 70/15/15 wt% HDPE/PS/PET blend is shown on 
Fig. 6. Comparing the mixtures, it can be stated, that blends containing PP-g-MA were 
more rigid, than blends without compatibilizer, and easily broke during the tests, 
regardless of the three ways of production of the blend. This behaviour is in good 
agreement with the results of tensile tests. By investigating the various processing 
methods, it can be stated that blends, produced by internal mixer followed by injection 
moulding have smaller impact strength in every case, than the samples which were 
produced by the two other methods.  

Comparing the two different types of compatibilizers, it is visible, that the impact 
strength of the blends which contain SEBS-g-MA is more than three times higher, if 
they were produced by prior extrusion followed by injection moulding or only injection 
moulding, which suggests that SEBS-g-MA was able to connect with the phases of the 
blend. In contrast, as it was described above, the PP-g-MA might increase the interfacial 
tension when it is located in boundary of the blend phases. With the additive a coarse 
morphological structure was formed in blends – against SEBS-g-MA –, which resulted 
in a slight decrease of the impact strength of 70/15/15 HDPE/PS/PET blend. 
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Figure 6. Charpy impact strength of 70/15/15 wt% HDPE/PS/PET ternary blend 

without compatibilizer, with 4 wt% PP-g-MA and 4 wt% SEBS-g-MA compatibilizer; 

produced by different methods: internal mixing followed by injection moulding, or 

extrusion followed by injection moulding, or injection moulding without previous 

homogenisation 

4. Conclusion 

In this research the mechanical and morphological properties of the 70/15/15 wt% 
HDPE/PS/PET blend were investigated, when various processing methods and 
compatibilizers were applied. The tensile strength and Young’s modulus of HDPE can 
be improved, if PS and PET were added to it. Based on the research, the best 
mechanical properties of the blend can be achieved, when the blends were prepared with 
extrusion followed by injection moulding or direct injection moulding, and 4 wt% 
SEBS-g-MA had been added to the blend. In case of SEBS-g-MA contained 
HDPE/PS/PET blend the fracture occurred at higher elongation, and the impact strength 
was also increased in a large extent, without significant decrease of tensile strength and 
Young Modulus. It has been also demonstrated, that improper selection of additives 
could reduce the elongation at break and impact properties of blends, without improving 
other mechanical properties. The results can provide a good guidance for industrial 
utilisation. 
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Abstract: Differential equations can be solved wavelet-based by representing the con-

tinuous functions by their wavelet expansion coefficients and thus the cor-

responding differential equations are transformed to matrix equations. The

wavelet basis functions are organized into resolution levels of different fre-

quency terms at different locations, and the main advantage of the wavelet

expansion representation is that the wavelet based differential equation solv-

ing methods can be adaptive, it is possible to refine the solution locally, if the

precision is not sufficient at some regions.

In case of the nitrogen oxides convection-advection equation, the urban

environment should be taken as special material parameter in the differential

equation’s operator, and the matrix elements of the differential operator has to

be calculated in a non-continuous environment, and the obstacles are placed

so, that they are not at the boundaries of the support of the wavelets.

Keywords: nitrogen oxides, wavelets, matrix elements, convection-advection, differential

equation

1. Introduction

Multiresolution analysis (MRA) or the wavelet analysis (the wavelet theory’s basics are

precisely summarized e.g., in [1, 2]) is a widely used tool of data and image processing,

and it also has increasing share within differential equation solving methods. However, in

modeling pollutant’s convection, advection and dispersion they are only sporadically used

[3] even though they have the natural ability to use different scales simultaneously.

The passengers and other participants of the urban traffic are exposed to the pollutants

exhausted by the vehicles, and several of these pollutants are toxic, carcinogenic, or at least

maleficent for living beings. The pollutants in the air are monitored regularly, but usually

on only a few points per city and few times per day. Of course, these data are also valuable
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but higher spatial and temporal resolution would be more desirable, especially because

of epidemiological reasons, like monitoring the effect of the pollutant concentration on

respiratory organ, or cardiovascular problems [4, 5].

The combination of the measured data with computational modeling is a recent trend in

approximating the concentration of the pollutants [8, 9] – like one of the most dangerous

group, the nitrogen oxides –, and the used models can be grouped into two subgroups, the

large-scale models tend to apply grids with grid distance of tens of kilometers [6], while the

small-scale ones can not treat larger scale tendencies [7]. Crooks and Isakov use wavelets to

combine the two scales [3] based on the scalability of the wavelets: that the resolution level

can be different at different locations, if the solution function contains higher frequency

terms in one place and restricted to lower frequencies at other places, like the urban and

rural environment. This property is also the main reason of their applications in image

processing and compressing, like in the JPEG2000 standard [10], or the NASA’s ICER

[11]. However, none of the models in [3] calculate on wavelet basis, just the combination

scheme is wavelet based.

This article shortly introduces the wavelet analysis in the next section, then derives the

advection-diffusion equation’s discretized form, and as the last step, gives calculation rules

for determining the discretized form in urban environment. The goal is not to solve the

diffusion equation in wavelet basis, it can be found in many applications, like [12–14], but

to give a solution for modeling the urban environment – mainly the position of the buildings

and roads, the various wind speed, – in formulating the discretized matrix equations and

calculating the matrix elements. For a proper modeling of the obstacles locally different

diffusion coefficients would be necessary, and these coefficients can be well approximated

as step functions of the position. The matrix elements generated from step functions are

calculated in this contribution.

2. On wavelet analysis

Wavelets, the basis functions of MRA, are localized functions, they arise as dilations and

translations of one common mother wavelet, moreover they can be used as simple building

elements in expansion of continuous functions and they can describe the different features

of different scales and positions well. Although wavelet-based methods, similarly to the

finite elements solving schemes, are also members of the Galerkin-type solver family [15],

the discretization technique in this case is more flexible, it can be systematically adapted to

the problem during the solution itself, no previous knowledge or guess is necessary about

the possible solution and its detailed and roughly representable regions. Wavelets are the

basis functions of the system, they form an infinite series of refining resolution levels, each

doubling the frequency resolution.

The effectiveness of the MRA technique lies in the fact, that in higher resolution levels

most of the wavelets are unnecessary for sufficiently precise resolution, most of the
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expansion coefficients are zero in these levels and thus they should not be stored and

should not be included into the calculations [13, 16–21]. Calculating these coefficients

and discarding them would be the first approximation, however, it is a waste of time and

capacity if a method can be derived that predicts, which coefficients are the most important

ones, and which are almost zero. In order to ensure the adaptivity and economy, a clear,

quick, easily calculable prediction algorithm is necessary to decide which wavelets of the

next resolution level are needed and which can be neglected, and such algorithms exist both

for elliptical differential equations with sources [22] and for eigenvalue type differential

equations [23]. In these applications, starting from an already calculated resolution level,

the authors produce an economic prediction algorithm for determining whether a given

wavelet in a given position is necessary for the sufficiently precise next level solution or it

can be neglected. The method can be used for estimating the error of the given resolution

solution.

2.1. Multiresolution analysis

In multiresolution analysis (MRA) or wavelet analysis the studied Hilbert space is

decomposed into infinite resolution level subspaces, each one embedded to the higher

resolution level subspaces, Vm ⊂ Vm+1 {Vm, m ∈ Z}. The basic resolution level

V0 is spanned by a single function, a so called mother scaling function φ(x), all the

basis functions in the subspace are shifted versions of φ(x) on an equidistant grid as

φℓ(x) = φ(x− ℓ),ℓ ∈ Z.

The higher resolution level mother scaling functions are generated from the basic

resolution level one as φ(2mx), and the basis functions are φm,ℓ(x) = φ(2mx− ℓ), which

means that the grid is shrunk, as well. A very important property of the scaling functions is

that the finer resolution level subspace Vm+1 contains the lower resolution level subspaces,

like Vm, thus all the functions in the rougher resolution level subspace – as the mother

scaling function itself – can be expanded at the finer resolution subspace. This expression

of the mother scaling function as a linear combination of the next level basis functions

φ(x) = 21/2
Ns
∑

i=0

hiφ(2x− i), (1)

is called the refinement equation, and it is one of the basic equations of wavelet analysis.

The expansion coefficients hi determine the scaling function’s shape, with the normaliza-

tion condition
∑Ns

i=0 hi = 1, and the number Ns gives the support of the mother scaling

function, i.e., the support is [0,Ns). In most of the cases, the larger support means smoother

scaling functions, e.g., in the Daubechies scaling function family, the first one has Ns = 1
and it is a step function, the second one with Ns = 3 is everywhere continuous, but

not everywhere differentiable, the third one is differentiable (Ns = 5), the fifth is twice

differentiable (Ns = 9), etc.
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A function, like the concentration of the nitrogen oxides in the air can be expressed – or

usually just approximated – at resolution level M as

C [M ](x) =
∑

ℓ∈ΩM

cMℓ φMℓ(x), (2)

where cMℓ are the expansion coefficients, i.e. the discretized version of the concentration,

and all the indices, variables can be in one two or three dimensions – in higher dimensions,

a scaling function can be e.g., φm1,m2,ℓ1,ℓ2(x1,x2) = φm1,ℓ1(x1) · φm2,ℓ2(x2), but other,

non diadic product higher dimensions scaling functions exist, too, though very rarely used.

The domain ΩM where the indices run is connected to the support of the function C(x)
and the scaling functions and the number of its elements approximately doubles at each

resolution level increment.

2.2. Wavelets and details

Wavelets are basis functions of the subspaces given as a difference between two neigh-

boring resolution level scaling function subsets,

Vm+1 = Vm ⊕Wm (3)

These subsets, the so called detail spaces, are also generated from one single mother

wavelet ψ(x), similarly to the scaling functions, as ψm,ℓ(x) = ψ(2mx− ℓ).

The wavelets can also be expanded at the higher resolution level subspaces, like

ψ(x) = 21/2
Ns
∑

i=0

(−1)ih∗
−i+1φ(2x− i), (4)

with the same coefficients hi as in (1). Here, the sign ∗ means complex conjugation. As a

result of introducing the wavelets, a function C(x) can approximated at resolution level

M not only as (2), but also as

C [M ](x) =
∑

ℓ∈Ω0

c0ℓ φ0ℓ(x) +

M−1
∑

m=0

∑

ℓ∈Ωm

dmℓ ψmℓ(x). (5)

Here Ωm contains all the wavelets of resolution level m that overlap with the support of

the function C(x).

Theoretically the number of coefficients to be treated in (2) and in (5) are the same, but

most of the coefficients dm,ℓ are very small and can be neglected. Smooth functions can

be approximated very precisely in low resolution levels, only those parts of the functions

need higher resolution, where the function varies rapidly, or has derivative discontinuities.

Of course, the sets of coefficients cM,ℓ and c0,ℓ with dm,ℓ can be transformed into each

other using equations (1), (4) and their inverse.

50



Sz. Nagy – Acta Technica Jaurinensis, Vol. 8, No. 1, pp. 47–62, 2015

3. The advection diffusion equation for nitrogen oxides

Nitrogen oxides are usually from high temperature combustion, in case of urban environ-

ment, the traffic and the combustion engines are the main source of the nitrogen monoxide,

NO. As NO is a free radical, having one unpaired electron, it is easily oxidized in the air to

nitrogen dioxide, NO2, that forms the infamous brownish dome above larger cities, and it

can be further oxidized to acids, or other compounds depending on the other pollutants.

Air quality modeling, especially the modeling of the nitrogen oxides concentration,

where several gases transform to one another can be carried out using weather conditions –

like the moisture and the wind speed –, average vehicle count, etc. for describing these

phenomena convection–advection equation in 2D along the coordinate x [24, 25]
(

∂

∂t
− µ

∂2

∂x2
+ u

∂

∂x
− σ

)

C(x,y,t) = F (x,y,t), (6)

is a good approximation. Here µ is the diffusion coefficient from Fick’s law, u is the

velocity of the wind in the direction of x, σ is the constant that covers the concentration

changes due to chemical reactions, and F (x,y,t) describes the sources of the pollutants.

It is possible to use the three dimensional version of the above equations, with proper

height and 3D wind and drift velocities, but as a first step, for demonstration, Eq. (6) is

sufficient.

3.1. Discretization of the equation

As a first step, Eq. (6) is discretized in time [22], i.e., it is approximated with a Crank-

Nicholson finite difference equation. This scheme can be used in wavelet-based partial

differential equation solvers, if not an eigensolution, but a time variation is needed, and

there is a set of initial conditions. The bundary conditions are usually given in Dirichlet

scheme, but in case of drifts – like the pollutants in the wind – the Neumann boundary

conditions can be useful as well. The wavelet based solutions usually work well periodic

boundary conditions.

Then both the known source and the unknown concentration should be expanded at the

basic resolution level. As the basic scale can be chosen arbitrarily, without the loss of

generality, we can select 0 as the basic level, thus

C [0](x) =
∑

ℓ∈Ω0

c
[0]
0ℓ φ0ℓ(x), (7)

F [0](x) =
∑

ℓ∈Ω0

f
[0]
0ℓ φ0ℓ(x). (8)

The notation c
[0]
0ℓ and f

[0]
0ℓ can be introduced for the vector of the expansion coefficients of

the concentration and the source, respectively. The discretization step goes as follows. If
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in the finite time differences counterpart of Eq. (6) the above formulae are applied and the

equation is multiplied by an arbitrary scaling function, or by an arbitrary linear combination

of the scaling function, it should remain valid, according to the weak formulation of the

discretized equation. According to the previous statement, if the inner product 〈·,·〉 is

introduced, and the differential operator is denoted by D̂, the time-discretized differential

equation can be written as

〈φ0,k, D̂c
[0]〉 = 〈φ0,k,f

[0]〉 (9)

for all basis functions φ0,k of the subspace V0 – of course, only those scaling functions are

to be taken into account that overlap with the solution, i.e., the elements of Ω0. The result

is a matrix equation

D
[0]
k,ℓc

[0]
ℓ = f

[0]
k (10)

with the source vector

f
[0]
k = 〈φ0,k, f

[0]〉 =

∫

φ∗0,k(x)f
[0](x)dx (11)

and the stiffness matrix

D
[0]
k,ℓ = 〈φ0,k, D̂φ0,ℓ〉 =

∫

φ∗0,k(x) · D̂φ0,ℓ(x)dx. (12)

If higher resolution terms are also necessary for the precision, not only scaling function

matrix elements, but wavelet matrix elements are also necessary. The expansion of the

concentration and the source function at maximum resolution level M is given as

C [M ](x) =
∑

ℓ∈Ω0

c
[M ]
0ℓ φ0ℓ(x) +

M−1
∑

m=0

∑

ℓ∈Ωm

d
[M ]
mℓ ψmℓ(x), (13)

F [M ](x) =
∑

ℓ∈Ω0

f
[M ]
0ℓ φ0ℓ(x) +

M−1
∑

m=0

∑

ℓ∈Ωm

g
[M ]
mℓ ψmℓ(x), (14)

resulting in the M th level matrix equation





〈φ0,k, D̂φ0,ℓ〉 〈φ0,k, D̂ψn,ℓ〉

〈ψm,k, D̂φ0,ℓ〉 〈ψm,k, D̂ψn,ℓ〉



 ·





c
[M ]
0,ℓ

d
[M ]
n,ℓ



 =





f
[M ]
0,k

g
[M ]
m,k



 . (15)

Here the notation

D[M ]
µ,ν = 〈ξm,k,t, D̂ξn,ℓ,s〉 (16)

can also be introduced with the three-element indices µ = {m,k,t} and ν = {n,ℓ,s},

where t and s denotes the type of the basis function ξ which can be either wavelet, or

scaling function.
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3.2. Matrix elements of resolution level M = 0

The above matrix elements D
[0]
k,ℓ, and D

[M ]
µ,ν can be calculated using the refinement equa-

tion (1) and the wavelet’s expansion equation (4). No numerical integration is necessary,

if the operator D̂ contains only the following types of terms: differentiations according

to the space variable – as long as the scaling functions can be differentiated as many

times as necessary –, multiplications with any positive power of the space variable, or any

combination of the two [23, 26].

Substituting the refinement equation into (12), straightforward, but lengthy calculations

lead to an eigenvalue equation in case of D̂ being either a derivative operator or a product

with a power of the space variable. As an example, for the first derivative’s matrix element

the refinement equation for the differentiated scaling function is necessary, which differs

from (1) only by a factor of 2, i.e.,

∂

∂x
φ(x) = 2 · 21/2

Ns
∑

i=0

hi
∂

∂x
φ(2x− i). (17)

After substituting (1) and (4) into the formula

〈φ0,0,
∂

∂x
φ0,ℓ〉 =

∫

(φ(x))
∗ ∂

∂x
φ(x− ℓ)dx, (18)

changing the integral variable then the summation index, the matrix element turns into

〈φ0,0,
∂

∂x
φ0,ℓ〉 = 2

Ns
∑

k=0

Ns+2ℓ−k
∑

i=2ℓ−k

h∗khi+k−2ℓ〈φ0,0,
∂

∂x
φ0,k〉, (19)

which is clearly an eigenvalue equation for the eigenvalue 0.5 of the matrix

1Mℓk =
∑

i

h∗i hk+i−2ℓ. (20)

For the second derivative the eigenvectors corresponding to eigenvalue 0.25, for the third

derivative, the eigenvectors corresponding to eigenvalue 0.125, etc. are giving the matrix

elements, if they exist.

Note, that the matrix element (18) depends only on the difference of the indices, i.e.,

〈φ0,j ,
∂

∂x
φ0,j+ℓ〉 = 〈φ0,0,

∂

∂x
φ0,ℓ〉. (21)

For the operators that contain products with xp, similar considerations lead to a set

of iterative matrix equations, where the product with xp depends on the product with

53



Sz. Nagy – Acta Technica Jaurinensis, Vol. 8, No. 1, pp. 47–62, 2015

xp−1, xp−2, . . . [23]

〈φ0,0, x
p · φ0,ℓ〉 = 2−p

p
∑

q=0

(

p

q

) Ns
∑

k=0

Ns+2ℓ−k
∑

i=2ℓ−k

kq · h∗khi+k−2ℓ 〈φ0,0, x
q · φ0,i〉. (22)

For the 0th order polynomial, as well as for the 0th derivative 〈φ0,0, φ0,ℓ〉 = δ0ℓ is valid.

Here δab is the usual Kronecker delta distribution: it is 1 if a = b and 0 in all other cases.

In the usual advection-diffusion equation no polynomials of the spatial coordinates are

present, so the discretization of Eq. (6)
(

T − µ〈φ0,k,
∂2

∂x2
φ0,ℓ〉+ u〈φ0,k,

∂

∂x
φ0,ℓ〉 − σ〈φ0,k, φ0,ℓ〉

)

c
[0]
ℓ = f

[0]
k , (23)

where T summarizes the finite difference terms arising from the time discretization,

depending on the method of deriving the finite differences, the number of previous time

steps, the length of the time steps and the initial conditions.

3.3. Matrix elements for higher resolutions and wavelets

In case of (16) the matrix elements can be calculated from those of D
[0]
k,ℓ using (1), (17)

and (4) – and its derivative counterparts – respectively [23,26]. As a first step, if one of the

resolution indices are non-zero in (18) or (21) the refinement equation results in

〈φ00,
∂

∂x
φmℓ〉 = 2

Ns
∑

k=0

h∗k〈φ00,
∂

∂x
φm−1 ℓ−2m−1k〉. (24)

If the other index is also larger than 0, then the smaller of the two resolution levels can be

compensated by refinement equations, and the problem is led back to (24) as

〈φnk,
∂

∂x
φmℓ〉 =







2n〈φ00,
∂
∂xφm−n ℓ−2m−nk〉, if m > n,

2m〈φ00,
∂
∂xφn−m k−2n−mℓ〉, if n > m.

(25)

Using the scaling function expansion of the wavelet’s derivative – which is very similar

to (4), just a factor of 2 is introduced –, straightforwardly results in the wavelet matrix

elements

〈φnk,
∂

∂x
ψmℓ〉 =

Ns
∑

i=0

h∗
−i+1〈φnk,

∂

∂x
φm+1 i+2ℓ〉, (26)

〈ψnk,
∂

∂x
φmℓ〉 =

Ns
∑

j=0

h−j+1〈φn+1 j+2k,
∂

∂x
φmℓ〉, (27)

〈ψnk,
∂

∂x
ψmℓ〉 =

Ns
∑

i=0

Ns
∑

j=0

h−j+1h
∗

−i+1〈φn+1 j+2k,
∂

∂x
φm+1 i+2ℓ〉. (28)
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3.4. Matrix elements for discontinuous functions

In wavelet-based calculations the borders and the discontinuities cause always a problem,

as the wavelets have finite support and can usually approximate continuous functions.

Having a step-function in the system, like in case of the urban traffic the buildings, streets,

and other obstacles necessitates numerical integration, which takes long time and gives

not very high precision. For example, Table 1 contains the matrix element of a simple

rectangular function

Rk(x) =

{

1 if x ∈ [k,k + 1),
0 if x ∈ (−∞,k) ∪ [k + 1,∞).

(29)

for 210, 215, 220 and 223 points in the interval. The last row contains also the duration of

the calculations, as an average of more runs on a desktop computer with dual core 2.2 GHz

processor and 4 GB RAM, in Matlab.

Only the matrix elements kYℓ = 〈φ0,0, Rkφ0,ℓ〉 are calculated, with k ∈ {0,1, . . . ,Ns−
1} as these rectangular functions overlap with the support of the scaling function φ0,0.

Also those matrix elements are zero, where the two basis functions do not overlap – i.e.,

where |ℓ| > Ns − 1 is valid –, and where the rectangular function Rk does not overlap

with φ0,ℓ – i.e., where ℓ < k − Ns + 2 or ℓ > k. All the other matrix elements can be

derived by simple shifts, as 〈φ0,i, Rk+iφ0,ℓ+i〉 = 〈φ0,0, Rkφ0,ℓ〉.

As the sum of the above matrix elements give the 〈φ0,0, φ0,ℓ〉 integrals, the following

sum rules have to be fulfilled

〈φ0,0, φ0,−Ns+1〉 =
0Y−Ns+1,

〈φ0,0, φ0,−Ns+2〉 =
0Y−Ns+2+

1Y−Ns+2,

〈φ0,0, φ0,−Ns+3〉 =
0Y−Ns+3+

1Y−Ns+3+
2Y−Ns+3,

...

〈φ0,0, φ0,0〉 =
0Y0 + 1Y0 + 2Y0 +. . .+ Ns−2Y0 + Ns−1Y0,

〈φ0,0, φ0,1〉 =
1Y1 + 2Y1 +. . .+ Ns−2Y1 + Ns−1Y1,

...

〈φ0,0, φ0,Ns−2〉 =
Ns−2YNs−2+

Ns−1YNs−2,

〈φ0,0, φ0,Ns−1〉 =
Ns−1YNs−1,

(30)

Note, that all of the values on the left hand side are zero, except for 〈φ0,0, φ0,0〉, which is

1.

It can be seen from Table 1, that the precision increases slowly and the duration of the

calculation increases very rapidly. Alternatively to the numerical integration I suggest

55



S
z.

N
a
g

y
–

A
cta

T
ech

n
ica

Ja
u

rin
en

sis,
V

o
l.

8
,
N

o
.

1
,
p

p
.

4
7

–
6

2
,
2

0
1

5

Table 1. Matrix elements kYℓ with their calculation time t of the rectangular functions Rk(x) as a result of numerical integration

with various precisions ε. Daubechies-6 scaling functions are used with Ns = 5.

ε 210 215 220 223
0Y−4 −0.000000000015124 −0.000000000000001 0 0
0Y−3 −0.000443983002980 −0.000441411389722 −0.000441330880502 −0.000441328607930
0Y−2 −0.018852903241268 −0.018795005543038 −0.018793194141192 −0.018793143011087
0Y−1 0.123570297966252 0.123335808619037 0.123328472377250 0.123328265298497
0Y0 0.495840194948971 0.496622550356504 0.496647009103327 0.496647699480092
1Y−3 0.000443982821493 0.000441411389712 0.000441330880502 0.000441328607930
1Y−2 0.018988089017918 0.018929419189328 0.018927583639190 0.018927531827427
1Y−1 −0.117900092490012 −0.117682953517957 −0.117676160594197 −0.117675968851946
1Y0 0.471683782870471 0.470971706656950 0.470949448367932 0.470948820104503
1Y1 0.123570297966252 0.123335808619037 0.123328472377250 0.123328265298497
2Y−2 −0.000135184385099 −0.000134413646213 −0.000134389497999 −0.000134388816340
2Y−1 −0.005702899144805 −0.005685354773212 −0.005684805492510 −0.005684789987707
2Y0 0.031131664896956 0.031065665678285 0.031063599371681 0.031063541045095
2Y1 −0.117900092490012 −0.117682953517957 −0.117676160594197 −0.117675968851946
2Y2 −0.018852903241268 −0.018795005543038 −0.018793194141192 −0.018793143011087
3Y−1 0.000032689977738 0.000032499671929 0.000032493709459 0.000032493541149
3Y0 0.001342875637914 0.001338599123643 0.001338465237171 0.001338461457897
3Y1 −0.005702899144805 −0.005685354773212 −0.005684805492510 −0.005684789987707
3Y2 0.018988089017918 0.018929419189328 0.018927583639190 0.018927531827427
3Y3 −0.000443983002980 −0.000441411389722 −0.000441330880502 −0.000441328607930
4Y0 0.000001486637458 0.000001478184885 0.000001477919879 0.000001477912398
4Y1 0.000032689977738 0.000032499671929 0.000032493709459 0.000032493541149
4Y2 −0.000135184385099 −0.000134413646213 −0.000134389497999 −0.000134388816340
4Y3 0.000443982821493 0.000441411389712 0.000441330880502 0.000441328607930
4Y4 −0.000000000015124 −0.000000000000001 0 0
t (s) 0.1038 2.278 73.59 2717
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another calculation method similar to the ones presented in the previous two subsections.

If the matrix element is calculated according to its definition

kYℓ = 〈φ0,0, Rk(x)φ0,ℓ〉 =

∫ k1

k

φ∗(x)φ(x− ℓ)dx (31)

and the refinement equation (1) is substituted into both φ∗0,0 and φ0,ℓ after changing of the

integration variable one arrives at

kYℓ = 2

Ns
∑

i1=0

Ns
∑

i2=1

h∗i1hi2
(

2ℓ+i2−i1Y2k−i1 +
2ℓ+i2−i1 Y2k−i1+1

)

. (32)

The above equation also leads on an eigenvalue equation of the matrix

M
[0]
k,ℓ =















B1 B0 0 0 . . . 0
B3 B2 B1 B0 . . . 0
B5 B4 B3 B2 . . . 0
...

...
...

...
. . .

...

0 . . . 0 0 BNs
BNs−1















, (33)

with the blocks Bz =









































hNs
h∗z+

hNs
h∗z−1

hNs−1h
∗

z−1 0 0 0 . . . 0

hNs−2h
∗

z+
hNs−3h

∗

z−1

hNs−1h
∗

z+
hNs−2h

∗

z−1

hNs
h∗z+

hNs−1h
∗

z−1
hNs

h∗z−1 0 . . . 0

...
...

...
...

...
. . .

...

0 . . . 0 h0h
∗

z
h1h

∗

z+
h0h

∗

z−1

h2h
∗

z+
h1h

∗

z−1

h2h
∗

z+
h1h

∗

z−1

0 . . . 0 0 0 h0h
∗

z
h1h

∗

z+
h0h

∗

z−1









































.

(34)

Matrix M
[0]
k,ℓ has an eigenvector corresponding to eigenvalue 1, and this eigenvector can

be normalized due to (30), as 〈φ0,0, φ0,i〉 = δi0. Numerical checks were carried out for

various scaling functions. In case of Daubeches-6 basis set (Ns = 5), the normalization

condition is

1 = 〈φ0,0, φ0,0〉 =
0 Y0 +

1 Y0 +
2 Y0 +

3 Y0 +
4 Y0, (35)

and the resulting matrix elements are listed in Table 2 The differences between the quanti-

ties kYℓ numerically integrated and calculated with the eigenvalue method (32) are plotted
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Table 2. Matrix elements kYℓ with their calculation time t of the rectangular functions

Rk(x) as a result of the eigenvalue-based calculation. Daubechies-6 scaling functions are

used with Ns = 5.

0Y−4 −0.000000000000000
0Y−3 −0.000441328283277
0Y−2 −0.018793135706778
0Y−1 0.123328235715790
0Y0 0.496647798105380
1Y−3 0.000441328283277
1Y−2 0.018927524425738
1Y−1 −0.117675941460163
1Y0 0.470948730352582
1Y1 0.123328235715790
2Y−2 −0.000134388718960
2Y−1 −0.005684787772732
2Y0 0.031063532712708
2Y1 −0.117675941460163
2Y2 −0.018793135706778
3Y−1 0.000032493517105
3Y0 0.001338460918000
3Y1 −0.005684787772732
3Y2 0.018927524425738
3Y3 −0.000441328283277
4Y0 0.000001477911329
4Y1 0.000032493517105
4Y2 −0.000134388718960
4Y3 0.000441328283277
4Y4 −0.000000000000000
t (s) 0.002132
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Figure 1. Difference of the numerically integrated values kYℓ from their counterparts

calculated with an eigenvalue equation of matrix M
[0]
k,ℓ as a function of the grid points

in a unit interval 2ε. Red color with continuous line means k = 0, green with dash-dot

line mean k = 1, blue with dashed line k = 2, cyan with dotted line k = 3 and the color

yellow and markers without line means k = 4. The markers ∗,▽ , ◦ ,+ , and � stand for

the indices ℓ = k − 4, k − 3, k − 2, k − 2 and k respectively.

in Figure 1. Also the calculation time is shown on Figure 2, where an approximate power

law behavior can be seen as expected for the numerical integrations.

In case of derivatives, similarly to the continuous case described in (19), each differenti-

ation introduces only a factor of 2 to the matrix M
[0]
k,ℓ, thus the eigenvector corresponding

to the eigenvalues 0.5, 0.25, etc. should be found for the matrix elements with the first,

second, etc. derivatives respectively.

The transformation to higher resolution levels goes similarly to (24–28), except, that

with each use of the refinement equation, the number of the elements 〈φm,i, Rk(x)φn,ℓ〉
doubles, so for higher resolution levels an exponentially increasing number of lower

resolution level integrals should be taken into account.

4. Summary

In wavelet-based modeling the concentration changes of nitrogen oxides and other air

pollutants in urban environment discontinuities are arising around the obstacles that the
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Figure 2. Computation time of the numerical integrations as a function of of the grid points

in a unit interval 2ε.

gases can not penetrate. The discretization of these discontinuities can be carried out not

only by numerical integration, but also by a much quicker and more economic calculation –

derived in this paper – based on the eigenvalue equation of a matrix generated from the

coefficients of the refinement equation, the basic equation of the wavelet analysis. The size

of the matrix is N2
s , with Ns being the length of the support of the wavelets.

The calculated matrix elements are system independent, they depend only on the type

of the wavelets used, thus in later calculations they can be loaded from a database, but

for calculating this database as precisely as possible, the method developed in this article,

based on the results of [23, 26], is necessary.
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Abstract: In modern logistics it might be helpful to describe the behavior of a complex

logistical process as well as to determine the strength of relations between

certain parameters of the system. In this paper a subspace identification

approach has been applied to estimate the relation between the features of

the system based on measured input-output pairs. In order to validate the

suitability of the approach for logistical processes a queuing based model has

been proposed and used to generate simulation data. Our analysis as well as

the obtained results clearly reflect that subspace identification approaches can

advantageously be applied to model the relation between certain parameters

of the system, nevertheless to characterize the strength of this relation, as

well.

Keywords: subspace identification, queuing models, supply chains, modeling

1. Introduction

As in many fields also in logistics system modeling and identification approaches play

significant role especially when accurate models of complex logistical processes (LP) are

needed. Such models may be helpful to predict various features related to the modeled

system, such as the response time or in case of supply chains the delivery cycle time,

customer order path (related to time spent in different channels), etc. A framework to

promote the better understanding of supply chain performance measurement and metrics

can be followed for example in [8]. Trough monitoring of performance metrics analytic or

statistical models of the observed LP can be designed.

Depending on the knowledge about the modeled system a broad range of solutions

can be utilized. Since complex logistical systems are non-linear MIMO systems and are

influenced by many parameters their modeling is not a trivial task. Many methods have

been proposed to deal with multi-input, multi-output systems in the literature. Perhaps the

most popular tool in this topic is the linear parameter varying (LPV) structure by which
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non-linear systems can be modeled and controlled on the basis of linear control theories. If

there is no knowledge about the inner structure of the logistic system such as for instance

the concrete service strategy and other internal mechanisms only black box like solutions

(mainly heuristic approaches) are utilized. In this case the system might be identified based

on measured input-output data. In the literature many models (as for instance scheduling,

transportation planning, flow-shop sequencing problem) related to logistic systems are

based on the fuzzy set and fuzzy control theory [2][3], statistics or their combination

[9][10]. Furthermore, the most recent results of the numerical algebra, such as the higher

order singular value decomposition and the related tensor product transformation (making

connection between LPV models and higher order tensors) offer promising tools to bridge

heuristic and analytic approaches. In such a joint framework besides analytic description

of the system the expert knowledge can be considered, as well. This may further improve

the effectiveness and extend the applicability of the related methods [7][6].

Many times it is difficult to find a proper mathematical model in form of differential

equations which would suitable approximate the behavior of the observed logistical process

even if the identification of the system is considered locally. However subspace identi-

fication techniques combined with tensor product transformation seem to be promising

to model complex logistical processes based on input-output data. In this case there is

no need for an explicit model parametrization, which is a rather complicated matter for

multi-output linear systems [1]. During this research our motivation was first of all to

investigate and to show how efficiently subspace identification techniques can be used

in case of systems where long delays may occur. We have been focusing first of all on

logistical processes which are good examples of such systems. In order to accurately

identify the system on subspace basis the input must be persistently exciting, i.e. it must

contain sufficiently many distinct frequencies. The Gaussian white noise, pseudo-random

binary noise, etc. are the most suitable choices for input. However in case of a logistical

process the arrival of demands is considered to be a Poisson process. However arriving

demands usually enter the queue of waiting demands which acts like a ’damper’ thus to

take directly the arrival of demands as input (depending on the size of the mentioned queue

and delays in the system) is many times not suitable for identification. Therefore instead

of taking the direct input, during the experiments a transformed input has been considered.

Such a transformed input is efficient even in case when the arrival of demands is modeled

by a Poisson or other type of processes. The main contribution of the paper is to show how

efficiently a transformed input can be used to identify its relation to certain parameters of

the logistical process. In addition it will be shown how the strength of these relations can

be characterized with the help of the identified model.

The paper is organized as follows: Section 2 gives a brief overview of subspace iden-

tification for deterministic case, Section 3 deals with supply chain models in relation to

subspace identification. In Section 4 and 5 examples are reported together with model vali-

dation, Section 6 points out the possibilities of embedding logistical processes into linear

parameter varying (LPV) framework, finally conclusions and future works are reported.
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2. Overview on Subspace Identification of LTI Systems

Before turning the focus onto logistical processes, let us give a brief description on how

subspace identification techniques can be used to identify linear time invariant (LTI) vertex

models in the parameter space. Let us assume that the local behavior of the logistical

system is deterministic, thus it can be described in the well known state space form as

follows:

xk+1 = Axk + Buk (1)

yk = Cxk + Duk, (2)

where xk ∈ R
n stands for the state vector, uk and yk represent the input and output

vector respectively at time k. The goal is to find the model matrices A, B, C and D based

on input-output pairs. As described in [1] let us first arrange the input-output pairs into so

called Hankel matrices (reflecting the history of our input-output data):

U1|i =




u1 u2 . . . uj

u2 u3 . . . uj−1

...
... . . .

...

ui ui+1 . . . uj+i−1


 , (3)

Y1|i =




y1 y2 . . . yj

y2 y3 . . . yj−1
...

... . . .
...

yi yi+1 . . . yj+i−1


 , (4)

and let the history of states (unknown) to be estimated encode as follows:

Xi =
[
xi xi+1 . . . xi+j−1

]
. (5)

It can be recognized from (2) that all row vectors in Y1|i are in the vector space

determined by the union of row space of Xi and U1|i. Let us assume that the intersection

of row space of Xi and U1|i is empty. The most simple alternative for estimating Xi (up to

a constant multiple C) is to project the row space of Yi onto orthogonal complement of

the row space of U1|i. The elements of Yi can be expressed with the help of the extended

observability matrix Γi and lower block triangular Toeplitz matrix Hi form as follows [1]:

Y1|i = ΓiX1 + HiU1|i, (6)

where

Γi =
[
C CA . . . CAi−1

]⊤
(7)
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and

Hi =




D 0 0 . . . 0
CB D 0 . . . 0

CAB CB D . . . 0

CAi−2B CAi−3B . . . CB D


 . (8)

By substituting recursively into (1) we can express the state sequence Xi+1 as follows:

Xi+1 = AiX1 +∆iU1|i, (9)

where

∆i =
[
Ai−1B Ai−2B . . . AB B

]
(10)

stands for the reversed extended controllability matrix [1]. From (6) the state sequence X1

can be expressed as:

X1 = Γ∗
iY1|i − Γ∗

iHiU1|i, (11)

By substituting (11) into (9) we obtain:

Xi+1 = AiΓ∗
iY1|i − AiΓ∗

iHiU1|i +∆iU1|i. (12)

Let us express Xi+1 as the sum of two matrices, where one of the matrices contains only

the input-output values, i.e.

Xi+1 = LiW1|i, (13)

where

Li =
[
∆i − AiΓ∗

iHi AiΓ∗
i

]
(14)

and

W1|i =
[
U1|i Y1|i

]⊤
. (15)

Since based on (6)

Yi+1|2i = ΓiXi+1 + HiUi+1|2i = ΓiLiW1|i + HiUi+1|2i. (16)

Let us now project Yi+1|2i onto orthogonal complement of Ui+1|2i. Since the projection

of HiUi+1|2i onto its orthogonal complement is empty subspace we obtain [1]:

Yi+1,2i/U⊥
i+1,2i = ΓiLiW1|i/U⊥

i+1,2i (17)

(Yi+1,2i/U⊥
i+1,2i)(W1|i/U⊥

i+1,2i)
−1 = ΓiLi, (18)

(Yi+1,2i/U⊥
i+1,2i)(W1|i/U⊥

i+1,2i)
−1W1|i︸ ︷︷ ︸

Oi+1

= Γi LiW1|i︸ ︷︷ ︸
Xi+1

, (19)

Oi+1 = ΓiXi+1 (20)

Let us investigate the structure of Oi+1. Based on (7) and (5) it can be expressed as:

66
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Oi+1 =
[
C CA . . . CAi−1

]⊤ [
xi+1 xi+2 . . . xi+j

]
. (21)

Based on (21) the rank of Oi+1 equals to the rank of the state sequence matrix Xi+1.

Equivalently, the dimensionality of the state vector x equals to the dimensionality of Oi+1.

The rank of Oi+1 can be determined by singular value decomposition (SVD) as follows[1]:

Oi+1 = U1S1V1 (22)

ΓiXi+1 = U1S
1/2
1 TT−1S

1/2
1 V1, (23)

where T is an arbitrary invertible square matrix represen-ting a similarity transformation.

Xi+1 = T−1S
1/2
1 V1 (24)

X̃i+1 = S
1/2
1 V1 (25)

The system matrix can be estimated in the least squares sense from the following set of

equations: [
X̃i+2

Yi+1

]
=

[
Ã B̃

C̃ D̃

] [
X̃i+1

Ui+1

]
, (26)

where Ui+1 and Yi+1 are input and output block Hankel matrices, respectively having one

block row.

3. Modeling Supply Chains on Subspace Basis

In this section let us introduce our proposed queuing model suitable to describe and

analyze supply chains or loading systems. As depicted in Fig. 1 the system is composed

of resource pools, queues, servicing processes. Incoming customers or demands stand

for the input of the system. The resource pools are categorized according to the type of

the resource. To each resource pool a FIFO queue is connected. Resources waiting in

the resource queue are assigned to demands (depending on the service the customer is

requesting for). To each service a servicing time is assigned. Let us denote it TS . After

servicing a given demand the corresponding customer can leave the system while the

used resources are released and directed back to the pool of resources of the given type.

Servicing a request might be considered as an oriented graph where the nodes represent

sub-services and the edges correspond to the ordering and delay of execution between

these nodes.

By using such a concept various types of supply chains can be simulated and analyzed.

For simplicity in the followings let us assume that services are composed of one node.

However the same approach might be applied for services divided to numerous sub-services,
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as well. During this investigation our main goal was to show how queuing models can be

identified based on input-output data by using subspace identification techniques.

As already mentioned in the introduction the arrival of demand is modeled by a pseudo-

random binary noise however due to the queue of waiting demands (acting like a ’damper’)

its impact on the system behavior is less significant (depending on the internal structure

and parameters of the system). Thus several kind of processes (Poisson process, burst

arrival, etc.) can be used to model the arrival of demands, due to long delays it does not

significantly affect the efficiency of the identification. Therefore during these experiments a

transformed input has been considered (see later in this section). In addition, identification

based on input-output data might also be suitable to evaluate the strength of relation

between certain parameters of the system.

The parameters of the system are for instance the queue lengths Lqi, number of resources

NRi, servicing times TSj , where i and j stand for the number of resource pools and number

of sub-services, respectively. In the following sections let us investigate a structure where

i = 1 and j = 1, i.e. there is only one type of resource and one service.

Figure 1. Illustration of the system architecture

4. Example 1

In this example our goal was to estimate a deterministic state space model describing

the relation between the average waiting time of resources mr(t) and the average waiting
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time of demands md(t). Before going further let us show the configuration of the analyzed

system:

• NR = 3

• Lq = 3

• Lc = 1000

• TS is an exponential random variable with mean E[TS ] = 3

• Arrival of demands d(t): pseudo-random binary sequence (customer generation event

is triggered at rising and falling edges)

• Limit of simultaneously serviced customers: 3

Figure 2. The transformed input md(t)

By considering the above configuration the relation between the two mentioned features

of the system has been modeled by subspace identification technique (considering the

deterministic case). Fig. 2 shows the input signal reflecting the average waiting time of

demands in the corresponding queue. Furthermore, in Fig. 3 the measured and modeled

average waiting time of resources in the resource queue can be followed. It is clear that

the input in this case stands for a transformed input namely md(t). In the first parts of

the experiment 200 input-output pairs have been used (generated by the above system)

for model estimation. The system matrices have been determined based on the described

subspace identification approach. As it can be seen the obtained model nicely follows the

characteristics of the measured output. In the second part of this experiment only the first

100 input-output pairs have been considered during the model estimation and the rest 100

pairs have been used for validation (see Fig. 4). As reflected by Fig. 4 also in this case the

model output nicely follows the characteristics of the measured data. On the other hand

if the incoming rate of customers d(t) is considered as input (a pseudo-random number
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Figure 3. The measured average waiting time of resources mr(t) (red), the output of the

identified model (blue), Input: md(t) (left), Bode diagram of the identified model (right)

Figure 4. Validation of the identified model. The measured average waiting time of

resources mr(t) (red), the output of the identified model (blue), Input: md(t) (the first half

of samples has been used for model estimation while the second half for validation (left),

Error percentage histogram corresponding to the estimated model (right)

in our case) the obtained model is inaccurate (see Fig. 5). The primary reason for this is

the length of queues and the related long delays in the system. If the maximal length of

the customer queue is set to a smaller value, more accurate model is obtained. It can be

assumed that the accuracy of the obtained model is strongly influenced by the strength of

dependence between the two selected features.
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Figure 5. The measured average waiting time of resources mr(t) (red), the output of

the identified model (blue), Input: d(t). As it can be seen, the model is of low accuracy

which indicates weak relation between the used input-output variables (left), Bode diagram

corresponding to the model (right)

5. Example 2

The main goal was to model the number of entities in the queue of resources. The input

in this example is TS while the output the number of available resources waiting in the

queue. Let us consider the following system configuration:

• NR = 40

• Lq = 40

• Lc = 1000

• TS is an exponential random variable with mean E[TS ] = 3

• Arrival of customers: pseudo-random binary sequence (customer generation event is

triggered at rising and falling edges)

• Limit of simultaneously serviced customers: 40

The input signal can be followed in Fig. 6. It represents the duration of the servicing

assigned to a given demand over time. In the first part of this experiment – similarly to

the previous example – 200 input-output pairs have been used for model estimation. The

measured number of free resources over time together with the output of the identified

model can be followed in Fig. 7. The matrices of the obtained deterministic state space
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Figure 6. The input signal TS

model are as follows:

A =




0.41814 −0.080494 −0.28302
−0.27051 −0.86992 −0.066373
0.16624 −0.36498 −0.27266


 , B =



0.033479
0.014832
0.0090137


 ,

C =
[
−8.94 0.51886 −1.5867

]
, D =

[
0
]
, X =




0.77666
−0.31588
1.1808


 .

Figure 7. The measured number of free resources (red), output of the identified model

(blue), Bode diagram of the identified model (right)

In the second part of the experiment – also similarly to the previous example – only

the first 100 input-output pairs have been considered during the model estimation and
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Figure 8. Validation of the identified model. The measured number of free resources (red),

output of the identified model (blue) (left), Error percentage histogram corresponding to

the estimated model (right)

the rest 100 pairs have been used for validation. The obtained model nicely follows the

characteristics of the measured output in both cases (see Fig. 8). The error percentage

histogram in Fig. 8 well reflects the accuracy of the estimated model.

6. Queuing Systems in LPV Framework

In this section let us give a brief description how queuing systems can be described

by linear parameter varying models. It is clear that in complex queuing systems there

might be many parameters which may strongly affect the behavior of the whole system.

If we discretize the parameter space over a hyper-rectangular grid, for each grid point

a linear time invariant (LTI) model can be assigned. The global behavior of the system

can be obtained by ”blending” the local models properly. Depending on the number of

discretization points the number of identified local models might be significant, thus to

reduce their number by keeping the accuracy at acceptable level plays another important

task in this field [5]. Here the higher order singular value decomposition (HOSVD) plays

significant role [4].

Let us consider the following linear parameter varying (LPV) state-space model [5]:

(
ẋ (t)
y (t)

)
= S (p (t))

(
x (t)
u (t)

)
, (27)

where u (t) ∈ R
u stands for the system input, y (t) ∈ R

v represents the output of the sys-

tem and x (t) ∈ R
k denotes the state vector. Furthermore p (t) = (p1 (t) , · · · ,pN (t)) ∈

Ω,
Ω = [a1,b1]× [a2,b2]× · · · × [aN ,bN ] ⊂ R

N ,
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and

S (p (t)) =

(
A (p (t)) B (p (t))
C (p (t)) D (p (t))

)
∈ R

(k+v)×(k+u). (28)

S (p (t)) for arbitrary p(t) parameter vector can be expressed in tensor product form as

follows: (
ẋ (t)
y (t)

)
=

(
S⊠

N
n=1 w

T
n (pn)

)( x (t)
u (t)

)
, (29)

where vector wT
n (pn) ∈ R

In , n = 1..N , contains continuous and bounded func-

tions wn,in (pn) on interval [an,bn], in = 1..In. The (N + 2)-dimensional tensor

S ∈ R
I1×···×IN+2 contains the system matrices of linear time invariant vertex systems [5]:

Si1···iN = {Si1···iN ,α,β ,1 ≤ α ≤ IN+1,1 ≤ β ≤ IN+2}

Si1···iN ∈ R
IN+1×IN+2

Applying HOSVD on the first N dimensions of S we obtain the following:

(
ẋ (t)
y (t)

)
=

[(
D⊠

N
n=1 Un

)
⊠

N
n=1 w

T
n (pn)

]( x (t)
u (t)

)

(
ẋ (t)
y (t)

)
=


D⊠

N
n=1 Unw

T
n (pn)︸ ︷︷ ︸

w̃T
n
(pn)



(

x (t)
u (t)

) , (30)

where D stands for the core tensor, and functions w̃n,jn (pn) are the weighting functions

[5]In order to reduce the number of LTI vertex systems the rightmost columns of matrices

Un may be removed. Some recent applications related to LPV systems and TP model

transformation can be found in [11],[12].

7. Future work and Conclusions

In the present paper a queuing approach for modeling logistical processes has been

proposed. It was shown how the relation between parameters of such queuing models can

be identified on subspace basis. The results clearly reflect that in case of strong relation

between two system features the identified model nicely approximates the modeled system.

On the other hand if this relation is weak the identified model (based on the corresponding

input-output pairs) reflects significantly lower accuracy. In addition it was briefly shown

how complex logistical systems could be modeled on LPV basis by blending locally

identified linear models together. In our case the vertex systems stand for state space

models identified based on input-output data. These models are then embedded into tensor

representation and transformed into tensor product form. In such form model reduction

can also be directly executed.
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[5] Szeidl L, Várlaki P: HOSVD Based Canonical Form for Polytopic Models of Dy-

namic Systems. Journal of Advanced Computational Intelligence and Intelligent

Informatics, Vol. 13, No. 1, pp. 52–60. 2009.

[6] Nagy S, Petres Z, Baranyi P: TP Tool - a MATLAB Toolbox for TP Model Transfor-

mation. Proceedings of 8th International Symposium of Hungarian Researchers on

Computational Intelligence and Informatics, budapest, pp. 483–495, 2007.
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Abstract: The determination of the targets, the input, implicit and design parameter is 
very important part in the design optimization of the permanent magnetic 
synchronous (PMS) motors for electric vehicles. The connections were 
defined between them, investigations were made which assisted to the 
appropriate optimization. In this paper the researches for the design 
optimization are presented which define the targets correctly and describes 
the results of the calculations and simulations of the slot fill factor. 

Keywords: PMS motor, optimization, demagnetisation, slot fill factor, penalty function, 

electric vehicle 

1. Introduction 

It is important to aim to find the optimum of the specified parameters by the design of 
electric motors. Usually the target of the optimization is to minimise the losses. 

The objectives like minimum building size, total cost, induced voltage, demagnetisation 
and size of the permanent magnets will be important too if the electric motor will drive a 
vehicle [1-4]. 

In this paper those design methods will be introduced which were necessary to execute 
the optimization of permanent magnetic synchronous motors. 

2. The model of the PMS motor 

Permanent magnetic synchronous motor was used with outer rotor construction during 
the design and optimization process. The motor will drive vehicle so the design 
parameters were planned along these lines. The first input of the process is the required 
driving cycle. The operating points of the vehicle are determined from the driving cycle 
in view of the mass of the vehicle, the transmission and the diameter of the wheels [6]. In 
addition the maximum outer diameter of the rotor is knew before the design process which 
imply the building size of the motor. 

In this work the finite element software ANSYS Maxwell is used to design, calculate 
and simulate the models of the motor. The model of the motor is shown in Fig. 2. The 
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Design and Optimization Toolbox of Matlab is used to makes the optimization process 
with multi-objective genetic algorithm. The design parameters of the optimization are 
illustrated in Fig. 1: 

• tooth gap width (Bs0) 
• tooth tang depth (Hs0) 
• slot depth (Hs2) 
• air gap thickness 
• length of the stator 
• magnet gap 
• magnet thickness 
• number of turns 
• wire diameter 
• tooth width  (f) 
• rotor outer diameter 
• stator inner diameter 

 

Figure 1. Sizes of the slot 
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Figure 2. The 2D model of the motor-segment in ANSYS Maxwell 

Lower and upper limit values were given to these parameters. The rotor outer diameter 
was handled like an input of the optimization as the upper limit value. The teeth of the 
stator are parallel with each other because of the smaller cogging torque [12]. 

The next list includes the implicit parameters which were determined from the design 
parameters: 

• Wires of conductor 
• Slot width in the upper part (a) 
• Slot width in the lower part (c) 
• Rotor inner diameter 
• Stator outer diameter 
• Slot fill factor 
• Tooth gap width (Hs0) 

The connections between the parameters are determined with equations, for example 
the winding size could not be bigger than the slot. 

The targets of the optimization were to minimize the total losses, the weight of the 
motor and minimize the amount of the penalty functions. The calculation of the total loss 
was given by the next equations. The core loss (pc) is calculated from the amount of the 
hysteresis loss and the eddy current loss [5, 6].  

 pc = Khf|B|2 + Ke(f|B|)2  (1) 

where Kh is the hysteresis loss constant, Ke is the eddy current loss constant, B is the 
magnetic flux density and f is the sinusoidal varying frequency of B. The value of pc is 
calculated by ANSYS Maxwell. Kh and Ke are the parameters of the chosen material in 
the software.  

The winding loss was calculated according to this equation: 𝑃𝑃𝑤𝑤 = 3 � 𝐼𝐼2√2�𝑅𝑅𝑤𝑤𝑙𝑙 𝑁𝑁𝑁𝑁 (2) 

where I is the amplitude of the phase current, 𝑅𝑅𝑤𝑤 is the resistance of the wire, l is the 
length of the stator, N is the number of the turns, p is the pole number of the motor. 

The summarized loss is [6]: 

 Psum = Pw + ∫ pcV   (3) 

3. Determination of the penalty functions 

The results of a multi-objective optimization can be displayed graphically more 
beneficial in 2D if the number of the objectives are not higher than 3 [1]. For this the third 
objective of the optimization is to minimize the sum of the torque ripple and the 
demagnetisation.  
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These parameters were defined with penalty functions which can handle the limits of 
the parameters and can give penalty when the value is higher than the specified limit.  
These functions are the logistic functions (P(t)) which is shown in Fig. 3. 𝑃𝑃(𝑡𝑡) =

11+𝑒𝑒−𝑡𝑡   (4) 

 

Figure 3. The logistic function  

The limits were appointed by the definition of the penalty functions, the first is where 
the value of the given parameter is good (the penalty is close to 0) the other is where the 
value of the parameter is absolute incorrect (the penalty is close to 1). 

3.1. The penalty function of the cogging torque  

The torque of the motor is created by the interaction of the current which flows in the 
winding and the flux density distribution which was generated by the permanent magnetic 
rotor. As the flux density distribution and the stator currents change in time the torque 
which is constant in time is ensured for the motor, these were fitted to each other that the 
product of them is permanent. If it does not come into existence perfect there will be 
cogging torque. 

The cogging torque has vibration induced effect to the mechanical elements of the 
vehicles so it is necessary to keep it under a determined limit [12]. The two limits of the 
logistic function are defined by the experience of the motor design and the literature 
research to 2,5% and 5%. 

3.2. The penalty function of the demagnetization 

The demagnetization curve is the part of the hysteresis loop curve where the magnetic 
flux density (B) is positive and the magnetic field intensity (H) is negative. This curve is 
important because the operation point of the built-in magnetized permanent magnet 
moves in the demagnetisation part of the hysteresis loop. 
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Figure 4. Hysteresis loop [7] 

One of the important points is the remanent magnetic flux density (Br). It is the 
magnetic flux density which corresponds to zero field intensity. If it increases the flux 
and the inducted voltage of the motor get larger. The other point is the coercive field 
strength (Hc) which releases the magnetic flux density to zero in the open-loop magnetic 
circle permanent magnet [8, 9, 13]. 

The remanent magnetic flux density and the coercive field strength are temperature-
dependent values. If the temperature of the magnet transcended the specified limit the 
operation point of the magnet can slide down from the linear part of the demagnetization 
curve. After that the original magnetic flux density is not insured to get back to room 
temperature only if it will be magnetise again. The target is avoid the work in the linear 
part. 

 

Figure 5. Demagnetisation curves and their variations with the temperature for sintered 

NdFeB [9] 
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The maximum operation temperature was specified like an input parameter of the 
optimization. Thereto the insulation class of the winding materials was considered and 
proportion the permanent magnet to this temperature. 

The temperature-dependence can be chosen of the magnet material in ANSYS 
Maxwell. These data are in the catalogue of the magnet factories. These parameters are 
the temperature coefficient of the remanent magnetic flux density (RTCBr) and the 
temperature coefficient of the coercitive field strength (RTCHc) [8, 9, 13]. 𝐵𝐵𝑟𝑟(𝑇𝑇) = 𝐵𝐵𝑟𝑟20 �1 − 𝑅𝑅𝑅𝑅𝑅𝑅𝐵𝐵𝐵𝐵(𝑅𝑅−20)100 �  (5) 

where Br(T) is the remanent magnetic flux density in the specified maximum operating 
temperature, Br20 the remanent flux density in room temperature (catalogue data), T is the 
specified maximum working temperature [9]. 

Hc(T) = Hc20 �1 − RTCHc(T−20)100 � (6) 

where Hc(T) is the coercive field strength in the specified maximum working 
temperature, Hc20 is the coercive field strength in room temperature (catalogue data) [9]. 

The values of the remanent magnetic flux density and the coercive field strength in the 
maximum operating temperature should be considered at the same time. So the optimizer 
has to give penalty to the demagnetisation to the member of the optimization if the Br(T) 
is higher and Hc(T) is lower than the calculated values. 

4. Simulations to determinate the slot fill factor 

Currently the slots were handle with double layer winding. It reduces the cogging 
torque of the motor [10]. The insulation class of the winding materials are H (180 °C). 
During the reeling a slot liner is placed first in the slots, which thickness is 0.31 mm. The 
slots are closed with a slot wedge which is usually from bakelite material by this shape 
of slots. The thickness of it is 1 mm and it is placed under the tooth tang. The shape of 
the slots is trapeze, like in the Fig. 1. The sizes of the slot (a, c, Hs2) change because of 
the slot liners and slot wedge. This area is calculated for each of the optimization’s 
member. 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =

𝑎𝑎−(2∙0.31)+𝑐𝑐−(2∙0.31)2 (𝐻𝐻𝑠𝑠2 − (2 ∙ 0.31 + 1)) (7) 

Round enamelled copper wires are used which are placed in the slots like in the 
schematic drawing in Fig. 6. When the wires are placed next to each others there are 
losses which are air. So a round wire occupies a hexagonal area in the slot. 

 

Figure 6. Round copper wires in the slot 
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In theory the slot fill factor can be better with wires with smaller diameter. Smaller 
current can flow across the smaller diameter wire because the resistance is bigger, so the 
winding losses will be bigger too. Therefore the software controls the winding losses 
according to the eq. (2) after it chose the size of the wire. 

Table 1. The data of the wires [11] 

Effective diameter Enamelled diameter DC resistance at 20 

°C [Ω/m] 
0.5 0.584 0.0871 

0.53 0.738 0.07748 
0.56 0.779 0.06940 
0.6 0.823 0.06046 

0.63 0.876 0.05484 
0.67 0.928 0.4848 

The slot fill factor was considered during the optimization like one member has the 
values a, c, Hs2. The software calculates the slot area with slot liner and slot wedge (TslotV) 
and without them too. Afterwards it calculates the maximum reachable slot fill factor. 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =

𝑎𝑎+𝑐𝑐2 𝐻𝐻𝑠𝑠2  (8) 𝑘𝑘 = 0,9075
𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑠𝑠𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡  

𝑅𝑅𝑤𝑤𝑅𝑅𝑤𝑤𝐸𝐸  (9) 

where k is the maximum slot fill factor, TwE is the area of the enamelled wire, Tw is the 
effective area of the wire. The multiplier 0.9075 is the proportion of the areas of the circle 
and the hexagon. 

After the software calculated the maximum slot fill factor it starts to determinate the 
number of wires per set with observance the number of turns (N) and specifies the real 
slot fill factor: 

 𝑛𝑛𝑛𝑛 =
𝑇𝑇𝑠𝑠𝑙𝑙𝑠𝑠𝑡𝑡𝑠𝑠

2 𝑇𝑇𝑛𝑛𝐻𝐻 𝑁𝑁 
  (10) 

𝑘𝑘𝑣𝑣 =

𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑠𝑠𝑇𝑇𝑤𝑤𝑤𝑤 ∙𝑅𝑅𝑤𝑤𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡  (11) 

where nw is the number of wire per set TwH is the hexagonal area of the wire which was 
calculated from the area of the enamelled copper wire, kv is the real slot fill factor. The 
multiplier 2 comes from the double layer winding in eq. (10). 

To the more precise value of the slot fill factor more simulations were made in the finite 
element software Infolytica to get the slot fill factor and wire diameters pairs. The fill 
factor was calculated for the different wire diameters and the results were compared. The 
simulations and the calculations were made for two different slot sizes, with double layer 
winding. The number of turns was 7 in both of the cases. 

The software needed the value of the wire effective diameter and the number of wires 
per set. The table (see Table 2.) contains the wire sizes which were used during the 
comparison.  

83 



B. Kollár – Acta Technica Jaurinensis, Vol. 8, No. 1, pp. 77-87, 2015 

Table 2.  Diameters of the wires [11] 

Wire diameter 

Effective Enamelled 

0.500 0.584 
0.530 0.738 
0.560 0.779 
0.600 0.823 
0.630 0.876 
0.670 0.928 
0.710 0.980 
0.750 1.032 
0.800 1.083 
0.850 1.145 
0.900 1.209 
0.950 1.271 
1.000 1.343 
1.060 1.415 
1.120 1.498 
1.180 1.600 
1.250 1.701 
1.320 1.804 
1.400 1.908 
1.500 2.012 
1.600 2.113 
1.700 2.237 
1.800 2.358 
1.900 2.482 
2.000 2.625 
2.120 2.778 
2.240 2.930 
2.360 3.132 

The slot fill factor was calculated according to the eq. (9). The results are in Fig. 7. and 
Fig. 8.  
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 Figure 7. The slot fill factor results for the slot area 181,6 mm2 

  

  Figure 8. The slot fill factor results for the slot area 220,5 mm2  

The calculated slot fill factor values are almost the same by the two slot sizes, the 
difference is marginal by the bigger slot size, the shapes of the curves are very similar. 
The simulated results are almost similar by the slot sizes but the main value of simulated 
fill factors by the bigger slot is 6% higher.  
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It would be useful to fill the slot with double layer windings with the same number of 
turns by different wire diameters and complete these results with the real values. 

Conclusion 

In these researches the design was focused during the optimization to build the model 
correctly with the aware describing of the results. The optimization process varies the 
value of the parameters in wide ranges therefor it points out such kind of parameter 
combinations which were not expect during the design. The target was to make a general 
model of the outer rotor PMS motor and describe them prudently to use the model to give 
make good solutions for the different applications. 

Later the optimization will be enlarged with better consideration the thermometric 
behaviour of the motor. The other plans are to complete the penalty function with the 
inducted voltage and to continue the investigation of the slot fill factor with check and 
complete the results with a real winding measurement.  
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Abstract: For manufacturing companies growing customer expectations, shortening 

product life cycles and increasing product variant numbers mean great 

challenges. Overcoming these is a major task for production planning, 

which is responsible for coordinating all business processes directly related 

to manufacturing. This paper presents important activities of production 

planning giving an integrative overview, and presents the digital factory 

concept with special attention to problems and their possible solutions. It 

concludes with challenges still waiting to be resolved and future 

development trends. 

Keywords: production planning, digital factory, manufacturing process optimization 

1. Introduction 

Today’s rapidly changing business environment with ever increasing customer 

expectations creates great challenges for manufacturing companies: they must quickly 

adapt their products, manufacturing processes and even their technologies to current 

demands and new technical solutions. Failing to do so may result in a loss of market 

share and eventually in financial troubles since manufacturing happens to be their most 

expensive and time-consuming activity. 

Developing, testing and introducing new production processes and technologies is a 

major task of production planning. Production planning is a planning and coordinating 

activity embracing the entire manufacturing process: it involves not only planning but 

also keeping close contact with machine and technology suppliers, quality managers and 

manufacturing engineers in order to control and support the whole manufacturing 

process. 

On this department hinges to a great extent the competitiveness of manufacturing 

companies. Not only technical constraints have to be considered here, but time, quality 

and economic factors as well. Production planning must ensure that the company carries 

out its manufacturing operations with modern and appropriate technology and well-

trained workforce through effective and efficient processes. 
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The digital factory concept is an integrated approach in production planning, using 

various tools to enhance the design and manufacturing processes of products. It can be 

also seen as a business initiative that aims to manage information and collaboration in 

order to solve manufacturing problems and facilitate volume and variant production, 

which are determining factors in decreasing costs and increasing sales revenue [1].  

2. Production planning in general 

Production planning is a complex activity bridging the gap between product design 

and production and involves all activities related to setting up a production system with 

all the resources and processes [2]. The benefits from a good product design can be lost 

easily if delays or cost overruns occur in production due to inefficient, expensive and 

unpredictable manufacturing processes. 

Production costs are determined mostly by product characteristics but production 

process properties also have a significant impact. Since there is a constant price pressure 

in the market, cost cutting measures have to start in the product design phase, but then 

production processes must be planned with cost-consciousness as well [3].  

Manufacturing companies must therefore steadily develop flexible and efficient 

production processes. New methods and production techniques must be introduced 

constantly to keep pace with external developments and satisfy the customer needs for 

customized and personalized products, faster deliveries, better service offerings and so 

on. 

In sections 3-6 major parts of production planning (product engineering, production 

engineering, logistics optimization, operative production control) are examined in a 

more detailed way with special attention to the digital factory concept. Section 7 

reviews challenges and difficulties in the implementation of the digital factory concept 

and gives a short description of a promising new type of manufacturing execution 

systems: the holonic manufacturing execution system. 

3. Product engineering 

The increasing involvement of customers in the design (or even in the concept phase) 

of the product they are going to purchase requires a stronger collaboration between 

design and marketing people, customers and suppliers through co-development or 

simply through web interfaces [4]. This customization or even personalization coupled 

with other services is more and more important in satisfying individual customer needs. 

The consequence of this co-design or co-creation is a growing number of variants and 

thus increasing complexity on the production lines. There are however design principles 

to tackle this problem, like modularization and product families. Products are often built 

from standardized modules whose designs are reused and updated. A product family is a 

group of similar products from similar components, which can be built on flexible 

production lines with minimal setting modifications [5]. 

The digital factory concept strives to streamline and optimize this complex product 

engineering process through various IT tools, like CAD systems which also allow 

collaboration among all teams working on product design and manufacturing. Perhaps 
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the most important element of product engineering is product lifecycle management 

(PLM). 

PLM aims to manage all aspects of product engineering from design inception 

through manufacturing and maintenance to its disposal. It helps to enforce company 

specific engineering workflows, what can increase product flexibility, facilitate design 

and manufacturing concurrency through reuse of components, avoid design flaws as 

early as possible, enable collaboration among design and manufacturing engineers, 

suppliers and other partners, and integrate different IT tools into a coherent process [6]. 

4. Production engineering 

Production engineering or production planning focuses on the optimization of 

manufacturing processes. It encompasses numerous elements from layout design 

through material flow optimization, production line and process optimization to the 

simulation of machine operations. The general objectives are to shorten time-to-market 

and time-to-volume, improve production efficiency through optimizing necessary 

investments in machines, buffer levels and scrap ratio. 

Computer planning, modelling and simulation techniques enable a thorough and 

detailed analysis that ensure that design problems and waste in production processes are 

discovered before the company ramps up for production and also help to start efficient 

volume production sooner. 

4.1. Layout planning 

There are special CAD tools for factory layout planning where a detailed factory 

model with all its production lines can be built from predefined elements (conveyors, 

cranes, containers and even machines). With three-dimensional objects a 3D factory 

model is the result, enabling virtual walks, measurements and inspections in a not yet 

existing factory. 

 

Figure 1. HLS 3D layout (preliminary, detailed, final plans) [7] 
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3D modeling facilitates earlier design changes for a machine or the production line (if 

necessary), and in this way modeling enables the timely and cost efficient 

implementation of projects (see Fig. 1). 

4.2. Simulation of production processes 

Simulation is a crucial part of digital manufacturing and is used as a planning aid for 

analyzing and planning complex manufacturing and logistics systems. The rather static 

view of the planned factory or production line in the CAD system can be extended by 

simulation software. Simulation can create a dynamic view of the production process 

based on machine parameters (e.g. loading, unloading and processing times) and 

material flow parameters (distances, frequencies etc.). 

These simulation models allow the analysis of production line variants, what-if 

analyses and thus help to optimize material flow, resource utilization and logistics 

before even investing in the components of the new production line. Bottlenecks and 

problems can be detected in advance avoiding costly corrections during volume 

production. Simulation models can also be used to optimize an already running 

production line trying out planned measures in a virtual reality.  

4.3. Simulation of manufacturing operations 

Simulation of manufacturing operations means to simulate operation steps in 

processing NC/CNC machines and robotic workcells in order to calculate operating 

cycle times, error rates, resource utilization, work-in-process and buffer sizes. It also 

enables to detect collisions of manufacturing instruments or robots. Robotic work cells 

are complex equipment where the kinematics of robot components should be analyzed 

to generate optimal sequence of operations, avoid collisions and check whether robotic 

arms can reach the points of products to be processed. These tools can greatly help and 

accelerate the creation of robot programs [6]. 

4.4. Simulation of human resources 

Today there are software tools even for simulating manual operations performed by 

human operators in order to optimize execution times and prevent work-related injuries. 

These software tools support the detailed design of operations, calculate execution time, 

make ergonomic analyses and generate work instructions. 

5. Logistics optimization 

The optimization of production systems is a very complex multi-criteria decision-

making task encompassing layout optimization, fine-tuning of certain system 

parameters and generating production program [9]. On a strategic level the whole 

supply chain must be considered since it is an interdependent network of business 

partners and its characteristics may heavily influence tactical and operational decisions. 

Layout optimization means the exact configuration of production line components 

(machines, conveyors, containers etc.) This activity was already mentioned in the 

previous section about production engineering since it is subject to technical constraints 
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before logistical ones and should be decided early upon because major changes can 

prove quite costly afterwards. 

Fine-tuning of parameters involves selecting optimal production and logistical 

characteristics of the production system, e.g. number of production and logistics 

employees, number and type of forklift trucks, inventory levels, frequency of deliveries 

from or to the warehouse etc. [9] These parameters can be modified more or less easily 

even in a running system, unlike configuration changes for an already existing 

production line. 

 

Figure 2. Objectives in production logistics [10] 

When generating actual daily or weekly production programs decisions must be made 

which order to be processed on which production line/machine (mapping) and in which 

sequence and time (sequencing and scheduling). The production program has a high 

impact on delivery time and delivery reliability, which are important buying criteria 

beside price and quality. High delivery reliability and short delivery times require high 

schedule reliability and short throughput times, and logistics costs should also be 

optimized as Fig. 2 shows [10]. 

These logistics objectives are conflicting (it is called the scheduling dilemma) since it 

is not possible to maximize the utilization of a system while also minimizing throughput 

times. High utilization demands higher work-in-progress levels, which lead to longer 

throughput times, and also reduce schedule reliability. Hence a rational trade-off must 

be reached between these objectives to ensure a satisfactory level for all of them [10]. 

These decisions can be optimized using methods from operations research and it can 

be shown that many resource allocation problems can be formulated as special Markov 

decision processes [11]. Markov decision problems can be solved by dynamic 

programming, which solves complex problems by breaking them down into simpler sub 

problems. 
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6. Operative production control 

Production management system ensures that the planned production program is 

properly executed on the shop floor and enables capturing and sharing real-time 

manufacturing data for control and analysis. This system helps to improve order 

allocation on production lines, to make necessary program adjustments more easily, 

improve quality, reduce work-in-progress and scrap costs and creates better 

transparency about production processes [6].  

Product and production tracking technologies (e.g. RFID technologies) can 

automatically gather data and provide a detailed real-time perspective about 

manufacturing and logistics operations [12]. The real-time data from the shop floor 

about operations, equipment status, scrap products, work-in-progress levels enables 

rapid problem detection and intervention in production processes, supports various 

analyses for improving efficiency and helps to create more realistic simulations. 

The products themselves can become important control elements but this requires 

steady access to their relevant properties stored on their RFID chips. The Internet of 

Things (IoT), a relatively new paradigm means “connectivity to anything anytime” [13]. 

It integrates several technologies: identification and tracking, wired and wireless sensor 

and actuator networks, embedded intelligence for smart objects. The Internet of Things 

may revolutionize manufacturing processes and help to realize the full potential of the 

digital factory concept. The ultimate goal is to create manufacturing systems whose 

elements have cognitive capabilities [14]. 

7. Challenges and future developments in production planning 

A key prerequisite for the digital factory concept is the integration of IT tools 

supporting product design, production engineering and planning, simulation and shop 

floor control. It can be mostly accomplished by data integration via a central data 

warehouse, but it also requires interoperability between various software components 

and networks, and information transparency across different business partners and their 

IT tools. This integration and sharing of information links the enterprise resource 

planning system and other planning systems to the operative production control system 

and this system to the network of machines, sensors and actuators on the factory floor. 

These linkages are the essence of the digital manufacturing concept [15]. 

However these IT tools in the developmental, design, and planning stages are so 

numerous, and often differ from company to company across the supply chain, that 

creating all the necessary interfaces is an almost impossible and very costly task. The 

required standardized networking of these tools is therefore hardly feasible. In addition 

to this problem of compatibility the problems of version and data management should 

be solved as well. These difficulties nevertheless generate a strong motivation to create 

industry-independent open standards and frameworks. These standards with the 

potential benefits inherent in the paradigm of the Internet of Things may overcome the 

difficulties mentioned above and fully realize the digital factory concept. 

There is much research on a new type of manufacturing execution system called the 

holonic manufacturing execution system. Its coordination and control mechanisms are 

inspired by natural systems, i.e. food foraging behavior in ant colonies [16]. This 
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control by distributed intelligence or swarm intelligence is very different from 

hierarchical control structures in traditional systems, and it can be realized using IoT 

technologies. 

The holonic system is based on holons, which are single independent units (similar to 

agents) communicating with each other, thus also functioning as parts of a larger 

system. In the PROSA system architecture three types of holons (product holon, 

resource holon and order holon) have been defined. Resource holons describe the 

manufacturing resources containing data about manufacturing physics and all necessary 

control systems. These holons are responsible for resource scheduling and allocation. 

Product holons are abstractions of products with product design and product 

manufacturing information. Order holons represent orders for products. The three types 

of holons together establish a distributed intelligence system for manufacturing control 

[16]. 

These systems are still under development but promise numerous benefits. They show 

a fractal design, which repeats itself on the various levels of a production network, 

lending scalability, robustness and high adaptability to manufacturing control. 

8. Conclusion 

Production planning plays a crucial role in the competitiveness of manufacturing 

companies and it might gain even greater significance in the future as digital factory 

concept and the Internet of Things paradigm unfolds. It is almost an art to create large 

and complex manufacturing systems from people, machines, materials and processes. 

These systems have to be not only efficient but also robust and adaptable. Building such 

systems requires a holistic view with steady learning and incessant developing because 

technology progresses rapidly while customer needs are also changing.  

Embracing new concepts, methods and technologies, however, brings no automatic 

benefits. These tools must be tuned to a company’s specific methods of operation, 

integrated into its business processes and aligned with its goals and objectives to realize 

their full potential. 
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