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Abstract.
In this paper an application of the well-known matrix method to an

extension of the classical logic to many-valued logic is discussed: we con-
sider an n-valued propositional logic as a propositional logic language
with a logical matrix over n truth-values. The algebra of the logical ma-
trix has operations expanding the operations of the classical propositional
logic. Therefore we look over the  Lukasiewicz, Post, Heyting and Rosser
style expansions of the operations negation, conjunction, disjunction and
with a special emphasis on implication.

In the frame of consequence operation, some notions of semantic con-
sequence are examined. Then we continue with the decision problem and
the logical calculi. We show that the cause of difficulties with the notions
of semantic consequence is the weakness of the reviewed expansions of
negation and implication. Finally, we introduce an approach to finding
implications that preserve both the modus ponens and the deduction
theorem with respect to our definitions of consequence.
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1 Introduction

The construction of propositional logics can follow several methodological
ways. The algebraic method is fundamental and also prior to any others. One
such an algebraic tool for constructing a logic is the logical matrix method.
We begin with a brief survey of related notions and notations. After defining
the notion of consequence operation, we show that the semantic consequence
for the classical propositional logic generates a consequence operation. Later,
we outline the conventional axiomatic treatment of logic for a given logic lan-
guage. Here, we prove that the usual derivation notion is also a consequence
operation.

After this, we discuss the n-valued propositional logics (n > 2). It is desir-
able to obtain an algebraic structure close to a Boolean algebra by expansion
of the classical logical matrix to n values. Here, we define two notions of se-
mantic consequence, and prove that both are consequence operations. Because
the usual expansion of conjunction is the minimum unanimously, and the ex-
pansion of disjunction is the maximum in the same way, we deal only with the
 Lukasiewicz, Post, Heyting and Rosser style expansions of implication.

Finally, we look for a suitable implication for a general consequence notion
such that both the modus ponens and the deduction theorem remain valid.

2 Logical matrices

Let U be any nonempty set. A mapping o : Um → U, defined on the Cartesian
product of m copies of U, with values in U, is called an m-argument (or an
m-ary) operation in U (for m = 0, 1, . . .). By an algebra we mean a pair
〈U, (o1, o2, . . . , ok)〉 (k ≥ 1), where U is a (nonempty) set, called the universe
of the algebra, and each oj is an mj-argument operation over U. A tuple
(m1,m2, . . . ,mk) associated to the operations is called the signature of the
algebra.

We consider an arbitrary logic language L = 〈V, (c1, c2, . . . , ck) , F〉, where
V is the set of propositional variables; c1, c2, . . . , ck are logical connectives; F
is the set of formulas generated by the variables and the connectives in the
standard way. At the same time, the set F of the formulas can also be regarded
as the universe of an algebra with concatenation operations induced by the
connectives. If we can connect mj formulas with the connective cj, the induced
operation has mj arguments, and the signature of the algebra freely generated
by V is (m1,m2, . . . ,mk). This algebra is a logic language algebra.

A logic system is semantically determined, if we have an interpretation no-
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tion in the sense that every formula has some truth-value with respect to each
such interpretation. A basic assumption in classical logics is the principle of
compositionality: the truth-value of a compound formula is a function of the
truth-values of its immediate subformulas (every formula represents a function
into the set of truth-values). Hence the most essential semantical decision is
the determination of the operations over the truth-value set which character-
izes the connectives. Later, the algebraic structure of the truth-value set will
play an important role.

Definition 1 [5] By a logical matrix M for a logic language algebra L with a
signature (m1,m2, . . . ,mk) we mean a triple

〈U, (o1, o2, . . . , ok) , U∗〉 ,

where 〈U, (o1, o2, . . . , ok)〉 is an algebra with the signature (m1,m2, . . . ,mk),
and U∗ is a nonempty subset of U. U is the set of truth-values, the elements
of U∗ are called designated truth-values.

After this, we define the semantics as a correspondence between the set of
connectives and operations using the signature. This is followed by an inter-
pretation I : V → U. The interpretation I can uniquely be extended to a
homomorphism (called a valuation of formulas) from the set of formulas F to
the universe U:

(a) |v|I = I(v) for v ∈ V;

(b) |cj(α1, . . . , αmj
)|I = oj(|α1|I, . . . , |αmj

|I) for every mj-ary connective cj
and for all α1, . . . , αmj

∈ F.

In every interpretation, a truth-value is assigned to a formula, depending
on the truth-values assigned to the variables occurring in the formula. Thus, a
formula expresses a truth-function Un → U (an n-variable operation over U).
If we want to handle every potential truth-function with the logic language,
then the set of operations in the logical matrix should be functionally com-
plete. We say that a set of operations is functionally complete, when every
truth-function Un → U can be expressed by a formula using only the logical
connectives corresponding to these operations.

Now, a notion of partial interpretation Ip : V ′ → U (V ′ ⊆ V) is convenient.
If V ′ = V, the partial interpretation Ip is a (total) interpretation. And, if
the domain of Ip contains all the variables occurring in a set X of formulas,
then Ip is total with respect to X. Sometimes later, it is simpler to handle an
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(partial) interpretation Ip as a relation Ip ⊆ V ×U, where for all pair (v1, u1)
and (v2, u2) in Ip, if u1 6= u2, then v1 6= v2. In this notation, we can formalize
an extension of the partial interpetation Ip to the variable v /∈ Dom(Ip) with
Ip ∪ {(v, u)}, where u ∈ U.

In order that a logic language and its matrix can become a logic system,
the consequence notion and the decision problem are inevitable. In [7], Tarski
developed an abstract theory of logical systems. He introduced a finitary clo-
sure operation on the sets of formulas, called consequence operation. Let P(F)
denote the power set of F.

Definition 2 The consequence operation Cn : P(F)→ P(F) in L is an opera-
tion which satisfies the following conditions for any X, Y ⊆ F and α,β ∈ F :

(1) X ⊆ Cn(X) ⊆ F;

(2) if X ⊆ Cn(Y) then Cn(X) ⊆ Cn(Y);

(3) if α ∈ Cn(X) then there exists a finite set Y such that Y ⊆ X and
α ∈ Cn(Y).

Note that Cn(Cn(X)) ⊆ Cn(X) holds for every consequence operation, because
Cn(X) ⊆ Cn(X) and (2).

Let α be a formula and let X be a set of formulas. The decision problem is
to decide whether α ∈ Cn(X).

To sum it up, by a propositional logic we mean a quadruple

〈L,M, In, Pr〉 ,

where L is a logic language algebra, M is a logical matrix for L, In is the set
of interpretations of L, Pr is a consequence operation.

Example 3 A classical two-valued propositional logic (CPL) is a quadruple〈
L,M, In, Pr ′

〉
,

where

(a) L is a language algebra 〈V, (¬,∧,∨) , F〉 with signature (1, 2, 2).

(b) M is a logical matrix 〈{0, 1} , (¬ ′,∧ ′,∨ ′) , {1}〉, where the values 0 and 1
are truth-values, 1 stands for true, 0 stands for false. The operation ∧ ′

is the classical conjunction (minimum), ∨ ′ is the classical disjunction
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(maximum), and ¬ ′ is the classical negation. This operation set is func-
tionally complete. (We remark, if we use the definition x ⊃ ′ y
 ¬ ′x∨ ′y
in M, the set {¬ ′,⊃ ′} is also functionally complete.)

The structure 〈
{0, 1} ,

{
¬ ′,∧ ′,∨ ′

}
, 0, 1

〉
yields a Boolean algebra. The set {0, 1} is the universe of the Boolean
algebra, the operations ∧ ′ and ∨ ′ are lattice operations, the unary oper-
ation ¬ ′ is the complementation, and 1 is the unit, 0 is the zero element.

(c) In = {I | I : V → {0, 1} is an interpretation of L}.

(d) Pr ′ is the usual semantic consequence: α ∈ Pr ′(X) if and only if |α|I = 1,
whenever |β|I = 1 for every formula β in X.

Next, we verify that Pr ′ is a consequence operation.

Proposition 4 Pr ′ satisfies the conditions (1)-(3) in Definition 2.

Proof.

(1) is obvious.

(2) Let InX be the set of interpretations, where |β|I = 1 for every formula β
in X. If elements of X are consequences of Y, then InY ⊆ InX. Whereas
InX ⊆ InPr ′(X), thus InY ⊆ InPr ′(X).

(3) If α ∈ Pr ′(X), then InX ∩ In¬α = ∅. Because of compactness theorem in
CPL, if InX ∩ In¬α = ∅, then there exists a finite set Y such that Y ⊆ X
and InY ∩ In¬α = ∅ also. Thus, Y is a finite subset of X and α ∈ Pr ′(Y).

�

3 Axiomatic treatment of logics

Another method to construct logics is the axiomatic (syntax-based) way. Let
L be a logic language with the set F of formulas.

Definition 5 A finite subset A of formulas is called an axiom system.

Definition 6 A rule over F is a nonempty relation

r ⊆ {(α1, . . . , αm, α) | α1, . . . , αm, α ∈ F} .
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Definition 7 Let A be an axiom system, R a set of rules and X any set of
formulas. A formula α is derived from X if there is a finite sequence of formulas
α1, . . . , αk such that

(1) αk = α, and

(2) for each i (1 ≤ i ≤ k), either αi ∈ X ∪A, or there exist indices i1, . . . , il
smaller than i such that (αi1 , . . . , αil , αi) ∈ r for some rule r ∈ R.

Proposition 8 Pr∗ : X → {α | α is derived from X} satisfies conditions (1)-
(3) in Definition 2.

Proof.

(1) is obvious.

(3) can be seen easily. If α ∈ Pr∗(X), the derivation of α is a finite sequence
of formulas. Let Y be the set of formulas of X occuring in this derivation.
Clearly, α can be derived from Y, as well.

(2) If α can be derived from X, because of (3), there is a finite Z ⊆ X such
that α can be derived from Z. But every element of Z can be derived
from Y, i.e. from some finite subset of Y. If we concatenate the derivations
of the elements of Z from Y and furthermore, we add the derivation of
α from Z to it, then the result is a derivation of α from Y. Herewith,
condition (2) holds. �

Informally, a propositional logic is axiomatically given by

〈L,A, R, Pr∗〉 ,

if its language algebra L is specified, an axiom system A is fixed, a finite set
R of derivation rules is specified and Pr∗ is the consequence operation.

An axiomatically given propositional logic (calculus) 〈L,A, R, Pr∗〉 is said to
be (strongly) adequate for a propositional logic 〈L,M, In, Pr〉 if their conse-
quence operations are the same.

Example 9 By a classical propositional calculus we mean a quadruple

〈L∗, A, R, Pr∗〉 ,

where
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(a) L∗ is the free language algebra 〈V, (¬,⊃) , F〉 with signature (1, 2);

(b) the axiom system A consists of the axioms

{α ⊃ (β ⊃ α), (α ⊃ (β ⊃ γ)) ⊃ ((α ⊃ β) ⊃ (α ⊃ γ)),
(¬α ⊃ β) ⊃ ((¬α ⊃ ¬β) ⊃ α) } ;

(c) the set R contains the single derivation rule

α,α ⊃ β
β

;

(d) and Pr∗ : X→ {α | α is derived from X} is the consequence operation.

The classical propositional calculus 〈L∗, A, R, Pr∗〉 is adequate for the classical
propositional logic 〈L∗,M∗, In, Pr ′〉, where M∗ is a logical matrix for L∗.

4 Propositional many-valued logics

By the literature [1], [2] and [3], a non-classical logic may be an extended logic
and/or a deviant logic. ”Extended logics expand classical logic by additional
logical constructs. For example, in modal logic modal operators are added to
classical logic to express modal notions. In contrast, deviant logics are rivals
to classical logic that give up some classical principles. In many-valued logics,
we allow for many truth-values instead of two truth-values (we give up the
principle of bivalence)”. This deviation leads to the extension of the operations
of the classical two-valued logic. An operation is extended if, whenever the
arguments are classical truth-values, the result has the same truth-value as
it does in classical logic. ”In this sense, classical logic can be thought of as a
special case of many-valued logic.”

Let Un be a set of truth-values {0, 1, 2, . . . , n− 1} (n ≥ 2). Formally, we can
define a propositional many-valued logic (MVPL) as a quadruple

〈L,M, In, Prn〉 ,

where

(a) L = 〈V,Con, F〉 is a language algebra with a signature σ.

(b) M = 〈Un, Op,U∗n〉 is a logical matrix for L, where 〈Un, Op〉 is an algebra
over Un with the signature σ, as well. Moreover, let S ∈ Un. Then
U∗n = {S+ 1, . . . , n− 1} is the set of the designated truth-values, and
0, 1, . . . , S are called non-designated ones.
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(c) In = {I | I : V → Un is an interpretation of L}.

(d) Prn : P(F)→ P(F) should be a consequence operation.

Now, we look for a consequence operation.
Let L = 〈V,Con, F〉 be a language algebra and let M = 〈Un, Op,U∗n〉 be a

logical matrix for the language L.

Definition 10 A formula α is a weak semantic consequence of a set X of
formulas, denoted as

X |=S α,

if for any interpretation in which the truth-value of every formula β ∈ X is
designated, the truth-value of α is also designated. If X is the empty set, we
have no constraint for the interpretations. Thus, α is said to be an S-tautology
(∅ |=S α) if the truth-value of α is designated for every interpretation.

We can give a more rigorous notion of the consequence relation if we also
take the extent of truth-values of formulas into consideration.

Definition 11 A formula α is a strong semantic consequence of a set X of
formulas, denoted as

X |=S∗ α,

if for any interpretation in which the truth-value of every formula β ∈ X is
designated, the truth-value of α is also designated with at least the same truth-
value as the minimum of the truth-values of formulas in X in the underlying
interpretation.

We need some further notions and a lemma to discuss simply the character-
istic of the consequence relation.

Definition 12 Let a partial interpretation Ip be a total interpretation with
respect to the set X∪ {α} of formulas. X is appropriate for α in Ip if the truth-
value of α is not less than the minimum of the truth-values of formulas in X,
whenever this minimum is designated.

Definition 13 X is finitely bad for α with respect to a partial interpretation
Ip if for all finite subsets Y of X there exists an extension of Ip in which Y is
not appropriate for α.
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Lemma 14 If X is finitely bad for α with respect to a partial interpretation Ip
and the variable v has no value in Ip yet, then there is some j ∈ Un such that
X is also finitely bad for α with respect to the partial interpretation Ip∪ {(v, j)}.

Proof. Otherwise, X is not finitely bad for α with respect to any partial
interpretation Ip ∪ {(v, i)} (i ∈ Un). So for all i, a finite subset Yi of X would
exist such that Yi would be appropriate for α in all of the total extensions of
Ip∪ {(v, i)}. Thus, ∪n−1i=0 Yi is a finite set and appropriate for α in all of the total
extensions of Ip. It means that X is not finitely bad for α with respect to a
partial interpretation Ip. It is a contradiction. �

Proposition 15 PrnS : X → {α | X |=S α} and PrnS∗ : X → {α | X |=S∗ α} are
consequence operations.

Proof.

(1) is obvious.

(2) For every interpretation I ′, where q = minα∈X |α|I ′ > S, |γ|I ′ ≥ q holds
for any γ ∈ PrnS (X). Now, let I be an interpretation, where |β|I > S for
every formula β in Y, and let p be minβ∈Y |β|I. According to condition
X ⊆ PrnS (Y), we get |α|I ≥ p > S for every α ∈ X. Thus, I is an inter-
pretation, where |γ|I ≥ p holds for all γ ∈ PrnS (X). It means, we have
PrnS (X) ⊆ PrnS (Y).

(3) Now, let α be a strong consequence of X. Then α is also a weak conse-
quence of X. Let us define a special kind of negation:

¬x


{
0 if x ∈ U∗n ,
(n− 1) otherwise

Moreover, let InX contain all the interpretations in which every formula
in X has a designated truth-value.

It is clear that X |=S α if and only if InX ∩ In¬α = ∅. Because of the
compactness theorem in MVPL (see in [4]), if InX∩In¬α = ∅, then there
exists a finite set Y0 such that Y0 ⊆ X and InY0 ∩ In¬α = ∅.
Thus, Y0 is a finite subset of X and Y0 |=S α. It means, that for any inter-
pretation in which the truth-value of every formula in Y0 is designated,
the truth-value of α is also designated. At the same time, the truth-value
of α may be less than the minimum of the truth-values of formulas in Y0
in several (however finite number of) interpretations.
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Now, let the partial interpretation Ip be total with respect to Y0 ∪ {α}

such that Y0 is not appropriate for α in Ip. We prove that there is a
finite subset Y of X such that Y0 ∪ Y is appropriate for α in all of the
total extensions of Ip.

Let v1, v2, . . . be a list of variables not occuring in Ip. Assume that the
opposite of what we are trying to prove is true: X is finitely bad for α
with respect to Ip.

In view of Lemma 14, for all k there is some jk ∈ Un such that X is
also finitely bad for α with respect to Ipk = Ipk−1 ∪ {(vk, jk)}. In the
total interpretation ∪∞k=1Ipk, there is an index k for all γ ∈ X such
that Ipk is total with respect to γ. Since X is finitely bad for α with
respect to Ipk, |γ|Ipk > |α|Ipk . It means that X is not appropriate for α
in the interpretation ∪∞k=1Ipk, so α is not a strong consequence of X, a
contradiction.

Our indirect assumption is false, so there is a finite subset Y of X such
that Y0 ∪ Y is appropriate for α in all extensions of Ip.

To sum it up, if we have some interpretations, in which the truth-value
of α is less than the minimum of the truth-values of formulas in Y0,
when it is designated, then we have no more than finitely many such
interpretations. For every such interpretation, there exists a finite subset
Y of X such that Y0 ∪ Y is appropriate for α in all extensions of the
interpretation. Adding the union of finite number of the finite subsets to
Y0 we get a finite set and in every interpretation, if the minimum of the
truth-values of formulas in this set is designated, the minimum is not
greater than the truth-value of α. �

5 Problems with n-valued operations

In the classical logic, the consequence notion leads to the decision problem
through the deduction theorem. The deduction theorem requires the classical
syllogism, modus ponens.

In a many-valued logic with the weak consequence relation, the modus po-
nens is valid if we have an operation ⊃ with α ⊃ β,α |=S β, i.e. if α ⊃ β and
α have designated values, then β has a designated value, too.

The  Lukasiewicz implication is defined by

x1 ⊃L x2 

{
n− 1 if x1 ≤ x2,
(n− 1) − x1 + x2 if x1 > x2,
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or by Table 1. Designated values are marked by an asterisk.

⊃L 0 1 · · · S S + 1∗ · · · n − 3∗ n − 2∗ n − 1∗

0 n − 1 n − 1 · · · n − 1 n − 1 · · · n − 1 n − 1 n − 1
1 n − 2 n − 1 · · · n − 1 n − 1 · · · n − 1 n − 1 n − 1
2 n − 3 n − 2 · · · n − 1 n − 1 · · · n − 1 n − 1 n − 1

... · · · · · ·
S − 1 n − S n − S + 1 · · · n − 1 n − 1 · · · n − 1 n − 1 n − 1
S n − S − 1 n − S · · · n − 1 n − 1 · · · n − 1 n − 1 n − 1

S + 1∗ n − S − 2 n − S − 1 · · · n − 2 n − 1 · · · n − 1 n − 1 n − 1

... · · · · · ·
n − 3∗ 2 3 · · · S + 2 S + 3 · · · n − 1 n − 1 n − 1
n − 2∗ 1 2 · · · S + 1 S + 2 · · · n − 2 n − 1 n − 1
n − 1∗ 0 1 · · · S S + 1 · · · n − 3 n − 2 n − 1

Table 1:  Lukasiewicz implication

We can see that if S < n−2, then S+1 ⊃L S and S+1 are designated, but S is
not. The modus ponens is not valid in such many-valued logics and moreover,
it is not valid when the consequence relation is the second one.

The Post implication is defined by

x1 ⊃P x2 



n− 1 if x1 ≤ x2,
x2 if x1 > x2, x1 > S,
(n− 1) − x1 + x2 if x1 > x2, x1 ≤ S,

or by Table 2.
The modus ponens is valid in the case of Post implication:

Proposition 16

α ⊃P β,α |=S∗ β.

Proof. If |α ⊃P β| > S and |α| > S in an interpretation, then either |α| > |β|

or |α| ≤ |β|. In the first case, S < |α ⊃P β| = |β| and min (|α|, |α ⊃P β|) = |β|.
In the second case, |α ⊃P β| = n− 1, so min (|α|, |α ⊃P β|) = |α| ≤ |β|. �

Now, we must verify whether the deduction theorem is valid. The deduction
theorem would state that X,α |=S β if and only if X |=S α ⊃P β. It is easy
to realize, this theorem is not valid: if X,α |=S β, X |=S α ⊃P β does not
necessarily follow.

Actually, let n − 1 ≤ 2S and γ, α |=S β. There is no constraint for the
truth-value of β in the interpretations where α is not designated. So |γ| =
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⊃P 0 1 · · · S S + 1∗ · · · n − 3∗ n − 2∗ n − 1∗

0 n − 1 n − 1 · · · n − 1 n − 1 · · · n − 1 n − 1 n − 1

1 n − 2 n − 1 · · · n − 1 n − 1 · · · n − 1 n − 1 n − 1

2 n − 3 n − 2 · · · n − 1 n − 1 · · · n − 1 n − 1 n − 1
... · · · · · ·

S − 1 n − S n − S + 1 · · · n − 1 n − 1 · · · n − 1 n − 1 n − 1

S n − S − 1 n − S · · · n − 1 n − 1 · · · n − 1 n − 1 n − 1

S + 1∗ 0 1 · · · S n − 1 · · · n − 1 n − 1 n − 1
... · · · · · ·

n − 3∗ 0 1 · · · S S + 1 · · · n − 1 n − 1 n − 1

n − 2∗ 0 1 · · · S S + 1 · · · n − 3 n − 1 n − 1

n − 1∗ 0 1 · · · S S + 1 · · · n − 3 n − 2 n − 1

Table 2: Post implication

n − 1, |α| = S and |β| = 0 might hold in an interpretation. In this case γ is
designated, but |α ⊃P β| = (n − 1) − S ≤ S is not. Thus, γ |=S α ⊃P β is not
valid.

⊃H 0 1 · · · S S+ 1∗ · · · n− 3∗ n− 2∗ n− 1∗

0 n− 1 n− 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1
1 0 n− 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1
2 0 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1
... · · · · · ·

S− 1 0 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1
S 0 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1

S+ 1∗ 0 1 · · · S n− 1 · · · n− 1 n− 1 n− 1
... · · · · · ·

n− 3∗ 0 1 · · · S S+ 1 · · · n− 1 n− 1 n− 1
n− 2∗ 0 1 · · · S S+ 1 · · · n− 3 n− 1 n− 1
n− 1∗ 0 1 · · · S S+ 1 · · · n− 3 n− 2 n− 1

Table 3: Heyting implication

The Heyting implication is often used in a many-valued logic: x1 ⊃H x2 is
the greatest element in Un such that x1 ∧ (x1 ⊃H x2) ≤ x2, that is for every
x1, x2 ∈ Un,

x1 ⊃H x2 

{
n− 1 if x1 ≤ x2,
x2 if x1 > x2,
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or see Table 3.

Proposition 17

α ⊃H β,α |=S∗ β.

Proof. If |α ⊃H β| > S and |α| > S hold in an interpretation, then by the
definition of the Heyting implication

(1) if |α| > |β|, |α ⊃H β| = |β|, thus |β| > S and min (|α ⊃H β|, |α|) = |β|, and

(2) if |α| ≤ |β|, thus |β| > S and, because |α ⊃H β| = n − 1, thus
min (|α ⊃H β|, |α|) = |α| ≤ |β|.

�

It is easy to see, the deduction theorem is not valid: if X,α |=S β, it does
not necessarily follow that X |=S α ⊃H β.

Actually, let γ, α |=S β. There is no constraint for the truth-value of β
in the interpretations where α is not designated. So it can happen that |γ| =
n−1, |α| = S and |β| = 0 hold in an interpretation. In this case γ is designated,
but |α ⊃H β| = 0 is not. So, γ |=S α ⊃H β is not valid.

⊃R 0 1 · · · S S+ 1∗ · · · n− 3∗ n− 2∗ n− 1∗

0 n− 1 n− 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1
1 n− 1 n− 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1
2 n− 1 n− 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1
... · · · · · ·

S− 1 n− 1 n− 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1
S n− 1 n− 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1

S+ 1∗ 0 1 · · · S S+ 1 · · · n− 3 n− 2 n− 1
... · · · · · ·

n− 3∗ 0 1 · · · S S+ 1 · · · n− 3 n− 2 n− 1
n− 2∗ 0 1 · · · S S+ 1 · · · n− 3 n− 2 n− 1
n− 1∗ 0 1 · · · S S+ 1 · · · n− 3 n− 2 n− 1

Table 4: Rosser implication

In [6], another implication has been used by Rosser:

x1 ⊃R x2 

{
n− 1 if x1 ≤ S,
x2 if x1 > S.
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Table 4 shows the truth-table of this implication. In this paper we name this
implication after Rosser.

Proposition 18

α ⊃R β,α |=S∗ β.

Proof. If |α ⊃R β| > S and |α| > S hold in an interpretation, then by
the definition of the Rosser implication |α ⊃R β| = |β|, thus |β| > S and
min (|α ⊃R β|, |α|) ≤ |β|. �

Proposition 19 If X,α |=S β, then X |=S α ⊃R β.

Proof. Suppose X,α |=S β. In every interpretation where every formula from
X is designated, either α is also deignated or not. In the first case, according
to the condition, β is designated, and because |α ⊃R β| = |β|, α ⊃R β is
designated, too. In the second case, according to the definition of the Rosser
implication, we have |α ⊃R β| = n − 1. This is a designated value. Therefore,
X |= α ⊃R β. �

We can not prove that if γ, α |=S∗ β, then γ |=S∗ α ⊃R β. If |α| = |β| = S+ 1
and |γ| = n− 1 in an interpretation, then |α ⊃R β| = |β| = S+ 1, thus α ⊃R β
is designated, but if S+ 1 < n− 1, then |γ| > |α ⊃R β|.

Proposition 20 If X |=S∗ α ⊃R β, then X,α |=S∗ β.

Proof. Let I be an interpretation in which every formula from X and α are
designated. According to the condition, α ⊃R β is designated with truth-value
at least minγ∈X {|γ|}. If α is designated, |β| = |α ⊃R β|, thus β is also designated
with truth-value at least minγ∈X {|γ|} ≥ minγ∈X {|γ|, |α|}. �

Finally, let f : U × U → U such that f(x1, x2) ≤ S for all x1, x2 ∈ U, when
x1 > S and x2 ≤ S. Then the implication defined below admits the modus
ponens and the deduction theorem:

x1 ⊃f∗ x2 



n− 1 if x1 ≤ S or x1 ≤ x2,
x2 if x1 > x2 > S,
f(x1, x2) otherwise.

Proposition 21

α ⊃f∗ β,α |=S∗ β.
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⊃f
∗ 0 1 · · · S S+ 1∗ · · · n− 3∗ n− 2∗ n− 1∗

0 n− 1 n− 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1
1 n− 1 n− 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1
2 n− 1 n− 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1
... · · · · · ·

S− 1 n− 1 n− 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1
S n− 1 n− 1 · · · n− 1 n− 1 · · · n− 1 n− 1 n− 1

S+ 1∗ 0 1 · · · S n− 1 · · · n− 1 n− 1 n− 1
... · · · · · ·

n− 3∗ 0 1 · · · S S+ 1 · · · n− 1 n− 1 n− 1
n− 2∗ 0 1 · · · S S+ 1 · · · n− 3 n− 1 n− 1
n− 1∗ 0 1 · · · S S+ 1 · · · n− 3 n− 2 n− 1

Table 5: The implication with f(x1, x2) = x2

Proof. If |α ⊃f∗ β| > S and |α| > S in an interpretation, then by the definition
of the new implication either |α ⊃f∗ β| = n − 1, or |α ⊃f∗ β| = |β|. In the first
case |β| ≥ |α| > S and min (|α ⊃f∗ β|, |α|) ≤ |β|. In the second case |α| > |β| > S

and min (|α ⊃f∗ β|, |α|) = |β|. �

Proposition 22 If X,α |=S∗ β, then X |=S∗ α ⊃f∗ β.

Proof. Suppose X,α |=S β. In every interpretation where every formula from
X is designated, either α is also deignated or not. In the first case, according
to the condition, β is designated, and

(1) either S < |α| ≤ |β| and |α ⊃f∗ β| = n− 1, so minγ∈X {|γ|} ≤ |α ⊃f∗ β|;

(2) or |α| > |β| > S and |α ⊃f∗ β| = |β|, thus α ⊃f∗ β is also designated
moreover, minγ∈X {|γ|} ≤ |β| = |α ⊃f∗ β| because minγ∈X {|γ|, |α|} ≤ |β| <

|α|.

In the second case, |α ⊃f∗ β| = n − 1, which is a designated value. Therefore,
X |=S∗ α ⊃f∗ β. �

Proposition 23 If X |=S∗ α ⊃f∗ β, then X,α |=S∗ β.

Proof. Let I be an interpretation in which every formula from X and α are
designated. According to the condition, α ⊃f∗ β is designated with truth-value
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at least minγ∈X {|γ|}. Because α is designated, if |α| ≤ |β|, then |β| is designated
with truth-value at least minγ∈X {|γ|, |α|}. In the case |α| > |β|, |α ⊃f∗ β| = |β|,
thus β is designated with truth-value at least

min
γ∈X

{|γ|} ≥ min
γ∈X

{|γ|, |α|},

as well. �

Finally, all what was proved about the examined implications at this section
we summarized in the following table:

⊃L ⊃P ⊃H ⊃R ⊃f
∗

modus ponens - + + + +
deduction theorem with |=S - - - + +
deduction theorem with |=S∗ - - - - +

6 Suitable implication for a given consequence

It is desirable that both the modus ponens and the deduction theorem hold
with respect to the underlying consequence. Now, we look for a suitable im-
plication for a generally given consequence notion such that both the modus
ponens and the deduction theorem are valid.

Now, let ψ : U × U → {0, 1} be an arbitrary classical truth-valued function
with the following properties:

(a) ψ(x, x) = 1 for all x ∈ U,

(b) if ψ(x, y)∧ψ(y, z) = 1, then ψ(x, z) = 1 for all x, y, z ∈ U.

Then, define the consequence as below:

Definition 24 A formula α is a formal semantic consequence of a set X of
formulas, denoted as X |= α, if∨

γ∈X
ψ(|γ|I, |α|I) = 1 for any interpretation I,

where
∨
γ∈Xψ(|γ|I, |α|I) denotes the supremum of {ψ(|γ|I, |α|I) | γ ∈ X }.
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Proposition 25 Pr : X → {α | X |= α} satisfies conditions (1)-(3) in Defini-
tion 2.

Proof.

(1) Now to prove the condition (1), let α ∈ X. Since in any interpretation
ψ(|α|, |α|) = 1, therefore

∨
γ∈Xψ(|γ|, |α|) = 1, so X |= α. It means that

X ⊆ Pr(X).

(2) Next, let X ⊆ Pr(Y) for some X, Y ⊆ F. We show that Pr(X) ⊆ Pr(Y).

– For any α ∈ Pr(X), since∨
γ∈X

ψ(|γ|I, |α|I) = 1, so
∨

γ∈Pr(Y)

ψ(|γ|I, |α|I) = 1.

It means Pr(X) ⊆ Pr(Pr(Y)).
– Now, we show that Pr(Pr(Y)) = Pr(Y). Since Pr(Y) ⊆ Pr(Pr(Y))

by the property (1), it is enough to prove, that α ∈ Pr(Y) for all
α ∈ Pr(Pr(Y)).
Obviously Y ⊆ Pr(Y). Let Y ′ denote the set Pr(Y) \ Y and let α ∈
Pr(Pr(Y)). Then∨

γ∈Pr(Y)

ψ(|γ|I, |α|I) =
∨

γ∈Y ′∪Y
ψ(|γ|I, |α|I) = 1.

If ∨
γ∈Y ′

ψ(|γ|I, |α|I) = 0, then
∨
γ∈Y

ψ(|γ|I, |α|I) = 1.

And if ∨
γ∈Y ′

ψ(|γ|I, |α|I) = 1,

then there exists a γ ′ ∈ Y ′ for which ψ(|γ ′|I, |α|I) = 1. But γ ′ ∈
Pr(Y) also holds, thus ∨

γ∈Y
ψ(|γ|I, |γ

′|I) = 1

must hold, i.e. there exists a γ ′′ ∈ Y for which ψ(|γ ′′|I, |γ
′|I) = 1.

Using the property (b) of ψ we get ψ(|γ ′′|I, |α|I) = 1, that is∨
γ∈Y

ψ(|γ|I, |α|I) = 1.

Thus in both cases, we get α ∈ Pr(Y).



162 K. Pásztor Varga, G. Alagi, M. Várterész

– Since X ⊆ Pr(Y), thus Pr(X) ⊆ Pr(Pr(Y)), and thereby Pr(X) ⊆
Pr(Y) must hold.

(3) We prove compactness by reducing the problem to the compactness of
first-order logic with equality. First, let us define the language of our
encoding:

– We have a single binary predicate symbol ψ̂.

– For each many-valued operation o, we have a corresponding func-
tion symbol ô with the same arity.

– For each variable v, we have a corresponding constant cv.

– For each truth-value u, we have an additional constant û.

Given this language, we might fix the interpretation of our symbols by
defining a set Σ of the following axioms:

(i) ∀x(x = û1 ∨ x = û2 ∨ · · ·∨ x = ûn) if U = {u1, u2, . . . , un}

(ii) û 6= û ′ for each u, u ′ ∈ U with u 6= u ′

(iii) ψ̂(û, û ′) if ψ(u, u ′) = 1 and u, u ′ ∈ U
(iv) ¬ψ̂(û, û ′) if ψ(u, u ′) = 0 and u, u ′ ∈ U
(v) ô(â1, â2, . . . , âk) = û if o is an operator with arity k, a1, a2, . . . ,

ak, u ∈ U, and o(a1, a2, . . . , ak) = u

Since U is finite, Σ is a finite set of first-order formulas as well. It is easy
to see that if Î is a first-order model of Σ, then there is a corresponding
many-valued interpretation I which assigns the same values to variables
as did Î to the corresponding constants.

Let α̂ denote the encoding of a formula α in this language, i.e. the
first-order formula we get from α by substituting each symbol with the
corresponding first-order symbol. By our definitions, if I and Î are cor-
responding many-valued and first-order interpretations, |α|I = u if and
only if |α̂|̂I = û. Thus, for each α, β, we have ψ(|α|I, |β|I) holds if and
only if ψ̂(α̂, β̂) holds in Î.

Now, by our assumptions, X |= α if and only if
∨
γ∈Xψ(|γ|I, |α|I) holds

for all interpretation I. This, on the other hand, holds if and only if the
set Γ = { ¬ψ(|γ|I, |α|I) | γ ∈ X } is not satisfied under any interpretation
I. Consider the first-order set

Γ̂ = Σ ∪ { ¬ ψ̂(γ̂, α̂) | γ ∈ X }
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From our considerations it follows that Γ̂ is unsatisfiable if and only if
the original Γ is unsatisfiable.

Then, by the compactness of first-order logic, we know that there is a
finite Γ̂ ′ ⊆ Γ̂ such that Γ̂ ′ is unsatisfiable. Since Σ is finite, we might
assume Σ ⊆ Γ̂ ′. Now, let X ′ the finite set {γ ∈ X | ¬ ψ̂(γ̂, α̂) ∈ Γ̂ ′ }.
We know that the corresponding set Γ ′ = { ¬ψ(|γ|I, |α|I) | γ ∈ X ′ } is
not satisfied by any I either. Therefore, X ′ |= α must hold where X ′ is a
finite subset of X. �

Proposition 26 Let ⊃ be an implication operation over U. If

ψ(x1, x2)∨ψ(y, x2) = ψ(y, x1 ⊃ x2)

for all x1, x2, y ∈ U, then ⊃ admits the modus ponens and the deduction theo-
rem.

Proof. First, we prove the modus ponens, i.e. we show, that {α,α ⊃ β} |= β

holds for any formulas α,β. For all α,β ∈ F and for all I ∈ In we get

ψ(|α|I, |β|I)∨ψ(|α ⊃ β|I, |β|I).

For all x1, x2 ∈ U, by applying the proposed equality

ψ(x1, x2)∨ψ(x1 ⊃ x2, x2) = ψ(x1 ⊃ x2, x1 ⊃ x2) = 1.

To prove the deduction theorem, we have to show for any α,β, X

X, α |= β if and only if X |= α ⊃ β.

Again, applying our assumptions to both sides, we get for all I ∈ In∨
γ∈X

ψ(|γ|I, |β|I)∨ψ(|α|I, |β|I) =
∨
γ∈X

(ψ(|γ|I, |β|I)∨ψ(|α|I, |β|I))

if and only if for all I ∈ In ∨
γ∈X

ψ(|γ|I, |α|I ⊃ |β|I).

From our assumption with y = |γ|I, x1 = |α|I, x2 = |β|I, we get

ψ(|γ|I, |β|I)∨ψ(|α|I, |β|I) = ψ(|γ|I, |α|I ⊃ |β|I),

from which the desired equivalence immediately follows. �

In the remaining part of the section we apply this proposition to the earlier
defined semantic consequences.



164 K. Pásztor Varga, G. Alagi, M. Várterész

Example 27 By Definition 10,

X |=S α if and only if min
γ∈X

{|γ|I} ≤ S∨ S < |α|I for all I ∈ In.

Thus, for this case we get ψ(x, y) = (x ≤ S ∨ S < y). To find a suitable
implication, it is enough to satisfy

(x1 ≤ S∨ S < x2)∨ (y ≤ S∨ S < x2) if and only if (y ≤ S∨ S < x1 ⊃ x2)

for all x1, x2, y ∈ U. Let f, h : U×U→ U such that for all x1 > S and x2 ≤ S
f(x1, x2) ≤ S and if x1 ≤ S or x2 > S, then h(x1, x2) > S. Then, as we have
seen above, the implication defined below admits the modus ponens and the
deduction theorem:

x1 ⊃f,h∗ x2 


{
h(x1, x2) if x1 ≤ S or x2 > S,
f(x1, x2) otherwise.

Example 28 By Definition 11,

X |=S∗ α if and only if min
γ∈X

{|γ|I} ≤ S∨ min
γ∈X

{|γ|I} ≤ |α|I for all I ∈ In.

For this case we get ψ(x, y) = x ≤ S∨ x ≤ y. Thus to find a suitable implica-
tion, it is enough to satisfy

(x1 ≤ S∨ x1 ≤ x2)∨ (y ≤ S∨ y ≤ x2) if and only if (y ≤ x1 ⊃ x2 ∨ y ≤ S)

for all x1, x2, y ∈ U. The possible values for x1 ⊃ x2 might be deduced as
follows:

• x1 ≤ S∨x1 ≤ x2: since the right side must also hold, even for y = n−1,
we get x1 ⊃ x2 = n− 1, which is indeed a good choice.

• x1 ≥ x2 > S: for y = x2 we get x2 ≤ x1 ⊃ x2, and for y = x2 + 1
x1 ⊃ x2 < x2 + 1. Thus only x1 ⊃ x2 = x2 is possible, and it indeed
satisfies the equality in this case.

• x1 > S ≥ x2: for y > S we get x1 ⊃ x2 ≤ S. In this case any value
smaller than S satisfies the equality.

Let f : U×U→ U be such that for all x1 > S and x2 ≤ S f(x1, x2) ≤ S. Then,
as we have seen above, the implication defined below admits the modus ponens
and the deduction theorem:

x1 ⊃f∗ x2 



n− 1 if x1 ≤ S or x1 ≤ x2,
x2 if x1 > x2 > S,
f(x1, x2) otherwise.
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7 Summary

In this paper we demonstrated that both semantic and syntactic consequences
of classical logic generate consequence operators. We proved similar proposi-
tions about the weak and strong semantic consequences in the many-valued
logic. After this, we investigated the Lukasiewicz, Post, Heyting and Rosser
style many-valued implications whether the modus ponens rule and the de-
duction theorem are valid beside of our consequence relations. By the strong
consequence, the deduction theorem is not valid with none of them. How-
ever, the implication family ⊃f∗ defined in our paper found to comply with the
modus ponens and the deduction theorem by the strong consequence as well.

In the last section, we introduced a general formal consequence relation and
showed, that it also leads to a consequence operator. The weak and strong
consequence definitions are realizations of this general consequence notion. It
would be profitable to consider what additional realizations are possible. By
this general consequence, we also gave a suitable implication which admits the
modus ponens and the deduction theorem as well.

The problem of a syntactic treatment of logical consequences in the many-
valued logic could be an exciting topic of future research.
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Abstract. Compilers generate from the procedure or function call in-
struction a code that builds up an ”activation record” into the stack
memory in run time. At execution of this code the formal parameters,
local variables, data of visibility and the scope are pushed into the acti-
vation record, and in this record there are fields for the return address
and the return value as well. In case of intensive recursive calls this is
the reason of the frequent occurrences of the stack-overflow error mes-
sages. The classical technique for fixing such stack-overflows is to write
programs in stackless programming style using tail recursive calls; the
method is usually realised by Continuation Passing Style. This paper de-
scribes this style and gives an introduction to the new, special purpose
stackless programming language Miller, which provides methods to avoid
stack-overflow errors.

1 Introduction

”The modern operating systems we have operate with what I call the ’big
stack model’. And that model is wrong, sometimes, and motivates the need
for ’stackless’ languages.” (Ira Baxter, 2009 [1])
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Using the big stack model in case of intensive recursive calls stack-overflow
error messages may occur frequently. The classical method to fix such stack-
overflows is to write programs in stackless programming style, when tail recur-
sive procedures are used to eliminate the cases of running out of the available
stack memory. This method is usually realised by Continuation Passing Style
(CPS).

2 Stackless programming

2.1 Recursion and iteration

Hereinafter the usual definition of the factorial function is given. It is obvious
that at all recursive call fac i it is needed to save information for the next
operation, namely what operation has to be executed when the fac i is finished
and its value is available.

fac ≡ λx . if (zero x)
1

(∗ x(fac (− x 1)))

For example, the action of calculating the value of fac 3 as follows.

fac 3→
∗ 3 (fac 2) →
∗ 3 (∗ 2(fac 1)) →
∗ 3 (∗ 2(∗ 1(fac 0))) →
∗ 3 (∗ 2(∗ 1 1)) →
∗ 3 (∗ 2 1) →
∗ 3 2→
6

It is obvious that if the value of the call fac i is calculated then it is needed
to return to the caller process to execute multiplications. It means that acti-
vation records have to be used and thus a stack memory has to be applied for
registration the calculating processes.

This is a so called ”recursive-controlled behaviour”, and it is obvious that
using this method the stack-overflow error may appear in the case of intensive,
multiple recursive calls.

There is a simple method to avoid stack-overflow errors, it has the name
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”iterative-controlled behaviour”. It is a simple iteration, where there is no
need to preserve long series of operations, the size of occupied memory is not
increased in the course of execution of recursive calls, and the most important
property is that all of the calls are on the same level. This method uses an
accumulator for storing intermediate results [4].

The factorial function in the iterative-controlled style is as follows. In this
definition variable r is the accumulator.

fac ≡ λn . fac ′ n 1
fac ′ ≡ λxr . if (zero x)

r

(fac ′ (− x 1) (∗ x r))

It seems that in the calculating process there is only one level for recursive
calls, for example the value of fac 3

fac 3→
fac ′ 3 1→
fac ′ 2 3→
fac ′ 1 6→
fac ′ 0 6→
6

There is no need to large stack memory for activation records, only two vari-
ables are required, one for the value n and another variable for the accumulator
r. The calculating process is described and controlled by these variables.

It is important to observe that the called process does not return to the caller
process to execute any operation, since there is no operation to be executed.

Iterative behaviour seems to be a very nice method, but it is applicable for
cases where the size of the accumulator is constant during the calculation,
and what is more, unfortunately there are procedures for which there is no
possibility to convert them into iterative-controlled behaviour forms. But the
continuation passing style solves this problem.

2.2 Tail position and tail call

In the previous example it was shown that the called process does not return
to the caller process, and for this case we say that a tail call was executed.

More precisely, the procedure E is in tail position of the enclosing procedure
F if F does not have any action to performed after E is returned. This means
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that the return value of E is the result of F. Tail call means a call to expression
in tail position, and the recursion is said to be tail recursion if the recursive
calls are tail calls.

Thus in the case of tail calls there is no need for extra memory to the
control information, the result of the procedure E is the result of F. Namely,
after executing E, the control of execution is passed to the process which is
the continuation of F.

There is a general method to convert procedures into this form, we have to
write procedures in continuation passing style where the continuation repre-
sents what is left to do.

3 CPS—Continuation Passing Style

Continuation is a function and the result of the procedure is applied to it. A
new variable is introduced, this variable represents the continuation. It usually
has the name k.

There are many methods to convert an expression into continuation passing
style [2, 8]. For example, a formal method published by Plotkin is as follows.

[x] k = k x

[n] k = k n

[λx . E] k = k (λxv . [E] v)
[EF] k = [E] (λv . [F] (λw . v w k))

where the expression [ . ] is due to convert, x is a variable and n is a constant.
For example, if the continuation is k ≡ print, then using the second rule to
form [6] print, it results print 6 as it was expected.

For reductions it is not too hard to prove that E→ F⇐⇒ [E] k→ [F] k .
It is known that (λxy . y) 1 → λy . y ≡ Id. The next example shows that

[(λxy . y) 1] k→ [λy . y] k .

[(λxy . y) 1] k =
[λxy . y] (λv . [1] (λw . v k w)) =
[λxy . y] (λv . (λw . v k w) 1) =
(λv . (λw . v k w) 1) (λp x . [λy . y] p)
(λv . (λw . v k w) 1) (λp x . p (λqy . q y)) →
(λw . (λp x . p (λqy . q y)) k w) 1) →
(λp x . p (λqy . q y)) k 1→
k (λqy . q y) =
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k (λqy . [y] q) =
[λy . y] k

There is a simple method to convert the expression to a tail call form, the
method is presented by the calculation of fac 3 [10]. We see an intermediate
state:
∗ 3(∗ 2 (fac 1)) .
Replace the call to fac 1 with a new variable x,
∗ 3 (∗ 2 x) ,
and create a λ-abstraction with this new variable:
λx. ∗ 3 (∗ 2 x) ,
this is a continuation k of the expression fac 1, that is
k (fac 1) =
(λx. ∗ 3(∗ 2 x)) (fac 1) →
∗ 3 (∗ 2 (fac 1)) .
This means that the steps of calculation have form k (fac i). Now we create
a new version of fac that takes an additional argument k for continuation and
calls that function as the original body of fac, that is
fac-cps n k→ k (fac n) .
The function fac-cps has the form as follows.

fac-cps ≡ λnk .if (= n 0)
(k 1)
(fac-cps (− n 1) (λv . (k (∗ n v))))

For example the value of fac-cps 3 k:

fac-cps 3 k =
fac-cps 2 (λv . (k (∗ 3 v))) =
fac-cps 1 (λv ′ . ((λv . (k (∗ 3 v))) (∗ 2 v ′))) →
fac-cps 1 (λv ′ . (k (∗ 3 (∗ 2 v ′)))) =
fac-cps 0 (λv ′′ . ((λv ′ . (k (∗ 3 (∗ 2 v ′))))(∗ 1 v ′′))) →
fac-cps 0 (λv ′′ . (k (∗ 3 (∗ 2 (∗ 1 v ′′))))) =
(λv ′′ . (k (∗ 3 (∗ 2 (∗ 1 v ′′))))) 1→
(k (∗ 3 (∗ 2 (∗ 1 1)))) →
k 6

If k ≡ print , then fac-cps 3 print = print 6 , as it was expected.
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We remark that continuations can be used to implement for example branch-
ing, loops, goto, return, and give possibility to write such types of control flow
that coroutines, exceptions and threads.

4 Tail Call Optimisation in various languages

Tail Call Optimisation (TCO) is a common technique for transforming some
execution units of the program to operate in constant stack space. The func-
tion with the recursive call is transformed into a loop, while preserving the
semantics with the appropriate condition.

We chose Scala, a functional language running on JVM and the purely func-
tional language Haskell. We did so because the problem is most relevant to
functional languages where recursive calls are the only source of iterative be-
haviour. We also wanted to compare the different approaches to this problem.

4.1 TCO in Scala

The Scala compiler implements a limited form of the TCO.
The problem with the recursive approach is that calls to non-static functions

in the JVM are dynamically dispatched. There is a direct and an indirect cost
of this, mostly studied in C++ programs [3]. However extensive research had
been done on the resolution of virtual calls in Java programs [11].

The system only handles self-recursion, so two functions mutually calling
each other will not be transformed into a single cycle. The designers of the
compiler introduced this constraint because they didn’t want to cause dupli-
cations in the generated code, that could cause the program to slow down.

TCO can only be used on non-overrideable functions, because the dynamic
method invocation of the JVM prevents further optimisations [9].

With the @tailrec annotation, the programmer can ensure that the TCO
can be performed by the compiler, otherwise the compilation fails.

Example

def factorialAcc(acc: Int, n: Int): Int = {
if (n<=1) acc

else factorialAcc(n*acc, n-1)

}

The program is compiled to the same bytecode as:
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def factorialAcc(acc: Int, n: Int): Int = {
while(n <= 1) {

acc = n*acc

n = n-1

}
acc

}

So in this example we can get the elegant functional solution with no addi-
tional costs.

4.2 TCO in Haskell

Tail call elimination in Haskell is a little different than in languages with strict
execution. It allows not only tail call functions to be executed in constant stack
space, but a wider class of functions, that are called productive functions [7].

Every function is productive if only contains recursive calls in a data con-
structor.

For example take the three function definitions below:

infinite list = 1 : infinite list

infinite_number = go 0

where go n = (let n’ = n+1 in n’ ‘seq‘ go n’)

infinite number’ = 1 + infinite number’

The infinite list function is productive, because the recursive call is a
parameter of the : data constructor, therefore the execution will not result in
a stack overflow. And it will generate an infinite list of 1’s.

The infinite number function has a tail call, where the result is accumu-
lated as an argument, and strictly evaluated by the seq function. If we would
allow the lazy execution of the accumulator parameter, the tail call would
be eliminated, but because the parameter is constantly growing, the ”out of
memory” error would be inevitable as seen in the case of infinite number’.
See also the strict folding functions foldr’ and foldl’ in [6].

Let’s see the result of the execution of the three statements above:

> infinite_list

[1,1,1,1,1... -- This goes forever, but does not result in stack overflow.
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> infinite_number

-- Goes on forever, but also in constant stack size
> infinite_number’

<interactive>: out of memory

5 Structures for stackless programming

5.1 The Haskell Cont monad

The Cont monad can be found in the Monad transformer library [5], in the
Control.Monad.Cont module. It is a monadic structure for writing functions
with continuation passing style.

newtype Cont r a = Cont {
runCont :: (a -> r) -> r -- Returns the value after applying

-- the given (final) continuation to it.
}

instance Monad (Cont r) where

return a = Cont (λf -> f a)

-- When returning, simple supply the result to the final continuation.

m >>= k = Cont $ λc -> runCont m (λa -> runCont (k a) c)

-- When binding, set the continuation of the first expression to
-- the second expression (that gets the final continuation).$

After making a Monad instance for the Cont datatype, we can use it to
create a factorial calculation in a simple way. The fac function simply executes
fac cont with an identity transformation as the final continuation.

The fac cont n applies the final continuation with return, or executes
fac cont (n-1) with the multiplication as a continuation.

fac :: Int -> Int

fac n = runCont (fac_cont n) id

where fac_cont :: Int -> Cont Int Int

fac_cont 0 = return 1

fac_cont n = do fprev <- fac_cont (n-1)

return (fprev * n)

For demonstrating the power of our continuation-using factorial function,
we also present a näıve recursive implementation.
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fac_naive :: Int -> Int

fac_naive n = n * fac_naive (n-1)

Then we execute both for a number larger than the maximum stack size,
and inspect the results:

> fac 1000000

0 (Because of the overflow)
> fac_naive 1000000

<interactive>: out of memory

If we follow the execution of the fac cont function we can observe that this
is identical to the previous fac-cps example in Section 3.

> fac_cont 3

runCont (fac_cps 3) id

runCont (fac_cps 2) (λa1 → runCont (return (a1*3)) id)

runCont (fac_cps 1) ((λa2 → runCont (return (a2*2)))

(λa1 → runCont (return (a1*3)) id))

runCont (fac_cps 0) (λa3 → runCont (return (a3*1))

((λa2 → runCont (return (a2*2)))

(λa1 → runCont (return (a1*3)) id)))

runCont (return (1)) ((λa2 → runCont (return (1*2)))

(λa1 → runCont (return (a1*3)) id))

runCont (return (1*2))) (λa1 → runCont (return (a1*3)) id)

runCont (return (1*2*3)) id

1*2*3

6

6 Stackless elements of the Miller programming lan-
guage

In this section of the article we present the aspects of the Miller∗ programming
language that are related to stackless programming.

∗ George Armitage Miller (February 3, 1920 – July 22, 2012) was one of the founders
of the cognitive psychology field. He also contributed to the birth of psycholinguistics and
cognitive science in general. Miller wrote several books and directed the development of
WordNet, an online word-linkage database usable by computer programs [12]. We chose his
name for our language because of his great contribution for the understanding on the usage
of human memory, while our language focuses on the usage of electronic memory.
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6.1 The Miller programming language

The Miller programming language is an industry-oriented programming lan-
guage, focused on the development of performance-critical applications for
special hardware.

The simplest execution unit of Miller is the bubble. A bubble is a separate
compilation unit. Bubbles can contain simple sequential code, but no control
structures such as branches and cycles. At the end of the bubble there is a
section where conditions decide which bubble will be executed next. These are
the exit points of the bubble.

Bubbles can also form a network, interconnected by their exit points. A
graph bubble embeds a network of bubbles into itself. The nested bubbles can
only be used by transferring the control to one of the entry points of the graph
bubble. If an exit point of an inner bubble is connected to the entry point of
another bubble inside it is called a local exit point. Otherwise if it’s connected
to an exit point of the containing graph bubble it is a far exit point.

The graph bubble creates an encapsulation for its inner bubbles, and defines
an interface through which they can be accessed. Graph bubbles can also be
nested into other graph bubbles. Nested bubbles can use any program element
defined in their graph bubbles.

It is easy to see that graph bubbles, bubbles and exit points are equiva-
lent in expressive power to the control structures of structured programming.
Branches and loops can be simulated using a network of bubbles.

7 Defining control flow with bubbles

The general case of defining the transfer of control is to set exit points of
the bubbles. This also allows the programmer to create control cycles. We
experimented with this mode of control, but found that it is too cumbersome
for actual programming.

Non-sequential code (for example branches and cycles) will be transformed
into a network of bubbles. However, the language does not require the program-
mer to manually create these bubbles and their connections. An imperative
programming interface is specified from which the compiler creates the final
bubble graph. This interface contains if-then branching, if-then-else branching,
special branching operations, and a do-while loop.

Nested bubbles can be instantiated in their ancestor bubbles any number of
times.
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Example

The following example shows a typical conversion from imperative frontend to
a network of bubbles. It shows how the while cycle is transformed to bubbles
in a näıve algorithm to compute the greatest common divisor of two positive
integers.

Compile[... while (b 6= 0)
if(a > b) { a := a− b; b := b− a; }
...]

The while cycle will be transformed by a stateful transformation. The con-
dition and the loop body are separated.

Condition(b 6= 0)
Core (Compile[if(a > b) a := a− b; b := b− a;])
State( bubble previous bubble{...}...)

Then another transformation will create bubbles from the condition and the
loop core and combine them into the state.

State(
bubble loop condition ⇒ loop core, exit {...}
bubble loop core ⇒ loop condition{
Compile[if(a > b) { a := a− b; b := b− a; }]})

Using bubbles for the transfer of control does not need a stack. The pro-
grammer cannot return control to the caller from an execution module, just
pass the control to the next execution unit. If call-and-return behaviour is
expected, limited depth function calls provide help.

The result of the execution of the bubble body decides through which exit
the control flow is passed.

Control flow of bubbles currently cannot follow continuation passing style,
since it is not possible to transfer the exit point. A language feature is under
planning which allows compile time passing of control. This is the parametri-
sation of the bubble exit points.

8 Parameter passing with interfaces

The bubble states that through an exit point which variables are passed to
the next bubble. This is the exit specification. The bubble also declares the



178 B. Németh, Z. Csörnyei

variables that it uses, this is the entry specification. The interface checker
verifies that the exit and entry specifications match.

It is very important to clarify that no copy operations happen, for this is
not the traditional way of parameter passing. All variables declared in the exit
and entry specification must appear in one of the ancestor bubbles.

The interface check theoretically prevents that the program has access to
uninitialised variables. In practice this does not always happen. For example,
it cannot be statically proven that a loop cycle running on an array gives all
elements a starting value.

Nevertheless, the interface check gives us the same confidence that can be
given by inspecting the initial assignment of variables, and does not require
any data copy to be made for parameter passing. In addition, it also enables
to create variables with constant values locally, in the scope of one bubble.

Example: factorial function in Miller

We present two approaches to calculate the factorial function. The first ap-
proach is a näıve recursive function, using stack. It is presented in a C-like
pseudo-code. The second is a stackless approach, with bubbles accessing global
variables, and using iterative control structure. It is presented with the pseudo-
code version of the language Miller. We give the sequence of evaluation for each
implementation.

Please note that, although the algorithm is the same as the example pre-
sented in the first part of the article, it is written in procedural and not in
functional style.

int32 fac( int32 n ) {
if( n ≤ 1 ) {

return 1;

} else {
return n * fac(n-1);

}
}

The next table shows the content of the stack after each step of execution.
The ‘n’ columns show the value of the variable n in the given context. The ret
columns show the points where the control is returned after the return call.
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step # ret n ret n ret n

1 caller 3
2 caller 3 fact 2
3 (return 1) caller 3 fact 2 fact 1
4 (return 2) caller 3 fact 2
5 (return 6) caller 3

The second part of the example shows the factorial function implemented with
stackless bubbles of Miller. A few notes on the implementation:

• The language syntax may change, the purpose of the example is to give
an idea about the implementation.

• The while cycle is needed because we have to connect the again exit
point with the entry point of the cycle.

int32 n;

int32 val;

bubble fact(n)

exits out(val) {
val = 1;

while(true) cycle;

}
bubble fact::cycle(n,val)

exits again(n,val)

far exits out(val) {
if( n ≤ 1 ) {

exit out(val);

} else {
exit again(n-1, val*n);

}
}

The next table shows the evaluation of the fact(3) expression in Miller with
only two global variables. The two columns represent the values of the corre-
sponding global variables.
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step n val

1 (in fact) 3
2 (in cycle) 3 1
3 (in cycle) 2 3
4 (in cycle) 1 6
5 (in out) 6

As can be seen, the expression is evaluated in constant stack size.

8.1 Limited depth function calls

There are situations where calling functions and returning the control is highly
preferred to low level passing of control. The Miller language provides limited
function calls in such situations.

Currently it’s the programmers responsibility to return the control to the
caller from the called method. This approach enables the function to be a
complete system of bubbles, and any of them can return, if appropriate.

An important aspect of the functions is that the depth of the call chain is
limited. We can calculate it in the following way:

• The bubble that calls no other bubbles have the call depth of zero.

• When a bubble calls other bubbles, its call depth is greater by one than
the maximum of the call depths of the called bubbles.

Because the depth of all units must be bounded, the function calls cannot be
recursive. This kind of control flow would require a stack to implement.

Thanks to the limitations on the function calls it becomes possible to store
all function arguments and return addresses in registers, which is a common
practice in performance critical systems. For example, if we limit our call
chains to a depth of five, at most five registers would be enough to store the
return addresses of the calls.

Of course, if values are passed to the called functions, more registers will be
needed. To implement calls inside the bubble system, the compiler creates a
calling bubble, which executes the call operation.

9 Evaluation of expressions using sandbox

The sandbox is a tool for generating instructions to evaluate complex ex-
pressions. It has a finite amount of registers and a larger amount of memory
locations.
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The compiler always optimises the usage of registers and memory loca-
tions to minimise the number of temporary variables. This means that the
subexpressions to be evaluated first are the subexpressions that need more
registers.

The sandbox works according to a simple strategy. As long as there is space
the intermediate values are stored on registers, then it puts them on the spec-
ified memory areas. For now, this is enough, when it will be necessary, we
design an algorithm that takes into account the different types of memory as
well.

Example

In this example we present two methods to evaluate a simple expression. The
first method uses the stack to evaluate expressions of any size, while the second
uses a sandbox with a finite amount of registers to evaluate expressions.

The evaluation of the expression a ∧ b to the lower part of the ax register
with a very simple code generator is based on stack operations.

... instructions for the evaluation of a

to the lower part of ax register ...

push ax

... instructions for the evaluation of b

to the lower part of ax register ...

pop bx (loading the previously stored value of a)
and al,bl (executing the instruction on

the lower part of ax and bx registers)

The evaluation of a ∧ b to the lower part of ax register with our sandbox
model:

... instructions for the evaluation of a

to the lower part of ax register ...

... instructions to acquire a new register r

from the sandbox ... (that may cause moving previously stored data
from a register to the memory.)

... instructions for the evaluation of b

to the allocated r register ...

and ax,r

... instructions to release the allocated r register ...
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If more registers are needed for calculating the subexpressions then more
registers can be acquired. When the sandbox has temporary registers, the
allocation of registers doesn’t generate any instructions.

10 Summary

We investigated the techniques of generating programs that do not use a run-
time stack for the calls and the evaluation of complex expressions.

We followed two different paths to address this problem. The first way was
the formal method of continuation passing style, that solved the problem in
a functional way. In functional languages this formal method can be imple-
mented easily.

The second path was a practical method, implemented in the imperative
Miller language. It replaced function calls with passing of control between
bubbles, and function arguments with controlled global variables. This method
can be used on the special hardware, which is not equipped with an efficient
stack implementation. Our research was motivated by these problems.
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Abstract. The Yang-Mills fields have an important role in the non-
Abelian gauge field theory which describes the properties of the quark-
gluon plasma. The real time evolution of the classical fields is given by the
equations of motion which are derived from the Hamiltonians to contain
the term of the SU(2) gauge field tensor. The dynamics of the classi-
cal lattice Yang-Mills equations are studied on a 3 dimensional regular
lattice. During the solution of this system we keep the total energy on
constant values and it satisfies the Gauss law. The physical quantities
are desired to be calculated in the thermodynamic limit. The broadly
available computers can handle only a small amount of values, while the
GPUs provide enough performance to reach out for higher volumes of
lattice vertices which approximates the aforementioned limit.

1 Introduction

In particle physics there are many fundamental questions which demand the
GPU, from both theoretical and experimental point of view. In the CERN
NA61 collaboration one of the most important research field is the quark-
gluon plasma’s critical point examination. The topics of theoretical physics
includes the lattice field theory which is a crossover phase transition in the
quark gluon plasma and SU(N) gauge theory with topological lattice action
in the QCD.

We present an algorithm which determines the real time dynamics of Yang-
Mills fields which uses the parallel capabilities of the CUDA platform. We
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compare this and the original sequential CPU based program in terms of effi-
ciency and performance.

The real time evolution of these non-Abelian gauge fields is written by the
Hamiltonian lattice SU(2) equation of motions [9, 1]. A lattice method was
developed to solve these systems on the 3 dimensional space which satisfies
Noether theory [2]. This algorithm keeps the Gauss law, the constraint of total
energy and the unitary, orthogonality of the suitable link variable. It enables
us to study the chaotic behavior as full complex Lyapunov spectrum of SU(2)
Yang-Mills fields and the entropy-energy relation utilizing the Kolmogorov-
Sinai entropy which was extrapolated to the large size limit by this numerical
algorithm [6].

In the parallel algorithm all the links are computed concurrently by assigning
a thread to each of them. By taking advantage of the GPUs highly parallel
architecture this increases the precision of the calculation by allowing us to
utilize more dense lattices. Just by adding a few more points to the lattice,
the link count can increase drastically which makes this problem a very pa-
rallel friendly application which can utilize the high amount of computational
resources available in modern day GPUs [8].

By extending the available CPU based implementation we were able to
achieve a 28 times faster runtime compared to the original algorithm. This
approach does not involve any special optimization strategies which will im-
pose more performance boost in future releases.

In the original concept the calculations on the GPU were using only single
precision floating point numbers to make the evaluations work on older gen-
eration cards too, but with the possibility to utilize double precision values,
it is possible to achieve higher precision in energy calculation on the GPU as
well.

There are more kind of open questions in the high energy physics which
can be interesting for the GPU like studying the Yang-Mills-Higgs equations
and the monopoles in the lattice QCD. The action function permits to use the
thermalization of the quantum field theory in the non-equilibrium states. The
solution of these problems requires high calculation power and efficiency.

This paper is constructed as follows. First we review basic definitions dealing
with the Yang-Mills fields on lattice, then introducing the basic principles
of the GPU programming in CUDA and finally we present numerical results
providing comparisons between the CPU and GPU runtimes, extrapolate them
for large N values, show the ratio between the sequential and parallel fraction
of the algorithm, concluding with the thermodynamic limit of the total energy.
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2 Homogeneous Yang-Mills fields

The non-Abelian gauge field theory was introduced as generalizing the gauge
invariant of electrodynamics to non-Abelian Lie groups which leads to under-
stand the strong interaction of elementary particles. The homogeneous Yang-
Mills contains the quadratic part of the gauge field strength tensor [4, 10].

The Faµν forms the component of an antisymmetric gauge field tensor in the
Minkowski space, it is expressed by gauge fields Aaµ:

Faµν = ∂µA
a
ν − ∂νA

a
µ + gf

abcAbµA
c
ν, (1)

where µ, ν = 0, 1, 2, 3 are space-time coordinates, the symmetry generators are
labeled by a, b, c = 1, 2, 3, g is the bare gauge coupling constant and fabc is
the structure constant of the continuous Lie group. The generators of the Lie
group fulfills the following relationship [Tb, T c] = ifbcdTd.

The equation of motion can be expressed by covariant derivative in the
adjoin representation:

∂µFaµν + gf
abcAbµFcµν = 0. (2)

We use Hamiltonian approach to investigate the real time dynamics of these
systems SU(2). The lattice regularization of such theories were studied nume-
rically.

3 Lattice Yang-Mills theory

The real time coupled differential equations of motion are solved by numerical
method for basic variables which form matrix-valued link in the 3 dimensional
lattice with lattice elementary size a (Figure 1). These are group elements
which are related to the Yang-Mills potential Aci :

Ux,i = exp(aAci (x)T
c), where T c is a group generator.

For SU(2) symmetry group these links are given by the Pauli matrices τ, where
T c = −(ig/2)τc. The indices x, i denote the link of the lattice which starts at
the 3 dimensional position x and pointing into the nearest neighbor in direction
i, x+ i.

In this article we study the Hamiltonian lattice which can be written as a
sum over single link contribution [1, 3]:

H =
∑
x,i

[
1

2
〈U̇x,i, U̇x,i〉+

(
1−

1

4
〈Ux,i, Vx,i〉

)]
, (3)
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Figure 1: Wilson loop

where 〈A,B〉 = tr(AB†) and Vx,i are complement link variables, these are
constructed by products of Ux,i-s along all link triples which close with given
link (x, i) an elementary plaquette. The canonical variable is Px,i = U̇x,i and a
dot means the time derivative.

The non-Abelian gauge field strength can be expressed by the oriented pla-
quette i.e. product of four links on an elementary box with corners (x, x+ i,
x+ i+ j, x+ j):

Ux,ij = Ux,iUx+i,jUx+i+j,−iUx+j,−j,

where Ux,−i = U
†
x−i,i.

Then the local magnetic field strength Bcx,k is related to the plaquette:

Ux,ij = exp(εijka
2Bcx,kT

c), (4)

where εijk is +1 or -1 if i, j, k is an even or odd permutation of 1,2,3 and
vanishes otherwise. The electric field Ecx,i is given in the continuum limit:

Ecx,i =
2

ag2
tr(T cU̇x,iU

†
x,i). (5)

We use the SU(2) matrices which can be expressed by the quaternion rep-
resentation (u0, u1, u2, u3) for one link, where the components ui i = 0, . . . , 3
are real numbers, it can be written:

U = u0 + iτ
aua

U =

(
u0 + iu3, iu1 + u2
iu1 − u2, u0 − iu3

)
. (6)
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The determinant of the quaternion is:

detU = u20 + u
2
1 + u

2
2 + u

2
3 = 1.

The length of the quaternion detU = ‖U‖ is conserved, because u̇0u0+u̇aua =
0. The three electric fields Eax,i which are updated on each link by the next
form:

Ėax,i =
i

ag2

∑
j

tr

[
1

2
τa(Ux,ij −U

†
x,ij)

]
, (7)

where the value of j runs over four plaquettes which are attached to the link
(x, i).

The time evolution of the electric fields constraints the Gauss law:

Dabi Ebx,i = 0. (8)

This means charge conservation.
The Hamiltonian equations of motion are derived from expression (3) by

canonical method and these can be solved with dt discrete time steps. The
algorithm satisfies the constraints of total energy and the Gauss law which is
detailed in the next Section 3.1. Update of link variables is derived from the
following implicit recursion forms of the lattice equation of motions:

Ut+1 −Ut−1 = 2dt(Pt − εUt),

Pt+1 − Pt−1 = 2dt(V(Ut) − µUt + εPt), (9)

ε =
〈Ut, Pt〉
〈Ut, Ut〉

, µ =
〈V(Ut), Ut〉+ 〈PtPt〉

〈Ut, Ut〉
, (10)

where ε, µ are the Lagrange multipliers and the symmetry SU(N) fulfills the
unitarity 〈Ut, Ut〉 = 1 and the orthogonality 〈Ut, Pt〉 = 0 conditions.

3.1 Constraint values

This algorithm fulfills the constraints of the system’s total energy and the
Gauss law.

The total energy Etot is determined by the sum over each link of lattice for
every time steps. The energy is defined for a single link at the time step t:

El =
1

2
< P, P > +1−

1

4
< U,V >, (11)
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Figure 2: Flux line on the three dimensional lattice, where a means the size
of the box

where U = Ut, V = Vt and P = Pt. The value Etot does not change during
the time evolution. This is a constraint to use the Noether theorem [2]. The
Gauss law is a constraint quantity:

Γ =
∑
l+

PU† −
∑
l−

U†P = 0, (12)

where the sum is performed over links l+ which is started at the box on the
lattice and the l− means the links to end at that side of the grid. This is
conserved by the Hamiltonian equations of motion:

Γ̇ =
∑
l+

VU† −
∑
l−

U†V = 0. (13)

Corresponding to the quantum electrodynamics’ law the charge and flux line
initialization (Figure 2) occur with the following recursion expressions on the
lattice:

P1 = QU1,

Pn = U
†
n−1Pn−1Un (1 ≤ n ≤ N),
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where the starting value of charge is Q and the end of this quantity equals to
−F†QF. Flux line ordered product is written by the expression

F =

N−1∏
i=1

Ui. (14)

The condition of neutrality is expressed by these equations:

Q− F†QF = 0
trQ = 0

} ⇒ Q =
q

2
(F† − F).

In the next section we discuss the connection between the Hamiltonian ex-
pression and Wilson action, because this plays an important role in the strong
interaction.

3.2 Relation between Wilson action and Hamiltonian lattice

The Wilson action should be summed over all elementary squares of the lat-
tice S =

∑
px,i,j

Spx,i,j . The action function of the gauge theory on lattice is
written over plaquette sum to use the nearest neighbour pairs. Because in the
continuous time limit the lattice spacing at becomes different for the time
direction, therefore the time-like plaquettes has other shape than the space-
like ones. Therefore the coupling on space-like and time-like plaquettes are no
longer equal in the action:

S =
2

g2

∑
pt

(N− tr(Upt)) −
2

g2

∑
ps

(N− tr(Ups)). (15)

The time like plaquette is denoted by Upt and the space like is Ups .
Consider the path is a closed contour i.e. Wilson loop (Figure 1), where the

trace of the group element corresponding to such a contour which is invariant
under gauge changes and independent of the starting point. The product of
such group elements along connected lines is a gauge covariant quantity, the
trace over such products along a closed path is invariant. This lattice system
is very suitable for describing gauge theories. Because the Upt can be series
expansion by at:

Upt = U(t)U
†(t+ at) = UU

† + atUU̇
† +

a2t
2
UÜ† + ...

N− tr(Upt) = −
a2t
2
tr(UÜ†) up to O(a3t) correction.
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We investigate the unitarity of the expression UU† = 1 at the beginning of
Section 3, therefore this implies the following:

UU̇+UU̇† = 0 and ÜU† + 2U̇U̇† +UÜ† = 0.

The homogeneous non-Abelian gauge action can be written in the next form:

∆SH =
2

g2

a2t
2

∑
i

tr(U̇iU̇
†
i ) −
∑
ij

(N− tr(Uij))

 . (16)

The first sum is over all links and the second one goes over space-like plaquet-
tes. The scaled Hamiltonian was derived in the next form. General discretized
ansatz can be written as:

S = at
∑
t

a3s
∑
s

L, (17)

than the scaled Hamiltonian becomes:

atH =
2

g2

a2t
2

∑
i

tr(U̇iU̇
†
i ) +
∑
ij

(N− tr(Uij))

 . (18)

In the next section we derived the algorithm in the explicit form.

4 Lattice field algorithm

In this section we introduce the numerical solving of the coupling differential
equations of motion by CPU [2]. The initial condition is uniformly random
in the SU(2) group space to fulfil the constraints unitarity, orthogonality and
Gauss law. The update algorithm satisfies the periodic boundary.

4.1 Implicit-explicit-endpoint algorithm

First we determine the forms µ and c corresponding to orthogonality and
unitarity conditions which were introduced in Section 3. We denote:

P
′
= Pt+1 P = Pt.

The equations of motion (9) are written:

P
′

= P + (V − µU+ εP
′
), (19)

U
′

= U+ (P
′
− εU). (20)
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The Lagrange multiplicators µ, ε are given in the next form to satisfy the
symmetry SU(2):

(1− ε)P
′

= P + (V − µU),

U
′

= (1− ε)U+ P
′
,

where c = 1− ε. First we obtain the value µ from orthogonality:

c〈U ′ , P ′〉 = 〈cU, P〉+ 〈P ′ , P〉+ c〈U,V − µU〉+ 〈P ′ , V − µU〉,
0 = 0+ c(〈U,V〉− µ) + c〈P ′ , P ′〉,
µ = 〈U,V〉+ 〈P ′ , P ′〉.

On the next step we obtain c from unitarity:

〈U ′ , U ′〉 = c〈U ′ , U〉+ 〈U ′ , P ′〉,
1 = c〈U ′ , U〉 = c(〈cU,U〉+ 〈P ′ , U〉),

1 = c2 + c〈P ′ , U〉,

c〈U, P ′〉 = 〈U, P〉+ 〈U,V − µU〉 = 〈U,V〉− µ = −〈P ′ , P ′〉,

1 = c2 − 〈P ′ , P ′〉⇒ c =
√
1+ 〈P ′ , P ′〉.

(c > 1, ε < 0).
In the next section we express the explicit and implicit form of the algorithm.

4.1.1 Algorithm

The method is written in implicit form. The final expressions of these equations
of motion are the following:

V† = V − 〈U,V〉U,
P̃ = P + V†,

cP
′

= P̃ − (c2 − 1)U,

U
′

= cU+ P̃.

The resolution of implicit recursion is:

c(P
′
+U

′
) = P̃ + c2U+ (1− c2)U+ cP

′
,

cU
′

= P̃ +U,
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but U
′
= cU+ P

′
, so

P
′

= U
′
− cU =

1

c
(P̃ +U) − cU,

cP
′

= P̃ + (1− c2)U.

The length of cP
′

becomes:

c2〈P ′ , P ′〉 = 〈P̃, P̃〉+ 2(1− c2)〈P̃, U〉+ (1− c2)2〈U,U〉,
c2(c2 − 1) = 〈P̃, P̃〉+ (1− c2)2,

(c4 − c2) − (c4 − 2c2 + 1) = 〈P̃, P̃〉,
c2 − 1 = 〈P̃, P̃〉,

⇒ c =
√
1+ 〈P̃, P̃〉.

Finally the algorithm explicitly:

V† = V − 〈U,V〉U,
P̃ = P + V†,

c =

√
1+ 〈P̃, P̃〉,

P
′

=
1

c
(P̃ +U) − cU,

U
′

= cU+ P
′
.

This algorithm was applied on GPU in Section 6. These processes are compared
with the original sequential method on the CPU against the parallel version
on the GPU.

5 Compute unified device architecture

In the last decade the performance increase of the central processing units
have slowed down drastically compared to a decade earlier. At the same time
the graphical processing units are showing a very intense evolution booth
in performance and architecture thanks to their origin from the graphical
computations and thanks to the never-ending need for more computational
power (values on Figure 3 were taken from [12]).
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Figure 3: Performance increase of the CPU and the GPU

Our idea is to process the Yang-Mills model’s high volume data on the GPU.
This way we can use bigger lattices for calculation, achieving higher precision
and faster runtime. With the many core architecture through the CUDA it
is now possible to evaluate the actual status of the lattice by checking the
individual link values in parallel.

5.1 The compute unified device architecture

Thanks to the modern GPUs now we can process efficiently very big datasets
in parallel [7]. This is supported by the underlying hardware architecture that
now allows us to create general purpose algorithms running on the graphical
hardware. There is no need to introduce any middle abstractions to be able
to use these processors as they have evolved into a more general processing
unit (Figure 4 [14]). The compute unified device architecture (CUDA) divides
the GPUs into smaller logical parts to have a deeper understanding of the
platform. [12] With the current device architecture the GPUs are working like
coprocessors in the system, the instructions are issued through the CPU. In
the earlier generations we were forced to use the device side memory as the
GPUs were not capable to accept direct memory pointers. If we wanted to
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utilize the GPUs, then all the data were supposed to be copied over to the
device prior the calculations.

Figure 4: CUDA processing flow

While this is still the main idea behind our parallel calculations as the second
generation of Compute Capability devices were released it has became possible
to issue direct memory transactions thanks to the Unified Virtual Addressing
[17]. This has made it possible to use pointers and memory allocations not
only on the host side, but on the device as well. In earlier generations it the
thread local, shared and global memories have used different address spaces,
which made it impossible to use C/C++ like pointers on the device as the
value of those pointers were unknown at compile time.
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5.1.1 Thread hierarchy

CUDA is very similar to the C language, the biggest difference in its syntax
is the <<< and >>> brackets which are used for kernel launches [8]. Kernels
are special C like functions with void return value, that will create all the
threads and that will run on the GPU. It also has the usual parameter list
which contains all the variables we want to pass our input through and to
receive the results of our computations. It is important, that for such inputs
and outputs the memory has to be allocated on the GPU prior the kernel call.
All of our threads are started in a grid which consists of many blocks which
will contain the threads (Figure 5).

Figure 5: CUDA thread hierarchy

The maximum number of threads that we can start depends on the actual
compute capability of the GPU, but it is important that this number does not
equal to the actual threads being processed at the same time on the GPU. The



Yang-Mills lattice on CUDA 197

size of the grid and the size of the block depends on the compute capability of
the hardware, but looking solely on the capability restraints we cannot show
the maximum threads being processed.

A GPU can have different number of Streaming Multiprocessors (SM) and
different amount of memory. The CUDA restrictions are containing occupancy
restrictions as well. There are three kinds of these restrictions: resource limita-
tions, block, and thread availability. The SMs are having the maximum limit
on the number of maximum online blocks. Performance wise it is not a good
practice to create algorithms that will be able to reach the resource constraints
even with a very low amount of threads i.e. with high register utilization per
thread [8].

We should divide our algorithm to be called by different kernels thus de-
creasing the resource dependency of our code. The biggest impact on the per-
formance is the memory utilization. It is the most important aspect to keep
all of our midterm results on the device and to keep the host-device memory
transactions to the minimum [11]. The data must be coalesced in the memory
to provide the maximum possible throughput. At the same time the registers
and the shared memory are faster by at least a factor of 100 than the global
memory. This is because the global memory is on the card, while the shared
memory and the registers are on the chip.

5.1.2 Memory access strategies

For older generation of GPUs with Compute Capability 1.x it is important to
use the right access patterns on the global memory. If we will try to use the
same value from thousands of threads, then the access will have to be serialized
on these GPUs, while the newer ones have caching functionality to help on
such scenarios. The most optimal access is the map access, where all threads
will manipulate their own values, more specifically thread n will access the
nth position of the input or output array.

If the data stored in the memory can be accessed in a sequential order and
it is aligned to a multitude of 128 byte address then the data fetching will be
the most optimal on the devices with Compute Capability 1.x (Figure 1). The
GPU can issue 32, 64 or 128 bytes transactions based on the utilization of the
hardware.

If the data is in a non-sequential order (Figure 2), then additional memory
transactions will be required to process everything. We mention here, by using
non-sequential ordering it is possible the transactions will fetch more data,
than we are really going to use at the time. This can be quite a wasteful
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Compute capability: 1.0 and 1.1 1.2 and 1.3 2.x and 3.0

Memory transactions: Uncached Cached
1 x 64B at 128 1 x 64B at 128 1 x 128B at 128
1 x 64B at 192 1 x 64B at 192

Table 1: Aligned and sequential memory access

approach.

Compute capability: 1.0 and 1.1 1.2 and 1.3 2.x and 3.0

Memory transactions: Uncached Cached
8 x 32B at 128 1 x 64B at 128 1 x 128B at 128
8 x 32B at 160 1 x 64B at 192
8 x 32B at 192
8 x 32B at 224

Table 2: Aligned and non-sequential memory access

If the data is misaligned (Figure 3), then it will invoke more transactions as
smaller ones will be required to fetch everything. This case can be problematic
even on the cached devices. All tables are representing the data taken from
[12].

Compute capability: 1.0 and 1.1 1.2 and 1.3 2.x and 3.0

Memory transactions: Uncached Cached
7 x 32B at 128 1 x 128B at 128 1 x 128B at 128
8 x 32B at 160 1 x 64B at 192 1 x 128B at 256
8 x 32B at 192 1 x 32B 256
8 x 32B at 224
1 x 32B at 256

Table 3: Misaligned and sequential memory access

Overall it is important to design our data structures to be able to accom-
modate them to the aforementioned restrictions to be able to achieve the
maximum possible memory throughput.
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5.1.3 Other architectures and models

Our development and research was conducted on the aforementioned CUDA
platform. Other architectures and programming models are available that
provide high parallel performance. Currently the biggest competition for the
NVIDIA GPUs are the AMD Radeon GPUs. But the biggest competition is
in the discrete GPU market. In the HPC segment the NVIDIA GPUs are the
mainstream solutions [18], when there is any GPU utilization in the super-
computers. For example the fastest GPU cluster based supercomputer, the
TITAN incorporates NVIDIA Tesla K20X GPUs as coprocessors.

On the other hand Intel is developing it’s own coprocessor for the HPC
segment, the Intel Xeon Phi processor. Currently the fastest supercomputer
in the TOP500 is the Tianhe-2 (MilkyWay-2) accelerated with these Xeon Phi
processors, while the previously mentioned TITAN is at the second place [18].
The Linpack performance benchmark shows a 33, 862.7 TFlop/s capability
for the Tianhe-2, while it shows a 17, 590.0 TFlop/s for TITAN. But if we
take a look at the number of the processor cores, the Tianhe-2 uses 3, 120, 000
cores, while the TITAN uses only 560, 640 cores. It is difficult to make a direct
interpolation for the achieved performance in the case if we will double the
cores in the TITAN, so we will take a look at the individual performance of
each computers accelerator core.

The Intel Xeon Phi 3100 series of accelerators have 57 x86 cores and are
capable of 1003 GFlop/s performance in double precision calculations while
drawing 300 Watt of power [15]. On the other hand the NVIDIA Tesla K20X
has 2688 CUDA cores, capable of 1310 GFlop/s performance also in double
precision calculations while drawing only 235 Watt of power [16]. If we take
the total core numbers of the supercomputers, then the Tianhe-2 has 48000
Xeon Phi processors [5], while the TITAN has 18688 Tesla K20X processors
[13]. Theoretically if we double the number of K20X cards, we will have more
performance than the Tianhe-2, while still utilizing less GPU, than how many
MICs they are using. This shows that the Kepler GPU architecture based Tesla
accelerators are more efficient than the Knights Corner MIC architecture based
Xeon Phi accelerators.

Booth architectures support the OpenCL, OpenAAC programming lan-
guages which all are GPU based languages. On the NVIDIA GPUs the CUDA
model is the most important as the GPUs are in connection with the program-
ming model and as they develop the GPUs and provide new functionality, the
same functionality becomes supported in the next CUDA version. This way
they have the freedom to let developers utilize their GPUs how they see it the
most efficient.
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5.2 Single instruction multiple thread architecture

Our current CPUs are SIMD processors, where SIMD stands for Single In-
struction Multiple Data. This implies that the multicore CPUs can evaluate
a given instruction for multiple data which can achieve even higher amount
of instructions per cycle with the Intel Hyper Threading Technology. In our
case the test machine CPU has two physical cores, that can run up to four
threads simultaneously thanks to the aforementioned technology. So in this
case we will have four instructions evaluated concurrently. On the other hand
the GPUs are SIMT architecture based processors. This stands for Single In-
struction Multiple Thread which is very similar to the SIMD architecture. The
biggest difference is in the maximum number of threads. Theoretically we are
not bound by the maximum number of threads that we can launch, as the
latest Kepler GPUs can initialize billions of threads at the same time. The
key factor is that the performance per thread is quite low, but the GPU can
handle thousands of those cores in a single clock cycle. Of course the actual
number of running threads will be lower, but still bigger then what we can
have on the CPUs. The basic idea behind the SIMT architecture is that we
summon as many threads as many data we have for evaluation. This implies
that for higher utilization we need to provide more data to work on. But even
with maximum thread occupancy it doesn’t directly mean we will achieve the
maximum computational performance.

5.3 Computational architecture

In this subsection we will see what kind of technical details the GPUs have
and how it affects the actual utilization of the given architecture. The actual
number of threads running on the GPU comes through the term of warps. A
warp is a set of 32 threads in a given Streaming Multiprocessor. Based on the
actual architecture and compute capability the maximum number of warps
per SM can differ (Table 4), but the size of a warp is constant 32. This means
that in an optimal solution the maximum number threads running at the same
time is:

#SM ∗#WARP ∗ 32.

This implies that all n threads are running the same instruction at the same
time. But in a not so optimal scenario it is possible that the threads are
diverging from the size of the warp. This means that the execution flow differs
among the different threads, so it will not be possible to evaluate all the 32
threads in the warp, because they are using the same program counter. In
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this case the scheduler will have to take into account that there are slower
warps in which the threads are serialized, and this will decrease the overall
performance. This can happen if a thread has to evaluate if statement branches
or long cycles. In the case of cycles the compiler can make some optimization
as it will unroll the loops, but there is no way to predict the flow among the
if statements.

Compute Capability

Technical Specifications 1.0 1.1 1.2 1.3 2.x 3.0 3.5

Maximum dimensionality of
grid of thread blocks

2 3

Maximum x-dimension of a
grid of thread blocks

65535 231 − 1

Maximum y- or z-dimension
of a grid of thread blocks

65535

Maximum dimensionality of
thread block

3

Maximum x- or y-dimension
of a block

512 1024

Maximum z-dimension of a
block

64

Maximum number of threads
per block

512 1024

Warp size 32

Maximum number of resident
blocks per multiprocessor

8 16

Maximum number of resident
warps per multiprocessor

24 32 48 64

Maximum number of resident
threads per multiprocessor

768 1024 1536 2048

Table 4: Compute capability technical specifications (for description see Sec-
tion 5.1.1)
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6 Parallel Yang-Mills algorithm

In our computational problem we are calculating newer and newer states of all
the links in the system. This is a great example to use the map access pattern
as all threads will have a link to work on. The algorithm was implemented on
the CUDA platform.

6.1 Main idea

In every given timestep a kernel generates the new values for the links. The
kernel call itself is in a cycle that will move until a given step count. The real
difficulty arise from the sanity checks of the system. After a given timestep
the algorithm checks if the system is still valid and such if any further devel-
opments are possible. This will require the actual results on the GPU to be
checked if are still valid. To copy them back to the host side is just a waste of
memory bandwidth and time. To check it on the device requires to have par-
allel algorithms for the subsequent operations. To check the systems validity
we have to summarize the energy values of the links, thus we need to make a
parallel summation. Thankfully the NVIDIA Thrust library already has this
algorithm implemented, so we have used this approach. For this to work we
have to give the values to the algorithm in the form of Thrust defined vectors.
It is possible to cast raw memory pointers to vector containers, so there is
no incompatibility between the Thrust defined vectors and the user defined
global memory allocations. The result will be only one value which will be
much easier to be transferred to the host side for evaluation and this will be
done only once in every check. This isn’t necessarily a good practice, because
to achieve the highest memory throughput we should copy high amount of
data instead of little fragments, but currently we only have to copy just these
summation, so its really just one value per iteration, without implying any
throughput problems.

6.2 Restrictions

The current implementation provides a direct port of the original Yang-Mills
algorithm. As such, it does not provide any GPU specific optimizations which
should further improve the already high amount of performance gain over
the original CPU based version. The calculations are running on the three
dimensional space with varying amount of precision, or varying dense of the
lattice. The more dense it is, the more links it will generate, thus heavily
increasing the inputs and the required calculations. Because this is a direct
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port we do not separate the algorithm based on different functionalities, just
applying the same algorithm for all the links in parallel. This implies that for
the actual implementation the biggest restrain the available memory is. In this
sense how dense an actual lattice can be for processing depends on how much
free memory we have on the GPU, as all the links will have to be stored on
the device.

6.3 Implementation

For implementation and testing we have used a GeForce GTX 580 with com-
pute capability 2.0.

GeForce GTX 580

Technical Specifications Compute Capability 2.0

Transistors (Million) 3000

Memory (MB) 1536

SM Count 16

Memory Bandwidth (GB/s) 192.4

GFLOPs 1581.1

TDP (watts) 244

Table 5: GeForce GTX 580 technical specifications

In our case the maximum number of executed threads is 24576 (Table 5).
This means that there will be this amount of instructions which evaluated at
every given clock cycle in parallel. To be really efficient though it is important
to do not introduce diverging threads. In our case the Yang-Mills algorithm
doesn’t provide any instructions that will result in diverging threads. The links
of 3 dimensional lattice are aligned into an array which are distributed into
a 1 dimensional grid. We compute a state of lattice through a grid of CUDA
threads by giving a link to a thread for computation. As a new state is reached
we use the Thrust reduction algorithm to do the required summation on the
new values to check the actual properties while keeping the whole dataset on
the GPU.

6.3.1 Compute unified device architecture based algorithm

Essentially there is no real difference between the original (see Section 4) and
the CUDA based algorithm, the equations (19), (20) are the same after all.
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But powerful distinction between the two is the indexing of the given links
Ux,i (Section 4.1.1) which are stored in a row ordered array.

The index of an actual thread can be calculated with the next statement,
assuming that we are using a one dimensional grid (Section 5.1.1) with one
dimensional blocks.

int idx = blockDim.x*blockIdx.x+threadIdx.x;

A simple optimization is the including of shared memory (Section 5.1.1).
We are accessing the links many times during an evaluation, so it is a good

optimization strategy to load the links into the shared memory.

__shared__ float s_aux[1000];

__shared__ float s_U[1000];

__shared__ float s_V[1000];

The most compute heavy parts of the algorithm are the subroutines to
upgrade the links and to calculate the complement of the lattice variable.
As an implication of this the GPU based algorithm contains the accelerated
versions of the aforementioned functions.

These functions are CUDA kernels so they are required to be global
functions. We are starting these kernels with 512 threads for each thread block
with as many blocks as much we need to have the same amount of threads as
much links we have.

Naturally this can give us more threads than the number of the available
links, so a condition check is given to do not utilize the unnecessary threads.

This way we can evaluate our algorithm (Section 4.1.1) on all the maximum
allowed threads at the same (Section 6.3), alas on the same amount of links.

6.4 Numerical results

We introduced a method to solve the Yang-Mills equations in time by expres-
sions (19), (20) (see Section 4). The link variables were expressed by quater-
nion representation and due to the SU(2) symmetry three dimensional polar
coordinate system was applied.

We numerically computed the differential equation of motion by real-time
implicit-explicit algorithm (Section 4.1) to choose random initial configura-
tions on any finite lattice SU(2). This process fulfils the constraints of total
energy Etot by Lagrange multiplicators, unitarity and orthogonality of the
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SU(2) symmetry conditions and Gauss law. We applied periodic boundary
conditions and the nearest neighbor intersection on finite lattice.

The physical quantities required the high precision calculation and the size of
elementary lattice box expected the smallest value as possible i.e. to achieve the
extrapolation of the thermodynamic limit. An efficient algorithm was achieved
on the GPU by parallelism in Section 6. This process is much more effective
on the three dimensional lattice.

For overall testing the following system was used (Table 6):

CPU GPU OS Compiler
CUDA
version

Intel Core
i5 650

GeForce
GTX 580

Windows 8
Pro

Visual
C++ 2010

5.0

Table 6: The used system’s specification

We compared the runtime of the CPU to the GPU (Figure 6), the GPU
gives substantially better results considering the same lattice size which shows
acceleration of a magnitude of 28 in single precision and 11 in double preci-
sion.

Figure 6: Runtime on the CPU and on the GPU with N = 25, 50, 75, 100

Even if we use single precision values for our calculations, the CPU cannot
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provide any strong performance compared to the GPU because the latter has
a lot more processing power.

Due to the limited resources of the CPU it is really difficult to provide a
real comparison, thus we provide an extrapolation of the higher dense lattice
computation runtime (Figure 7). By measuring how much time a lattice with
N3 vertices takes to be evaluated, we can see how much time a single link
takes. Taking this into account we calculated the number of links on the three
dimensional lattice and multiplied this number with that single link runtime
as it follows:

const1 = t1/(24N
3
1); extrapolated runtime = const124N

3,

where t1 is the runtime of a lattice with N1 = 25 and 24N3 is the number
of all links in a lattice with N3 vertices. This value was calculated for booth
single and double precision driven CPU and GPU based runtimes.

Figure 7: Extrapolated runtime of the algorithm for large N on the CPU
and extrapolated runtime on the GPU. Measured range: 0 <= N <= 100;
Extrapolated range: 100 < N <= 1000

From (Figure 7) it can be read that the GPU based calculations will remain
faster compared to the CPU implementation even on much denser lattices. The
actual measured range of the lattice size is 0 <= N <= 100 and the further
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extrapolated range is 100 < N <= 1000. (Figure 7) shows that the factor 27.68
by which the GPU is faster than the CPU on the actually calculated lattices is
still valid on the extrapolated interval where this factor is 27.69. Naturally the
single precision values should imply a faster runtime and the used hardware
provides a significantly higher single precision peak performance, than what it
gives for the double precision. Still the single precision based implementation
isn’t much faster than it’s double precision counterpart. The reason for that
is that the algorithm at hand cannot utilize the hardware efficiently.

We are mentioned it many times, that the problem at hand is very paral-
lelization. This means that the algorithm that we are using has a very good
sequential part to parallel part ratio which implies the parallelization nature
of the problem. The values on (Figure 8) shows that as we increase the size
of our lattice this ratio starts to grow, but very steadily. This is because the
sequential part is very limited compared to the parallel part which already has
a huge amount of acceleration over the original algorithm, where:

Let tseq/a denote the runtime of the sequential portion of the code and
tpar/a denote the runtime of the parallel portion booth values in seconds.

Figure 8: Ratio of the sequential and parallel runtime in the function of N,
where tseq[sec]/a is the sequential fraction of the runtime and tpar[sec]/a is
the parallel fraction
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The fraction of the two tseq/tpar is small, because the dominant factor is the
parallel part as it will take more time to be evaluated, than the lesser sequential
part. The parallel routines are handling the massive datasets, updating all
the link variables in the lattice, while the sequential parts are calculating
the Langrange multiplicators which results in the conservation of the total
energy, the unitarity and orthogonality of the SU(2) symmetry condition in
this dynamical system.

The single precision calculations are considerably faster than the double
precision evaluations, so it is an important question if the single precision
numbers are sufficient for our needs or not. The single precision values suffers
a little loss thanks to the half precision, but the two values are still equal up
to the fifth decimal value, above that the deviation of the energy only exists
because of the higher precision of the double values (Figure 9).

Let Ed denote the energy based on the double precision values of energy and
Es denote the energy based on the single precision values, and (Ed−Es)g

2a is
drawn in the function of t/a, where runtime measured in seconds.

Figure 9: The energy difference in the function of the time i.e. (Ed−Es)g
2a vs

t[sec]/a for single precision (Es) and double precision (Es) values on the GPU

The fundamental value of certain physical quantities can be determined
by finite-size scaling. We determined the extrapolation of the energy to the
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Figure 10: The thermodynamic limit of the energy (N→∞)

thermodynamic limit (N → ∞) which is demonstrated on (Figure 10). The
correspondence proved to be almost linear by assuming g2aE ∼ 1

N scaling with
finite-size.

In this chapter through numerical calculations we have proved that the GPU
is a valuable computing platform even for the Yang-Mills algorithm, providing
faster real-time performance than what the CPU has, allowing us to reach
higher precision without sacrificing too much time.

7 Summary

We studied the time dependent behaviour of Yang-Mills fields which are ex-
pressed by coupled differential equations.

As the Fermi GPU architecture was build up from the ground to be com-
patible with the C++ programming standards it have became simple to port
the existing applications to the GPU. In our case the direct port Yang-Mills
model’s algorithm was capable to achieve at least 11 times performance boost
compared to the original.

Just changing the underlying hardware the algorithms still produced the
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same result, thus keeping the physical principles valid. Physical constant quan-
tities remains constraint while solving the equation of motion by parallel al-
gorithm, such as the total energy.

The behaviour of the GPU makes it possible to solve the more complicated
systems for example Yang-Mills-Higgs fields. This means more precision can be
achieved on these systems. This is especially important where high precision
computations in thermodynamic limit are mandatory.
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Abstract. In this paper we define the k-Fibonacci words in analogy with
the definition of the k-Fibonacci numbers. We study their properties and
we associate to this family of words a family of curves with interesting
patterns.

1 Introduction

Fibonacci numbers and their generalizations have many interesting properties
and applications to almost every fields of science and arts (e.g. see [13]). The
Fibonacci numbers Fn are the terms of the sequence 0, 1, 1, 2, 3, 5, . . . wherein
each term is the sum of the two previous terms, beginning with the values
F0 = 0, and F1 = 1.

Besides the usual Fibonacci numbers many kinds of generalizations of these
numbers have been presented in the literature. In particular, a generalization
is the k-Fibonacci numbers [11].

For any positive real number k, the k-Fibonacci sequence, say {Fk,n}n∈N is
defined recurrently by

Fk,0 = 0, Fk,1 = 1 and Fk,n+1 = kFk,n + Fk,n−1, n > 1. (1)

Computing Classification System 1998: I.3.7, G.2.0
Mathematics Subject Classification 2010: 11B39, 05A05 , 68R15
Key words and phrases: Fibonacci word, k-Fibonacci numbers, k-Fibonacci words, k-
Fibonacci curves

212

https://sites.google.com/site/ramirezrjl/
http://ima.usergioarboleda.edu.co/
http://ima.usergioarboleda.edu.co/
http://www.usergioarboleda.edu.co/
mailto:josel.ramirez@ima.usergioarboleda.edu.co
http://www.docentes.unal.edu.co/gnrubianoo/
http://www.matematicas.unal.edu.co/
http://www.unal.edu.co/
http://www.unal.edu.co/
mailto:gnrubianoo@unal.edu.co


On the k-Fibonacci words 213

In [11], k-Fibonacci numbers were found by studying the recursive applica-
tion of two geometrical transformations used in the four-triangle longest-edge
(4TLE) partition. These numbers have been studied in several papers, see
[5, 10, 11, 12, 18, 19, 23].

The characteristic equation associated to the recurrence relation (1) is x2 =
kx+ 1. The roots of this equation are

rk,1 =
k+
√
k2 + 4

2
, and rk,2 =

k−
√
k2 + 4

2
.

Some of the properties that the k-Fibonacci numbers verify are (see [11, 12]
for the proofs).

• Binet Formula: Fk,n =
rnk,1−r

n
k,2

rk,1−rk,2
.

• Combinatorial Formula: Fk,n =
∑bn−1

2
c

i=0

(
n−1−i
i

)
kn−1−2i.

• limn→∞ Fk,n
Fk,n−1

= rk,1.

On the other hand, there is a word-combinatorial interpretation of the Fi-
bonacci sequence. Fibonacci words are words over {0,1} defined recursively as
follows:

f0 = 1, f1 = 0, fn = fn−1fn−2, n > 2.

The words fn are referred to as the finite Fibonacci words and it is clear that
|fn| = Fn+1. The limit

f = lim
n→∞ fn = 0100101001001010010100100101 · · ·

is called the Fibonacci word. This word is certainly one of the most studied
words in the combinatorics on words, (see, e.g., [2, 6, 7, 9, 15, 22]). It is
the archetype of a Sturmian word [14]. This word can be associated with a
curve, which has fractal properties obtained from combinatorial properties of
f [3, 16, 21].

In this paper we introduce a family of words fk that generalize the Fibonacci
word. Specifically, the k-Fibonacci words are words over {0,1} defined induc-
tively as follows

fk,0 = 0, fk,1 = 0k−11, fk,n = fkk,n−1fk,n−2,
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for all n ≥ 2 and k ≥ 1. Then it is clear that |fk,n| = Fk,n+1. The infinite word

fk := lim
n→∞ fk,n

is called the k-Fibonacci word. In connection with this definition, we investi-
gate some new combinatorial properties and we associate a family of curves
with interesting patterns.

2 Definitions and notation

The terminology and notations are mainly those of Lothaire [14] and Allouche
and Shallit [1].

Let Σ be a finite alphabet, whose elements are called symbols. A word over
Σ is a finite sequence of symbols from Σ. The set of all words over Σ, i.e.,
the free monoid generated by Σ, is denoted by Σ∗. The identity element ε of
Σ∗ is called the empty word and Σ+ = Σ∗ \ {ε}. For any word w ∈ Σ∗, |w|

denotes its length, i.e., the number of symbols occurring in w. The length of ε
is taken to be equal to 0. If a ∈ Σ and w ∈ Σ∗, then |w|a denotes the number
of occurrences of a in w.

For two words u = a1a2 · · ·ak and v = b1b2 · · ·bs in Σ∗ we denote by uv the
concatenation of the two words, that is, uv = a1a2 · · ·akb1b2 · · ·bs. If v = ε

then uε = εu = u, moreover, by un we denote the word uu · · ·u (n times). A
word v is a subword (or factor) of u if there exist x, y ∈ Σ∗ such that u = xvy.
If x = ε (y = ε), then v is called prefix (suffix) of u.

The reversal of a word u = a1a2 · · ·an is the word uR = an · · ·a2a1 and
εR = ε. A word u is a palindrome if uR = u.

An infinite word over Σ is a map u : N → Σ. It is written u = a1a2a3 · · · .
The set of all infinite words over Σ is denoted by Σω.

Example 1 The word p = (pn)n≥1 = 0110101000101 · · · , where pn = 1 if n
is a prime number and pn = 0 otherwise, is an example of an infinite word. p
is called the characteristic sequence of the prime numbers.

Definition 2 Let Σ and ∆ be alphabets. A morphism is a map h : Σ∗ → ∆∗

such that h(xy) = h(x)h(y) for all x, y ∈ Σ∗. It is clear that h(ε) = ε.

There is a special class of words, with many remarkable properties, the so-
called Sturmian words. These words admit several equivalent definitions (see,
e.g. [1] or [14]).
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Definition 3 Let w ∈ Σω. We define P(w, n), the complexity function of w,
to be the map that counts, for all integer n ≥ 0, the number of subwords of
length n in w. An infinite word w is a Sturmian word if P(w, n) = n+ 1 for
all integer n ≥ 0.

Since for any Sturmian word P(w, 1) = 2, then Sturmian words are over
two symbols. The word p, in Example 1, is not a Sturmian word because
P(p, 2) = 4.

Given two real numbers α,β ∈ R with α irrational and 0 < α < 1, 0 ≤ β < 1,
we define the infinite word w = w1w2w3 · · · as

wn = b(n+ 1)α+ βc− bnα+ βc.

The numbers α and β are the slope and the intercept, respectively. This word
is called mechanical. The mechanical words are equivalent to Sturmian words
[14]. As special case, when β = 0, we obtain the characteristic words.

Definition 4 Let α be an irrational number with 0 < α < 1. For n ≥ 1,
define

wα(n) := b(n+ 1)αc− bnαc ,

and

w(α) := wα(1)wα(2)wα(3) · · · ,

then w(α) is called a characteristic word with slope α.

On the other hand, note that every irrational α ∈ (0, 1) has a unique con-
tinued fraction expansion

α = [0, a1, a2, a3, . . .] =
1

a1 +
1

a2 +
1

a3 + · · ·

,

where each ai is a positive integer. Let α = [0, 1+ d1, d2, . . . ] be an irra-
tional number with d1 ≥ 0 and dn > 0 for n > 1. To the directive sequence
(d1, d2, . . . , dn, . . . ), we associate a sequence (sn)n≥−1 of words defined by

s−1 = 1, s0 = 0, sn = sdnn−1sn−2, (n ≥ 1).
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Such a sequence of words is called a standard sequence. This sequence is related
to characteristic words in the following way. Observe that, for any n ≥ 0, sn
is a prefix of sn+1, which gives meaning to limn→∞ sn as an infinite word. In
fact, one can prove [14] that each sn is a prefix of w(α) for all n ≥ 0 and

w(α) = lim
n→∞ sn. (2)

Example 5 The infinite Fibonacci word f = 0100101001001010 · · · is a Stur-

mian word [14], exactly f = w
(
1
φ2

)
where φ = 1+

√
5

2 is the golden ratio.

Definition 6 The Fibonacci morphism σ : {0,1}→ {0,1} is defined by σ(0) =
01 and σ(1) = 0.

The Fibonacci word f satisfies that limn→∞ σn(1) = f [1].

3 The k-Fibonacci words

Definition 7 The nth k-Fibonacci words are words over {0,1} defined induc-
tively as follows

fk,0 = 0, fk,1 = 0k−11, fk,n = fkk,n−1fk,n−2,

for all n ≥ 2 and k ≥ 1. The infinite word

fk := lim
n→∞ fk,n

is called the k-Fibonacci word.

It is clear that |fk,n| = Fk,n+1. For k = 1 we have the word f = 1011010110110 . . .,
where a is a morphism, with a ∈ {0, 1}, defined by 0 = 1, 1 = 0.

Example 8 The first k-Fibonacci words are

f1 = 1011010110110 · · · = f , f2 = 0101001010010 · · · , f3 = 0010010010001 · · · ,
f4 = 0001000100010 · · · , f5 = 0000100001000 · · · , f6 = 0000010000010 · · · .

Definition 9 The k-Fibonacci morphism σk : {0,1} → {0,1} is defined by
σk(0) = 0k−11 and σk(1) = 0k−110.

Theorem 10 For all n ≥ 0, σnk (0) = fk,n and σn+1k (1) = fk,n+1fk,n. Hence,
the k-Fibonacci word fk satisfies that limn→∞ σn(0) = fk.
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Proof. We prove the two assertions about σnk by induction on n. They are
clearly true for n = 0, 1. Assume for all j < n; we prove them for n:

σn+1k (0) = σnk (0
k−11) = (σnk (0))

k−1σnk (1) = f
k−1
k,n fk,nfk,n−1 = f

k
k,nfk,n−1 = fk,n+1.

σn+2k (1) = σn+1k (0k−110) = (σn+1k (0))k−1σn+1k (1)σn+1k (0) = fk−1k,n+1fk,n+1fk,nfk,n+1

= fkk,n+1fk,nfk,n+1 = fk,n+2fk,n+1. �

Proposition 11

1. |fk,n|1 = Fk,n and |fk,n+1|0 = Fk,n+1 + Fk,n for all n > 0.

2. lim
n→∞ |fk,n|

|fk,n|0
=

r2k,1
1+ rk,1

.

3. lim
n→∞ |fk,n|

|fk,n|1
= rk,1.

4. lim
n→∞ |fk,n|0

|fk,n|1
= 1+

1

rk,1
.

Proof.

1. It is clear by induction on n.

2. lim
n→∞ |fk,n|

|fk,n|0
= lim
n→∞ Fk,n+1

Fk,n + Fk,n−1
= lim
n→∞

Fk,n+1

Fk,n

1+ Fk,n−1

Fk,n

=
r2k,1

1+ rk,1
.

3. lim
n→∞ |fk,n|

|fk,n|1
= lim
n→∞ Fk,n+1

Fk,n
= rk,1.

4. lim
n→∞ |fk,n|0

|fk,n|1
= lim
n→∞ Fk,n + Fk,n−1

Fk,n
= 1+

1

rk,1
.

�

Proposition 12 The k-Fibonacci word and the nth k-Fibonacci word satisfy
that

1. The word 11 is not a subword of the k-Fibonacci word, k ≥ 2.
2. Let ab be the last two symbols of fk,n. For n ≥ 1, we have ab = 10 if n

is even and ab = 01 if n is odd, k ≥ 2.
3. The concatenation of two successive k-Fibonacci words is “almost com-

mutative”, i.e., fk,n−1fk,n−2 and fk,n−2fk,n−1 have a common prefix the
length Fk,n + Fk,n−1 − 2 for all n ≥ 2.
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Proof.

1. It suffices to prove that 11 is not a subword of fk,n, for all n ≥ 0. By
induction on n. For n = 0, 1 it is clear. Assume for all j < n; we prove it
for n. We know that fk,n = fkk,n−1fk,n−2 so by the induction hypothesis
we have that 11 is not a subword of fk,n−1 and fk,n−2. Therefore, the
only possibility is that 1 is a suffix and prefix of fk,n−1 or 1 is a suffix of
fk,n−1 and a prefix of fk,n−2, both there are impossible.

2. By induction on n. For n = 1, 2 it is clear. Assume for all j < n; we
prove it for n. We know that fk,n+1 = f

k
k,nfk,n−1, if n+ 1 is even then by

the induction hypothesis the last two symbols of fk,n−1 are 10, therefore
the last two symbols of fk,n+1 are 10. Analogously, if n+ 1 is odd.

3. By induction on n. For n = 1, 2 it is clear. Assume for all j < n; we
prove it for n. By definition of fk,n, we have

fk,n−1fk,n−2 = f
k
k,n−2fk,n−3 · fkk,n−3fk,n−4

= (fkk,n−3fk,n−4)
k · fkk,n−3fk,n−3fk,n−4,

and

fk,n−2fk,n−1 = f
k
k,n−3fk,n−4 · fkk,n−2fk,n−3

= fkk,n−3fk,n−4 · (fkk,n−3fk,n−4)k · fk,n−3
= (fkk,n−3fk,n−4)

kfkk,n−3fk,n−4fk,n−3.

Hence the words have a common prefix of length k(kFk,n−2 + Fk,n−3) +
kFn−2 = k(Fk,n−1+ Fk,n−2). By the induction hypothesis fk,n−3fk,n−4 and
fk,n−4fk,n−3 have a common prefix of length Fk,n−2+Fk,n−3−2. Therefore
the words have a common prefix of length

k(Fk,n−1 + Fk,n−2) + Fk,n−2 + Fk,n−3 − 2 = Fk,n + Fk,n−1 − 2. �

Definition 13 Let Φ : {0, 1}∗ → {0, 1}∗ be a map such that Φ deletes the last
two symbols, i.e., Φ(a1a2 · · ·an) = a1a2 · · ·an−2 (n ≥ 2).

Corollary 14 The nth k-Fibonacci word, satisfy for all n > 2 that

1. Φ(fk,n−1fk,n−2) = Φ(fk,n−2fk,n−1).

2. Φ(fk,n−1fk,n−2) = fk,n−2Φ(fk,n−1) = fk,n−1Φ(fk,n−2).

3. If fk,n = Φ(fk,n)ab, then Φ(fk,n−2)abΦ(fk,n−1) = fk,n−1Φ(fk,n−2).
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4. If fk,n = Φ(fk,n)ab, then Φ(fk,n−2)(abΦ(fk,n−1))
k = Φ(fk,n).

Proof. Parts (a) and (b) follow immediately from Proposition 12-(3) and be-
cause of |fk,n| > 2 for all n > 2. (c) In fact, if fk,n = Φ(fk,n)ab then from Propo-
sition 12-(2) we have fk,n−2 = Φ(fk,n−2)ab. Hence Φ(fk,n−2)abΦ(fk,n−1) =
fk,n−2Φ(fk,n−1) = fk,n−1Φ(fk,n−2). (d) It is clear from (c) and definition of
fk,n. �

Theorem 15 Φ(fk,n) is a palindrome for all n ≥ 1 and k ≥ 1.

Proof. By induction on n. If n = 2 then Φ(fk,2) = (0k−11)k−10k−1 is a palin-
drome. Now suppose that the result is true for all j < n; we prove it for
n.

(Φ(fk,n))
R = (Φ(fkk,n−1fk,n−2))

R = (fkk,n−1Φ(fk,n−2))
R = Φ(fk,n−2)

R(fkk,n−1)
R

= Φ(fk,n−2)(f
R
k,n−1)

k.

If n is even then fk,n = Φ(fk,n)10 and from Corollary 14-(4), we have that

(Φ(fk,n))
R = Φ(fk,n−2)((Φ(fk,n−1)01)

R)k = Φ(fk,n−2)(10(Φ(fk,n−1))
R)k

= Φ(fk,n−2)(10Φ(fk,n−1))
k = Φ(fk,n).

If n is odd, the proof is analogous. �

Corollary 16 1. If fk,n = Φ(fk,n)ab then baΦ(fk,n)ab is a palindrome.

2. If u is a subword of the k-Fibonacci word, then so is its reversal, uR .

Theorem 17 Let α =
[
0, k

]
be an irrational number, with k a positive integer,

then

w(α) = fk.

Proof. Let α =
[
0, k

]
an irrational number, then its associated standard

sequence is

s−1 = 1, s0 = 0, s1 = s
k−1
0 s−1 = 0k−11 and sn = skn−1sn−2, n ≥ 2.

Hence {sn}n≥0 = {fk,n}n≥0 and from equation (2), we have

w(α) = limn→∞ sn = fk. �
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Remark. Note that

[
0, k

]
=

1

k+
1

k+
1

k+
1

. . .

=
−k+

√
k2 + 4

2
= −rk,2

From the above theorem, we conclude that k-Fibonacci words are Sturmian
words.

A fractional power is a word of the form z = xny, where n ∈ Z+ and x ∈ Σ+,
and y is power power prefix of x. If |z| = p and |x| = q, we say that z is a
p/q-power, or z = xp/q. In the expression xp/q, the number p/q is the power’s
exponent. For example, 01201201 is a 8/3-power, 01201201 = (012)8/3. The
index of an infinite word w∈ Σω is defined by

Ind(w) := sup{r ∈ Q>1 : w contains an r-power}

For example Ind(f)> 3 because the cube (010)3 occurs in f at position 6. In
[15] the authors proof that Ind(f)=2 + φ ≈ 3.618. A general formula for the
index of a Sturmian word was given in [8].

Theorem 18 If u is a Sturmian word of slope α = [0, a1, a2, a3, . . . ], then

Ind(w) = sup
n>0

{
2+ an+1 +

qn−1 − 2

qn

}
,

where qn is the denominator of α = [0, a1, a2, a3, . . . , an] and satisfies q−1 =
0, q0 = 1, qn+1 = an+1qn + qn−1.

Corollary 19 The index of k-Fibonacci words is Ind(fk) = 2+ k+
1
rk,1

.

Proof. fk is a Sturmian word of slope α =
[
0, k

]
, then it is clear that qn =

Fk,n+1, and from above theorem

Ind(fk) = sup
n>0

{
2+ k+

Fk,n − 2

Fk,n+1

}
= 2+ k+

1

rk,1
. �
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4 The k-Fibonacci Word Curve

The Fibonacci word can be associated to a curve from a drawing rule. We must
travel the word in a particular way, depending on the symbol read a particular
action is produced, this idea is the same as that used in the L-Systems [17].
In this case, the drawing rule is called “odd-even drawing rule” [16], this is
defined as shown in the following table.

Symbol Action

1 Draw a line forward.

0 Draw a line forward and if the symbol 0 is in a position even
then turn θ degree and if 0 is in a position odd then turn
−θ degrees.

Definition 20 The nth-curve of Fibonacci, denoted by Fn, is obtained by
applying the odd-even drawing rule to the word fn. The Fibonacci word fractal
F , is defined as

F := lim
n→∞Fn.

Example 21 In Figure 1 we show the curve F10 and F17. The graphics in
this paper were generated using the software Mathematica 9.0, [20].

Figure 1: Fibonacci curves F10 and F17 corresponding to the words f10 and f17

Properties of Fibonacci Word Fractal can be found in [3, 4, 16].

Definition 22 The nth k-curve of Fibonacci, denoted by Fk,n, is obtained by
applying the odd-even drawing rule to the word fk,n. The k-Fibonacci word
curve Fk is defined as

Fk := lim
n→∞Fk,n.
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F1,18 F5,6

F6,6 F7,6

Table 1: Some curves Fk,n with θ = 90◦

In Table 1, we show some curves Fk,n with an angle θ = 90◦.
In Table 2, we show some curves Fk,n with an angle θ = 60◦. In general

these curves have a lot of patterns because the index is large, see Corollary
19.

Proposition 23 The k-Fibonacci word curve and the curve Fk,n have the
following properties:

1. The k-Fibonacci curve Fk is composed only of segments of length 1 or 2.

2. The Fk,n is symmetric.

3. The number of turns in the curve Fk,n is Fk,n + Fk,n−1.

4. If n is even then the Fk,n curve is similar to the curve Fk,n−2 and if n
is odd then the Fk,n curve is similar to the curve Fk,n−3.

Proof.

1. It is clear from Proposition 12-1, because 110 and 111 are not subwords
of fk.

2. It is clear from Theorem 15, because fk,n = Φ(fk,n)ab, where Φ(fk,n) is
a palindrome.

3. It is clear from definition of odd-even drawn rule and because |fk,n+1|0 =
Fk,n+1 + Fk,n.
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F2,10 F4,7

F6,4 F7,6

Table 2: Some curves Fk,n with θ = 60◦

4. If n is even. It is clear that σ2k(fk,n−2) = fk,n. We are going to proof that
σ2k guaranties the odd-even alternation required by the odd-even drawing
rule. In fact, σ2k(0) = σk(0

k−11) = (0k−11)k0 and σ2k(1) = (0k−11)k0k1.
As k is even, then |σ2k(0)| and |σ2k(1)| are odd. Hence if |w| is even (odd)
then |σ2k(w)| is even (odd). Since σ2k preserves the parity of length then
any subword in the k-Fibonacci word preserves the parity of position.

Finally, we have to proof that the resulting angle of a pattern must be
preserved or inverted by σ2k. Let a(w) be the function that gives the
resulting angle of a word w through the odd-even drawing rule of angle
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θ. Note that a(00) = 0◦, a(01) = −θ◦ and a(10) = θ◦. Therefore

a(σ2k(00)) = a((0
k−11)k0(0k−11)k0)

= a((0k−11)k)a(00k−1)a(1(0k−11)k−10)

= −kθ◦ + 0◦ + kθ◦ = 0◦

a(σ2k(01)) = a((0
k−11)k0(0k−11)k0k1)

= a((0k−11)k)a(00k−1)a(1(0k−11)k−10)a(0k−11)

= −kθ◦ + 0◦ + kθ◦ − θ◦ = −θ◦

a(σ2k(10)) = a((0
k−11)k0k1(0k−11)k0)

= a((0k−11)k)a(0k)a(1(0k−11)k0)

= −kθ◦ + 0◦ + (k+ 1)θ◦ = θ◦

Then σ2k inverts the resulting angle, i.e., a(w) = −a(σ2k(w)) for any word
w. Therefore the image of a pattern by σ2k is the rotation of this pattern
by a rotation of −θ◦. Since σ2k(fk,n−2) = fk,n, then the curve Fk,n is
similar to the curve Fk,n−2.
If n is odd the proof is similar, but using σ3k.

�

Example 24 In Figure 2 F4,4 looks similar to F4,6,F4,8 and so on.

Figure 2: Curves F4,4,F4,6,F4,8 with θ = 60◦

In Figure 3 F5,3 looks similar to F5,6.
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Figure 3: Curves F5,3,F5,6 with θ = 60◦
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Abstract. We consider in this paper the basis finite automaton and its
some properties. We shall also consider some properties of special binary
relation defined on the sets of states of canonical automata for the given
language and for its mirror image. We shall also consider an algorithm
of constructing the basis automaton defining the language which has a
priory given variant of this relation.

1 Introduction

The basis automaton for the given regular language was firstly defined in [11].
And in [6], we considered an extension of the basis automaton, which can
describe all the possible labels of inputs, outputs and loops for any state of
any nondeterministic automaton defining the given language.

The basis automaton can be considered as a complete invariant of regular
language, like automaton of canonical form and Conway’s universal automaton
([2, 5]). But using the basis automaton, we can formulate some properties of
regular language; using other formalisms, these properties could be formulated
in a more complicated way. Some of such properties were already considered
in [8, 9, 11].

In this paper, we shall consider some other such properties and some exam-
ples for them. Among other things, we shall consider some properties of special
binary relation defined on the sets of states of two canonical automata: for the
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given language and for its mirror image. We shall also consider an algorithm of
constructing the basis automaton defining the language, for which there holds
the a priory given variant of this relation.

2 Preliminaries

We shall use the notation and preliminaries of [6, 7]. Let us repeat the main
ones for the ease of reading.

We shall consider nondeterministic finite automaton

K = (Q,Σ, δ, S, F ) (1)

without ε-edges, i.e., we consider transition function δ of automaton (1) as

δ : Q× Σ→ P(Q) .

Its language will be denoted by L(K); unless other fact is formulated, we shall
suppose that L(K) = L.

The input language of the state q ∈ Q, i.e., the language of automaton
(Q,Σ, δ, S, {q}), will be denoted by Lin

K (q). Similarly, the output language of
the state q ∈ Q, i.e., the language of automaton (Q,Σ, δ, {q}, F), will be denoted
by Lout

K (q).

L̃ is the canonical automaton defining L, without the useless (“dead”) state.

Let automata L̃ and L̃R for the given language L be as follows:

L̃ = (Qπ, Σ, δπ, {sπ}, Fπ) and L̃R = (Qρ, Σ, δρ, {sρ}, Fρ)

(where π and ρ are indexes which indicate languages of two canonical au-
tomata, i.e., languages L and LR respectively).

Binary relation # ⊆ Qπ × Qρ is defined in the following way. For some
states A ∈ Qπ and X ∈ Qρ, condition A#X holds if and only if there exist

some words u ∈ Lin
L̃
(A) and v ∈ Lout

L̃R
(X), such that uvR ∈ L(K). In [7], we

considered a simple algorithm for constructing this relation.
Also in [6, 8, 7], we considered state-marking functions ϕin and ϕout for

automaton (1); those are the function of the type

ϕin
K : Q→ P(Qπ) and ϕout

K : Q→ P(Qρ)
defined in the following way. We set ϕin

K (q) 3 A (where q ∈ Q and A ∈ Qπ)
if and only if

(∃u ∈ Σ∗) (u ∈ Lin
K (q)&u ∈ Lin

L̃
(A)) , i.e., Lin

K (q) ∩ Lin
L̃
(A) 6= 6o .
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Similarly, we set ϕout
K (q) 3 X (where q ∈ Q and X ∈ Qρ) if and only if

(
Lout
K (q)

)R
∩ Lin

L̃R
(X) 6= 6o .

A simple algorithm for constructing these functions was also given in [7].
For language L defined by automaton (1), we define the equivalent basis

automaton BA(L); in this paper, we use the version of its definition of [6].
Thus, for the given regular language L, this automaton will be denoted by

BA(L) = (Q̂, Σ, δ̂, Ŝ, F̂ ), (2)

where 1:

• Q̂ is the set of pairs of the type A
X , such that A ∈ Qπ, X ∈ Qρ and A#X;

• transition function δ̂ is defined in the following way: for each A
X ,

B
Y ∈ Q̂

and a ∈ Σ, we have A
X

a−→̂
δ

B
Y if and only if A

a−→
δπ
B and Y

a−→
δρ
X;

• Ŝ =
{
sπ
X

∣∣∣ sπ#X
}

;

• similarly, F̂ =
{
A
sρ

∣∣∣A#sρ

}
.

Thus, we can think that considering the given regular language L, we also
have notation for its:

• two automata of canonical form (i.e., L̃ and L̃R), and also their states,
transition functionc etc;

• binary relation #;

• state-marking functions ϕin and ϕout;

• basis automaton BA(L).

We also shall sometimes consider automaton (L̃R)R which also defines language
L.

1 See [7] for some more details, e.g., for binary relation #.
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3 The correctness of the definition BA(L):
the complete proof

As we said before, the definition of the basis automaton was firstly given in
[11], we use the equivalent definition of [6]. Also in [11], there was given the
proof of the correctness of that definition. But that proof was incomplete: in
fact, we have proved only that each word of the given language can be accepted
by automaton BA(L). In this section, we consider the complete version of this
proof. This complete version will be also used in Section 7.

Proposition 1 L
(
BA(L)

)
= L.

Proof. We shall prove the equivalence of automata L̃ and BA(L).
1. Firstly, let us consider some word u ∈ L, i.e., u ∈ L(L̃). Then uR ∈ LR,

i.e., uR ∈ L(L̃R). Let |u| = n.
Let the accepting of the word u by automaton L̃ is the following sequence

of transitions beginning (the only) initial state sπ:

p0=sπ, p1, p2, . . . , pn−2, pn−1, fπ=pn , (3)

where pi ∈ Qπ for each i ∈ { 1, . . . , n−1 } (i.e., each pi is some state of au-
tomaton L̃), and fπ ∈ Fπ (i.e., fπ is some final state of automaton L̃). Because
L̃ is deterministic automaton, sequence (3) is the (unique) accepting run of L̃
on u.

Similarly, automaton L̃R reading letters of the word uR has the following
sequence of transitions:

r0=sρ, r1, r2, . . . , rn−2, rn−1, fρ = rn (4)

(where ri ∈ Qρ for each i ∈ { 1, . . . , n−1 }, and fρ ∈ Fρ); as before, sρ is the
only initial state. Sequence (4) is also defined by the given word u (or uR) in
the only way. The numbers of elements of the sequences (3) and (4) are the

same; they are equal to n+ 1. The sequence of transitions for automata L̃, L̃R

and (L̃R)R reading words u and uR is shown on the following diagram:

L̃ : sπ −→ p1 −→ p2 . . . pn−2 −→ pn−1 −→ fπ
a1 a2 . . . an−1 an

fρ ←− rn−1 ←− rn−2 . . . r2 ←− r1 ←− sρ : L̃R

(L̃R)R : fρ −→ rn−1 −→ rn−2 . . . r2 −→ r1 −→ sρ
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Let us rewrite the sequence (4) in the reverse order:

fρ, rn−1, rn−2, . . . , r2, r1, sρ , (5)

then let us combine elements of (3) and (5) in the following sequence of the
pairs:

sπ

fρ
,

p1
rn−1

,
p2
rn−2

, . . . ,
pn−2
r2

,
pn−1
r1

,
fπ

sρ
.

By the definition of relation #, each pair of this sequence can be considered
as a state of automaton BA(L), because for each such pair (let it be qi

rn−i
), we

can write a word of L (i.e., the given word u) by u = vw, where

v = a1 . . . ai ∈ Lin
L̃
(pi) and w = ai+1 . . . an ∈

(
Lin
L̃R
(rn−i)

)R
.

Besides, by definition of BA(L), state sπ
fρ

belongs to Ŝ (the set of initial states

of automaton BA(L)), and state fπ
sρ

belongs to F̂ (the set of final states). And

for each i ∈ { 0, . . . , n−1 }, we have

pi
rn−i

ai−→
BA(L)

pi+1
rn−(i+1)

by definition of BA(L). Therefore L ⊆ L
(
BA(L)

)
.

2. Secondly, let us consider some word u ∈ L
(
BA(L)

)
. Let also |u| = n, and

u = a1a2 . . . an. Then for BA(L) and u, we can write the following sequence of
transitions:
p0
rn

a1−→
BA(L)

p1
rn−1

a2−→
BA(L)

p2
rn−2

. . .
pn−2
r2

an−1−→
BA(L)

pn−1
r1

an−→
BA(L)

pn

r0
. (6)

By definition of BA(L) we obtain, that p0 = sπ, and also

pi
ai+1−→̃
L

pi+1 for each i ∈ { 0, . . . , n−1 } .

We have to prove, that pn ∈ Fπ.
Let pn /∈ Fπ. By definition of relation # (see [7]) and pair pn

r0
for it, there

exists a word u ′ ∈ L, such that u ′ = vw, where

v ∈ Lin
L̃
(pn) and wR ∈ Lin

L̃R
(r0) .

By (6), we can think that v = u; then uw ∈ L, and therefore uR ∈ Lout
L̃R

(r0).

Then (because ε ∈ Lin
L̃R
(r0) and automaton L̃R is deterministic) uR ∈ LR,

therefore u ∈ L.
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4 Some properties of the state-marking functions

In this section we consider some properties of the state-marking functions.
They were formulated in [10], and afterwards were used in some other our
papers. In this section we shall prove them without other facts, i.e., using the
definitions only. All these properties combine in the common expressions the
values of input and output languages of the states (i.e., of Lin and Lout, see
[7]):

• of any nondeterministic finite automaton K defining considered regular
language;

• of canonical automata for languages L(K) and L(KR).

It is important to remark, that by following Propositions 6 and 7, correspond-
ing languages are also input and output languages of the states of the equiv-
alent basis automaton.

The first proposition of this section formulates the sufficient condition of the
given word: whether or not it belongs to the corresponding output language.

Proposition 2 Lout
K (q) ⊆

⋃
q̃∈ϕin

K (q)

Lout
L̃

(q̃) .

Proof. Let for some word v and state of canonical automaton q̃ ∈ ϕin
K (q)

condition v /∈ Lout
L̃

(q̃) holds. Then we prove, that v /∈ Lout
K (q).

Consider some word
u ∈ Lin

K (q) ∩ Lin
L̃
(q̃) ;

such a word u exists by definition of the function ϕin. Automaton L̃ is deter-
ministic, then uv /∈ L(K). Therefore, condition v ∈ Lin

K (q), which is equivalent

to uv ∈ L(K), contradicts the equality L(L̃) = L(K).

The “mirror” fact is the following

Proposition 3

Lin
K (q) ⊆

( ⋂
q̃∈ϕout

K (q)

Lout
L̃R

(q̃)
)R
.

In the two following propositions we consider subsets of some language using
output languages of the states.
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Proposition 4

Lin
K (q) ·

( ⋂
q̃∈ϕin

K (q)

Lout
L̃

(q̃)
)
⊆ L(K) .

Proof. Consider any word u ∈ Lin
K (q). By definition of function ϕin, for

some state q̃ ∈ ϕin
K (q), the word u belongs to the language Lin

L̃
(q̃). For each

word
v ∈

⋂
q̃∈ϕin

K (q)

Lout
L̃

(q̃) ,

condition v ∈ Lout
L̃

(q̃) holds. Therefore,

uv ∈ Lin
L̃
(q̃) · Lout

L̃
(q̃) ⊆ L(L̃) = L(K) ,

and the last condition proves the proposition.

The “mirror” fact is the following

Proposition 5 ( ⋂
q̃∈ϕout

K (q)

Lout
L̃R

(q̃)
)R
· Lout

K (q) ⊆ L(K) .

5 The first example

In this section, we shall consider an example for Proposition 4. For this thing,
we shall use the automaton considered in detail in [7, Sect. 3].

For the ease of reading, let us give this figure once again (Fig. 1). And the
equivalent canonical automaton (i.e., L̃) is given on Fig. 2.
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For automaton on Fig. 1, we shall consider state 3. By simple definitions of
[7], input language of this state can be defined by the following automaton of
Fig. 3:

��
��
��
��
1

6
��
��
��
��
3 ����

Ib
?

�
b

-a

Figure 3

Then it can also be defined by regular expression

a(b+ ba)∗. (7)

For state 3, this language is the first factor of condition of Proposition 4.
By [7, Sect. 3], ϕin

K (3) = {B,C,D}. There is evident, that Lout
L̃

(C) = Σ∗.

Then we have to define the intersection of languages Lout
L̃

(B) and Lout
L̃

(D).
The automaton defining language of their intersection is shown on the fol-

lowing Fig. 4. It can be simply constructed using (deterministic) automaton
of Fig. 2. E.g., the (initial) state marked B∩D symbolized the intersection of
languages Lout

L̃
(B) and Lout

L̃
(D). We have

B
b−→̃
L

D and D
b−→̃
L

C ,

then in constructed automaton, we have B ∩D b−→C ∩D, etc.
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XXXXXXXXXz
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b
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Figure 4

The language of this automaton can also be defined be regular expression

ε+ b(ab)∗(a+ ε+ b(a+ b)∗)) .

Then considering the last expression and (7), we obtain, that each word defined
by the following expression

a(b+ ba)∗ · (ε+ b(ab)∗(a+ ε+ b(a+ b)∗)))

belongs to L.
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6 Input and output languages
of the states of the basis automaton

In this section we consider properties of input and output languages of the
states of the basis automaton; these properties also can be called by the prop-
erties of the table of binary relation #. Those are properties, which combine:

• input and output languages of the basis automaton;

• and also input and output languages of two canonical automata (i.e., of

automata L̃ and L̃R).

The canonical automaton L̃R contains no more than 2m−1 states (where m
is the number of states of automaton L̃). 2 Then we can limit by this value the
number of possible columns of the table of binary relation #, which has m
rows. Besides, this table cannot have duplicate rows and duplicate columns.

The next propositions 6–9 are proved by the definition of the basis automa-
ton.

Proposition 6 Let there are given some regular language L and some state

A ∈ Qπ of automaton L̃. Then for each state X of automaton L̃R, such that
A#X, the following condition holds:

Lin
BA(L)(

A
X ) = L

in
L̃
(A).

Proof. Condition
Lin
BA(L)(

A
X ) ⊆ L

in
L̃
(A)

is the direct consequence of the definition of automaton BA(L). Let us prove
the reverse inclusion

Lin
L̃
(A) ⊆ Lin

BA(L)(
A
X ),

i.e., that for every word w ∈ Σ∗, the following fact holds:

w ∈ Lin
L̃
(A) implies w ∈ Lin

BA(L)(
A
X ).

We shall prove this fact by induction by |w|.
The basis of induction (i.e., w = ε) is evident, because if ε ∈ Lin

BA(L)(
A
X ) then

ε ∈ Lin
L̃
(A). Then let us prove the step of induction.

2 Remark once again, that we consider canonical automaton without possible “dead”
state.
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Let w = w ′a, where w ′ ∈ Σ∗ and a ∈ Σ; let also w ∈ Lin
L̃
(A). Because

A#X, there exist words u, v ∈ Σ∗, such that

uv ∈ L , u ∈ Lin
L̃
(A) and vR ∈ Lin

L̃R
(X).

Because w also belongs to the language Lin
L̃
(A), we obtain, that wv ∈ L, i.e.,

w ′av ∈ L. Let also:

• B be some state of automaton L̃, such that w ′ ∈ Lin
L̃
(B);

• Y be some state of automaton L̃R, such that vRa ∈ Lin
L̃R
(Y);

both the states (B and Y) do exist, because w ′av ∈ L. Then B#Y, and, by the
induction hypothesis, w ′ ∈ Lin

BA(L)((B, Y)). And using the fact δT ((B, Y), a) 3
A
X , we obtain that w ∈ Lin

BA(L)(
A
X ).

The “mirror” fact is the following

Proposition 7 Let there are given some regular language L and some state

X ∈ Qρ of automaton L̃R. Then for each state A of automaton L̃, the following
condition holds:

Lout
BA(L)(

A
X ) =

(
Lin
L̃R
(X)
)R

= Lout
(L̃R)R

(X).

Proposition 8 Let there is given some regular language L. Then for each
state A ∈ Qπ of automaton L̃, the following condition holds:

Lout
L̃

(A) =
⋃
X∈Qπ

Lout
BA(L)

(
A
X

)
.

Proof. Consider some word uv ∈ L, such that

u ∈ Lin
L̃
(A) and v ∈ Lout

L̃
(A).

By [11] (and also by consequence of the proof of Proposition 1), automaton
BA(L) has the only accepting path for the word uv, and for some x ∈ Qρ the
following conditions hold:

u ∈ Lin
BA(L)(

A
X ) and v ∈ Lout

BA(L)(
A
X ).
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Then combining all the possible v, we obtain, that

Lout
L̃

(A) ⊆
⋃
X∈Qπ

Lout
BA(L)

(
A
X

)
.

The reverse inclusion, i.e., that⋃
X∈Qπ

Lout
BA(L)

(
A
X

)
⊆ Lout

L̃
(A),

is evident.

The “mirror” fact is the following

Proposition 9 Let there is given some regular language L. Then for each

state X ∈ Qρ of automaton L̃R, the following condition holds:(
Lout
L̃R

(X)
)R

= Lin
(L̃R)R

(X) =
⋃
A∈Qρ

Lin
BA(L)

(
A
X

)
.

Proposition 10 Let canonical automaton L̃ for the given regular language L
has at least 2 states, and A,B ∈ Qπ is a pair of such states. Then there exists

a state X ∈ Qρ of automaton L̃R, such that automaton BA(L) contains exactly
one state of the following 2 ones: A

X and B
X .

Proof. This proposition can be considered as a consequence of the classical
algorithm of constructing of canonical automaton (which includes imperative
combining equivalent states) and also [7, Th. 4.1].

The “mirror” fact is the following

Proposition 11 Let canonical automaton L̃R for the mirror image of the
given regular language L has at least 2 states, and X, Y ∈ Qρ is a pair of

such states. Then there exists a state A ∈ Qπ of automaton L̃, such that au-
tomaton BA(L) contains exactly one state of the following 2 ones: A

X and A
Y .

Two the following propositions (we briefly talked about them at the begin-
ning of this section) are the direct consequences of two previous propositions.
They formulate facts about the possible size of the table of binary relation #
for the given regular language.
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Proposition 12 Let regular language L be given, and automaton L̃ contains

exactly n states (i.e., |Qπ| = m). Then automaton L̃R contains no more than
2m−1 states (i.e., |Qρ| ≤ 2m−1).

Proposition 13 Let regular language L be given, and automaton L̃R contains
exactly n states (i.e., |Qρ| = n). Then automaton L̃ contains no more than
2n−1 states (i.e., |Qπ| ≤ 2n−1).

In the next section we shall obtain, that such maximums (i.e., the values
2m−1 and 2n−1) can be achieved.

7 On the possible set of the states
of the basis automaton

In this section we shall formulate some properties for all the possible states
of a basis automaton (or, in other words, all the possible variants of binary
relation #). We shall obtain, that if there hold all the limitations formulated
in previous section for the table of the binary relation #, then such table can
really describe such relation for some regular language. Besides, such proof is
constructive, i.e., we obtain an algorithm of constructing the basis automaton
for regular language having such table of a priori given binary relation #.

Proposition 14 Let binary relation # be given, and for it, all the limita-
tions formulated before hold. 3 Then there exists a regular language, for which
corresponding binary relation # coincides with the given one.

Proof. Thus, we think, that the sets of states Qπ (where |Qπ| = m) and
Qρ (where |Qρ| = n) are already given. Binary relation # ⊆ Qπ ×Qρ is also
given. These objects satisfy all the limitations formulated before.

3 Let us formulate them once again, for the table of #. Let |Qπ| = m and |Qρ| = n. Then:

• 1 ≤ m ≤ 2n−1;
• 1 ≤ n ≤ 2m−1;

• there are no duplicate rows;

• there are no duplicate columns;

• there are no empty rows (i.e., there are no row A, such that A#X holds for none
column X);

• there are no empty columns.
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Consider the following alphabet:

Σ# =
{
a
A
X

∣∣∣A ∈ Qπ, X ∈ Qρ }.
Over this alphabet, consider the arbitrary states sπ ∈ Qπ and sρ ∈ Qρ. For
them, consider following automaton

K#sπsρ = (Qπ, Σ#, δπ, {sπ}, Fπ )

(or, briefly, K#, when sπ and sρ are meant), where:

• Fπ = { fπ ∈ Qπ | fπ#sρ };
4

• transition function δπ is defined in the following way:

for each A,B ∈ Qπ and X ∈ Qρ , δπ(A,a B
X

) =

{
{B}, if A#X ;

6o, otherwise

(we allow for the possibility A = B).

Let us prove that the language L(K#) is the desired one.
By the construction, automaton L(K#) is deterministic. The conditions of

Proposition 10 hold, because we made automaton using relation corresponding
#; therefore automaton K# has no pairs of equivalent states. Also by the
construction, the transition graph of is automaton is strongly connected ([3]);
then it contains no useless states. Therefore, automaton K# is canonical (for
its language), i.e.,

for the language L# = L(K#) , we have K# = L̃# .

Over the same alphabet Σ#, consider also automaton

K#sπsρ = (Qρ, Σ#, δρ, {sρ}, Fρ )

(or, briefly, K#, when sπ and sρ are meant), where:

• Fρ = { fρ ∈ Qπ | sπ#fρ };

4 Such a choice is possible, because of limitations formulated before. Remark also, that
choosing various sπ ∈ Qπ and sρ ∈ Qρ, we obtain a set of languages having the given binary
relation #.



240 B. Melnikov, A. Melnikova

• transition function δρ is defined in the following way:

for each B ∈ Qπ and X, Y ∈ Qρ , δρ(Y, a B
X

) =

{
{X}, if B#Y ;

6o, otherwise

(we allow for the possibility X = Y).

Like automaton K# we can prove, that automaton K# is canonical (for its

language), i.e., for the language L# = L(K#), we have K# = L̃#.
Let us prove, that L# = (L#)R. For this thing, consider any word u ∈ L#.

Let
u = a

A1
X1

a
A2
X2

. . . a
Ak
Xk

.

Then we can write the following sequence of transitions of canonical automaton

K# = L̃# while readind the word u:

sπ

a
A1
X1−→
K#

A1

a
A2
X2−→
K#

A2 . . . Ak−1

a
Ak
Xk−→
K#

Ak , where Ak ∈ Fπ .

Since Ak ∈ Fπ, we have Ak#sρ. Then for this sequence, we can construct the

following sequence of transitions of automaton K# = L̃#:

sρ

a
Ak
Xk−→
K#

Xk−1 . . . X2

a
A2
X2−→
K#

X1

a
A1
X1−→
K#

X0

for the sequence of states Xk−1, . . . , X2, X1 selected before and some new state
X0. Like the proof of Proposition 1, we obtain that X0 ∈ Fρ.

We proved that L# ⊆ (L#)
R. The reverse inclusion, i.e., (L#)

R ⊆ L#, can be
proved similarly.

Thus, automata K# and K# are canonical automata for the languages L#

and (L#)R = L#. Then for them, we can construct the following basis automa-
ton

BA(L#) = ( T , Σ#, δT , ST , FT ),

(over the alphabet Σ# defined before), where:

• T =
{
A
X

∣∣∣A ∈ Qπ, X ∈ Qρ, A#X
}

;

• for each A,B ∈ Qπ and X ∈ Qρ, such that A#X (we admit the possibility
of A = B), we set

δT

(
A
X , a B

X

)
=
{
B
Y

∣∣∣ (∃Y ∈ Qρ) (B#Y)
}
;
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• for each other cases a ∈ Σ#, 5 A,B ∈ Qπ and X, Y ∈ Qρ, we set

δT (
A
X , a) = 6o ;

• ST =
{
sπ
X

∣∣∣ sπ#X
}

;

• ST =
{
A
sρ

∣∣∣A#sρ

}
;

(where the states sπ and sρ were also previously selected). This automaton
is BA(L#) by the process of its constructing. And also by its constructing, its
set of states T forms the given binary relation #.

As a consequence of the Proposition 14 we obtain, that these maximums
of the number of states of two canonical automata (i.e., the values 2m−1 and
2n−1) can be achieved. But there is important to remark the following thing. In
some books ([1] etc.), there are examples, when the given automaton contains
n states, and the equivalent canonical automaton contains 2n−1 states. 6 This
fact (i.e., the possible fulfilment the upper bound 2n−1) is not a consequence
of these results: it proved there for arbitrary nondeterministic finite automata
(having no limitations), and we consider it for automata which are mirror
automata for canonical ones. E.g. we can say, that these automata are not
deterministic, but they are unambiguous.

8 The second example

Let us consider a simple example for automata defined in previous section.
However, we describe the whole process of constructing detailed.

Thus, let us consider the following binary relation #:

# X Y

A # –

B # #

Table 1

Certainly, this relation satisfies all the limitations formulated before.

5 Remark once again, that we consider automata without ε-edges.
6 Or 2n states, when we assume the possible “dead” state, considering the canonical

automaton as a total automaton.
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By the previous section, corresponding alphabet Σ# is the following:

Σ# =

{
a
A
X

, a
B
X

, a
A
Y

, a
B
Y

}
.

Let sπ = A, sρ = Y (also by the previous section, we can choose such states).
Then Fπ = {B}, Fρ = {X}, and we obtain the following canonical automaton for
the language L#:

L# a
A
X

a
B
X

a
A
Y

a
B
Y→ A A B – –← B A B A B

Table 2

For the convenience, let us rename the letters in the following way:

a
A
X

= a , a
B
X

= b , a
A
Y

= c , a
B
Y

= d .

Then we can rewrite the considered automaton by the following Table 3 or
Fig. 5:

L# a b c d→ A A B – –← B A B A B
��
��
��
��
A����

�a
6

��
��
��
��
B ����

Ib, d
?

�
a, c

-b

Table 3 Figure 5

The mirror automaton (L#)R is the following (Table 4 or Fig. 6; for the table
of nondeterministic automaton, we use the agreements of [7]):

(L#)R a b c d← A A,B – B –→ B – A,B – B
��
��
��
��
A����

�a
?

��
��
��
��
B ����

Ib, d
6

�

a, c
-

b

Table 4 Figure 6

The process of determinization is given by the following table:
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a b c d→ B – A,B – B← A,B A,B A,B B B

Table 5

Renaming {B} for Y and {A,B} for X, we obtain the following automaton L̃ ′ =
L# (where L ′ = (L#)R; see Table 6 or Fig. 7):

L# a b c d→ Y – X – Y← X X X Y Y
��
��
��
��
Y����

�d
6

��
��
��
��
X ����

Ia, b
?

�
c, d

-b

Table 6 Figure 7

And using the last automaton, we obtain automata (L#)
R and then BA(L#)

(Fig. 8 and 9).
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� d

b ��
��
��
��

B
Y

6

����
�b

����
Id

Certainly, they both also define the language L#. (Compare the given Table 1
and the obtained Fig. 9.)

9 Conclusion

Let us describe some possible problems for the future solution. Thus, we are
going to:

• to show the relationship between the basis automaton and Conway’s
universal automaton;
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• to use some propositions proved in this paper to describe the minimiza-
tion algorithms for nondeterministic finite automata;

• vice versa, to use automaton K# to describe algorithms of automatic
constructing some counter-examples for the algorithms of state mini-
mization (the most famous example of such a counter-example is so
called automaton Waterloo, [4]).
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Eötvös Loránd University,

Faculty of Informatics
Budapest

email: tony@onf.elte.hu

Loránd LUCZ
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Abstract. In the paper we report on the parallel enumeration of the
degree sequences (their number is denoted by G(n)) and zerofree de-
gree sequences (their number is denoted by (Gz(n)) of simple graphs
on n = 30 and n = 31 vertices. Among others we obtained that the
number of zerofree degree sequences of graphs on n = 30 vertices is
Gz(30) = 5 876 236 938 019 300 and on n = 31 vertices is Gz(31) =
22 974 847 474 172 374. Due to Corollary 21 in [52] these results give the
number of degree sequences of simple graphs on 30 and 31 vertices.

1 Introduction

In the practice an often occuring problem is the ranking of different objects
(examples can be found e.g. in [52]), assigning points to the objects and then
ranking of the objects on the base of the sum of the assigned to them points.
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Especially extensive bibliography has the case when the results are rep-
resented by a simple graph and the problem is the test, reconstruction and
enumeration of the degree sequences. Havel in 1955 [42], Erdős and Gallai in
1960 [16, 32, 77], Hakimi in 1962 [39], Knuth in 2008 [61], Tripathi et al. in 2010
[89] proposed a method to decide, whether a sequence of nonnegative integers
can be the degree sequence of a simple graph. Sierksma and Hoogeven in 1991
[83] compared seven known methods. The running time of their algorithms
in worst case is Ω(n2). In 2007 Takahashi [86], in 2009 Hell and Kirkpatrick
[43], in 2011 Iványi et al. [52] and in April of 2012 Király [58] proposed an
algorithm, whose worst running time is Θ(n).

There are several new proofs for the classical Havel-Hakimi and Erdős-Gallai
theorems [26, 32, 63, 70, 75, 87, 88, 89].

Extensions of the algorithms for (0, b)-graphs [8, 9, 24, 23, 25, 27, 69, 75,
90, 92] and (a, b)-graphs [44, 45, 46, 53] are also known.

As an application of our linear time algorithm we describe Erdős-Gallai-
Enumerative algorithm (EGE) and its parallel version used to enumerate
the different degree sequences of simple graphs for 30 vertices. We also present
the linear test version of Havel-Hakimi algorithm (HHL).

Let n ≥ 1. We call a sequence s = (s1, . . . , sn) (l, u, n)-bounded, if 0 ≤
si ≤ n for i = 1, . . . , n, n-bounded, if it is (0, n − 1, n)-bounded, n-regular, if
the conditions n − 1 ≥ s1 ≥ · · · ≥ sn ≥ 0 hold, and n-even, if the sum of the
elements of s is even. If there exists a graph with n vertices which has the
degree sequence s, then we say that s is n-graphical. If such graph does not
exist, then we say that s is nongraphical. A sequence is zerofree, if it does not
contain zero. If n is not necessary, then we omit it in the terms n-bounded,
n-regular, n-even and n-graphical. The first i elements of an n-regular s are
called the head, and the last n− i elements are called the tail, belonging to the
element i of s.

2 Earlier results

A classical problem of the graph theory is the enumeration of the sorted degree
sequences of different graphs—among others simple graphs. For example The
On-Line Encyclopedia of Integer Sequences contains for n = 1, . . . , 29 vertices
the number of degree sequences of simple graphs (the values for n = 20, . . . , 23
were set in July of 2011 by Nathann Cohen [28], and for 24, . . . , 29 in 15
November, 2011 by us [48, 52]) and the number of zerofree degree sequences
of simple graphs (the values for n = 1, . . . , 9 were set in 12 June, 2004 by
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N. J. Sloane, for n = 10, . . . , 20 in 12 August, 2006 by Gordon Royle, for
n = 21, 22, and 23 in August 31, 2011, and in December 10, 2012 by Frank
Ruskey [80], and the values for n = 24, . . . , 29 by us [50, 51].

In this section we review the theoretical and practical results connected with
the enumeration of simple graphs.

2.1 Exact enumeration results

It is known [52, equation (23)] that if n ≥ 1, then the number R(n) of the
regular sequences is

R(n) =

(
2n− 1

n

)
(1)

and the number Rz(n) of the zerofree regular sequences is [52, equation (24)]

Rz(n) =

(
2n− 2

n

)
(2)

implying [52]

lim
n→∞ R(n+ 1)

R(n)
= lim
n→∞ Rz(n+ 1)

Rz(n)
= 4 (3)

and

lim
n→∞ Rz(n)

R(n)
=
1

2
, (4)

and

R(n) =
4n

2
√
πn

+O

(
4n

n3/2

)
(5)

and

Rz(n) =
4n

4
√
πn

+O

(
4n

n3/2

)
. (6)

Table 1 in [52] shows the values values of R(n) for n = 1, . . . , 38, Table
4 in [51] for n = 39, . . . , 60, and in [47, 51, 68] the values are presented for
n = 1, . . . , 1200. Table 1 in Subsection 3.3 presents the values R(n)/R(n+ 1)
for n = 1, . . . , 32 and [68] for n = 1, . . . , 1200.

Figure 1 in Subsection 3.3 shows the values of Rz(n)/Rz(n + 1)) for n =
1, . . . , 32.

In 1987 Ascher derived the following explicit formula for the number E(n)
of even sequences.
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Lemma 1 (Ascher [2], Sloane and Pfoffe [85]) If n ≥ 1, then the number of
even sequences E(n) is

E(n) =
1

2

((
2n− 1

n

)
+

(
n− 1

bn/2c

))
. (7)

Proof. See [2]. �

Table 1 in [52] contains the values of E(n) and E(n + 1)/E(n) for n =
1, . . . , 31.

(7) implies (see [52])

lim
n→∞ E(n+ 1)

E(n)
= 4 (8)

and

E(n) =
4n

8
√
πn

+O

(
4n

n3/2

)
. (9)

further (1) and (7) imply

lim
n→∞ E(n)

R(n)
=
1

2
, (10)

(2) and (7) imply

Rz(n)

E(n)
=
2n− 2

2n− 1
= 1−

1

2n− 1
and lim

n→∞ Rz(n)

E(n)
= 1. (11)

Table 1 in [52] shows the values of E(n) for n = 1, . . . , 38, Table 4 in
[51] for n = 39, . . . , 60, the list of [64] for n = 1, . . . , 1000, and [68] for
n = 31, . . . , 1200.

Figure 3 in [52] shows the values of Ez(n) for n = 1, . . . , 20, and [68] n =
1, . . . , 1200. Table 5 in [51] shows the values of Ez(n/R(n) for n = 1, . . . , 20.

Using (1) and (7) we computed E(n) and E(n+ 1)/E(n) for i = 1, . . . , 750
(see [52, 68]). Recently Librandi [64] published the values of E(n) up to n =
1000 and we continued the computations up to 1200 [51, 68].

The following theorem gives a very useful connection between the values
of G(n) and Gz(n): it helped to decrease the computing time of G(29) with
about 50 %.

Lemma 2 (Iványi, Lucz, Móri, Sótér [52]) If n ≥ 2, then the number of n-
graphical sequences G(n) can be computed from the number of (n−1)-graphical
sequences G(n− 1) and the number of n-graphical zero-free sequences Gz:

G(n) = G(n− 1) +Gz(n),
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and if n ≥ 1 then

G(n) = 1+

n∑
i=2

Gz(i).

Proof. If an even sequence s = (s1, . . . , sn) contains at least one zero, then
sn = 0 and s ′ = (s1, . . . , sn−1) is graphical or not. If a = (a1, . . . , an−1) is
(n− 1)-graphical, then a ′ = (a1, . . . , an−1, 0) is n-graphical.

The set of the n-graphical sequences S(n) consists of two subsets: set of
zerofree sequences Sz(n) and the set of the remaining sequences S0(n). There
is a bijection between the set of the (n − 1)-graphical sequences and such n-
graphical sequences, which contain at least one zero. Therefore |S | = |Sz| +
|S0| = Gz(n) +G(n− 1). �

Using the parallel version EGP (see the next section) of EGE we computed
G(n) up to n = 29. These numbers can be found in Table 2 of [52].

Theorem 3 (Burns [22]) There exist positive constants c and C such that the
following bounds of the function G(n) are true for n ≥ 1:

4n

cn
< G(n) <

4n

(logn)C
√
n
. (12)

Proof. See [22]. �

This result implies that the asymptotic density of the graphical sequences
is zero among the even sequences.

Corollary 4 If n ≥ 1, then there exists a positive constant C such that

G(n)

E(n)
<

1

(log2 n)
C

(13)

and

lim
n→∞ G(n)

E(n)
= 0. (14)

Proof. (13) is a direct consequence of (7) and (12). �

Table 1 in [52] contains the values of G(n) and G(n + 1)/G(n) for n =
1, . . . , 29. Table 5 in [51] contains values ofGz(n),Gz(n)/R(n), andG(n)/R(n)
for n = 1, . . . , 29.

We remark that a zerofree degree sequence belongs to a graph not containing
isolated vertex, therefore the number of zerofree graphical degree sequences
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Gz(n) is at the same time also the number of degree sequences of simple
graphs, not containing isolated vertex.

There are several classic asymptotic results, e.g. due to Bender and Canfield
[7], Bollobás [17, 18, 19], Harary and Palmer [41], Kleitman and Winston
[56, 60], Reid [78], Winston and Kleitman [91]. A modern direction is to get
approximate results by sampling of random graphs (see e.g. the papers of
Erdős, Király and Miklós [34], further of Miklós, Erdős and Soukup [?].

An interesting connected problem is the characterization of pairs of different
directed graphs having a pair of prescribed indegree and outdegree sequences
[8, 9, 10, 11, 12, 14, 15, 20, 40, 72, 76, 81].

Another interesting related questions are the unicity of the realizations of
the degree sequences [29, 55, 62, 82] and the parallel realization of degree
sequences [1].

Several recent papers consider the problem of approximate enumeration of
the number of all realizations of simple graphs (see e.g. [13, 34, 35, 36, 37, 38,
59, 71]). In 1978 Bender and Canfield [7] characterized the asymptotic number
of realizations of given graphical degree sequences, while in 2012 Zoltán Király
[58] proposed an algorithm which with polynomial delay lists all realizations
of a given graphical sequence.

2.2 Earlier algorithmic results

In this subsection the linear Havel-Hakimi algorithm (HHL) based on Havel-
Hakimi theorem [39, 42] and the enumerating Erdős-Gallai algorithm (EGE)
based on Erdős-Gallai theorem [32] are shortly described.

2.2.1 Linear Havel-Hakimi algorithm (HHL)

In a previous paper [52] we described the classical Havel-Hakimi [39, 42] and
Erdős-Gallai [32] algorithms and their some improvements as linear Erdős-
Gallai (EGL) and jumping Erdős-Gallai (EGLJ) algorithms.

it is worth to remark that our linear Erdős-Gallai algorithm is applied in the
solution of different problems connected with degree sequences [5, 6, 21, 31].

Here we present the linear version of Havel-Hakimi algorithm (HHL) [46]
and compare it with the previous linear algorithms EGL and EGLJ [52]. It is
important to remark that this linear version of HH only tests the investigated
sequences without their reconstruction.

In the worst case the original Havel-Hakimi algorithm requires quadratic
time to test the (0, 1, n)-regular sequences. Using the new concepts weight
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point and reserve we reduced the worst running time to O(n).
Let s = (s1, . . . , sn) be a potential graphical sequence. The definition of

the weight point wi belonging to si was introduced in [52] in connection with
Erdős-Gallai-Linear: if s1 ≥ i, then wi is the largest k (1 ≤ k ≤ n) having
the property sk ≥ i. But if s1 < i, then wi = 0. EGL exploits the property wi
ensuring that if i ≤ wi, then the key expression min j, sk in the Erdős-Gallai
theorem equals i, otherwise equals sk.

In HHL the weight point wi determines the increment of the tail capacity
when we switch to the investigation of the next element of s.

The reserve ri belonging to si is defined as the unused part of the actual
tail capacity and can be computed by the formulas

r1 = w1 − 1− s1 (15)

and
ri = wi + ri−1 − si for 2 ≤ i ≤ n− 1. (16)

Theorem 5 The running time of Havel-Hakimi-Linear is in best case
Θ(1), and in worst case it is Θ(n).

Proof. If the condition in line 1 or 3 holds, then the running time is Θ(1).
If not, then we decrease the actual w at most n times and the remaining
operations require O(1) operations for all reductions. �

2.2.2 Enumerating Erdős-Gallai algorithm (EGE)

A classical problem of the graph theory is the enumeration of the degree
sequences of different graphs—among others simple graphs. For example The
On-Line Encyclopedia of Integer Sequences [84] contains for n = 1, . . . , 30

vertices the number of degree sequences of simple graphs (the values for n =
20, . . . , 23 were set in July of 2011 by Nathann Cohen, in November 15, 2011
for 24, . . . , 29 and in 29 July of 2013 for n = 30 by us [48]).

We applied the new quick EGL to get these numbers for larger values of n.
Our starting point was to test all regular sequences and so to enumerate the

graphical ones. Equation 1 gives the number of regular sequences.
According to Erdős-Gallai theorem [32] the sum of the elements of a graph-

ical sequence is always even. Therefore it is sufficient to test only the even
sequences. In 1987 Ascher [2] derived Lemma 1, containing an explicit formula
for the number of even sequences E(n).

According to Lemma 2 it is enough to test only the zerofree even sequences.
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This lemma was the base of Erdős-Gallai Enumerative algorithm (EGE)
used to enumerate the graphical sequences for n = 23, . . . , 29 [51].

We enumerated the graphical sequences of simple graphs on n = 30 and 31
vertices using algorithm EGE2. The running time of EGE was substantially
(with about 30 %) decreased due to Lemma 9.

We prepare the enumeration of degree sequences of simple graphs on 32
vertices. The running time of EGE2 would be about 320 years for a computer
with one processor having 2,2 GHz speed. We wish to decrease the running
time of EGE2 using Lemmas 10 and 11.

2.3 Earlier simulation results

The papers [44, 45, 46, 51, 52, 66] and OEIS [64, 73, 74] contain many simu-
lation results. We describe them together with the new results in Subsection
3.3.

It is worth to mention other methods of enumeration of graph sequences as
generation of random graphs (e.g. [65] and generation of graphical partitions
(see e.g. [3, 4, 30, 33].

3 New results

In this section we describe the new mathematical and simulation results.

3.1 New enumerative results

At first we give a new formula for the number of zerofree even sequences.
This formula is more sophisticated than Ascher’s formula, and its application
requires more time, but it has the adventage that we can extend it to a formula
for Ez(n). Let s be an n-even sequence and let s ′ = (s ′1, . . . , s

′
n) be defined by

s ′i = si+n−i for i = 1, . . . , n. Then the number of different possible sequences
s is E(n) and the number of different sequences s ′ is R(n).

If j = 0, 1, 2, or 3 and n = 4k+ j, then let E(n) be denoted by E(k, j).

Lemma 6 If n ≥ 1 and n = 4k+ j, then

E(k, 0) =

2k−1∑
i=0

(
4k− 1

2i

)(
4k

4k− 2i

)
, (17)

E(k, 1) =

2k∑
i=0

(
4k

2i

)(
4k+ 1

4k− 2i+ 1

)
, (18)
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E(k, 2) =

2k∑
i=0

(
4k+ 1

2i+ 1

)(
4k+ 2

4k− 2i+ 1

)
, (19)

E(k, 3) =

k∑
i=0

(
4k+ 2

2i+ 1

)(
4k+ 3

4k− 2i+ 2

)
. (20)

Proof. Let
n∑
i=1

si = S(s) and
n∑
i=1

s ′i = S
′(s). (21)

According to the value of j we consider four cases. Since s is an even se-
quence, therefore S(s) is even in all cases.

1. If j = 0, then

S ′(s) = S(s) +
4k−1∑
i=0

i = S(s) + 2k(4k− 1), (22)

and so S(s ′) is also even, therefore it contains an even number of odd
elements. The interval [0, 8k − 2] contains 8k − 1 elements and among
them 4k even and 4k − 1 odd elements, so for s ′ we can choose 2i odd
elements from 4k− 1 candidates and 4k− 2i (i = 0, 1, . . . , 2k− 1) even
elements from 4k+ 1 candidates, so

E(k, 0) =

2k−1∑
i=0

(
4k− 1

2i

)(
4k

4k− 2i

)
. (23)

2. If j = 1, 2 or j = 3, then the proof is similar to the proof in the first
case.

�

For example let n = 4, then k = 1, j = 0 and

E(4) = E(1, 0) =

1∑
i=0

(
3

2i

)(
4

4− 2i

)
= 1 · 1+ 3 · 6 = 19. (24)

As another example let n = 6, then k = 1, j = 2 and

E(6) =

2∑
i=0

(
5

1

)(
6

3

)
+

(
5

5

)(
6

1

)
= 530+ 200+ 6 = 236. (25)
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Let the number of zerofree even sequences denoted by Ez(n). Let q =
(q1, . . . , qn) be a zerofree n-even sequence and let q ′ = (q ′

1, . . . , q
′
n) be defined

by q ′
i = qi + n − i for i = 1, . . . , n. Then the number of different possible

sequences q is Ez(n) and the number of different sequences q ′ is Rz(n).

Theorem 7 Let n = 4k + j for k = 0, 1, . . . and j = 0, 1, 2, 3, further let
Ez(n) be denoted by Ez(k, j). Then

Ez(k, 0) =

2k−1∑
i=0

(
4k− 1

2i

)(
4k− 1

4k− 2i

)
, (26)

Ez(k, 1) =

2k∑
i=0

(
4k

2i

)(
4k

4k− 2i+ 1

)
, (27)

Ez(k, 2) =

2k∑
i=0

(
4k+ 1

2i+ 1

)(
4k+ 1

4k− 2i+ 1

)
, (28)

Ez(k, 3) =

2k+1∑
i=0

(
4k+ 2

2i+ 1

)(
4k+ 2

4k− 2i+ 2

)
. (29)

Proof. Let
n∑
i=1

qi = Q(q) and
n∑
i=1

q ′
i = Q

′(q). (30)

According to the value of j we consider four cases. Since q is an even se-
quence, therefore Q(q) is alwys even.

1. If j = 0, then

Q ′(q) = Q(q) +

4k−1∑
i=0

i = Q(q) + 2k(4k− 1) (31)

is even, therefore the number of odd elements of q ′ is also even. The
interval [1, 8k−2] contains 8k−2 elements and among them 4k−1 even
and 4k − 1 odd elements, so for q ′ we can choose 2i odd elements from
4k − 1 candidates and 4k − 2i (i = 0, . . . , 2k − 1) even elements from
4k− 1 candidates, so we get (26).
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2. If j = 1, then

Q ′(q) = Q(q) +
4k∑
i=0

i = Q(q) + 2k(4k+ 1), (32)

is even, therefore the number of odd elements of q ′ is also even. The
interval [1, 8k] contains 8k elements and among them 4k odd and 4k even
elements, so for q ′ we can choose 2i odd elements from 4k candidates
and 4k − 2i + 1 (i = 0, . . . , 2k) even elements from 4k − 1 candidates,
so we get (27).

3. If j = 2, then

Q ′(q) = Q(q) +

4k+1∑
i=0

i = Q(q) + (2k+ 1)(4k+ 1) (33)

is odd, therefore the number of odd elements of q ′ is also odd. The
interval [1, 8k+2] contains 8k+2 elements and among them 4k+1 even
and 4k + 1 odd elements, so for q ′ we can choose 2i + 1 odd elements
from 4k+2 candidates and 4k−2i−1 (i = 0, . . . , 2k−1) even elements
from 4k+ 1 candidates, so we get (28).

4. If j = 3, then

Q ′(q) = Q(q) +

4k+2∑
i=0

i = Q(q) + (2k+ 1)(4k+ 3), (34)

and so Q(q ′) is also odd, therefore q ′ contains an odd number of odd
elements. The interval [1, 8k + 4] contains 8k + 4 elements and among
them 4k+2 even and 4k+2 odd elements, so for q ′ we can choose 2i+1
odd elements from 4k+ 2 candidates and 4k− 2i− 1 (i = 0, . . . , 2k− 1)
even elements from 4k+ 2 candidates, so

Ez(k, 3) =

2k+1∑
i=0

(
4k+ 2

2i+ 1

)(
4k+ 2

4k− 2i+ 2

)
. (35)

�

Table 1 shows the values of R(n)/R(n + 1), Rz(n)/Rz(n + 1), E(n)/R(n),
E(n)/E(n+ 1), Ez(n)/Ez(n+ 1), and Ez(n)/Rz(n) for n = 1, . . . , 32.
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n
R(n)

R(n+1)
Rz(n)

Rz(n+1)
E(n)
R(n)

E(n)
E(n+1)

Ez(n)
Ez(n+1)

Ez(n)
Rz(n)

1 0.333333 0.000000 1.00000000 0.000000 0.000000 − − −
2 0.300000 0.250000 0.66666667 0.500000 0.500000 1.000000

3 0.287714 0.266667 0.60000000 0.222220 0.222222 0.500000

4 0.277778 0.257857 0.487179 0.321427 0.321429 0.600000

5 0.270562 0.266667 0.523810 0.254545 0.254545 0.500000

6 0.269231 0.265151 0.510823 0.277778 0.277778 0.523810

7 0.266667 0.263736 0.505828 0.260698 0.260698 0.500000

8 0.264706 0.262500 0.502720 0.265559 0.265559 0.505828

9 0.263158 0.261437 0.501440 0.260687 0.260687 0.500000

10 0.261905 0.260526 0.500682 0.261276 0.261276 0.501440

11 0.260870 0.259740 0.500357 0.259555 0.259555 0.500000

12 0.260000 0.259058 0.500171 0.259243 0.259243 0.500357

13 0.259259 0.258461 0.500089 0.258415 0.258416 0.500000

14 0.258621 0.257937 0.500043 0.257982 0.257982 0.500089

15 0.258065 0.257471 0.500022 0.257460 0.257460 0.500000

16 0.257578 0.257056 0.500011 0.257068 0.257068 0.500022

17 0.257143 0.256684 0.500005 0.256682 0.256682 0.500000

18 0.256757 0.256349 0.500003 0.256352 0.256352 0.500006

19 0.256410 0.256046 0.500001 0.256045 0.256045 0.500000

20 0.256098 0.255769 0.500001 0.255770 0.255770 0.500001

21 0.255814 0.255517 0.50000034 0.255517 0.255517 0.500000

22 0.255556 0.255285 0.50000016 0.255286 0.255286 0.50000034

23 0.255319 0.255072 0.50000009 0.255072 0.255072 0.50000000

24 0.255102 0.254876 0.50000004 0.254876 0.254876 0.50000000

25 0.254902 0.254694 0.50000002 0.254694 0.254694 0.50000009

26 0.254717 0.254525 0.50000001 0.254525 0.254525 0.50000000

27 0.254545 0.254368 0.50000001 0.254368 0.254368 0.50000000

28 0.254386 0.254221 0.50000000 0.254221 0.254221 0.50000000

29 0.254237 0.254083 0.50000000 0.254083 0.254083 0.50000000

30 0.254098 0.253854 0.50000000 0.253955 0.253955 0.50000000

31 0.253968 0.253834 0.50000000 0.253834 0.253834 0.50000000

32 0.253846 0.253720 0.50000000 0.253720 0.253720 0.50000000

Table 1: The values of R(n)/R(n+1), Rz(n)/Rz(n+1), E(n)/R(n), E(n)/E(n+
1), Ez(n)/Ez(n+ 1), and Ez(n)/Rz(n) for n = 1, . . . , 32

It is remarkable that in R(101)/R(102) and Rz(101)/Rz(102) the first nine
decimal digits are equal.

For example let n = 4, then k = 1, j = 0 and

Ez(4) = Ez(1, 0) =

(
3

0

)(
3

4

)
+

(
3

2

)(
3

2

)
= 1 · 0+ 3 · 3 = 9. (36)

If n = 5, then k = 1, j = 1 and

Ez(5) =

(
4

0

)(
4

5

)
+

(
4

2

)(
4

3

)
+

(
4

4

)(
4

1

)
= 0+ 24+ 4 = 28. (37)
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If n = 6, then k = 1, j = 2 and

Ez(6) =

(
5

1

)(
5

5

)
+

(
5

3

)(
5

3

)
+

(
5

5

)(
5

1

)
= 5+ 100+ 5 = 110. (38)

If n = 7, then k = 1, j = 3 and

Ez(7) =

(
6

1

)(
6

6

)
+

(
6

3

)(
6

4

)
+

(
6

5

)(
6

2

)
= 6+ 300+ 90 = 396. (39)

If n = 8, then k = 2, j = 0 and

Ez(8) =

(
7

0

)(
7

8

)
+

(
7

2

)(
7

6

)
+

(
7

4

)(
7

4

)
+

(
7

6

)(
7

2

)
= 1519. (40)

Simulaton results in Table 1 show, that if 1 ≤ n ≤ 32 and n is odd, then
Ez(n)/Rz(n) = 0.5. This property is true for larger odd n’s too.

Lemma 8 If 1 ≤ k ≤ 600, then

Ez(2k− 1)

Rz(2k− 1)
= 0.5. (41)

Proof. See the computed values of Rz(n) and Ez(n) in [68]. �

Table 2 contains the ratios Ez(n)/Gz(n) for n = 23, . . . , 29 and the ratios
T(n)/Gz(n) for n = 30 and n = 31.

The data in Table 2 show that the function Gz/Ez) is decreasing. We suppose
that this function tends monotonically decreasing to zero when n tends to
infinity (in a similar way as the function G(n)/E(n) tends to zero according
to Corollary 23 [52, page 260].

Table 3 contains the values of Gz(n), T(n), and Gz(n)/T(n) for n = 30 and
n = 31: the ratio of the graphical and tested sequences is much higher and
these ratios are increasing. These changes are dut to the fact that EGE2 jumps
many nongraphical zerofree ebven sequences withous testing them.

3.2 New algorithmic results

Using the following Lemma 9 later we will further fasten EGE.
If b = (b1, . . . , bn) is a regular sequence, then c = (c1, . . . , cn) is called

lexicographically i-smaller, than b if there exist indices i and j such that

1 ≤ i < j <≤ n, (42)
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n Gz(n) Ez(n) Gz(n)/Ez(n)

17 130 038 230 282 861 360 0.459724

18 499 753 855 1 101 992 870 0.453500

19 1 924 912 894 4 298 748 300 0.447784

20 7 429 160 296 16 789 046 494 0.442500

21 28 723 877 732 65 641 204 200 0.437589

22 111 236 423 288 256 895 980 068 0.433002

23 431 403 470 222 1 006 308 200 040 0.428699

24 1 675 316 535 350 3 945 186 233 014 0.424648

25 6 513 837 679 610 15 478 849 767 888 0.420821

26 25 354 842 100 894 60 774 332 618 300 0.417197

27 98 794 053 269 694 238 775 589 937 976 0.413752

28 385 312 558 571 890 938 702 947 395 204 0.410473

29 1 504 105 116 253 904 3 692 471 324 505 040 0.407344

30 5 876 236 938 019 300 14 532 512 180 224 216 0.404351

31 22 974 847 474 172 100 57 224 797 531 384 560 0.400148

Table 2: The values of Gz(n), Ez(n), and Gz(n)/Ez(n) for n = 17, . . . , 31

n Gz(n) T(n) Gz(n)/T(n)

31 5 876 236 938 019 300 6 790 865 476 867 340 86, 531487

32 22 974 847 471 172 100 26 507 499 250 791 700 86, 673010

Table 3: The values of Gz(n), T(n), and Gz(n)/T(n) for n = 30 and n = 31

further

ck = bk for k = 1, . . . , i, (43)

and
n∑

k=i+1

ck ≤
n∑

k=i+1

bk. (44)

Lemma 9 If b = (b1, . . . , bn) and is a nongraphical sequence and c = (c1, . . . , cn)
is lexicographically i-smaller than b for some i (1 ≤ i < n, then c is also
graphical.

Proof. See [54]. �

Using this lemma the running time of EGLJ decreased substantially. It was
very useful when we enumerated the edge sequences of the simple graphs on
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30 vertices between June 21 and 18 July of 2013 and on 31 vertices between
18 July and 24 August (the results see in Table 4).

Using the results of Tripathi and Vijay [52, Lemma 6 and Theorem 7] we can
substantially decrease the average testing time of the zerofree even sequences.
It is known that the expected number of checking points proposed by Tripathi
and Vijay is about n/2 [52].

Algorithm EGE2 [51, pages 274–277] used in the enumerations for n = 30

and n = 31 vertices is based on Lemma 9.
We develop algorithm EGE3 for the enumeration of the degree sequences in

the case of 32 vertices. EGE3 will be based on Lemmas 10 and 11.

Lemma 10 If the investigated by EG3 sequence is graphical and has the form
b = bc1i1 b

c2
i2

and the upper bound c1(c1−1) of the inner capacity of the c1-length
head of b covers Hn, that is if

c1(c1 − 1) ≥ Hn (45)

then all sequences starting with bc11 are graphical.

Proof. See [54]. �

The next lemma allows to enumerate many graphical sequences without
their time consuming testing.

Lemma 11 If the investigated by EG3 graphical sequence has the form b =
bc11 b

c2
2 . . . b

cp
p 1

cp+1, where p ≥ 1, b1 > b2 > · · · > bp ≥ 3, c1, . . . , cp+1 ≥ 1,
then all zerofree even sequences starting with the prefix

bc11 b
c2
2 . . . b

cp−1

p−1 b
cp−1
p (bp − 1)

are also graphical.

Proof. See [54]. �

3.3 New simulation results

Table 4 contains the values of Gz(n) and G(n) for n = 1, . . . , 31. The values
for n = 1, . . . , 9 were computed by E. Weisstein, for n = 10, . . . , 20 by G.
Royle in 2006, for n = 21, 22 and n = 23 by F. Ruskey in 2006, for n =
24, . . . , 29 by T. Matuszka in January of 2013, for n = 30 by L. Lucz in July
of 2013 and for n = 31 also by L. Lucz in September of 2013 [48, 50, 51, 52, 79].

Column 4 of Table 4 supports the following conjecture formulated by Gordon
Royle in 2012.
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Conjecture 12 (Royle, 2012). If n tends to infinity, then Gz(n + 1)/Gz(n)
tends to 4.

We think, that the following conjecture is also true.

Conjecture 13 If n tends to infinity, then G(n+ 1)/G(n) tends to 4.

We observed that when we enumerated these sequences, that in the case
n = 30 vertices 85.40 percent, while in the case n = 31 vertices 86.67 percent
of the investigated potential degree sequences was graphical. Therefore it is
useful if we know without a linear time testing that a given tested sequence is
graphical.

Figure 1 shows the number of the tested and the graphical sequences as the
function of the index of the slices when n = 30.

Figure 1: The number of tested (trimmed even) sequences and the number of
graphical sequences as the function of the index of slices when n = 30

Figure 2 shows the similar data for n = 31.
We remark that on the site of the journal the Figures 1 and 2 are color (the

graphical sequences are represented by red, while the tested sequences by blue
color).

Table 5 contains the data of PC’s used for the enumeration of Gz(31), where
Comp. alg. = Computer Algebra, Prog. lang. = Program languages, Core =
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n Gz(n) G(n) Gz(n+1)
Gz(n)

G(n+1)
G(n)

1 0 1 0.000000 0.500000

2 1 2 0.500000 0.500000

3 2 4 3.500000 3.750000

4 7 11 2.857143 2.818182

5 20 31 3.550000 3.290323

6 71 102 3.380282 3.352941

7 240 342 3.629167 3.546784

8 871 1 213 3.614237 3.595218

9 3 148 4 361 3.702351 3.672552

10 11 655 16 016 3.717889 3.705544

11 43 332 59 348 3.756323 3.742620

12 162 769 222 117 3.773434 3.786674

13 614 198 836 315 3.794439 3.802710

14 2 330 537 3 166 852 3.808465 3.817067

15 8 875 768 12 042 620 3.822189 3.828918

16 33 924 859 45 967 479 3.833125 3.839418

17 130 038 230 176 005 709 3.843130 3.848517

18 499 753 855 675 759 564 3.851172 3.856630

19 1 924 912 894 2 600 672 458 3.859479 3.863844

20 7 429 160 296 10 029 832 754 3.866369 3.870343

21 28 723 877 732 38 753 710 486 3.872612 3.876212

22 111 236 423 288 149 990 133 774 3.878257 3.881553

23 431 403 470 222 581 393 603 996 3.883410 3.886431

24 1 675 316 535 350 2 256 710 139 346 3.888124 3.890907

25 6 513 837, 679 610 8 770 547 818 956 3.894458 3.895031

26 25 354 842 100 894 34 125 389 919 850 3.895503 3.897978

27 98 794 053 269 694 132 919 443 189 544 3.900159 3.898843

28 385 312 558 571 890 518 232 001 761 434 3.903597 3.902238

29 1 504 105 116 253 904 2 022 337 118 015 338 3.906814 3.905666

30 5 876 236 938 019 300 7 898 574 056 034 638 3.909789 3.908734

31 22 974 847 474 172 100 30 873 429 530 206 738 −−− −−−

Table 4: The number Gz(n) of zerofree graphical sequences and the number
G(n) of graphical sequences for n = 1, . . . , 31, further the ratiosGz(n)/Gz(n+
1) and G(n)/G(n+ 1) for n = 1, . . . , 30

Core(TM)Kása 1 = Z. Kása (Cluj), Kása 2 = Z. Kása (Tg.-Mureś), Kása 3 =
Z. Kása // (Tg.-Mureś), Sp1 = Speed of a machine in GHz, Sp2 = Speed of
the laboratory in GFLOPS, Intel (R) = Intel (R) Xeon (R).
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Figure 2: The number of tested (trimmed even) sequences and the number of
graphical sequences as the function of the index of slices when n = 31

The total number of machines was 350.
Table 6 contains the algorithms, running times and number of jobs in the

case n = 25, . . . , 31.

3.4 The growth of the functions R(n), E(n), Rz(n), Ez(n), G(n)
and Gz(n)

In this subsection we present concrete values of the functions characterizing
the sizes of the investigated sets of sequences.

The number R(n) of the regular sequences is presented in Figure 1 of [52]
for n = 1, . . . , 38 and up to n = 1200 in [47].

The values of the zerofree regular Rz(n) can be quickly computed using
formula (22) in [47]. The values for n = 1, . . . , 1200 can be found in [68].

The number E(n) of even sequences is presented in Figure 1 of [52] for
n = 1, . . . , 38 and up to 1000 in [49] and up to n = 1200 in [68].

The number Ez(n) of the zerofree even sequences is contained in Figure 3
of [52] for n = 1, . . . , 20 (these data are the results of brute force simulation)
and up to n = 1200 in [68].

The order of growth of these functions is Θ(4n/n).
According to theorem of Burns [22, 52] the order of growth of G(n) is smaller

(see 12).
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Laboratory Number Type Sp1 Sp2

Central 87 Core 2 Duo 2.93 2041
Comp. algebra 13 Core 2 Duo 2.13 403
Data base 34 Core 2 Duo 3.25 1631
Graphical 16 Core 2 Quad 2.33 597
Prog. lang. 54 Core 4 Duo 3.25 6621
PC1 20 Core i5-2320 3.00 1920
PC3 28 Core i3-2100 3.10 1389
PC4 19 Core 2 Duo 2.93 446
PC5 19 Core 4 Duo 2.93 446
PC6 18 Core 2 Quad 2,33 672
PC7 18 Core 2 Quad 2.40 691
PC9 19 Core 2 Quad 2.66 810
Server 1 Core i5 650 3.20 26

Kása 1 1 AMD K7 0.75 8
Kása 2 1 Intel (R) 3.00 50
Kása 3 1 Intel (R) 2.13 23

P. Ősze 1 Core 4 Duo 2.20 37

Total 350 17811

Table 5: Names of laboratories, number of machines, type of machines, speed
of machines in GHz, speed of laboratories in GLOPS, used in the case n = 31

The known values of G(n) and Gz(n) are summarized in Table 4.

3.5 Further plans

Our new program (EGE3) is able to jump the test of some part of zerofree
graphical sequences [54]. Due to this property of the new program EGE3 the
number of tested sequences is smaller than the number of zerofree graphical
ones (see Table 7).

4 Summary

The log files and source codes of our programs can be found at

http://people.inf.elte.hu/lulsaai/Holzhacker .

http://people.inf.elte.hu/lulsaai/Holzhacker


264 A. Iványi, L. Lucz, G. Gombos, T. Matuszka

n Algorithm Running time Running time Number of jobs
(in days) (in years)

25 EGE 26 0.0712 435
26 EGE 70 0.1918 435
27 EGE 316 0.8657 435
28 EGE 1 130 3.0959 2 001
29 EGE 6 733 18.4466 15 119

30 EGE2 7 221 19.7835 351 155

31 EGE2 32 702 89.5954 448 957

Table 6: Number of vertices, used algorithm, total running time (in days and
in years) and number of jobs

n T(n) Gz(n)

3 3 2
4 8 7
5 24 20
6 77 71
7 245 240
8 852 871
9 2991 3148

10 10807 11655
11 39407 43332
12 145673 162769
13 542531 614198
14 2036196 2330537
15 7684164 8875768
16 29143362 33924859
17 110973050 130038230
18 424055902 499753855
19 1625265958 1924912894
20 6245498873 7429160296

Table 7: Number of vertices (n), number of tested sequences (T(n)) and num-
ber of zerofree graphical sequences (Gz(n))
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[16] N. Bödei, Degree sequences of graphs (Hungarian), Mathematical master thesis
(supervisor A. Frank), Dept. of Operation Research of Eötvös Loránd University,
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[47] A. Iványi, L. Lucz, G. Gombos, T. Matuszka C(2n + 1, n + 1): number of ways
to put n+ 1 indistinguishable balls into n+ 1 distinguishable boxes = number of
(n+ 1)-st degree monomials in n+ 1 variables = number of monotone maps from
1 . . n + 1 to 1 . . n + 1, in (ed. N. J. A. Sloane): The On-Line Encyclopedia of
the Integer Sequences. 2013. http://oeis.org/A001700. ⇒247, 262
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[50] A. Iványi, L. Lucz, G. Gombos, T. Matuszka, Number of distinct degree se-
quences among all n-vertex graphs with no isolated vertices: new values for
n = 24, 25, 26, 27, 28, and 29, in (ed. by N. J. A. Sloane): The On-Line Ency-
clopedia of Integer Sequences, 2013, http://oeis.org/A095268. ⇒247, 259
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[75] S. Özkan, Generalization of the Erdős-Gallai inequality. Ars Combin., 98 (2011)

295–302. ⇒246
[76] A. N. Patrinos, S. L. Hakimi, Relations between graphs and integer-pair se-

quences. Discrete Math., 15, 4 (1976) 347–358 ⇒250
[77] S. Pirzada, Introduction to Graph Theory, Universities Press (India) Private Lim-

ited, 2012. ⇒246
[78] R. C. Read, The enumeration of locally restricted graphs (I). J. London Math.

Soc., 34 (1959) 417–436. ⇒250
[79] G. Royle, Is it true that a(n+ 1)/a(n) tends to 4? In (ed. N. J. A. Sloane): The

On-Line Encyclopedia of the Integer Sequences. 2012. http://oeis.org/A095268⇒259
[80] F. Ruskey, Number of distinct degree sequences among all n-vertex graphs with

no isolated vertices for n = 21, 22 and 23, in (ed. N. J. A. Sloane): The On-Line
Encyclopedia of the Integer Sequences. 2006. http://oeis.org/A095268. ⇒247

[81] H. J. Ryser, Matrices of zeros and ones. Bull. of Amer. Math. Soc. 66, 6 (1960)
442–464. ⇒250

[82] R. L. Shuo-Yen, Graphic sequences with unique realization, J. Comb. Theory,
Ser. B, 19 (1975) 42–68. ⇒250

http://link.springer.com/chapter/10.1007/978-3-642-20149-3_41#page-1
http://people.inf.elte.hu/lulsaai
http://www.elte.hu/en
http://www.inf.elte.hu/english/Lapok/default.aspx
http://people.inf.elte.hu/lulsaai/diploma
ttp://www.sciencedirect.com/science/journal/00973165
http://people.inf.elte.hu/tomintt/
http://people.inf.elte.hu/tomintt/DegreeSeq
http://www.elte.hu/en
http://www.inf.elte.hu/english/Lapok/default.aspx
http://www.math2.rwth-aachen.de/de/mitarbeiter/volkm
http://www.springerlink.com/content/102510/
http://www.sciencedirect.com/science/journal/0012365X
http://arxiv.org/abs/condmat/0312028
http://www.sztaki.hu/munkatars/niifUniqueIdq$%$3D008006255$%$2Cou$%$3DPeople$%$2Co$%$3DSZTAKI$%$2Co$%$3DNIIF$%$2Cc$%$3DHU/
http://www2.research.att.com/~njas/
http://oeis.org/A001700
http://www2.research.att.com/~njas/
http://oeis.org/A001791
http://oeis.org/A001791
http://bkocay.cs.umanitoba.ca/arscombinatoria/
http://en.wikipedia.org/wiki/S._L._Hakimi
http://www.sciencedirect.com/science/journal/0012365X
http://school.maths.uwa.edu.au/~gordon/
http://www2.research.att.com/~njas/
http://oeis.org/A095268
http://webhome.cs.uvic.ca/~ruskey/
http://www2.research.att.com/~njas/
http://oeis.org/A095268
http://www.math.osu.edu/history/biographies/hjryser/
http://projecteuclid.org/DPubS?service=UI&version=1.0&verb=Display&handle=euclid.bams/1183523748
http://projecteuclid.org/DPubS?service=UI&version=1.0&verb=Display&handle=euclid.bams
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Linear programming over exponent pairs
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I. I. Mechnikov Odessa National University, Russia

email: 1@dxdy.ru

Abstract. We consider the problem of the computation of infp θp over
the set of exponent pairs P 3 p under linear constrains for a certain class
of objective functions θ. An effective algorithm is presented. The output
of the algorithm leads to the improvement and establishing new estimates
in the various divisor problems in the analytical number theory.

1 Introduction

Exponent pairs are an extremely important concept in the analytical number
theory. They are defined implicitly.

Definition 1 ([8, Ch. 2]) A pair (k, l) of real numbers is called an exponent
pair if 0 6 k 6 1/2 6 l 6 1, and if for each s > 0 there exist integer r > 4 and
real c ∈ (0, 1/2) depending only on s such that the inequality∑

a<n6b

e2πif(n) � zkal

holds with respect to s and u when the following conditions are satisfied:

u > 0, 1 6 a < b < au, y > 0, z = ya−s > 1;

f(t) being any real function with differential coefficients of the first r orders
in [a, b] and ∣∣∣∣f(ν+1)(t) − y dνdtν t−s

∣∣∣∣ < (−1)νcy
dν

dtν
t−s

for a 6 t 6 b and 0 6 ν 6 r− 1.
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But for the computational purposes more explicit construction is needed.

Proposition 2 The set of the exponent pairs includes a convex hull conv P of
the set P such that

1. P includes a subset of initial elements P0, namely

(a) (0, 1) [8],

(b) (2/13+ε, 35/52+ε), (13/80+ε, 1/2+13/80+ε), (11/68+ε, 1/2+
11/68+ ε) [3],

(c) (9/56+ ε, 1/2+ 9/56+ ε) [5],

(d) (89/560+ ε, 1/2+ 89/560+ ε) [11],

(e) H05 := (32/205+ ε, 1/2+ 32/205+ ε) [4].

2. A(k, l) ∈ P and BA(k, l) ∈ P for every (k, l) ∈ P, where operators A
and B are defined as follows:

A(k, l) =

(
k

2(k+ 1)
,
k+ l+ 1

2(k+ 1)

)
, B(k, l) = (l− 1/2, k+ 1/2) .

Possibly the set of the exponent pairs includes elements (k, l) 6∈ conv P, but
at least conv P incorporates all currently known exponent pairs. Everywhere
below writing “a set of exponent pairs” we mean P in fact.

Denote by Pp a set of exponent pairs, generated from the pair p with the
use of operators A and BA. One can check that currently

conv P = conv
(
PH05 ∪ {(0, 1), (1/2, 1/2)}

)
.

Many asymptotic questions of the number theory (especially in the area of
divisor problems) come to the optimization task

inf
(k,l)∈conv P

{
θ(k, l)

∣∣ Ri(αik+ βil+ γi), i = 1, . . . , j
}
, (1)

where αi, βi, γi ∈ R, Ri ∈ R>, R≥, predicate R> checks whether its argument
is a positive value and R≥ checks whether its argument is non-negative, i =
1, . . . , j.

Graham [2] gave an effective method, which in many cases is able to deter-
mine

inf
(k,l)∈conv P(0,1)

θ(k, l)
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with a given precision (for certain θ—even exactly), where

θ ∈ Θ :=

{
(k, l) 7→ ak+ bl+ c

dk+ el+ f

∣∣∣∣∣ a, b, c, d, e, f ∈ R,
dk+ el+ f > 0 for (k, l) ∈ conv P

}
.

We shall refer to this result as to Graham algorithm. Unfortunately, for some
objective functions θ ∈ Θ the algorithm fails and, as Graham writes, we should
“resort to manual calculations and ad hoc arguments”. We discuss possible
improvements in Section 4.

The primary aim of the current paper is to provide an algorithm to deter-
mine

inf
(k,l)∈P

θ(k, l) (2)

under a nonempty set of linear constrains (thus j 6= 0) and

θ = max{θ1(k, l), . . . , θm(k, l)}, θ1, . . . , θm ∈ Θ. (3)

In Section 2 a useful computational concept of projective exponent pairs is
explained. Section 3 is devoted to the exploration of the geometry of P and its
results are of separate interest. In Section 4 Graham algorithm is discussed.
Section 5 contains the description of the proposed algorithm to solve (2) under
linear constrains and (3). In Section 6 new estimates and theoretical results on
various divisor problems are given, derived from the observation of particular
cases of the output of our algorithm.

2 Projective exponent pairs

Let us map exponent pairs into the real projective space (the concept of such
mapping traces back to Graham [2]):

µ : R2 → R3/(R \ {0}), (k, l) 7→ (k : l : 1).

For the set of the exponent pairs the inverse mapping

µ−1 : (k : l : m) 7→ (k/m, l/m)

is also well-defined.
Operators A and BA are mapped by µ into linear operators over projective

space:

A(k, l) 7→ A(k : l : 1), A =

1 0 0

1 1 1

2 0 2

 , A(k : l : m) =

 k

k+ l+m
2k+ 2m


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and

BA(k, l) 7→ BA(k : l : 1), BA =

0 1 0

2 0 1

2 0 2

 , BA(k : l : m) =

 l

2k+m
2k+ 2m

 .
Thus A = µ−1Aµ and BA = µ−1BAµ

Such projective mappings are very useful to achieve better computational
performance.

Firstly, we replace fractional calculations with integer ones.
Secondly, let M be a fixed composition of A and BA. We can evaluate Mp

for a set of points p effectively: once precompute the matrix of the projective
operator M and then just calculate µ−1Mµp for each point p.

3 Exploring exponent pairs

Let us split Pp into generations Pnp such that

P0p = {p}, Pnp = APn−1p ∪ BAPn−1p, n > 0.

Let us investigate properties of P(0, 1). As soon as

A(0, 1) = (0, 1), BA(0, 1) = (1/2, 1/2),

A(1/2, 1/2) = BA(1/2, 1/2) = (1/6, 2/3),

we obtain
P(0, 1) =

{
(0, 1), (1/2, 1/2)

}
∪ P(1/6, 2/3).

So it is enough to study P(1/6, 2/3).
All initial exponent pairs satisfy inequalities

k+ l 6 1, k 6 1/2, l > 1/2.

One can check that if (k, l) satisfies such inequalities, then A(k, l) and BA(k, l)
also do. Thus all exponent pairs fits into the triangle

T := 4
(
(1/2, 1/2), (0, 1), (0, 1/2)

)
. (4)

Lemma 3 Denote

P ′ = (0, 1/6)× (2/3, 1), P ′′ = (1/6, 1/2)× (1/2, 2/3).

Let p := (k, l) be the exponent pair such that Ap ∈ P ′. Then

APp ⊂ P ′, BAPp ⊂ P ′′, Pp ⊂ {p} ∪ P ′ ∪ P ′′. (5)
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Proof. Suppose that (5) is true for all generations Pm, m < n. Let us prove
that it is also true for generation Pn.

We have BP ′ = P ′′, so it is enough to prove that APn−1p ⊂ P ′. Let (k, l)
be an arbitrary element of Pn−1p and let (κ, λ) = A(k, l). There are three
possibilities:

1. (k, l) = p. Then (κ, λ) ∈ P ′ by conditions of the lemma.

2. (k, l) ∈ P ′. Then

κ =
1

2
−

1

2(k+ 1)
<
1

2
−
3

7
=
1

14
,

λ =
1

2
+

l

2(k+ 1)
>
1

2
+
2/3

7/3
=
11

14
.

3. (k, l) ∈ P ′′. Then

κ =
1

2
−

1

2(k+ 1)
<
1

2
−
1

3
=
1

6
,

λ =
1

2
+

l

2(k+ 1)
>
1

2
+
1/2

3
=
2

3
.

�

An exponent pair (1/6, 2/3) satisfies conditions of Lemma 3, because

A(1/6, 2/3) = (1/14, 11/14).

We note that the statement of Lemma 3 can be refined step-by-step, ob-
taining 4, 8, 16 and so on rectangles, covering Pp more and more precisely.

Remark 4 There exists another approach to cover Pp or the whole P. For a
set of pairs (αi, βi) determine with the use of Graham algorithm

θi = inf
(k,l)∈conv Pp

(αik+ βil).

Then Pp is embedded into a polygonal area, constrained with the set of inequal-
ities

αik+ βil > θi

from the bottom and left (together they form a hyperbola-like line) and by the
segment from (0, 1) to (1/2, 1/2).
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Let us introduce an order ≺ on P(1/6, 2/3), defined as

(k, l) ≺ (κ, λ) ⇐⇒ k < κ, l > λ.

Theorem 5 Let p be the exponent pair from the statement of Lemma 3. Then
the order ≺ is a strict total order on Pnp and this order coincides with the
order of the binary Gray codes [7, Ch. 7.2.1.1] over an alphabet {A,BA}.

Proof. One can directly check that operator A saves the order:

p1 ≺ p2 ⇒ Ap1 ≺ Ap2

and operator B reverses it, so BA reverses it too:

p1 ≺ p2 ⇒ BAp1 � BAp2.

Lemma 3 implies that for every p1, p2 ∈ Pn−1p

Ap1 ≺ BAp2. (6)

Combining these facts we obtain the statement of the theorem. �

In the case of P(1/6, 2/3) inequality (6) can be refined up to

Ap1 ≺ (1/6, 2/3) ≺ BAp2. (7)

Thus ≺ is a strict total order over the whole P(1/6, 2/3).

Fig. 1 illustrates our results. Point (1/6, 2/3) divides the set into rectan-
gles P ′ and P ′′. These rectangles consists of pairs, where the last applied op-
erator was A, and pairs, where the last applied operator was BA, respectively.
All plotted points are total-ordered by ≺. Writing out points of the same gen-
eration from the left top corner to the right bottom corner we obtain a list of
Gray codes. E. g., for the generation 3 we obtain a sequence of 8 codes:

A A A,
A ABA,
ABABA,
ABA A,
BABA A,
BABABA,
BA ABA,
BA A A.
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Figure 1: First six generations of P(1/6, 2/3) plotted in shifted coordinates
(k, l− 1/2).
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As soon as

An(1/6, 2/3)→ (0+ , 1− 0) as n→∞
we obtain

pn := A · BA ·An(1/6, 2/3) → (1/6− 0, 2/3+ 0),

BA · BA ·An(1/6, 2/3) → (1/6+ 0, 2/3− 0) as n→∞.
So no point from P(1/6, 2/3) is isolated: for every p ∈ P(1/6, 2/3) and ev-
ery ε > 0 there exist p1, p2 ∈ P(1/6, 2/3) such that p1 ≺ p ≺ p2, |p − p1| < ε
and |p− p2| < ε.

We are even able to compute the slopes of left-hand and right-hand “tan-
gents” at (1/6, 2/3). Namely, using Section 2 and denoting dn = pn−(1/6, 2/3)
we get

dn/|dn|→ (−2/
√
5, 1/
√
5) as n→∞,

so the left-hand “tangent” at (1/6, 2/3) has a slope arctan(−1/2). The right-
hand “tangent” has a slope arctan(−2).

What about sets generated from other known initial exponent pairs, listed
in Proposition 2? Lemma 3 and Theorem 5 remains valid. But inequality (7)
does not hold and so ≺ is not a strict total order. E. g., for

p = A · BA ·A4H05 =
(
8083

50342
,
1

2
+
4304

25171

)
neither p ≺ H05, nor p � H05.

As opposed to P(1/6, 2/3), each point of the set Pp, p 6= (1/6, 2/3), is iso-
lated, because the initial point is. But for every such p each point of P(1/6, 2/3)
has an arbitrary close to it point from Pp.

Lemma 6 Operators A and BA are contractions over the triangle T , which
was defined in (4).

Proof. It is enough to prove that A is a contraction. Let us check that there
exists α < 1 such that for each p1, p2 ∈ T we have∣∣Ap1 −Ap2∣∣ 6 α∣∣p1 − p2∣∣.
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Let (k1, l1) := p1 and (k2, l2) := p2. Then

∣∣Ap1 −Ap2∣∣2 = 1

4

((
1

k1 + 1
−

1

k2 + 1

)2
+

(
l1

k1 + 1
−

l2
k2 + 1

)2)
=

=
1

4

((
k2 − k1

(k1 + 1)(k2 + 1)

)2
+

(
(l1 − l2)(k2 + 1) + l2(k2 − k1)

(k1 + 1)(k2 + 1)

)2)
.

But k1, k2 > 0, so∣∣Ap1 −Ap2∣∣2 6 1
4

(
(k1 − k2)

2 + (|l1 − l2|+ |k1 − k2|)
2
)
.

Applying inequality (x+ y)2 6 2(x2 + y2) we finally obtain

∣∣Ap1 −Ap2∣∣2 6 3
4

(
(k1 − k2)

2 + (l1 − l2)
2
)
=
3

4

∣∣p1 − p2∣∣2.
�

4 Notes on Graham algorithm

Below GX means a reference to [2, Step X at p. 209].

1. Graham algorithm is designed to search infp∈P(0,1) θp and relies on the
fact that

P(0, 1) = AP(0, 1) ∪ BAP(0, 1).

This kind of decomposition does not hold for the whole P. Instead we have

P = AP ∪ BAP ∪
(
P0 \ {(0, 1)}

)
.

Thus in order to run Graham algorithm over P, not just over P(0, 1), it should
be changed in following way. Establish a variable r to keep a current minimal
value, setting it initially to +∞. Add an additional step before G5: apply
current θ on elements of P0 and set r ← min(r,min θP0). At the end of the
algorithm output r instead of simply min θP0.

2. Unfortunately, Graham algorithm over P is infinite: no analog of halting
conditions at G3 provided by [2, Th. 3] can be easily derived. So we should
stop depending on whether the desired accuracy is achieved. Cf. Step 2 in the
Section 5 below.
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3. Bad news: if [2, Th. 1, 2] does not specify the branch to choose at G4 then
the original Graham algorithm halts. Good news: [2, Th. 2] can be generalized
to cover a wider range of cases. In notations of the mentioned theorem for a
given finite sequence M ∈ {A,BA}n if inf θBA = inf θBAM and if

min(rw+ v− u,αw+ v− u) > 0

then inf θ = inf θA, where

α := max
{
k+ l

∣∣ (k, l) ∈ AM{(0, 1), (1/2, 1/2), (0, 1/2)}
}
.

4. For the case of linearly constrained optimization one can build a “greedy”
modification of Graham algorithm: if at G5 one of the branches is entirely out
of constrains then choose another one; otherwise choose a branch in a normal
way. Such algorithm executes pretty fast, but misses optimal pairs sometimes.

5 Linear programming algorithm

Now let us return to the optimization problem (2). We will attack it with the
use of backtracking.

Operators A and BA perform projective mappings of the plane R2, so both
of them map straight lines into lines and polygons into polygons.

Let θ be as in (3) and a set of linear constrains LC be as in (1).
Denote

θ+(V) = max
{

sup
p∈V

θip
}m
i=1
, θ−(V) = max

{
inf
p∈V

θip
}m
i=1
.

Then

θ−(V) 6 inf
p∈V

θp 6 θ+(V)

and these bounds embrace infp∈V θp tighter and tighter as V becomes smaller.
Both θ+ and θ− can be computed effectively by simplex method.

Let V be a polygon (or a set of polygons, lines and points) such that P ⊂ V.
See Lemma 3 and paragraphs above and below it for possible constructions
of V. For a set of linear constrains LC let R(V, LC) be a predicate, which is
true if and only if there exists a point p ∈ V, which satisfies all constrains
from LC. This predicate can be computed effectively using algorithms for line
segment intersections [1, p. 19–44].
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The proposed algorithm consists of a routine L(θ, LC, r,M), which calls itself
recursively. Here r keeps a current minimal value of θ(k, l) andM is a current

projective transformation matrix. Initially r← +∞ and M← (
1 0 0
0 1 0
0 0 1

)
.

On each call routine L performs following steps:

1. Compute t ← min{θµ−1Mµp}, where p runs over all known initial
pairs p. If we get t < r then update current minimal value: r← t.

2. Check whether the desired accuracy is achieved, comparing r with the
values of θ+(µ

−1MµV) and θ−(µ
−1MµV). If yes then return r and abort

computations.

3. Set LC ′ ← LC∪ {θi(k, l) < r}mi=1. Due to the nature of θi ∈ Θ a constrain
of form θi(k, l) < r is in fact a linear constrain.

4. If R(µ−1MAµV, LC ′) (that means that there is at least a chance to
meet exponent pair p ∈ µ−1MAµV, which satisfies LC and on which
objective function is less than yet achieved value) then compute t ←
L(θ, LC, r,MA). If t < r set r← t and recompute LC ′ as in Step 3 using
the new value of r.

5. If R(µ−1MBAµV, LC ′) then compute t ← L(θ, LC, r,MBA). If t < r

set r← t.

6. Return r.

The algorithm executes in finite time, because due to Lemma 6 both A

and BA are contractions and sooner or later (depending on required accuracy)
recursively called routines will abort at Step 2.

Step 3 plays a crucial role in chopping off non-optimal branches of the
exhaustive search and preventing exponential running time. We are not able
to provide any theoretical estimates, but in all our experiments (see Section 6
below) the number of calls of L(·, ·, ·, ·) behaved like a linear function of the
recursion’s depth.

We have implemented our algorithm as a program, written in PARI/GP [10].
It appears that it runs pretty fast, in a fraction of a second on the modern
hardware.

During computations elements of M can grow enormously. As soon as ma-
trix M is applied on projective vectors we can divide M on the greatest
common divisor of its elements to decrease their magnitude.
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Now, under which circumstances an equality

inf
p∈P

θp = inf
p∈conv P

θp

holds? Certainly it is true for θ ∈ Θ and j = 0, because sets {θp = const} are
straight lines; this is the case of Graham algorithm.

Consider the case θ ∈ Θ and j 6= 0. Constraining lines are specified by
equations

li = {αik+ βil+ γi = 0}, i = 1, . . . , j.

Then

inf
p∈conv P

θp = min

{
inf
p∈P

θp, inf
p∈l1∩conv P

θp, . . . , inf
p∈lj∩conv P

θp

}
.

But conv P is approximated by a polygon as in Remark 4, so li ∩ conv P can
be approximated too and consists of a single segment. Thus infp∈li∩conv P θp
is computable.

The case when θ is as in (3) with m > 1 is different. Even without any con-
strains the value of infp∈conv P θp may be not equal to infp∈P θp. For example,
take

θ(k, l) = max
{
11k/10, l− 1/2

}
.

Then

inf
p∈P

θp =
176

1025
at p = H05.

But

inf
p∈conv P

θp =
176

1057
at p = (160/1057, 1409/2114) := q,

and q is owned by a segment from (0, 1) to H05. However, in not-so-synthetic
cases the proposed algorithm produces results, which are closer to optimal.

6 Applications

One can run algorithm from the previous section to obtain numerical results
in partial cases for different objective functions and constrains. It gives us a
way to catch site of some patterns and to suppose general statements on them.
Nevertheless these patterns should be proved, not only observed. This is the
main theme of the current section.
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Consider the asymmetrical divisor problem. Denote

τ(a1, . . . , ak;n) =
∑

d
a1
1 ···d

ak
k =n

1,

which is called an asymmetrical divisor function. Let ∆(a1, . . . , am; x) be an er-
ror term in the asymptotic estimate of the sum

∑
n6x τ(a1, . . . , am;n). (See [8]

for the form of the main term.) What upper estimates of ∆ can be given? The
following result is one of the possible answers.

Theorem 7 ([8, Th. 5.11]) Let a < b and let (k, l) = A(κ, λ) be an expo-
nent pair. Then the estimate

∆(a, b; x)� xα log x, α =
2(k+ l− 1/2)

(a+ b)

holds under the condition (2l − 1)a > 2kb. Here f(x) � g(x) denotes f(x) =
O
(
g(x)

)
. If otherwise (2l− 1)a < 2kb, then

∆(a, b; x)� xα log x, α =
k

(1− l)a+ kb
.

Taking into account Lemma 3 the condition (k, l) = A(κ, λ) can be rewritten
as k < 1/6 and l > 2/3. Thus

θ1 =
2(k+ l− 1/2)

a+ b
, LC1 =

{
(2l− 1)a > 2kb, k < 1/6, l > 2/3

}
,

θ2 =
k

(1− l)a+ kb
, LC2 =

{
(2l− 1)a < 2kb, k < 1/6, l > 2/3

}
.

Using proposed algorithm we can compute inf θ1 under constrains LC1 (which
refers to the first case of Theorem 7), compute inf θ2 under constrains LC2
(which refers to the second case) and take lesser of the obtained values. Ob-
served results shows that for a = 1, b = 2r, r > 10, the second case provides
better results and exponent pair has form

Ar−1BAAr−4BABA . . . .

This leads us to the following statement.

Theorem 8 For a fixed integer r > 5 we have ∆(1, 2r; x)� xα log x, where

α =
2r − 2r

22r − r · 2r − 2r2 + 2r− 4
<

1

2r + r
.
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Proof. Consider an exponent pair

(kr, lr) := A
r−1BAAr−4(1/6, 2/3).

We have

A = S

1 1 0

0 1 0

0 0 2

S−1, S =

0 −1 0

1 0 1

0 2 1

 .
Thus An = S

(
1 n 0
0 1 0
0 0 2n

)
S−1. Note that µ(1/6, 2/3) = (1 : 4 : 6) and

Ar−1BAAr−4(1 : 4 : 6) =

 2r − 2r
22r+1 − (3r+ 4) · 2r + 2r2 + 2r+ 4

22r+1 − (2r+ 4) · 2r + 4r

 .
Applying µ−1 we get

kr =
2r − 2r

22r+1 − (2r+ 4) · 2r + 4r
, lr = 1−

r · 2r − 2r2 + 2r− 4
22r+1 − (2r+ 4) · 2r + 4r

.

Now for r > 5

2lr − 2 · 2rkr − 1 =
2r2 + 4− 2r+1

22r − (r+ 2) · 2r + 2r
< 0.

This proves that (kr, lr) satisfies the second case of Theorem 7 and finally

α =
kr

2rkr − lr + 1
.

�

In the same manner one can estimate ∆(a, 2r; x) for odd a. Here is one more
example.

Theorem 9 For a fixed integer r > 1 we have ∆(3, 2r; x)� xα+ε, where

α =
1

2r + 3r− 88/17
.

Proof. Consider an exponent pair (k, l) := Ar−3BAA(9/56+ ε, 37/56+ ε). �

In the case of ∆(a, b, c) one can derive objective function and constrains
from [8, Th. 6.2, 6.3] and observe the output of the algorithm.
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a b (k, l) Ξ(a, b)
1 2 BAH05 269/1217

1 3 (BA)2ABAH05 1486/8647

1 4 H05 111/790

1 5 ABAA2BAA(BA)2A2M∞(0, 1) (15921− 2c)/30437
1 6 (ABA)3(BA)3A3BA(0, 1) 669/6305

1 7 A(BA)2BAA(BA)2A2M∞(0, 1) (9370− c)/34469

1 8 A(BA)4(A2BAA)∞(0, 1) (5+
√
809)/392

1 9 A(BA)2AM∞(0, 1) (10551− c)/56976
1 10 A(BA)2(A2(BA)2)2ABAH05 150509/2096993

2 3 BAA(BA)2A2M∞(0, 1) (c− 4047)/15688
2 4 BAH05 269/2434

2 5 M∞(0, 1) (c− 4311)/18672
3 4 BAAH05 1819/19369

3 5 BAA(BA)3A2(BA)3A(BA)5A2BA(0, 1) 63916/774807

4 5 BAAH05 1819/24903

Table 1: Estimates of Ξ. Here M = (BA)6(ABA)2BAA2 and c =
√
37368753.

Theorem 10 For a fixed integer r > 10 we have

θ(1, 2r, 2r) =
26 · 22r − (29r+ 41)2r + 16r2 + 12r+ 32

26 · 23r − (16r+ 41)22r + (24r− 3)2r + 16r+ 12
<

1

2r + 1
.

Proof. Follows from [8, Th. 6.2] with (k, l) = Ar−1BAr−2BABA2 · B(0, 1). �
Finally, consider the asymmetric divisor problem with congruence conditions

on divisors. Namely, let τ(a,ma, ra;b,mb, rb;n) be the number of (da, db) such
that

daad
b
b = n, da ≡ ra (mod ma), db ≡ rb (mod mb).

Menzer and Nowak showed in [9] that if a < b then the error term in the
asymptotic estimate of ∑

n6x

τ(a,ma, ra;b,mb, rb;n)

has form
(
x/ma

am
b
b

)Ξ(a,b)+ε
, where

Ξ(a, b) := inf
(k,l)∈conv P

max

{
k+ l

(k+ 1)(a+ b)
,

k

kb+ a(1+ k− l)

}
,
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σ µ(σ) Depth 100 Depth 1000
3/5 1409/12170 10 10
2/3 0.0879154 154 1609
3/4 0.0581840 154 1610
4/5 0.0422535 103 1003

Table 2: Estimates for µ(σ) and the number of calls to L.

where ε > 0 is arbitrary small. They also listed estimates of Ξ(a, b) for 1 6
a < b 6 5. As soon as Ξ(a, b) is of form (3) we can refine all their results. See
Table 1.

Various estimates of the Riemann zeta function depends on optimization
tasks (1). The following theorem seems to be the simplest example.

Theorem 11 ([6, (7.57)]) Let ζ denote the Riemann zeta function and σ >
1/2. Further, let µ(σ) be an infimum of all x such that ζ(σ+ it)� tx. Then

µ(σ) 6
k+ l− σ

2
.

for every exponent pair (k, l) such that l− k > σ.

Better results on µ leads to better estimates for power moments of ζ, and
the last are helpful to improve estimates in multidimensional divisor problem.
See [6, Th. 8.4, 13.2, 13.4].

Table 2 contains several results on µ(σ) obtained with the use of the pro-
posed algorithm. Results are accompanied with the number of calls to L(·, ·, ·, ·)
up to the given depth of search.
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