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Abstract. By applying the q-derivative operator of order m (m ∈ N0),
we introduce two new subclasses of p-valently analytic functions of com-
plex order. For these classes of functions, we obtain the coefficient in-
equalities and distortion properties. Some consequences of the main re-
sults are also considered.

1 Introduction and preliminaries

The theory of q-analysis in recent past has been applied in many areas of
mathematics and physics, as for example, in the areas of ordinary fractional
calculus, optimal control problems, q-difference and q-integral equations, and
in q-transform analysis. One may refer to the books [5], [7], and the recent
papers [1], [2], [3], [4], [8] and [12] on the subject. Purohit and Raina recently in
[10], [11] have used the fractional q-calculus operators in investigating certain
classes of functions which are analytic in the open disk. Purohit [9] also studied
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similar work and considered new classes of multivalently analytic functions in
the open unit disk.

In the present paper, we aim at introducing some new subclasses of functions
defined by applying the q-derivative operator of order m (m ∈ N0) which are
p-valent and analytic in the open unit disk. The results derived include the
coefficient inequalities and distortion theorems for the subclasses defined and
introduced below. Some consequences of the main results are also pointed out
in the concluding section.

To make this paper self contained, we present below the basic definitions
and related details of the q-calculus, which are used in the sequel.

The q-shifted factorial (see [5]) is defined for α, q ∈ C as a product of n
factors by

(α ;q)n =

{
1; n = 0

(1− α) (1− αq) . . . (1− αqn−1); n ∈ N , (1)

and in terms of the basic analogue of the gamma function by

(qα ;q)n =
(1− q)nΓq(α+ n)

Γq(α)
(n > 0), (2)

where the q-gamma function is defined by [5, p. 16, eqn. (1.10.1)]

Γq(x) =
(q;q)∞(1− q)1−x

(qx;q)∞ (0 < q < 1). (3)

If |q| < 1, the definition (1) remains meaningful for n =∞, as a convergent
infinite product given by

(α ;q)∞ =

∞∏
j=0

(1− αqj) .

We recall here the following q-analogue definitions given by Gasper and
Rahman [5]. The recurrence relation for q-gamma function is given by

Γq(x+ 1) =
(1− qx) Γq(x)

1− q
, (4)

and the q-binomial expansion is given by

(x− y)ν = x
ν(−y/x;q)ν = x

ν
∞∏
n=0

[
1− (y/x)qn

1− (y/x)qν+n

]
. (5)
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Also, the Jackson’s q-derivative and q-integral of a function f defined on a
subset of C are, respectively, defined by (see Gasper and Rahman [5, pp. 19,
22])

Dq, zf(z) =
f(z) − f(zq)

z(1− q)
(z 6= 0, q 6= 1) (6)

and ∫ z
0

f(t)dqt = z(1− q)

∞∑
k=0

qkf(zqk). (7)

Following the image formula for fractional q-derivative [10, pp. 58–59], namely:

Dαq, zz
λ =

Γq(1+ λ)

Γq(1+ λ− α)
zλ−α (α ≥ 0, λ > −1), (8)

we have for α = m (m ∈ N) :

Dmq, zz
λ =

Γq(1+ λ)

Γq(1+ λ−m)
zλ−m (m ∈ N, λ > −1). (9)

Further, in view of the relation that

Lim
q→1−

(qα;q)n
(1− q)n

= (α)n, (10)

we observe that the q-shifted factorial (1) reduces to the familiar Pochhammer
symbol (α)n, where (α)0 = 1 and (α)n = α(α+ 1) . . . (α+ n− 1) (n ∈ N).

2 New classes of functions

By Ap(n), we denote the class of functions of the form:

f(z) = zp +

∞∑
k=n+p

ak z
k (n, p ∈ N), (11)

which are analytic and p-valent in the open unit disc U = {z : z ∈ C , |z| < 1} .
Also, let A−

p (n) denote the subclass of Ap(n) consisting of analytic and p-
valent functions expressed in the form

f(z) = zp −

∞∑
k=n+p

ak z
k (ak ≥ 0, n, p ∈ N). (12)
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Differentiating (12) m times with respect to z and making use of (9), we get

Dmq, zf(z) =
Γq(1+ p)

Γq(1+ p−m)
zp−m −

∞∑
k=n+p

ak
Γq(1+ k)

Γq(1+ k−m)
zk−m

(n, p ∈ N,m ∈ N0, p > m).

(13)

By applying the q-derivative operator of order m to the function f(z), we
define here a new subclass Mm

n,p(λ, δ, q) of the p-valent class A−
p (n), which

consist of functions f(z) satisfying the inequality that∣∣∣∣∣1δ
{
z D1+mq,z f(z) + λ q z

2 D2+mq,z f(z)

λ z D1+mq,z f(z) + (1− λ) Dmq,zf(z)
− [p−m]q

}∣∣∣∣∣ < 1,
(m < p;p ∈ N,m ∈ N0; 0 ≤ λ ≤ 1; δ ∈ C \ {0} ; 0 < q < 1; z ∈ U),

(14)

where the q-natural number is expressed as

[n]q =
1− qn

1− q
(0 < q < 1). (15)

Also, let Nm
n,p(λ, δ, q) denote the subclass of A−

p (n) consisting of functions
f(z) which satisfy the inequality that∣∣∣∣1δ {D1+mq,z f(z) + λ z D

2+m
q,z f(z) − [p−m]q

}∣∣∣∣ < [p−m]q, (16)

(m < p;p ∈ N,m ∈ N0; 0 ≤ λ ≤ 1; δ ∈ C \ {0} ; 0 < q < 1; z ∈ U).
The following results give the characterization properties for functions of

the form (12) which belong to the classes defined above.

Theorem 1 Let the function f(z) be defined by (12), then f(z) ∈Mm
n,p(λ, δ, q)

if and only if∞∑
k=n+p

(|δ|− qk−m[p− k]q) ∆(k,m, λ, q) ak ≤ |δ|∆(p,m, λ, q), (17)

where ∆(k,m, λ, q) is given by

∆(k,m, λ, q) =
(1+ [k−m− 1]q q λ)Γq(1+ k)

Γq(1+ k−m)
, (18)

such that

∆(p,m, λ, q) −

∞∑
k=n+p

∆(k,m, λ, q) ak > 0. (19)

The result is sharp.
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Proof. Let f(z) ∈Mm
n,p(λ, δ, q), then on using (14), we get

<

{
z D1+mq,z f(z) + λ q z

2 D2+mq,z f(z)

λ z D1+mq,z f(z) + (1− λ) Dmq,zf(z)
− [p−m]q

}
> − |δ| . (20)

Now, in view of (13), we have

N ≡ z D1+mq,z f(z) + λ q z
2 D2+mq,z f(z)

= z

 Γq(1+ p)
Γq(p−m)

zp−m−1 −

∞∑
k=n+p

ak
Γq(1+ k)

Γq(k−m)
zk−m−1


+ λ qz2

 Γq(1+ p)

Γq(p−m− 1)
zp−m−2 −

∞∑
k=n+p

ak
Γq(1+ k)

Γq(k−m− 1)
zk−m−2


= Γq(1+ p)z

p−m

[
1

Γq(p−m)
+

λ q

Γq(p−m− 1)

]
−

∞∑
k=n+p

ak Γq(1+ k) z
k−m

[
1

Γq(k−m)
+

λ q

Γq(k−m− 1)

]
=

[p−m]q(1+ [p−m− 1]q q λ)Γq(1+ p)

Γq(1+ p−m)
zp−m

−

∞∑
k=n+p

ak
[k−m]q(1+ [k−m− 1]q q λ)Γq(1+ k)

Γq(1+ k−m)
zk−m

= [p−m]q ∆(p,m, λ, q) z
p−m −

∞∑
k=n+p

ak [k−m]q ∆(k,m, λ, q) z
k−m,

where ∆(k,m, λ, q) is given by (18).
Similarly, we can obtain

D ≡ λ z D1+mq,z f(z) + (1− λ) Dmq,zf(z) = ∆(p,m, λ, q)z
p−m

−

∞∑
k=n+p

ak ∆(k,m, λ, q) z
k−m.

Hence

N − [p−m]qD =

∞∑
k=n+p

qk−m [p− k]q ∆(k,m, λ, q) ak z
k−m.
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Therefore, from (20), we obtain the simplified form of the inequality that

<

( ∑∞
k=n+p q

k−m [p− k]q ∆(k,m, λ, q) ak z
k−m

∆(p,m, λ, q)zp−m −
∑∞
k=n+p∆(k,m, λ, q) ak z

k−m

)
> − |δ| . (21)

By putting z = r, the denominator of (21) (say DN(r)) becomes

DN(r) = ∆(p,m, λ, q)rp−m −

∞∑
k=n+p

∆(k,m, λ, q) ak r
k−m

= rp−m

∆(p,m, λ, q) − ∞∑
k=n+p

∆(k,m, λ, q) ak r
k−p

,
which is positive for r = 0, and also remains positive for 0 < r < 1, with
the condition (19). So that on letting r → 1− through real values, we get the
desired assertion (17) of Theorem 1.
To prove the converse of Theorem 1, first we would show that∣∣∣∣∣ z D1+mq,z f(z) + λ q z

2 D2+mq,z f(z)

λ z D1+mq,z f(z) + (1− λ) Dmq,zf(z)
− [p−m]q

∣∣∣∣∣
≤
∑∞
k=n+p q

k−m [p− k]q ∆(k,m, λ, q) ak

∆(p,m, λ, q) −
∑∞
k=n+p ∆(k,m, λ, q) ak

.

(22)

We have ∣∣∣∣∣ z D1+mq,z f(z) + λ q z
2 D2+mq,z f(z)

λ z D1+mq,z f(z) + (1− λ) Dmq,zf(z)
− [p−m]q

∣∣∣∣∣
=

∣∣∣∑∞
k=n+p q

k−m [p− k]q ∆(k,m, λ, q) akz
k−m

∣∣∣∣∣∣∆(p,m, λ, q)zp−m −
∑∞
k=n+p ∆(k,m, λ, q) akz

k−m
∣∣∣ .

(23)

On the other hand if |z| = 1, then∣∣∣∣∣∣
∞∑

k=n+p

qk−m [p− k]q ∆(k,m, λ, q) akz
k−m

∣∣∣∣∣∣
≤

∞∑
k=n+p

∣∣∣qk−m [p− k]q ∆(k,m, λ, q) akz
k−m

∣∣∣
=

∞∑
k=n+p

qk−m [p− k]q ∆(k,m, λ, q) ak

(24)
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and ∣∣∣∣∣∣∆(p,m, λ, q)zp−m −

∞∑
k=n+p

∆(k,m, λ, q)akz
k−m

∣∣∣∣∣∣
≥
∣∣∆(p,m, λ, q)zp−m∣∣− ∞∑

k=n+p

∣∣∣∆(k,m, λ, q)akzk−m∣∣∣
= ∆(p,m, λ, q) −

∞∑
k=n+p

∆(k,m, λ, q) ak.

(25)

Now (23), (24) and (25) imply (22), and then by applying the hypothesis (17),
we find that∣∣∣∣∣ z D1+mq,z f(z) + λ q z

2 D2+mq,z f(z)

λ z D1+mq,z f(z) + (1− λ) Dmq,zf(z)
− [p−m]q

∣∣∣∣∣
≤

|δ|
{
∆(p,m, λ, q) −

∑∞
k=n+p ∆(k,m, λ, q) ak

}
∆(p,m, λ, q) −

∑∞
k=n+p ∆(k,m, λ, q) ak

= |δ| .

Hence, by the maximum modulus principle, we infer that

f(z) ∈Mm
n,p(λ, δ, q).

It is easy to verify that the equality in (17) is attained for the function f(z)
given by

f(z) = zp−
|δ|∆(p,m, λ, q)

(|δ|+ qp−m[n]q)∆(n+ p,m, λ, q)
zn+p (m < p;p, n ∈ N,m ∈ N0),

(26)
where ∆(p,m, λ, q) is given by (18). �

We now derive the following corollaries from Theorem 1.

From Theorem 1, we easily get the following corollary:

Corollary 1 If the function f(z) is defined by (12) and f(z) ∈ Mm
n,p(λ, δ, q),

then ∞∑
k=n+p

ak ≤ |δ| Ξ(p, n,m, λ, δ, q), (27)
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where Ξ(p, n,m, λ, δ, q) is defined by

Ξ(p, n,m, λ, δ, q) =
∆(p,m, λ, q)

(|δ|+ qp−m[n]q)∆(n+ p,m, λ, q)
, (28)

and ∆(k,m, λ, q) is given by (18).

Corollary 2 If f(z) ∈Mm
n,p(λ, δ, q), then

∞∑
k=n+p

[k]q[k− 1]q · · · [k− p+ 1]q ak ≤ |δ| Θ(p, n,m, λ, δ, q), (29)

where Θ(p, n,m, λ, δ, q) is defined by

Θ(p, n,m, λ, δ, q) =
Γq(1+ n+ p−m) ∆(p,m, λ, q)

(|δ|+ qp−m[n]q) (1+ [n+ p−m− 1]q q λ)Γq(1+ n)
,

(30)
and ∆(k,m, λ, q) is given by (18).

Proof. Since f(z) ∈ Mm
n,p(λ, δ, q), then under the hypotheses of Theorem 1,

we have

∞∑
k=n+p

(|δ|− qk−m[p− k]q) (1+ [k−m− 1]q q λ) Γq(1+ k)

Γq(1+ k−m)
ak

≤ |δ| ∆(p,m, λ, q),

(31)

where ∆(k,m, λ, q) is given by (18).
Using the recurrence relation (4) successively p times, we can write

Γq(1+ k) = [k]q[k− 1]q . . . [k− p+ 1]q Γq(k− p+ 1). (32)

We now show here that

αk ≤ αk+1,

where

αk =
(|δ|− qk−m[p− k]q) (1+ q λ [k−m− 1]q)Γq(1+ k− p)

Γq(1+ k−m)

= (Ak) (Bk) (Ck) ,

(33)
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Ak = |δ|− qk−m[p− k]q,

Bk = 1+ q λ [k−m− 1]q and

Ck =
Γq(1+ k− p)

Γq(1+ k−m)
.

It is sufficient to show that

αk
αk+1

=
(Ak) (Bk) (Ck)

(Ak+1)(Bk+1)(Ck+1)
≤ 1.

Evidently, for k = n+ p, we have

Ak
Ak+1

=
|δ|+ qp−m[n]q

|δ|+ qp−m[n+ 1]q
,

and since [n+ 1]q > [n]q, hence Ak is positive and consequently

Ak
Ak+1

< 1. (34)

Also, it follows easily that

Bk
Bk+1

=
1+ q λ [n+ p−m− 1]q
1+ q λ [n+ p−m]q

< 1. (35)

Further, upon using the familiar asymptotic formula ([6, pp. 311, eqn. (1.7)])
given by

Γq(x) ≈ (1− q)1−x
∞∏
n=0

(1− qn+1) (x→∞, 0 < q < 1),
it can be verified that

Ck =
Γq(1+ k− p)

Γq(1+ k−m)
≈

(1− q)1−1−k+p
∏∞
n=0(1− q

n+1)

(1− q)1−1−k+m
∏∞
n=0(1− q

n+1)

= (1− q)p−m (k→∞, 0 < q < 1,m < p).

(36)

Thus, for large k, we conclude that

αk
αk+1

≤ 1.
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We, therefore, from (31) and (32) infer that

∞∑
k=n+p

[k]q[k− 1]q . . . [k− p+ 1]q ak

≤ |δ| ∆(k,m, λ, q)Γq(1+ n+ p−m)

(|δ|+ qp−m[n]q)(1+ [n+ p−m− 1]q q λ) Γq(1+ n)
,

which in view of (30) yields the desired inequality (31). �

Next, we prove the following result.

Theorem 2 Let the function f(z) be defined by (12), then f(z) ∈ Nm
n,p(λ, δ, q)

if and only if

∞∑
k=n+p

[k−m]qΩ(k,m, λ, q)ak ≤ [p−m]q

[
|δ|− 1

Γq(1+m)
+Ω(p,m, λ, q)

]
, (37)

where Ω(k,m, λ, q) is given by

Ω(k,m, λ, q) =

[
k

m

]
q

(1+ [k−m− 1]q λ). (38)

The result is sharp with the extremal function given by

f(z) = zp −
[p−m]q [|δ|− 1+ Γq(1+m) Ω(p,m, λ, q)]

[n+ p−m]q Γq(1+m) Ω(n+ p,m, λ, q)
zn+p. (39)

Proof. Let f(z) ∈ Nm
n,p(λ, δ, q), then on using (16), we get

<
{
D1+mq,z f(z) + λ z D

2+m
q,z f(z) − [p−m]q

}
> − |δ| [p−m]q. (40)

Now, in view of (13), we have

D1+mq,z f(z) + λ z D
2+m
q,z f(z) =

Γq(1+ p)

Γq(p−m)
zp−m−1 −

∞∑
k=n+p

ak
Γq(1+ k)

Γq(k−m)
zk−m−1

+ λ z

 Γq(1+ p)

Γq(p−m− 1)
zp−m−2 −

∞∑
k=n+p

ak
Γq(1+ k)

Γq(k−m− 1)
zk−m−2


= Γq(1+ p)z

p−m−1

[
1

Γq(p−m)
+

λ

Γq(p−m− 1)

]
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−

∞∑
k=n+p

ak Γq(1+ k) z
k−m−1

[
1

Γq(k−m)
+

λ

Γq(k−m− 1)

]
=

[p−m]q(1+ [p−m− 1]q λ)Γq(1+ p)

Γq(1+ p−m)
zp−m−1

−

∞∑
k=n+p

ak
[k−m]q(1+ [k−m− 1]q λ)Γq(1+ k)

Γq(1+ k−m)
zk−m−1.

From (40), we obtain a simplified form of the inequality which is given by

<

−

∞∑
k=n+p

ak
[k−m]q(1+ [k−m− 1]q λ)Γq(1+ k)

Γq(1+ k−m)
zk−m−1

−[p−m]q

(
1−

(1+ [p−m− 1]q λ)Γq(1+ p)

Γq(1+ p−m)
zp−m−1

)}
> − |δ| [p−m]q.

Now taking (38) into account, the above inequality yields

<

−

∞∑
k=n+p

[k−m]qΩ(k,m, λ, q)Γq(1+m) ak z
k−m−1

−[p−m]q

(
1−Ω(k,m, λ, q)Γq(1+m)zp−m−1

)}
> − |δ| [p−m]q.

(41)

By putting z = r in (41), and letting r → 1− through real values, we get the
desired assertion (37) of Theorem 2.

To prove the converse of Theorem 2, we have∣∣∣{D1+mq,z f(z) + λ z D
2+m
q,z f(z) − [p−m]q

}∣∣∣
≤

∣∣∣∣∣∣
∞∑

k=n+p

[k−m]qΩ(k,m, λ, q)Γq(1+m) ak z
k−m−1

∣∣∣∣∣∣
+
∣∣∣[p−m]q

(
1−Ω(k,m, λ, q)Γq(1+m)zp−m−1

)∣∣∣ .
Letting |z| = 1, we find that∣∣∣{D1+mq,z f(z) + λ z D

2+m
q,z f(z) − [p−m]q

}∣∣∣
≤

∞∑
k=n+p

[k−m]qΩ(k,m, λ, q)Γq(1+m) ak

+ [p−m]q (1−Ω(k,m, λ, q)Γq(1+m)) ,
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then by applying the hypothesis (37), we find that∣∣∣{D1+mq,z f(z) + λ z D
2+m
q,z f(z) − [p−m]q

}∣∣∣ ≤ |δ| [p−m]q.

Hence, by the maximum modulus principle, we infer that

f(z) ∈ Nm
n,p(λ, δ, q).

�

The following corollaries follow from Theorem 2 in the same manner as
Corollaries 1 and 2 from Theorem 1.

Corollary 3 If the function f(z) be defined by (12) and f(z) ∈ Nm
n,p(λ, δ, q),

then ∞∑
k=n+p

ak ≤ X(p, n,m, λ, δ, q), (42)

where X(p, n,m, λ, δ, q) is given by

X(p, n,m, λ, δ, q) =
[p−m]q [|δ|− 1+ Γq(1+m) Ω(p,m, λ, q)]

Γq(1+m)[n+ p−m]q Ω(n+ p,m, λ, q)
. (43)

Corollary 4 If f(z) ∈ Nm
n,p(λ, δ, q), then

∞∑
k=n+p

[k]q[k− 1]q · · · [k− p+ 1]q ak ≤ Ψ(p, n,m, λ, δ, q), (44)

where Ψ(p, n,m, λ, δ, q) is given by

Ψ(p, n,m, λ, δ, q)

=
[p−m]q [|δ|− 1+ Γq(1+m) Ω(p,m, λ, q)] Γq(1+ n+ p−m)

Γq(1+ n)[n+ p−m]q (1+ [n+ p−m− 1]q λ)
.

(45)

3 Distortion theorems

In this section, we establish certain distortion theorems for the classes of func-
tions defined above involving the q-differential operator.

Theorem 3 Let λ ∈ R and δ ∈ C \ {0} ∈ N satisfy the inequalities:

m < p; m ∈ N0; p, n ∈ N; 0 ≤ λ ≤ 1, 0 < q < 1.
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Also, let the function f(z) defined by (12) be in the class Mm
n,p(λ, δ, q), then

||f(z)|− |z|p| ≤ |δ| Ξ(p, n,m, λ, δ, q) |z|n+p (z ∈ U), (46)

where Ξ(p, n,m, λ, δ, q) is given by (28).

Proof. Since f(z) ∈Mm
n,p(λ, δ, q), then from the Corollary 1, we have

∞∑
k=n+p

ak ≤ |δ| Ξ(p, n,m, λ, δ, q),

where Ξ(p, n,m, λ, δ, q) is given by (28).
This inequality in conjunction with the following inequality (easily obtain-

able from (11)):

|z|p − |z|n+p
∞∑

k=n+p

ak ≤ |f(z)| ≤ |z|p + |z|n+p
∞∑

k=n+p

ak, (47)

yields the assertion (46) of Theorem 3. �

To obtain the distortion theorem for a normalized multivalent analytic func-
tion of the form (12), we define here a q-differential operator Dmq, z which is
expressed in the form

Dmq,zf(z) =
Γq(1+ p−m)

Γq(1+ p)
zmDmq, zf(z). (48)

Theorem 4 Let m < p; m ∈ N0, p, n ∈ N, 0 ≤ λ ≤ 1, δ ∈ C \ {0} ∈ N, 0 <
q < 1, and let the function f(z) defined by (12) be in the class Mm

n,p(λ, δ, q).
Then ∣∣∣∣Dmq,zf(z)∣∣− |z|p

∣∣ ≤ |δ| A(p, n,m, λ, δ, q) |z|n+p , (49)

where

A(p, n,m, λ, δ, q) =
1+ [p−m− 1]q q λ

(|δ|+ qp−m[n]q) (1+ [n+ p−m− 1]q q λ)
. (50)

Proof. Since

Dmq,zf(z) =
Γq(1+ p−m)

Γq(1+ p)
zmDmq, zf(z) = z

p−

∞∑
k=n+p

ak
Γq(1+ k)Γq(1+ p−m)

Γq(1+ p)Γq(1+ k−m)
zk,
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therefore, on using the relation (32), we can write

Dmq,zf(z) = zp −
∞∑

k=n+p

ak
[k]q[k− 1]q . . . [k− p+ 1]qΓq(1+ k− p)Γq(1+ p−m)

Γq(1+ p)Γq(1+ k−m)
zk

= zp −

∞∑
k=n+p

ak [k]q[k− 1]q . . . [k− p+ 1]q φ(k) z
k,

(51)

where

φ(k) =
Γq(1+ k− p)Γq(1+ p−m)

Γq(1+ p)Γq(1+ k−m)
. (52)

Now, we show that the function φ(k) (m ∈ N0, k ≥ n+p; p, n ∈ N,m < p)
is a decreasing function of k for m ∈ N0, 0 < q < 1.

We note that

φ(k+ 1)

φ(k)
=
Γq(2+ k− p)Γq(1+ k−m)

Γq(2+ k−m)Γq(1+ k− p)
(k ≥ n+ p;n, p ∈ N),

and it is sufficient here to consider the value k = n + p, so that on using (4),
we get

φ(k+ 1)

φ(k)
=

1− q1+n

1− q1+n+p−m
(0 < q < 1).

The function φ(k) is a decreasing function of k if φ(k+1)
φ(k) ≤ 1 (n, p ∈ N), and

this gives
1− q1+n

1− q1+n+p−m
≤ 1 (0 < q < 1).

Multiplying the above inequality both sides by 1− q1+n+p−m (provided that
m < p), we are at once lead to the inequality m ≤ p. Thus, φ(k) (k ≥
n+ p;n, p ∈ N) is a decreasing function of k for m < p,m ∈ N0, 0 < q < 1.

Using (51), we observe that

∣∣Dmq,zf(z)∣∣ ≥ |z|p −

∞∑
k=n+p

[k]q[k− 1]q . . . [k− p+ 1]q φ(k) |ak| |z|
k

≥ |z|p − φ(n+ p) |z|n+p
∞∑

k=n+p

[k]q[k− 1]q . . . [k− p+ 1]q |ak| ,
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which in view of (29) of Corollary 2 leads to∣∣Dmq,zf(z)∣∣ ≥ |z|p − |δ| φ(n+ p) Θ(p, n,m, λ, δ, q) |z|n+p

≥ |z|p − |δ| A(p, n,m, λ, δ, q) |z|n+p , (53)

where A(p, n,m, λ, δ, q) is given by (50).
Similarly, it follows that∣∣Dmq,zf(z)∣∣ ≤ |z|p + |δ| A(p, n,m, λ, δ, q) |z|n+p , (54)

and hence, (53) and (54) establish the assertion (49) of Theorem 4. �

The following distortion inequalities for the function f(z) ∈ Nm
n,p(λ, δ, q) can

be proved in the same manner as detailed in the proof of Theorem 4 above:

Theorem 5 Let λ ∈ R and δ ∈ C \ {0} ∈ N satisfy the inequalities:

m < p;m ∈ N0;p, n ∈ N; 0 ≤ λ ≤ 1, 0 < q < 1.

Also, let the function f(z) defined by (12) be in the class Nm
n,p(λ, δ, q), then

||f(z)|− |z|p| ≤ |δ| X(p, n,m, λ, δ, q) |z|n+p (z ∈ U), (55)

where X(p, n,m, λ, δ, q) is given by (43).

Theorem 6 Let m < p; m ∈ N0, p, n ∈ N, 0 ≤ λ ≤ 1, δ ∈ C \ {0} ∈ N, 0 <
q < 1 and let the function f(z) defined by (12) be in the class Nm

n,p(λ, δ, q).
Then ∣∣∣∣Dmq,zf(z)∣∣− |z|p

∣∣ ≤ |δ| B(p, n,m, λ, δ, q) |z|n+p , (56)

where

B(p, n,m, λ, δ, q) =
[p−m]q [|δ|− 1+ Γq(1+m) Ω(p,m, λ, q)] Γq(1+ p−m)

Γq(1+ p)[n+ p−m]q (1+ [n+ p−m− 1]q λ)
,

(57)
Ω(p,m, λ, q) is given by (38).
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4 Some consequences of the main results

In this section, we briefly consider some special cases of the results derived in
the preceding sections.

When m = 0 and δ = γβ (γ ∈ C \ {0} , 0 < β ≤ 1), the condition (14)
reduces to the inequality:∣∣∣∣∣ 1γ

{
z Dq,zf(z) + λ qz

2 D2q,zf(z)

λ z Dq,zf(z) + (1− λ)f(z)
− [p]q

}∣∣∣∣∣ < β, (58)

(p ∈ N, 0 ≤ λ ≤ 1; 0 < β ≤ 1; γ ∈ C \ {0} ; 0 < q < 1; z ∈ U)

and we write
M0

n,p(λ, γβ, q) = Rn,p(λ, β, γ, q), (59)

where Rn,p(λ, β, γ, q) represents a subclass of p-valently analytic functions
which satisfy the condition (58).

Similarly, the condition (16) when m = 0 and δ = γβ reduces to the in-
equality: ∣∣∣∣ 1γ {Dq,zf(z) + λ z D2q,zf(z) − [p]q

}∣∣∣∣ < β [p]q, (60)

(p ∈ N, 0 ≤ λ ≤ 1; 0 < β ≤ 1; γ ∈ C \ {0} ; 0 < q < 1; z ∈ U)

and we write
N 0
n,p(λ, γβ, q) = Ln,p(λ, β, γ, q), (61)

where Ln,p(λ, β, γ, q) is another subclass of p-valently analytic functions which
satisfy the condition (60).

Now, by setting m = 0, δ = γβ, and making use of the relations (59) and
(61), Theorems 1 and 2 give the following coefficient inequalities for the classes
Rn,p(λ, β, γ, q) and Ln,p(λ, β, γ, q), respectively.

Corollary 5 Let the function f(z) be defined by (12), then f(z) ∈ Rn,p(λ, β, γ, q)
if and only if

∞∑
k=n+p

(β |γ|−qk[p−k]q) (1+[k−1]q q λ) ak ≤ β |γ| (1+[p−1]q q λ) . (62)

The result is sharp with the extremal function given by

f(z) = zp −
β |γ| (1+ [p− 1]q q λ)

(β |γ|+ qp[n]q) (1+ [n+ p− 1]q q λ)
zn+p. (63)
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Corollary 6 Let the function f(z) be defined by (12), then f(z) ∈ Ln,p(λ, β, γ, q)
if and only if

∞∑
k=n+p

[k]q (1+ [k− 1]q λ) ak ≤ [p]q [β |γ|+ [p− 1]q λ] . (64)

The result is sharp with the extremal function given by

f(z) = zp −
[p]q [β |γ|+ [p− 1]q λ]

[n+ p]q (1+ [n+ p− 1]q λ)
zn+p. (65)

Again, if we put m = 0, δ = γβ, then Theorem 3 and Theorem 5, respec-
tively, yield the following distortion theorems for the classes Rn,p(λ, β, γ, q)
and Ln,p(λ, β, γ, q).

Corollary 7 Let λ, β ∈ R and γ ∈ C \ {0} ∈ N satisfy the inequalities:

p, n ∈ N; 0 ≤ λ ≤ 1, 0 < q < 1.

Also, let the function f(z) defined by (12) be in the class Rn,p(λ, β, γ, q), then

||f(z)|− |z|p| ≤ β |γ| E(p, n, λ, β, γ, q) |z|n+p (z ∈ U), (66)

where

E(p, n, λ, β, γ, q) =
1+ [p− 1]q q λ

(β |γ|+ qp[n]q)(1+ [n+ p− 1]q q λ)
. (67)

Corollary 8 Let λ, β ∈ R and γ ∈ C \ {0} ∈ N satisfy the inequalities:

p, n ∈ N; 0 ≤ λ ≤ 1, 0 < q < 1.

Also, let the function f(z) defined by (12) be in the class Ln,p(λ, β, γ, q), then

||f(z)|− |z|p| ≤ F(p, n, λ, β, γ, q) |z|n+p (z ∈ U), (68)

where

F(p, n, λ, β, γ, q) =
[p]q [β |γ|+ [p− 1]q λ]

[n+ p]q(1+ [n+ p− 1]q λ)
. (69)
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Further, if we set p = 1, then from (59) and (61), we get

M0
n,1(λ, γβ, q) = Rn,1(λ, β, γ, q) = Hn(λ, γ, β, q) (70)

and

N 0
n,1(λ, γβ, q) = Ln,1(λ, β, γ, q) = Gn(λ, γ, β, q), (71)

where Hn(λ, γ, β, q) and Gn(λ, γ, β, q) are precisely the subclass of analytic
and univalent functions studied recently by Purohit and Raina [11]. Thus, if we
set p = 1, and taking into consideration the relations (70) and (71), Corollary
5 to Corollary 8 yield the known results obtained recently by Purohit and
Raina [11].

Finally, by letting q → 1−, and making use of the limit formula (10), we
observe that the function classes Mm

n,p(λ, δ, q), Nm
n,p(λ, δ, q) and the inequal-

ities (17) and (37) of Theorem 1 and Theorem 2 provide, respectively, the
q-extensions of the known results due to Srivastava and Orhan [13, pp. 687-
688, eqn. (11) and (14)].
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Abstract. The thermosolutal instability of Rivlin-Ericksen elastico-
viscous rotating fluid permeated with suspended particles (fine dust) and
variable gravity field in porous medium in hydromagnetics is considered.
By applying normal mode analysis method, the dispersion relation has
been derived and solved analytically. It is observed that the rotation,
magnetic field, gravity field, suspended particles and viscoelasticity in-
troduce oscillatory modes. For stationary convection, the rotation and
stable solute gradient has stabilizing effects and suspended particles are
found to have destabilizing effect on the system whereas the medium
permeability has stabilizing or destabilizing effect on the system under
certain conditions. The magnetic field has destabilizing effect in the ab-
sence of rotation whereas in the presence of rotation, magnetic field has
stabilizing or destabilizing effect under certain conditions. The effect of
rotation, suspended particles, magnetic field, stable solute gradient and
medium permeability has also been shown graphically.

1 Introduction

A detailed account of the thermal instability of a Newtonian fluid, under
varying assumptions of hydrodynamics and hydromagnetics has been given by
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Chandrasekhar [3]. Bhatia and Steiner [1] have studied the thermal instability
of a Maxwellian visco-elastic fluid in the presence of magnetic field while the
thermal convection in Oldroydian visco-elastic fluid has been considered by
Sharma [14]. Veronis [20] has investigated the problem of thermohaline con-
vection in a layer of fluid heated from below and subjected to a stable salinity
gradient. The buoyancy forces can arise not only from density differences due
to variations in solute concentration. Thermosolutal instability problems arise
in oceanography, limnology and engineering.
The medium has been considered to be non-porous in all the above studies.

Lapwood [5] has studied the convective flow in a porous medium using lin-
earized stability theory. The Rayleigh instability of a thermal boundary layer
in flow through a porous medium has been considered byWooding [21] whereas
Scanlon and Segel [13] have considered the effect of suspended particles on the
onset of Be’nard convection and found that the critical Rayleigh number was
reduced solely because the heat capacity of the pure gas was supplemented by
the particles. The suspended particles were thus found to destabilize the layer.
Sharma and Sunil [15] have studied the thermal instability of an Oldroy-

dian viscoelastic fluid with suspended particles in hydromagnetics in a porous
medium. There are many elastico-viscous fluids that cannot be characterized
by Maxwell’s constitutive relations or Oldroyd’s constitutive relations. One
such class of fluids is Rivlin-Ericksen [12] elastico-viscous fluid. Srivastava and
Singh [18] have studied the unsteady flow of a dusty elastico-viscous Rivlin-
Ericksen fluid through channels of different cross-sections in the presence of
time-dependent pressure gradient. Garg et al. [4] has studied the rectilinear
oscillations of a sphere along its diameter in conducting dusty Rivlin-Ericksen
fluid in the presence of magnetic field.
Stommel and Fedorov [19] and Linden [6] have remarked that the length

scalar characteristic of double diffusive convecting layers in the ocean may
be sufficiently large that the Earth’s rotation might be important in their
formation. Moreover, the rotation of the Earth distorts the boundaries of a
hexagonal convection cell in a fluid through a porous medium and the dis-
tortion plays an important role in the extraction of energy in the geothermal
regions. Brakke [2] explained a double-diffusive instability that occurs when
a solution of a slowly diffusing protein is layered over a denser solution of
more rapidly diffusing sucrose. The problem of thermosolutal convection in
fluids in a porous medium is of importance in geophysics, soil sciences, ground
water hydrology and astrophysics. The scientific importance of the field has
also increased because hydrothermal circulation is the dominant heat transfer
mechanism in the development of young oceanic crust (Lister, [7]). Gener-
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ally, it is accepted that comets consist of a dusty ‘snowball’ of a mixture of
frozen gases which in the process of their journey change from solid to gas and
vice-versa. The physical properties of comets, meteorites and inter-planetary
dust strongly suggest the importance of porosity in the astrophysical context
(McDonnel, [8]).
Thermal instability of a fluid layer under variable gravitational field heated

from below or above is investigated analytically by Pradhan and Samal [9].
Although the gravity field of the Earth is varying with height from its surface,
we usually neglect this variation for laboratory purposes and treat the field
as constant. However, this may not the case for large scale flows in the ocean,
the atmosphere or the mantle. It can become imperative to consider gravity
as a quantity varying with distance from the centre.
A porous medium is a solid with holes in it, and is characterized by the

manner in which the holes are imbedded, how they are interconnected and the
description of their location, shape and interconnection. However, the flow of
a fluid through a homogeneous and isotropic porous medium is governed by
Darcy’s law which states that the usual viscous term in the equations of motion

of Rivlin-Ericksen fluid is replaced by the resistance term
[

− 1
k1

(

µ + µ ′ ∂
∂t

)

]

q,

where µ and µ ′ are the viscosity and viscoelasticity of the incompressible
Rivlin-Ericksen fluid, k1 is the medium permeability and q is the Darcian
(filter) velocity of the fluid (Garg et al. [4], Sharma and Sunil [15] and Sharma
and Rana [16, 17]).
Sharma and Rana [16] have studied thermal instability of Walters’ (Model

B
′

) elastico-viscous in the presence of variable gravity field and rotation in
porous medium. Sharma and Rana [17] have also studied the thermosolu-
tal instability of incompressible Walters’ (Model B

′

) rotating fluid perme-
ated with suspended particles and variable gravity field in porous medium.
Recently, Rana and Kumar [11] have studied thermal instability of Rivlin-
Ericksen elastico-viscous rotating fluid permeated with suspended particles
and variable gravity field in porous medium and thermal instability of com-
pressible Walters’ (Model B’) elastico-viscous rotating fluid a permeated with
suspended dust particles in porous medium have been studied by Rana and
Kango [10]. Keeping in mind the importance in various applications mentioned
above, our interest, in the present paper is to study the thermosolutal instabil-
ity of Rivlin-Ericksen elastico-viscous rotating fluid permeated with suspended
particles and variable field in porous medium in hydromagnetics.
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2 Mathematical formulation of the problem

Consider an infinite horizontal layer of an electrically conducting Rivlin-Ericksen
elastico-viscous fluid of depth d in a porous medium bounded by the planes
z = 0 and z = d in an isotropic and homogeneous medium of porosity ǫ and
permeability k1, which is acted upon by a uniform rotation Ω (0, 0,Ω) uniform
vertical magnetic field H (0, 0,H) and variable gravity g (0, 0,−g), g = λg0,
g0 (> 0) is the value of g at z = 0 and λ can be positive or negative as grav-
ity increases or decreases upward from its value g0. This layer is heated and
soluted from below such that a uniform temperature gradient β

(

=
∣

∣

dT
dz

∣

∣

)

and

a uniform solute gradient β
′
(

=
∣

∣

dC
dz

∣

∣

)

are maintained as shown in schematic
sketch of physical situation.
The character of equilibrium of this initial static state is determined by

supposing that the system is slightly disturbed and then following its further
evolution.
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The hydromagnetic equations in porous medium (Chandrasekhar [3], Rivlin
and Ericksen [12], Rana and Kumar [11]) relevant to the problem are

1

ǫ

[

∂q

∂t
+

1

ǫ
(q · ∇)q

]

= −
1

ρ0
∇p+ g

(

1+
δρ

ρ0

)

−
1

k1

(

υ+ υ
′ ∂

∂t

)

q

+
2

ǫ
(q×Ω) +

K
′

N

ρ0ǫ
(qd − q) +

µe

4πρ0
(∇×H)×H,

(1)

∇ · q = 0, (2)

E
∂T

∂t
+ (q · ∇) T +

mNCpt

ρ0Cf

[

ǫ
∂

∂t
+ qd.∇

]

T = κ ∇2T, (3)

E ′
∂C

∂t
+ (q · ∇) T +

mNC ′

pt

ρ0C
′

f

[

ǫ
∂

∂t
+ qd.∇

]

T = κ ′ ∇2T (4)

∇ ·H = 0, (5)

ǫ
∂H

∂t
= ∇× (q×H) + ǫη∇2H, (6)

where E = ǫ+(1−ǫ)
(

ρscs
ρ0cf

)

, ρs, cs; ρ0, cf denote the density and heat capacity

of solid (porous) matrix and fluid respectively and E ′ is a constant analogous to
E but corresponding to solute rather than heat; κ, κ ′ are the thermal diffusivity
and solute diffusivity respectively.
The equation of state is

ρ = ρ0[1− α(T − T0) + α ′(C− C0)], (7)

where the suffix zero refers to values at the reference level z = 0. Here ρ, υ, υ ′,

p, ǫ, T, C, µe, α, α
′, q(0, 0, 0) and H(0, 0,H) stand for density, kinematic vis-

cosity, kinematic viscoelasticity, pressure, medium porosity, temperature, so-
lute concentration, magnetic permeability, thermal coefficient of expansion, an
analogous solvent coefficient of expansion, velocity of the fluid and magnetic
field. Here qd(x, t) and N(x, t) denote the velocity and number density of the
particles respectively, K = 6πηρυ, where η is particle radius, is the Stokes drag
coefficient, qd = (l, r, s) and x = (x, y, z).
If mN is the mass of particles per unit volume, then the equations of motion

and continuity for the particles are

mN

[

∂qd

∂t
+

1

ǫ
(qd · ∇)qd

]

= K
′

N (q− qd) , (8)

ǫ
∂N

∂t
+∇ · (Nqd) = 0. (9)



G. C. Rana 29

The presence of particles adds an extra force term proportional to the velocity
difference between particles and fluid and appears in the equation of motion
(1). Since the force exerted by the fluid on the particles is equal and opposite
to that exerted by the particles on the fluid, there must be an extra force term,
equal in magnitude but opposite in sign, in the equations of motion for the
particles (8). The buoyancy force on the particles is neglected. Interparticles
reactions are not considered either since we assume that the distance between
the particles are quite large compared with their diameters. These assumptions
have been used in writing the equations of motion (8) for the particles.
The initial state of the system is taken to be quiescent layer (no settling)

with a uniform particle distribution number. The initial state is

q = (0, 0, 0),qd = (0, 0, 0),

T = −βz+ T0, C = −β
′

z+ C0,

ρ = ρ0(1+ αβz− α ′β ′z),N0 = constant (10)

is an exact solution to the governing equations.

3 Perturbation equations

Let q(u, v,w), qd(l, r, s), θ, γ, δp and δρ denote, respectively, the perturba-
tions in fluid velocity q(0, 0, 0), the perturbation in particle velocity qd(0, 0, 0),

temperature T, solute concentration C, pressure p and density ρ.

The change in density δρ caused by perturbation of temperature θ and
solute concentration γ is given by

δρ = −ρ0(αθ−α
′

γ). (11)

The linearized perturbation equations governing the motion of fluids are

1

ǫ

∂q

∂t
= −

1

ρ0
Ωδp− g

(

αθ−α
′

γ
)

−
1

k1

(

υ+ υ
′ ∂

∂t

)

q

+
K

′

N

ǫ
(qd − q) +

2

ǫ
(q×Ω) +

µe

4πρ0
(∇× h)×H,

(12)

∇ · q = 0, (13)
(

m

K ′

∂

∂t
+ 1

)

qd = q, (14)
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(E + bǫ)
Ωθ

∂t
= β (w+ bs) + κ∇2θ, (15)

(

E ′ + b ′ǫ
) Ωθ

∂t
= β ′

(

w+ b
′

s
)

+ κ ′∇2γ (16)

∇ · h = 0, (17)

ǫ
∂H

∂t
= (H · ∇)q+ ǫη∇2H, (18)

where b =
mNCpt

ρ0Cf
, b ′ =

mNC ′

pt

ρ0C
′

f
and w, s are the vertical fluid and particles

velocity.
In the Cartesian form, equations (12)–(18) can be expressed as

1

ǫ

(

m

K ′

∂

∂t
+ 1

)

∂u

∂t
= −

1

ρ0

(

m

K
′

∂

∂t
+ 1

)

∂

∂x
(δp)

−
1

k1

(

υ+ υ
′ ∂

∂t

)(

m

K
′

∂

∂t
+ 1

)

u−
mN

ǫρ0

∂u

∂t

+
µeH

4πρ0

(

∂hx

∂z
−

∂hz

∂x

)

+
2

ǫ

(

m

K
′

∂

∂t
+ 1

)

Ωv,

(19)

1

ǫ

(

m

K ′

∂

∂t
+ 1

)

∂v

∂t
= −

1

ρ0

(

m

K
′

∂

∂t
+ 1

)

∂

∂y
(δp)

−
1

k1

(

υ+ υ
′ ∂

∂t

)(

m

K
′

∂

∂t
+ 1

)

v−
mN

ǫρ0

∂v

∂t

+
µeH

4πρ0

(

∂hy

∂z
−

∂hz

∂y

)

2

ǫ

(

m

K
′

∂

∂t
+ 1

)

Ωu,

(20)

1

ǫ

(

m

K ′

∂

∂t
+ 1

)

∂w

∂t
= −

1

ρ0

(

m

K
′

∂

∂t
+ 1

)

∂

∂z
(δp) −

1

k1

(

υ + υ
′ ∂

∂t

)

(

m

K
′

∂

∂t
+ 1

)

w−
mN

ǫρ0

∂w

∂t
+ g

(

m

K
′

∂

∂t
+ 1

)

αθ,

(21)

∂u

∂x
+

∂v

∂y
+

∂w

∂z
= 0, (22)

(E + bǫ)
Ωθ

∂t
= β (w+ bs) + κ∇2θ, (23)

(

E ′ + b ′ǫ
) Ωθ

∂t
= β ′

(

w+ b
′

s
)

+ κ ′∇2γ (24)

ǫ
∂hx

∂t
= H

∂u

∂z
+ ǫη∇2hx, (25)
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ǫ
∂hy

∂t
= H

∂v

∂z
+ ǫη∇2hy, (26)

ǫ
∂hz

∂t
= H

∂w

∂z
+ ǫη∇2hz, (27)

∂hx

∂x
+

∂hy

∂y
+

∂hz

∂z
= 0. (28)

Operating equation (19) and (20) by ∂
∂x and ∂

∂y respectively, adding and
using equation (25)-(28), we get

1

ǫ

(

m

K ′

∂

∂t
+ 1

)

∂

∂t

(

∂w

∂z

)

=
1

ρ0

(

m

K
′

∂

∂t
+ 1

)(

∇2−
∂2

∂z2

)

δp−

−
1

k1

(

υ+ υ
′ ∂

∂t

)(

m

K
′

∂

∂t
+ 1

)(

∂w

∂z

)

−
mN

ǫρ0

∂

∂t

(

∂w

∂z

)

+

+

(

m

K
′

∂

∂t
+ 1

)

eH

4πρ0
∇2hz −

2

ǫ

(

m

K
′

∂

∂t
+ 1

)

Ωζ,

(29)

where ζ = ∂v
∂x

− ∂u
∂y

is the z-component of vorticity.

Operating equation (21) and (29) by
(

∇2− ∂2

∂z2

)

and ∂
∂z

respectively and

adding to eliminate δp between equations (21) and (29), we get

1

ǫ

(

m

K ′

∂

∂t
+ 1

)

∂

∂t

(

∇2w
)

−
1

k1

(

υ − υ
′ ∂

∂t

)(

m

K
′

∂

∂t
+ 1

)

∇2w+

+ g

(

∂2

∂x2
+

∂2

∂y2

)(

m

K
′

∂

∂t
+ 1

)

αθ−
mN

ǫρ0

∂

∂t

(

∇2w
)

+

+
eH

4πρ0

(

m

K ′

∂

∂t
+ 1

)

∂

∂t
∇2hz −

2

ǫ

(

m

K
′

∂

∂t
+ 1

)

Ω
Ωζ

∂z
,

(30)

where ∇2= ∂2

∂x2
+ ∂2

∂y2
+ ∂2

∂z2
.

Operating equation (19) and (20) by − ∂
∂y

and ∂
∂x

respectively and adding,
we get

1

ǫ

(

m

K
′

∂

∂t
+ 1

)

Ωζ

∂t
= −

1

k1

(

υ− υ
′ ∂

∂t

)(

m

K
′

∂

∂t
+ 1

)

ζ−

−
mN

ǫρ0

Ωζ

∂t
+

2

ǫ

(

m

K
′

∂

∂t
+ 1

)

Ω
∂w

∂z
+

µeH

4πρ0

(

m

K ′

∂

∂t
+ 1

)

Ωξ

∂t
,

(31)

where ξ =
∂hy

∂x
− ∂hx

∂y
is the z-component of current density.
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Operating equations (25) and (26) by − ∂
∂y and ∂

∂x respectively and adding,
we get

1

ǫ

Ωξ

∂t
= H

Ωξ

∂t
+ ǫη∇2ξ. (32)

4 Dispersion relation

Analyzing the disturbances into normal modes, we assume that the pertur-
bation quantities have x, y and t dependence of the form
[w, s, θ, γ, ζ, hz, ξ] = [W (z) , S (z) , Θ (z) , Z (z) , Γ (z) , K (z) , X(z)]

exp (ikxx+ ikyy+ nt) , (33)

where kx and ky are the wave numbers in the x and y directions, k =
(

kx
2 + ky

2
)1/2

is the resultant wave number and n is the frequency of the harmonic distur-
bance, which is, in general, a complex constant.
Using expression (33) in (30)–(32), (27), (23), and (24) become

n

ǫ

[

d2

dz2
− k2

]

W = −gk2(αΘ − α
′

Γ) −
1

k1

(

υ+ υ
′

n
)

(

d2

dz2
− k2

)

W

−
mNn

ǫρ0

(

m
K

′ n + 1
)

(

d2

dz2
− k2

)

W −
2Ω

ǫ

dZ

dz
+

µeH

4πρ0

d

dz

(

d2

dz2
− k2

)

K,
(34)

n

ǫ
Z = −

1

k1

(

υ+ υ
′

n
)

−
mNn

ǫρ0

(

m
K

′ n + 1
)Z+

2Ω

ǫ

dW

dz
+

eH

4πρ0
DX, (35)

ǫnX = H
dZ

dz
+ ǫη

(

d2

dz2
− k2

)

X, (36)

ǫnK = H
dW

dz
+ ǫη

(

d2

dz2
− k2

)

K, (37)

(E+ bǫ)nΘ = β (W + bS) + κ

(

d2

dz2
− k2

)

Θ, (38)

(

E ′ + b ′ǫ
)

nΓ = β ′

(

W + b
′

S
)

+ κ ′

(

d2

dz2
− k2

)

Γ. (39)
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Equations (34)–(39) are in non dimensional form, become

[

σ

ǫ

(

1+
M

1+ τ1σ

)

+
1+ Fσ

Pl

]

(

D2 − a2
)

W +
ga2d2αΘ

υ
−

−
ga2d2α

′

Γ

υ
+

2Ωd3

ǫυ
DZ−

µeHd

4πυρ0

(

D2 − a2
)

DK = 0,

(40)

[

D2 − a2 − p1σ
]

X = −

(

Hd

ǫη

)

DZ, (41)

[

D2 − a2 − p2σ
]

K = −

(

Hd

ǫη

)

DW, (42)

[

σ

ǫ

(

1+
M

1+ τ1σ

)

+
1+ Fσ

Pl

]

Z =

(

2Ωd2

ǫυ

)

DW +
eHd

4πυρ0
DX, (43)

[

D2 − a2 − E1p1σ
]

Θ = −

(

βd2

κ

)(

B+ τ1σ

1+ τ1σ

)

W, (44)

[

D2 − a2 − E ′

1p
′

1σ
]

Γ = −

(

β
′

d2

κ
′

)(

B
′

+ τ1σ

1+ τ1σ

)

W, (45)

where we have put

a = kd, σ =
nd2

υ
, τ =

m

K
′
, τ1 =

τυ

d2
,M =

mN

ρ0
,

E1 = E + bǫ, B = b + 1, F = υ
′

d2 , Pl = k1
d2 is the dimensionless medium

permeability, p1 =
υ
κ is the thermal Prandtl number, p1 =

υ
κ
′ is the Schmidt

number, p2 = υ
η
is the magnetic Prandtl number and D∗ = d d

dz
and the

superscript * is suppressed.
Applying the operator

(

D2 − a2 − p2σ
)

to the equation (41) to eliminate X

between equations (41) and (42), we get

{[

σ

ǫ

(

1+
M

1+ τ1σ

)

+
1+ Fσ

Pl

]

(

D2 − a2 − p2σ
)

+
Q

ǫ
D2

}

W

=
2Ωd2

υ

(

D2 − a2 − p2σ
)

DW.

(46)
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Eliminating K,Θ and Z between equations (40)–(46), we obtain

[

σ

ǫ

(

1+
M

1+ τ1σ

)

+
1+ Fσ

Pl

]

(D2 − a2)(D2 − a2 − E1p1σ)

(D2 − a2 − p2σ)(D
2 − a2 − E ′

1p
′

1σ)W − Ra2λ

(

B+ τ1σ

1+ τ1σ

)

(D2 − a2 − E ′

1p
′

1σ)(D
2 − a2 − p2σ)W + Sa2λ

(

B
′

+ τ1σ

1+ τ1σ

)

(D2 − a2 − E1p1σ)(D
2 − a2 − p2σ)W +

Q

ǫ

(D2 − a2)(D2 − a2 − E ′

1p
′

1σ)(D
2 − a2 − E1p1σ)W+

+

[ TA
ǫ2
(D2 − a2 − E1p1σ)(D

2 − a2 − E ′

1p
′

1σ)(D
2 − a2 − p2σ)

2

[

σ
ǫ

(

1+ M
1+τ1σ

)

+ 1+Fσ
Pl

]

(D2 − a2 − p2σ) +
Q
ǫ
D2

]

D2W = 0,

(47)

where R = g0αβd
4

υκ , is the thermal Rayleigh number,

S = g0α
′

β
′

d4

υκ
′ , is the analogous solute Rayleigh number,

Q = µeH2d2

4πυρ0η
, is the Chandrasekhar number,

and TA =
(

2Ωd2

υ

)2
, is the Taylor number.

Here we assume that the temperature at the boundaries is kept fixed, the
fluid layer is confined between two boundaries and adjoining medium is elec-
trically non conducting. The boundary conditions appropriate to the problem
are [Chandrasekhar, (1981); Veronis, (1965)]

W = D2 W = DZ = Γ = Θ = 0 at z = 0 and 1, (48)

and the components of h are continuous. Since the components of the magnetic
field are continuous and the tangential components are zero outside the fluid,
we have

DK = 0, (49)

on the boundaries. Using the boundary conditions (48) and (49), we can show
that all the even order derivatives of W must vanish for z = 0 and z = 1 and
hence, the proper solution of equation (47) characterizing the lowest mode is

W = W0 sinπz; W0 is a constant. (50)
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Substituting equation (50) in (47), we obtain the dispersion relation

R1xλ =

[

iσ1

ǫ

(

1+
M

1+ τ1π2iσ1

)

+
1+ Fπ2iσ1

P

]

(1+ x)

(

1+ x+ E1p1iσ1

)(

1+ τ1π
2iσ1

B+ τ1π2iσ1

)

+

S1xλ

(

1+ x+ E1p1iσ1

)

(

D2 − a2 − E ′

1p
′

1σ

)

(

B
′

+ τ1π
2iσ1

B+ τ1π2iσ1

)

+
Q1

ǫ

(

1+ x

)(

1+ x+ E1p1iσ1

)

1+ x+ p2iσ1

(

1+ τ1π
2iσ1

B+ τ1π2iσ1

)

+

TA1

ǫ2
(1+ x+ E1p1iσ1)

iσ1

ǫ

(

1+ M
1+τ1π2iσ1

)

+ 1−Fπ2iσ1

P

(

1+ τ1π
2iσ1

B+ τ1π2iσ1

)

,

(51)

where R1 =
R
π4 , S1 =

S
π4 , TA1

= TA
π4 , x = a2

π2 , iσ1 =
σ
π2 , P = π2Pl, Q1 =

Q
π4 .

Equation (51) is required dispersion relation accounting for the effect of sus-
pended particles, stable solute gradient, magnetic field, medium permeability,
variable gravity field, rotation on thermosolutal instability of Rivlin-Ericksen
elastico-viscous fluid in porous medium.

5 Stability of the system and oscillatory modes

Here we examine the possibility of oscillatory modes, if any, in Rivlin-Ericksen
elastico-viscous fluid due to the presence of suspended particles, stable solute
gradient, rotation, magnetic field, viscoelasticity and variable gravity field.
Multiply equation (40) by W∗ the complex conjugate of W, integrating over
the range of z and making use of equations (41)–(44) with the help of boundary
conditions (48) and (49), we obtain

[

σ

ǫ

(

1+
M

1+ τ1σ

)

+
1+ Fσ

Pl

]

I1 −
µeǫη

4πυρ0

1+ τ1σ
∗

B+ τ1σ∗

(

I2 + p2σ
∗I3

)

−
αa2λg0κ

υβ

1+ τ1σ
∗

B+ τ1σ∗

(

I4 + E1p1σ
∗I5

)

+ d2

[

σ∗

ǫ

(

1+
M

1+ τ1σ

)

+
1+ Fσ∗

Pl

]

I6
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+
µeǫηd

2

4πυρ0

1+ τ1σ
∗

B+ τ1σ∗

(

I7 + p2σ
∗I8

)

+
α

′

a2λg0κ
′

υβ
′

1+ τ1σ
∗

B
′

+ τ1σ∗
(I9 + E ′

1p
′

1σ
∗I10) = 0,

(52)

where

I1 =

∫ 1

0

(

|DW|
2 + a2 |W|

2
)

dz,

I2 =

∫ 1

0

(

∣

∣

∣
D2K

∣

∣

∣

2
+ a4|K|2 + 2a2|DK|2

)

dz,

I3 =

∫ 1

0

(

|DK|2 + a2|K|2
)

dz,

I4 =

∫ 1

0

(

|DΘ|
2 + a2|Θ|

2
)

dz,

I5 =

∫ 1

0

|Θ|
2dz,

I6 =

∫ 1

0

|Z|2dz,

I7 =

∫ 1

0

(

|DX|2 + a2|X|2
)

dz,

I8 =

∫ 1

0

|X|2dz,

I9 =

∫ 1

0

(

|DΓ |2 + a2|Γ |2
)

dz,

I10 =

∫ 1

0

|Γ |2dz.

The integral parts I1-I10 are all positive definite. Putting σ = iσi in equation
(52), where σi is real and equating the imaginary parts, we obtain
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[

1

ǫ

(

1+
M

1+ τ12σi
2

)

+
F

Pl

](

I1 − d2I4

)

σi

−
µeǫη

4πυρ0

[(

τ1(B− 1)

B2 + τ12σi
2

)

I2 +
B+ τ1

2σi
2

B2 + τ12σi
2
p2I3

]

σi

+
αa2λg0κ

υβ

[(

τ1(B− 1)

B2 + τ12σi
2

)

I4 +
B+ τ1

2σi
2

B2 + τ12σi
2
E1p1I5

]

σi

+
α

′

a2λg0κ
′

υβ
′

[(

τ1(B
′

− 1)

B
′2
+ τ12σi

2

)

I9 +
B

′

+ τ1
2σi

2

B
′2
+ τ12σi

2
E ′

1p
′

1I10

]

σi

+
µeǫηd

2

4πυρ0

[(

τ1(B− 1)

B2 + τ12σi
2

)

I6 +
B+ τ1

2σi
2

B2 + τ12σi
2
p2I8

]

σi = 0

(53)

Equation (53) implies that σi = 0 or σi 6= 0 which mean that modes may be
non oscillatory or oscillatory. The oscillatory modes introduced due to pres-
ence of rotation, stable solute gradient, magnetic field, suspended particles,
viscoelasticity and variable gravity field.

6 The stationary convection

For stationary convection putting σ = 0 in equation (51) reduces it to

R1 =
1+ x

λxB

[

1+ x

P
+

Q1

ǫ
+

TA1
(1+ x)P

{ǫ (1+ x) +Q1P} ǫ

]

+
S1B

′

B
, (54)

which expresses the modified Rayleigh number R1 as a function of the dimen-
sionless wave number x and the parameters TA1

, B, P,Q1 and Rivlin-Ericksen
elastico-viscous fluid behave like an ordinary Newtonian fluid since elastico-
viscous parameter F vanishes with σ.

To study the effects of suspended particles, rotation and medium perme-
ability, we examine the behavior of dR1

dB , dR1

dTA1

, dR1

dQ1
, dR1

dS1
and dR1

dP analytically.

Equation (54) yields

dR1

dB
= −

1+ x

λxB2

[

1+ x

P
+

Q1

ǫ
+

TA1
(1+ x)P

{ǫ (1+ x) +Q1P} ǫ

]

−
S1B

′

B2
, (55)

which is negative implying thereby that the effect of suspended particles is
to destabilize the system when the gravity increases upward from its value g0
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(i.e., λ > 0 ). This stabilizing effect is an agreement with the earlier work of
Scanlon and Segel [13] and Rana and Kumar [11].
From equation (54), we get

dR1

dTA1

=

(

1+ x

λxB

)

(1+ x)P

{ǫ (1+ x) +Q1P} ǫ
, (56)

which shows that rotation has stabilizing effect on the system when gravity
increases upwards from its value g0 (i.e., λ > 0). This stabilizing effect is an
agreement of the earlier work of Sharma and Rana [17], Rana and Kango [10].
From equation (54), we get

dR1

dQ1
=

1+ x

λxB

[

1

ǫ
−

TA1
(1+ x)P2

{ǫ (1+ x) +Q1P}
2ǫ

]

, (57)

which implies that magnetic field stabilizes the system, if

{ǫ (1+ x) +Q1P}
2 > TA1

(1+ x)P2,

and destabilizes the system, if

{ǫ (1+ x) +Q1P}
2 < TA1

(1+ x)P2,

when gravity increases upwards from its value g0 (i.e., λ > 0).

In the absence of rotation, magnetic field has destabilizing effect on the
system, when gravity increases upwards from its value g0 (i.e., λ > 0). From
equation (54), we get

dR1

dS1
=

B
′

B
, (58)

which is positive implying thereby that the stable solute gradient has a sta-
bilizing effect. This stabilizing effect is an agreement of the earlier work of
Sharma and Rana [17],
It is evident from equation (54) that

dR1

dP
= −

(1+ x)2

λxB

[

1

P2
−

TA1
(1+ x)

{ǫ (1+ x) +Q1P}
2

]

, (59)

From equation (58), we observe that medium permeability has destabilizing
effect when {ǫ (1+ x) +Q1P}

2 < TA1
(1+ x)P2 and medium permeability has

a stabilizing effect when {ǫ (1+ x) +Q1P}
2 > TA1

(1+ x)P2, when gravity in-
creases upwards from its value g0 (i.e. ,λ > 0 ).
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In the absence of rotation and for constant gravity field dR1

dP is always nega-
tive implying thereby the destabilizing effect of medium permeability which is
identical with the result as derived by Rana and Kumar [11], Rana and Kango
[10].
The dispersion relation (54) is analyzed numerically. Graphs have been plot-

ted by giving some numerical values to the parameters, to depict the stability
characteristics.
In Fig. 1, Rayleigh number R1 is plotted against suspended particles B for

λ = 2, TA1
= 5, ǫ = 0.5, P = 0.2, Q1 = 10, S1 = 10, B ′ = 2 for fixed wave

numbers x = 0.2, x = 0.5, and x = 0.8. For the wave numbers x = 0.2, x = 0.5,

and x = 0.8, suspended particles have a destabilizing effect.
In Fig. 2, Rayleigh number R1 is plotted against rotation TA1

for B = 3,

λ = 2, ǫ = 0.2 , P = 0.2, Q1 = 10, S1 = 10, B ′ = 2 for fixed wave numbers
x = 0.2, x = 0.5, and x = 0.8. This shows that rotation has a stabilizing effect
for fixed wave numbers x = 0.2, x = 0.5, and x = 0.8.

In Fig. 3, Rayleigh number R1 is plotted magnetic field Q1 for B = 3,

λ = 2, ǫ = 0.2, TA1
= 5, P = 0.2, S1 = 10, B ′ = 2 for fixed wave numbers

x = 0.2, x = 0.5, and x = 0.8. This shows that magnetic field has a destabilizing
effect for Q1 = 0.1 to 1.5 and has a stabilizing effect for Q1 = 1.5 to 10.

Figure 1: Variation of Rayleigh number R1 with suspended particles B for
λ = 2, TA1

= 5,Q1 = 10, ǫ = 0.2, P = 0.2, S1 = 10, B ′ = 2 for fixed wave
numbers x = 0.2, x = 0.5, and x = 0.8.
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Figure 2: Variation of Rayleigh number R1 with magnetic field S1 for B = 3,

λ = 2, ǫ = 0.2, P = 0.2, TA1
= 5,Q1 = 10, for fixed wave numbers x = 0.2, x =

0.5, and x = 0.8.

Figure 3: Variation of Rayleigh number R1 with magnetic field Q1 for B =

3, λ = 2, ǫ = 0.2, P = 0.2, TA1
= 5, S1 = 10, B ′ = 2 for fixed wave numbers

x = 0.2, x = 0.5, and x = 0.8.
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Figure 4: Variation of Rayleigh number R1 with magnetic field S1 for B = 3, λ =

2 , ǫ = 0.2, P = 0.2, TA1
= 5,Q1 = 10 for fixed wave numbers x = 0.2, x = 0.5,

and x = 0.8.

In Fig. 4, Rayleigh number R1 is plotted against stable solute gradient B ′

for B = 3, λ = 2, ǫ = 0.2, P = 0.2,Q1 = 10, S1 = 10, for fixed wave numbers
x = 0.2, x = 0.5, and x = 0.8. This shows that the stable solute gradient has a
stabilizing effect for fixed wave numbers x = 0.2, x = 0.5 and x = 0.8.

In Fig. 5, Rayleigh number R1 is plotted against medium permeability P for
B = 3, λ = 2, ǫ = 0.2, TA1

= 5, Q1 = 2, S1 = 10, B ′ = 2 for fixed wave numbers
x = 0.2, x = 0.5, and x = 0.8. This shows that medium permeability has a
destabilizing effect for P = 0.1 to 0.8 and has a stabilizing effect for P = 0.8

to 2.0.

7 Conclusion

The thermosolutal instability of Rivlin-Ericksen elastico-viscous rotating fluid
permeated with suspended particles and variable gravity field in porous medium
in hydromagnetics has been investigated. For the stationary convection, it has
been found that the rotation has stabilizing effect on the system as gravity
increases upward from its value g0 (i.e. for λ > 0). The stable solute gradi-
ent has stabilizing effect on the system and is independent of gravity field.
The suspended particles are found to have destabilizing effect on the system
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Figure 5: Variation of Rayleigh number R1 with medium permeability P for
B = 3, λ = 2 , Q1 = 2, ǫ = 0.2, TA1

= 5, S1 = 10, B ′ = 2 for fixed wave numbers
x = 0.2, x = 0.5 and x = 0.8.

as gravity increases upward from its value g0 (i.e. for λ > 0) whereas the
medium permeability has a stabilizing / destabilizing effect on the system
for {ǫ (1+ x) +Q1P}

2 < TA1
(1+ x)P2/ {ǫ (1+ x) +Q1P}

2 > TA1
(1+ x)P2,

as gravity increases upward from its value g0 (i.e. for λ > 0). The magnetic
field has stabilizing destabilizing effecton the system for {ǫ (1+ x) +Q1P}

2 >

TA1
(1+ x)P2/{ǫ (1+ x) +Q1P}

2 < TA1
(1+ x)P2, as gravity increases upward

from its value g0 (i.e. for λ > 0). The presence of rotation, gravity field, sus-
pended particles and viscoelasticity introduces oscillatory modes. The effects
of rotation, suspended particles and medium permeability on thermal insta-
bility have also been shown graphically.
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Nomenclature

q Velocity of fluid
qd Velocity of suspended particles
p Pressure
g Gravitational acceleration vector
g Gravitational acceleration
k1 Medium permeability
T Temperature
t Time coordinate
cf Heat capacity of fluid
cpt Heat capacity of particles
mN Mass of the particle per unit volume
k Wave number of disturbance
kx, ky Wave numbers in x and y directions
p1 Thermal Prandtl number
Pl Dimensionless medium permeability
Q Magnetic field
TA Taylor number

Symbols

ǫ Medium porosity
ρ Fluid density
µ Fluid viscosity
µ ′ Fluid viscoelasticity
υ Kinematic viscosity
υ ′ Kinematic viscoelasticity
η Particle radius
κ Thermal diffusitivity
κ ′ Solute diffusivity
α Thermal coefficient of expansion
α ′ Solvent coefficient of expansion
β Adverse temperature gradient
β ′ Solute gradient
Θ Perturbation in temperature
n Growth rate of the disturbance
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δ Perturbation in respective physical quantity
ζ z-component of vorticity
ξ z-component of current density
Ω Rotation vector having components (0, 0, Ω)
γ Perturbation in solute concentration
µe Magnetic permeability
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convolution

Abstract. By using the principle of differential subordination, we in-
troduce subclass of p-valent meromorphic functions involving convolution
and investigate various properties for this subclass. We also indicate rele-
vant connections of the various results presented in this paper with those
obtained in earlier works.
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1 Introduction

For any integerm > −p, let Σp,m denote the class of all meromorphic functions
f of the form

f(z) = z−p +

∞∑
k=m

akz
k (p ∈ N = {1, 2, . . . }) , (1)

which are analytic and p-valent in the punctured disc U∗ = {z ∈ C : 0 < |z| <

1} = U\{0}. For convenience, we write Σp,−p+1 = Σp. If f and g are analytic in
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Key words and phrases: differential subordination, Hadamard product (convolution),
meromorphic function, hypergeometric function
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U, we say that f is subordinate to g, written symbolically as, f ≺ g or f(z) ≺
g(z), if there exists a Schwarz function w, which (by definition) is analytic in
U with w(0) = 0 and |w(z)| < 1 (z ∈ U) such that f(z) = g(w(z)) (z ∈ U).
In particular, if the function g is univalent in U, we have the equivalence (see
[10] and [11]):

f(z) ≺ g(z)⇔ f(0) = g(0) and f(U) ⊂ g(U).

For functions f ∈ Σp,m, given by (1), and g ∈ Σp,m defined by

g(z) = z−p +

∞∑
k=m

bkz
k (m > −p;p ∈ N), (2)

then the Hadamard product (or convolution) of f and g is given by

(f ∗ g) = z−p +
∞∑
k=m

akbkz
k = (g ∗ f)(z) (m > −p;p ∈ N). (3)

For complex parameters

α1, . . . , αq and β1, . . . , βs (βj /∈ Z−
0 = {0,−1,−2, . . . }; j = 1, 2, . . . , s),

we now define the generalized hypergeometric function qFs(α1, . . . , αq; β1, . . . ,
βs; z) by (see, for example, [14, p. 19])

qFs(α1, . . . , αq;β1, . . . , βs; z) =

∞∑
k=0

(α1)k . . . (αq)k
(β1)k . . . (βs)k

.
zk

k!

(q ≤ s+ 1;q, s ∈ N0 = N ∪ {0}; z ∈ U),
(4)

where (θ)ν is the Pochhammer symbol defined, in terms of the Gamma func-
tion Γ , by

(θ)ν =
Γ(θ+ ν)

Γ(θ)
=

{
1 (ν = 0; θ ∈ C∗ = C\{0}),
θ(θ− 1) . . . (θ+ ν− 1) (ν ∈ N; θ ∈ C) . (5)

Corresponding to the function hp(α1, . . . , αq;β1, . . . , βs; z), defined by

hp(α1, . . . , αq;β1, . . . , βs; z) = z
−p

qFs(α1, . . . , αq;β1, . . . , βs; z), (6)

we consider a linear operator

Hp(α1, . . . , αq;β1, . . . , βs; z) : Σp → Σp,
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which is defined by the following Hadamard product (or convolution):

Hp(α1, . . . , αq;β1, . . . , βs)f(z) = hp(α1, . . . , αq;β1, . . . , βs; z) ∗ f(z). (7)

We observe that, for a function f(z) of the form (1), we have

Hp(α1, . . . , αq;β1, . . . , βs)f(z) = z
−p +

∞∑
k=m

Γp,q,s (α1)akz
k, (8)

where

Γp,q,s (α1) =
(α1)k+p . . . (αq)k+p

(β1)k+p . . . (βs)k+p(k+ p)!
. (9)

If, for convenience, we write

Hp,q,s(α1) = Hp(α1, . . . , αq;β1, . . . , βs),

then one can easily verify from the definition (7) that (see [8])

z(Hp,q,s(α1)f(z))
′
= α1Hp,q,s(α1 + 1)f(z) − (α1 + p)Hp,q,s(α1)f(z). (10)

For m = −p + 1 (p ∈ N), the linear operator Hp,q,s(α1) was investigated
recently by Liu and Srivastava [8] and Aouf [2].

In particular, for q = 2, s = 1, α1 > 0,β1 > 0 and α2 = 1, we obtain the
linear operator

Hp(α1, 1;β1) f(z) = `p(α1, β1)f(z) (f ∈ Σp),

which was introduced and studied by Liu and Srivastava [7].
We note that, for any integer n > −p and f ∈ Σp,

Hp,2,1(n+ p, 1; 1)f(z) = Dn+p−1f(z) =
1

zp(1− z)n+p
∗ f(z) ,

whereDn+p−1 is the differential operator studied by Uralegaddi and Somanatha
[16] and Aouf [1].

For functions f, g ∈ Σp,m, we define the linear operator Dnλ,p(f∗g) : Σp,m −→
Σp,m (λ ≥ 0; p ∈ N; n ∈ N0) by

D0λ,p(f ∗ g)(z) = (f ∗ g)(z), (11)

D1λ,p(f ∗ g)(z) = Dλ,p(f ∗ g)(z)
= (1− λ)(f ∗ g)(z) + λz−p (zp+1(f ∗ g)(z))′ (12)

= z−p +

∞∑
k=m

[1+ λ(k+ p)]akbkz
k (λ ≥ 0; p ∈ N),



Some applications of differential subordination 49

D2λ,p(f ∗ g)(z) = D(D1λ,p(f ∗ g))(z)
= (1− λ)D1λ,p(f ∗ g)(z) + λz−p (zp+1D1λ,p(f ∗ g)(z))′

= z−p +

∞∑
k=m

[1+ λ(k+ p)]2akbkz
k (λ ≥ 0; p ∈ N),

and (in general)

Dnλ,p(f ∗ g)(z) = D(Dn−1λ,p (f ∗ g)(z))

= z−p +

∞∑
k=m

[1+ λ(k+ p)]nakbkz
k (λ ≥ 0).

(13)

From (13) it is easy to verify that:

z(Dnλ,p(f ∗ g)(z))′ =
1

λ
Dn+1λ,p (f ∗ g)(z) − (p+

1

λ
)Dnλ,p(f ∗ g)(z) (λ > 0). (14)

For m = 0 the linear operator Dnλ,p(f ∗ g) was introduced by Aouf et al. [4].
Making use of the principle of differential subordination as well as the linear

operator Dnλ,p(f ∗g), we now introduce a subclass of the function class Σp,m as
follows:

For fixed parameters A and B (−1 ≤ B < A ≤ 1), we say that a function f ∈
Σp,m is in the class Σnλ,p,m(f ∗g;A,B), if it satisfies the following subordination
condition:

−
zp+1(Dnλ,p(f ∗ g)(z))

′

p
≺ 1+Az
1+ Bz

. (15)

In view of the definition of subordination, (15) is equivalent to the following
condition: ∣∣∣∣∣ zp+1(Dnλ,p(f ∗ g) (z))

′
+ p

Bzp+1(Dnλ,p(f ∗ g)(z))
′ + pA

∣∣∣∣∣ < 1 (z ∈ U).

For convenience, we write

Σnλ,p

(
f ∗ g; 1− 2ζ

p
,−1

)
= Σnλ,p (f ∗ g; ζ) ,

where Σnλ,p (f ∗ g; ζ) denotes the class of functions f(z) ∈ Σp,m satisfying the
following inequality:

<
{
−zp+1(Dnλ,p(f ∗ g) (z))

′
}
> ζ (0 ≤ ζ < p; z ∈ U) .
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We note that:

(i) For bk = λ = 1 in (15), the class Σnλ,p,m(f ∗ g;A,B) reduces to the class
Σnp,m(A,B) introduced and studied by Srivastava and Patel [15];

(ii) For bk = Γp,q,s (α1), where Γp,q,s (α1) is given by (9), and n = 0 in (15),
we have Σnλ,p(f∗g;A,B) = Σmp,q,s(α1, A, B), where the class Σmp,q,s(α1, A, B)
introduced and studied by Aouf [3].

(iii) For q = 2, s = 1, α1 = a > 0, β1 = c > 0 and α2 = 1, we have
Σmp,q,s(α1, A, B) = Σa,c(p;m,A,B), where the class Σa,c(p;m,A,B) was
studied by Patel and Cho [13].

2 Preliminary lemmas

In order to establish our main results, we need the following lemmas.

Lemma 1 [6]. Let the function h be analytic and convex (univalent) in U with
h(0) = 1. Suppose also that the function ϕ given by

ϕ(z) = 1+ cp+mz
p+m + cp+m+1z

p+m+1 + · · · (16)

in analytic in U. If

ϕ(z) +
zϕ

′
(z)

γ
≺ h(z) (<(γ) ≥ 0;γ 6= 0), (17)

then

ϕ(z) ≺ ψ(z) = γ

p+m
z

−γ
p+m

z∫
0

t
γ

p+m
−1
h(t)dt ≺ h(z),

and ψ is the best dominant.

For real or complex numbers a, b and c (c /∈ Z−
0 ), the Gaussian hypergeo-

metric function is defined by

2F1(a, b; c; z) = 1+
ab

c
· z
1!

+
a(a+ 1)b(b+ 1)

c(c+ 1)
· z
2

2!
+ · · · . (18)

We note that the above series converges absolutely for z ∈ U and hence rep-
resents an analytic function in U (see, for details [17, Chapter 14]).

Each of the identities (asserted by Lemma 2 below) is well-known (cf., e.g.,
[17, Chapter 14]).
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Lemma 2 [17, Chapter 14]. For real or complex parameters a, b and c (c /∈
Z−
0 ),

1∫
0

tb−1(1− t)c−b−1(1− zt)−adt =
Γ(b)Γ(c− b)

Γ(c)
2F1(a, b; c; z)

(<(c) > <(b) > 0),

(19)

2F1(a, b; c; z) = (1− z)−a 2F1(a, c− b; c;
z

z− 1
), (20)

2F1(a, b; c; z) = 2F1(a, b− 1; c; z) +
az

c
2F1(a+ 1, b; c+ 1; z). (21)

3 Main results

Unless otherwise mentioned, we assume throughout this paper that λ, µ >
0,m > −p, p ∈ N, n ∈ N0 and g is given by (2).

Theorem 1 Let the function f defined by (1) satisfying the following subor-
dination condition:

−
(1− µ)zp+1(Dnλ,p(f ∗ g)(z))

′
+ µzp+1(Dn+1λ,p (f ∗ g)(z))′

p
≺ 1+Az
1+ Bz

.

Then

−
zp+1(Dnλ,p(f ∗ g)(z))

′

p
≺ G(z) ≺ 1+Az

1+ Bz
, (22)

where the function G given by

G(z) =

{
A
B + (1− A

B )(1+ Bz)
−1

2F1(1, 1;
1

λµ(p+m) + 1;
Bz
1+Bz) (B 6= 0)

1+ A
λµ(p+m)+1z (B = 0)

is the best dominant of (22). Furthermore,

<

{
−
zp+1(Dnλ,p(f ∗ g)(z))

′

p

}
> ξ (z ∈ U), (23)

where

ξ =

{
A
B + (1− A

B )(1− B)
−1

2F1(1, 1;
1

λµ(p+m) + 1;
B
B−1) (B 6= 0)

1− A
λµ(p+m)+1 (B = 0) .

The estimate in (23) is the best possible.
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Proof. Consider the function ϕ defined by

ϕ(z) = −
zp+1(Dnλ,p(f ∗ g)(z))

′

p
(z ∈ U) . (24)

Then ϕ is of the form (16) and is analytic in U. Differentiating (24) with
respect to z and using (14), we obtain

−
(1− µ)zp+1(Dnλ,p(f ∗ g)(z))

′
+ µzp+1(Dn+1λ,p (f ∗ g)(z))′

p

= ϕ(z) + λµzϕ
′
(z) ≺ 1+Az

1+ Bz
.

Now, by using Lemma 1 for β = 1
λµ , we obtain

−
zp+1(Dnλ,p(f ∗ g)(z))

′

p
≺ G(z) = 1

λµ(p+m)
z
− 1
λµ(p+m)

z∫
0

t
1

λµ(p+m)
−1
(
1+At

1+ Bt

)
dt

=

{
A
B + (1− A

B )(1+ Bz)
−1

2F1(1, 1;
1

λµ(p+m) + 1;
Bz
1+Bz) (B 6= 0)

1+ A
λµ(p+m)+1z (B = 0),

by change of variables followed by the use of the identities (19), (20) and
(21) (with a = 1, c = b + 1, b = 1

λµ(p+m)). This proves the assertion (22) of
Theorem 1.

Next, in order to prove the assertion (23) of Theorem 1, it suffices to show
that

inf
|z|<1

{<(G(z))} = G(−1) . (25)

Indeed we have, for |z| ≤ r < 1,

<

(
1+Az

1+ Bz

)
≥ 1−Ar
1− Br

.

Upon setting

g(ζ, z) =
1+Aζz

1+ Bζz
anddν(ζ) =

1

λµ(p+m)
ζ

1
λµ(p+m)

−1
dζ (0 ≤ ζ ≤ 1),

which is a positive measure on the closed interval [0, 1], we get

G(z) =
1∫
0

g(ζ, z)dν(ζ),
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so that

<{G(z)} ≥
1∫
0

(
1−Aζr

1− Bζr

)
dν(ζ) = G(−r) (|z| ≤ r < 1) .

Letting r→ 1− in the above inequality, we obtain the assertion (23) of Theo-
rem 1.

Finally, the estimate in (23) is the best possible as the function G is the best
dominant of (22). �

Taking µ = 1 in Theorem 1, we obtain the following corollary.

Corollary 1 The following inclusion property holds for the function class
Σnλ,p(f ∗ g;A,B) :

Σn+1λ,p,m(f ∗ g;A,B) ⊂ Σ
n
λ,p,m(f ∗ g;β) ⊂ Σnλ,p,m(f ∗ g;A,B),

where

β =

{
A
B + (1− A

B )(1− B)
−1

2F1(1, 1;
1

λ(p+m) + 1;
B
B−1) (B 6= 0)

1− A
λ(p+m)+1 (B = 0).

The result is the best possible.

Taking µ = 1, A = 1− 2σ
p (0 ≤ σ < p) and B = −1 in Theorem 1, we obtain

the following corollary.

Corollary 2 The following inclusion property holds for the function class
Σnλ,p,m(f ∗ g;σ) :

Σn+1λ,p,m(f ∗ g;σ) ⊂ Σ
n
λ,p,m(f ∗ g;β)) ⊂ Σnλ,p,m(f ∗ g;σ),

where

β = σ+ (p− σ)

{
2F1(1, 1;

1

λ (p+m)
+ 1;

1

2
) − 1

}
.

The result is the best possible.

Theorem 2 If f ∈ Σnλ,p,m(f ∗ g; θ) (0 ≤ θ < p), then

<
{
−zp+1

[
(1− µ)(Dnλ,p(f ∗ g)(z))

′
+ µ(Dn+1λ,p (f ∗ g)(z))′

]}
> θ (|z| < R), (26)

where

R =

{√
1+ λ2µ2(p+m)2 − λµ(p+m)

} 1
p+m

.

The result is the best possible.
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Proof. Since f ∈ Σnλ,p(f ∗ g; θ), we write

− zp+1(Dnλ,p(f ∗ g)(z))
′
= θ+ (p− θ)u(z) (z ∈ U) . (27)

Then, clearly, u is of the form (16), is analytic in U, and has a positive real
part in U. Differentiating (27) with respect to z and using (14), we obtain

−
zp+1

[
(1− µ)(Dnλ,p(f ∗ g)(z))

′
+ µ(Dn+1λ,p (f ∗ g)(z))′

]
+ θ

p− θ
= u(z)+λµzu

′
(z) .

(28)
Now, by applying the well-known estimate [5]∣∣∣zu′

(z)
∣∣∣

<{u(z)}
≤ 2(p+m)rp+m

1− r2(p+m)
(|z| = r < 1)

in (28), we obtain

<

−
zp+1

[
(1− µ)(Dnλ,p(f ∗ g)(z))

′
+ µ(Dn+1λ,p (f ∗ g)(z))′

]
+ θ

p− θ


≥ <{u(z)} .

(
1−

2λµ(p+m)rp+m

(1− r2(p+m))

)
.

(29)

It is easily seen that the right-hand side of (29) is positive provided that r < R,
where R is given as in Theorem 2. This proves the assertion (26) of Theorem
2.

In order to show that the bound R is the best possible, we consider the
function f ∈ Σp,m defined by

−zp+1(Dnλ,p(f ∗ g)(z))
′
= θ+ (p− θ)

1+ zp+m

1− zp+m
(0 ≤ θ < p;p ∈ N; z ∈ U) .

Noting that

−
zp+1

[
(1− µ)(Dnλ,p(f ∗ g)(z))

′
+ µ(Dn+1λ,p (f ∗ g)(z))′

]
+ θ

p− θ

=
1− z2(p+m) + 2λµ(p+m)zp+m

α1(1− zp+m)2
= 0

for z = R
1

p+m exp
(

iπ
p+m

)
, we complete the proof of Theorem 2. �

Putting µ = 1 in Theorem 2, we obtain the following result.
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Corollary 3 If f ∈ Σnλ,p,m(f ∗ g; θ) (0 ≤ θ < p;p ∈ N), then f satisfies the

condition of Σn+1λ,p,m(f ∗ g; θ) for |z| < R∗ , where

R∗ =

{√
1+ λ2(p+m)2 − λ(p+m)

} 1
p+m

.

The result is the best possible.

Theorem 3 Let f ∈ Σnλ,p,m(f ∗ g;A,B) and let

Fδ,p(f)(z) =
δ

zδ+p

z∫
0

tδ+p−1f(t)dt (δ > 0; z ∈ U) . (30)

Then

−
zp+1(Dnλ,p(Fδ,p(f) ∗ g)(z))

′

p
≺ Φ(z) ≺ 1+Az

1+ Bz
, (31)

where the function Φ given by

Φ(z) =

{
A
B + (1− A

B )(1+ Bz)
−1

2F1(1, 1;
δ

p+m + 1; Bz
Bz+1) (B 6= 0)

1+ δ
δ+p+mAz (B = 0),

is the best dominant of (31). Furthermore,

<

{
−
zp+1(Dnλ,p(Fδ,p(f) ∗ g)(z))

′

p

}
> ξ∗ (z ∈ U), (32)

where

ξ∗ =

{
A
B + (1− A

B )(1− B)
−1

2F1(1, 1;
δ

p+m + 1; B
B−1) (B 6= 0)

1− δ
δ+p+mA (B = 0) .

The result is the best possible.

Proof. Defining the function ϕ by

ϕ(z) = −
zp+1(Dnλ,p(Fδ,p(f) ∗ g)(z))

′

p
(z ∈ U), (33)

we note that ϕ is of the form (16) and is analytic in U. Using the following
operator identity:

z(Dnλ,p(Fδ,p(f) ∗ g)(z))
′
= δDnλ,p(f ∗ g)(z) − (δ+ p)Dnλ,p(Fδ,p(f) ∗ g)(z) (34)
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in (33) and differentiating the resulting equation with respect to z, we find
that

−
zp+1(Dnλ,p(f ∗ g)(z))

′

p
= ϕ(z) +

zϕ
′
(z)

δ
≺ 1+Az
1+ Bz

.

Now the remaining part of Theorem 3 follows by employing the techniques
that we used in proving Theorem 1 above. �

Remark 1 By observing that

zp+1(Dnλ,p(Fδ,p(f) ∗ g)(z))
′
=
δ

zδ

z∫
0

tδ+p(Dnλ,p(f ∗ g)(t))
′
dt (f ∈ Σp,m; z ∈ U).

(35)
the following statement holds. If δ > 0 and f ∈ Σnλ,p,m(f ∗ g;A,B), then

<

−
δ

pzδ

z∫
0

tδ+p(Dnλ,p(f ∗ g)(t))
′
dt

 > ξ∗ (z ∈ U),

ξ∗ is given as in Theorem 3.

In view of (35), Theorem 3 for A = 1 − 2θ
p (0 ≤ θ < p;p ∈ N) and B = −1

yields.

Corollary 4 If δ > 0 and if f ∈ Σp,m satisfies the following inequality

<
{
−zp+1(Dnλ,p(f ∗ g)(z))

′
}
> θ (0 ≤ θ < p;p ∈ N; z ∈ U),

then

<

−δ

zδ

z∫
0

(Dnλ,p(f ∗ g)(t))
′
dt


> θ+ (p− θ)

[
2F1

(
1, 1;

δ

p+m
+ 1;

1

2

)
− 1

]
(z ∈ U).

The result is the best possible.

Theorem 4 Let f ∈ Σp,m. Suppose also that h ∈ Σp,m satisfies the following
inequality:

<
{
zp(Dnλ,p(h ∗ g)(z))

}
> 0 (z ∈ U) .
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If ∣∣∣∣∣Dnλ,p(f ∗ g)(z)Dnλ,p(h ∗ g)(z)
− 1

∣∣∣∣∣ < 1 (z ∈ U),

then

<

{
−
z(Dnλ,p(f ∗ g)(z))

′

Dnλ,p(f ∗ g)(z)

}
> 0 (|z| < R0),

where

R0 =

[√
9(p+m)2 + 4p(2p+m) − 3(p+m)

2(2p+m)

] 1
p+m

.

Proof. Letting

w(z) =
Dnλ,p(f ∗ g)(z)
Dnλ,p(h ∗ g)(z)

− 1 = tp+mz
p+m + tp+m+1z

p+m+1 + · · · , (36)

we note that w is analytic in U, with w(0) = 0 and |w(z)| ≤ |z|p+m (z ∈ U).
Then, by applying the familiar Schwarz’s lemma [12], we obtain

w(z) = zp+mΨ(z),

where the functions Ψ is analytic in U and |Ψ(z)| ≤ 1 (z ∈ U). Therefore, (36)
leads us to

Dnλ,p(f ∗ g)(z) = Dnλ,p(h ∗ g)(z) (1+ zp+mΨ(z)) (z ∈ U) . (37)

Differentiating (37) logarithmically with respect to z, we obtain

z(Dnλ,p(f ∗ g)(z))
′

Dnλ,p(f ∗ g)(z)
=
z(Dnλ,p(h ∗ g)(z))

′

Dnλ,p(h ∗ g)(z)
+
zp+m

{
(p+m)Ψ(z) + zΨ

′
(z)
}

1+ zp+mΨ(z)
. (38)

Putting ϕ(z) = zpDnλ,p(h ∗ g)(z), we see that the function ϕ is of the form
(16), is analytic in U, <{ϕ(z)} > 0 (z ∈ U) and

z(Dnλ,p(h ∗ g)(z))
′

Dnλ,p(h ∗ g)(z)
=
zϕ

′
(z)

ϕ(z)
− p,
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so that we find from (38) that

<

{
−
z(Dnλ,p(f ∗ g)(z))

′

Dnλ,p(f ∗ g)(z)

}

≥ p−

∣∣∣∣∣zϕ
′
(z)

ϕ(z)

∣∣∣∣∣−
∣∣∣∣∣∣
zp+m

{
(p+m)Ψ(z) + zΨ

′
(z)
}

1+ zp+mΨ(z)

∣∣∣∣∣∣ (z ∈ U) .

(39)

Now, by using the following known estimates [9]∣∣∣∣∣ϕ
′
(z)

ϕ(z)

∣∣∣∣∣ ≤ 2(p+m)rp+m−1

1− r2(p+m)
(|z| = r < 1)

and ∣∣∣∣∣(p+m)Ψ(z) + zΨ
′
(z)

1+ zp+mΨ(z)

∣∣∣∣∣ ≤ (p+m)

1− rp+m
(|z| = r < 1)

in (39), we obtain

<

{
−
z(Dnλ,p(f ∗ g)(z))

′

Dnλ,p(f ∗ g)(z)

}
≥ p− 3(p+m)rp+m − (2p+m)r2(p+m)

1− r2(p+m)
(|z| = r < 1),

which is certainly positive, provided that r < R0, R0 being given as in Theorem
4. �

Theorem 5 If f ∈ Σp,msatisfies the following subordination condition

(1− µ)zpDnλ,p(f ∗ g)(z) + µzpDn+1λ,p (f ∗ g)(z) ≺ 1+Az
1+ Bz

,

then
<
{
zpDnλ,p(f ∗ g)(z)

} 1
d > ξ

1
d (d ∈ N; z ∈ U),

where ξ is given as in Theorem 1. The result is the best possible.

Proof. Defining the function ϕ by

ϕ(z) = zpDnλ,p(f ∗ g)(z) (f ∈ Σp,m; z ∈ U), (40)

we see that the function ϕ is of the form (16) and is analytic in U. Differenti-
ating (40) with respect to z and using the identity (14), we obtain

(1− µ)zpDnλ,p(f ∗ g)(z) + µzpDn+1λ,p (f ∗ g)(z) = ϕ(z) + λµzϕ′
(z) ≺ 1+Az

1+ Bz
.
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Now, by following the lines of the proof of Theorem 1 mutatis mutandis, and
using the elementary inequality:

<
(
w
1
d

)
≥ (<w)

1
d (<(w) > 0;d ∈ N),

we arrive at the result asserted by Theorem 5. �

Remark 2 (i) Taking bk = λ = 1 in the above results, we obtain the results
obtained by Srivastava and Patel [15];
(ii) Taking bk = Γp,q,s (α1) , where Γp,q,s (α1) is given by (9), and n = 0 in

the above results, we obtain the results obtained by Aouf [3].
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Abstract. Let k be a finite field and consider the finite dimensional path
algebra kQ, whereQ is a quiver of tame type i.e. of type Ãn, D̃n, Ẽ6, Ẽ7, Ẽ8.
Let H(kQ) be the corresponding Ringel-Hall algebra. We are going to de-
termine the Ringel-Hall numbers of the form FP

′

XP with P, P ′ preprojective

indecomposables of defect -1 and FI
′

IX with I, I ′ preinjective indecompo-
sables of defect 1. It turns out that these numbers are either 1 or 0.

1 Introduction

Let k be a finite field with q elements and consider the path algebra kQ
where Q is a quiver of tame type i.e. of type Ãn, D̃n, Ẽ6, Ẽ7, Ẽ8. When Q is
of type Ãn we exclude the cyclic orientation. So kQ is a finite dimensional
tame hereditary algebra with the category of finite dimensional (hence finite)
right modules denoted by mod-kQ. Let [M] be the isomorphism class of M ∈
mod-kQ. The category mod-kQ can and will be identified with the category
rep-kQ of the finite dimensional k-representations of the quiver Q = (Q0 =
{1, 2, . . . ., n}, Q1). Here Q0 = {1, 2, . . . , n} denotes the set of vertices of the
quiver, Q1 the set of arrows and for an arrow α we denote by s(α) the starting
point of the arrow and by e(α) its endpoint. Recall that a k-representation of
Q is defined as a set of finite dimensional k-spaces {Vi|i = 1, n} corresponding
to the vertices together with k-linear maps Vα : Vs(α) → Ve(α) corresponding
to the arrows. The dimension of a module M = (Vi, Vα) ∈ mod-kQ = rep-kQ

2010 Mathematics Subject Classification: 16G20
Key words and phrases: tame hereditary algebra, Ringel-Hall algebra, Ringel-Hall num-
bers

61
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is then dimM = (dimk Vi)i=1,n ∈ Z
n. For a = (ai), b = (bi) ∈ Zn we say that

a ≤ b iff bi − ai ≥ 0 ∀i.
Let P(i) and I(i) be the projective and injective indecomposable correspond-

ing to the vertex i and consider the Cartan matrix CQ with the j-th column
being dimP(j). We have a biliniar form on Zn defined as 〈a, b〉 = aC−t

Q b
t.

Then for two modules X, Y ∈ mod-kQ we get

〈dimX, dimY〉 = dimk Hom(X, Y) − dimk Ext1(X, Y).

We denote by q the quadratic form defined by q(a) = 〈a, a〉. Then q is positive
semi-definite with radical Zδ, that is {a ∈ Zn|q(a) = 0} = Zδ. Here δ is known
for each type Ãn, D̃n, Ẽ6, Ẽ7, Ẽ8 (see [4]). A vector a ∈ Nn is called positive real
root of q if q(a) = 1. It is known (see [4]) that for all positive roots a there is
a unique indecomposable module M ∈ mod-kQ (unique up to isomorphism)
with dimM = a. The rest of the indecomposables are of dimension tδ, with t
positive integers. The defect of a moduleM is ∂M = 〈δ,dimM〉 = −〈dimM,δ〉.
For a short exact sequence 0→ X→ Y → Z→ 0 we have that ∂Y = ∂X+ ∂Z.

Consider the Auslander-Reiten translates τ = DExt1(−, kQ) and τ−1 =
Ext1(D(kQ),−), where D = Homk(−, k). An indecomposable module M is
preprojective (preinjective) if exists a positive integer m such that τm(M) = 0
(τ−m(M) = 0). OtherwiseM is said to be regular. Note that the dimension vec-
tors of preprojective and preinjective indecomposables are positive real roots
of q. A module is preprojective (preinjective, regular) if every indecomposable
component is preprojective (preinjective, regular). Note that an indecompos-
able module M is preprojective (preinjective, regular) iff ∂M < 0 (∂M > 0,
∂M = 0). Moreover if Q is of type Ãn then ∂M = −1 for M preprojective
indecomposable and ∂M = 1 for M preinjective indecomposable.

We consider now the rational Ringel-Hall algebra H(kQ) of the algebra kQ.
Its Q-basis is formed by the isomorphism classes [M] from mod-kQ and the
multiplication is defined by

[N1][N2] =
∑
[M]

FMN1N2
[M].

The structure constants FMN1N2
= |{M ⊇ U| U ∼= N2, M/U ∼= N1}| are called

Ringel-Hall numbers. It is well-known that Ringel-Hall algebras play an impor-
tant role in linking representation theory with the theory of quantum groups.
They also appear in cluster theory. This is why it is important to know the
structure of these algebras, by deriving formulas for Ringel-Hall numbers.

When Q is the Kronecker quiver (i.e. of type Ã1) then the Ringel-Hall num-
bers were determined in [7] and [3]. It was shown that for P, P ′ preprojective
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indecomposables the Ringel-Hall numbers FP
′
XP are 0 or 1. A dual statement

could be formulated for preinjectives. This result was important since it played
a crucial role in obtaining other formulas for Ringel-Hall numbers.

Our main theorem generalizes this result for every tame case. More precisely
we show that the Ringel-Hall numbers of the form FP

′
XP with P, P ′ preprojective

indecomposables of defect -1 and FI
′
IX with I, I ′ preinjective indecomposables

of defect 1 are either 1 or 0. We also describe the modules X for which these
Ringel-Hall numbers are 1.

We should remark that the main result of this paper is a fundamental tool
in obtaining other important formulas for the Ringel-Hall products in tame
cases (see also the paper [9]).

Finally we note that the left to right implication part of Lemma 4 appears
as main result in [10], however for the sake of completeness we include the full
proof of it.

2 Facts on tame hereditary algebras

For a detailed description of the forthcoming notions we refer to [1],[2],[4],[6]
and [12].

Let k be a finite field with q elements and consider the path algebra kQ
where Q is a quiver of tame type.

The vertices of the Auslander-Reiten quiver of kQ are the isomorphism
classes of indecomposables and its arrows correspond to the so-called irre-
ducible maps. It will have a preprojective component (with all the isoclasses
of preprojective indecomposables), a preinjective component (with all the iso-
classes of preinjective indecomposables). All the other components (containing
the isoclasses of regular indecomposables) are “tubes” of the form ZA∞/m,
where m is the rank of the tube. The tubes are indexed by the points of the
scheme P1k, the degree of a point x ∈ P1k being denoted by deg x. A tube of rank
1 is called homogeneous, otherwise it is called non-homogeneous. We have at
most 3 non-homogeneous tubes indexed by points x of degree deg x = 1. All
the other tubes are homogeneous. Notice that the number of points x ∈ P1k
of degree 1 is q + 1 and there are N(q, l) = 1

l

∑
d|l µ(

l
d)q

d points of degree
l ≥ 2, where µ is the Möbius function and N(q, l) is the number of monic,
irreducible polynomials of degree l over a field with q elements (see [12]).

Indecomposables from different tubes have no nonzero homomorphisms and
no non-trivial extensions. Note that all regular modules form an extension-
closed abelian subcategory of mod-kQ, the simple objects in this subcate-
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gory being called quasi-simple modules; any indecomposable regular module
is regular uniserial and hence it is uniquely determined by its quasi-socle and
quasi-length, and also by its quasi-top and quasi-length.

In case of a homogeneous tube τx we have a single quasi-simple regular
denoted by Rx[1] with dimRx[1] = (deg x)δ, which lies on the “mouth” of
the tube. Rx[t] will denote the regular indecomposable with quasi-socle Rx[1]
and quasi-length t. In case of a non-homogeneous tube τx of rank m on the
mouth of the tube we have m quasi-simples denoted by Rix[1] i = 1,m such
that

∑m
i=1 dimRix[1] = δ. Rix[t] will denote the regular indecomposable with

quasi-socle Rix[1] and quasi-length t.
The following lemma is well-known.

Lemma 1 a) For P preprojective, I preinjective, and R regular module we have
Hom(R, P) = Hom(I, P) = Hom(I, R) = Ext1(P, R) = Ext1(P, I) = Ext1(R, I) =
0.

b) If x 6= x ′ and Rx (Rx ′) is a regular with components from the tube τx
(τx ′), then Hom(Rx, Rx ′) = Ext1(Rx, Rx ′) = 0.

c) For τx homogeneous and Rx[t], Rx[t
′] indecomposables from τx we have

dimk Hom(Rx[t], Rx[t
′]) = dimk Ext1(Rx[t], Rx[t

′]) = min(t, t ′) deg x.
d) For τx non-homogeneous of rank m and Rix[t] an indecomposable from τx

such that lm < t ≤ (l+ 1)m we have dimk End(Rix[t]) = l+ 1.
e) For τx non-homogeneous of rank m and Rix[t] an indecomposable from τx

such that lm ≤ t < (l+ 1)m we have dimk Ext1(Rix[t], R
i
x[t]) = l.

f) For P preprojective and I preinjective indecomposable modules we have
End(P) ∼= k, End(I) ∼= k, |Aut(P)| = |Aut(I)| = q − 1 and Ext1(P, P) =
Ext1(I, I) = 0.

3 Some Ringel-Hall numbers

Consider the Ringel-Hall numbers of the form FP
′
XP with P, P ′ preprojetive in-

decomposables of defect -1 and FI
′
IX with I, I ′ preinjective indecomposables of

defect 1. We are going to show that these numbers are either 1 or 0.
We consider the preprojective case, the preinjective case being dual. We

begin with some lemmas. The first lemma is well known (see for example in
[11]).

Lemma 2 Let P be a preprojective indecomposable with defect ∂P = −1, P ′ a
preprojective module and R a regular indecomposable. Then we have:

a) Every nonzero morphism f : P → P ′ is a monomorphism.
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b) For every nonzero morphism f : P → R, f is either a monomorphism or
Im f is regular. In particular if R is quasi-simple and Im f is regular then f is
an epimorphism.

Proof. a) Consider the short exact sequence 0→ Ker f→ P → Im f→ 0. Since
Ker f ⊆ P and Im f ⊆ P ′ we have that Ker f and Im f are either preprojective
(so with negative defect) or 0. Moreover we have that ∂Ker f+ ∂ Im f = ∂P =
−1 and we know that Im f 6= 0 (since f is nonzero). It follows that Ker f = 0.

b) Consider the short exact sequence 0 → Ker f → P → Im f → 0. Since
Ker f ⊆ P we have that Ker f is either preprojective (so with negative defect)
or 0. On the other hand Im f ⊆ R implies that Im f can contain preprojectives
and regulars as direct summands (and it is nonzero since f is nonzero). The
equality ∂Ker f + ∂ Im f = ∂P = −1 gives us two cases. When ∂Ker f = 0

then Ker f is 0 so f is monomorphism. In the second case (when ∂Ker f = −1)
∂ Im f = 0, so Im f can contain just regular direct summands. �

Lemma 3 Let P be a preprojective indecomposable with defect ∂P = −1 (Then
dimP 6= δ since dimP is a positive real root of q).

a) Suppose that dimP > δ. Then P projects to the quasi-simple regular Rx[1]
from each homogeneous tube τx with (deg x)δ < dimP. Also P projects to a
unique quasi-simple regular from the mouth of each non-homogeneous tube τx.
We will denote these quasi-simple regulars by RPx [1] where for τx homogeneous
with (deg x)δ < dimP we have RPx [1] = Rx[1].

b) Suppose that dimP < δ. Then P projects at most to a single quasi-simple
regular from each non-homogeneous tube τx denoted by RPx [1].

Proof. a) Suppose that Rx[1] denotes the quasi-simple regular from the mouth
of the homogeneous tube τx with dimRx[1] = (deg x)δ < dimP. Then we have
Ext1(P, Rx[1]) = 0 (see Lemma 1) so

dimk Hom(P, Rx[1]) = 〈dimP,dimRx[1]〉 = 〈dimP, (deg x)δ〉 =

(deg x)(−∂P) = deg x 6= 0.

This means that we have a nonzero morphism f : P → Rx[1] with dimP >
dimRx[1]. Using Lemma 2 we deduce that f is not a monomorphism, so Im f
is regular and Rx[1] is quasi-simple, which means that f is an epimorphism.

Denote by Rix[1], i = 1,m the i-th quasi-simple regular from the mouth of
the non-homogeneous tube τx of rank m ≥ 2. Notice that this time deg x = 1,
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i=1 dimRix[1] = δ and Ext1(P, Rix[1]) = 0, so we have

m∑
i=1

dimk Hom(P, Rix[1]) =

m∑
i=1

〈dimP,dimRix[1]〉

= 〈dimP,

m∑
i=1

dimRix[1]〉 = 〈dimP, δ〉 = −∂P = 1.

It follows that ∃!i0 such that Hom(P, Ri0x [1]) 6= 0, so we have a nonzero mor-
phism f : P → Ri0x [1] with dimP > δ > dimRi0x [1]. Using Lemma 2 we deduce
that f is not a monomorphism, so Im f is regular and Ri0x [1] is quasi-simple,
which means that f is an epimorphism. Let RPx [1] := R

i0
x [1].

b) Since dimP < δ clearly P could project only on quasi-simple regulars from
non-homogeneous tubes. Denote again by Rix[1], i = 1,m the i-th quasi-simple
regular on the mouth of the non-homogeneous tube τx of rankm ≥ 2. As above
we can deduce that ∃!i0 such that Hom(P, Ri0x [1]) 6= 0, so we have a nonzero
morphism f : P → Ri0x [1]. But if dimP ≯ dimRi0x [1] then f is a monomorphism
and not an epimorphism. �

Remark 1 Notice that dimk Hom(P, RPx [1]) = deg x.

Lemma 4 Let P � P ′ be preprojective indecomposables with defect −1. Then
FP

′
XP 6= 0 iff X satisfies the following conditions:
i) it is a regular module with dimX = dimP ′ − dimP;
ii) if it has an indecomposable component from a tube τx then the quasi-top

of this component is the quasi-simple regular RP
′
x [1];

iii) its indecomposable components are taken from pairwise different tubes.

Proof. “⇒” Suppose FP
′
XP 6= 0. We will check the conditions i), ii) and iii).

Condition i). Since FP
′
XP 6= 0 we have a short exact sequence 0→ P → P ′ →

X→ 0. Then dimX = dimP ′ − dimP and ∂P ′ = ∂P + ∂X, but ∂P ′ = ∂P = −1,
so ∂X = 0. Notice that X can’t have preprojective components, for if P ′′ would
be such a component then P ′ � P ′′ � P ′ which is impossible due to Lemma 2
a). So X is regular.

Condition ii). Let R be an indecomposable component of X taken from the
tube τx. Denote by topR its quasi-top which must be quasi-simple due to
uniseriality. Then P ′ � X� R� topR so using Lemma 3 topR ∼= RP

′
x [1].

Condition iii). Suppose X = X ′ ⊕ R1 ⊕ . . . ⊕ Rl, where R1, . . . , Rl are taken
from the same tube τx. Then by Condition ii) they have the same quasi-top
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RP
′
x [1] and we have the monomorphism

0→ Hom(X, RP
′
x [1]) → Hom(P ′, RP

′
x [1]).

It follows that

dimk Hom(X, RP
′
x [1]) ≤ dimk Hom(P ′, RP

′
x [1]) = deg x.

We can conclude that

dimk Hom(X, RP
′
x [1]) = dimk Hom(X ′, RP

′
x [1])+

l∑
i=1

dimk Hom(Ri, R
P ′
x [1]) ≤ deg x,

dimk Hom(Ri, R
P ′
x [1]) = deg x for τx homogeneous

and
dimk Hom(Ri, R

P ′
x [1]) ≥ 1 = deg x for τx non-homogeneous.

It follows that l = 1.
“⇐” Let R be an indecomposable regular module with dimR < dimP ′ sat-

isfying condition ii). By Lemma 2 b) it follows that for a nonzero morphism
f : P ′ → R, Im f is regular. We will show that P ′ projects on R. Observe that
if R = RP

′
x [1] the assertion is true due to Lemma 3. Suppose now that R is not

a quasi-simple.
If R is from a homogeneous tube τx then R = Rx[t], dimR = t(deg x)δ and

Hom(P ′, R) 6= 0 since dimk Hom(P ′, R) = 〈dimP ′, t(deg x)δ〉 = −t(deg x)∂P ′ =
tdeg x. Notice that in the case when there are no epimorphisms in Hom(P ′, R)
then using Lemma 2 b) and the uniseriality of regulars we would have
Hom(P ′, R) = Hom(P ′, Rx[t]) ∼= Hom(P ′, Rx[t−1]), a contradiction. So we have
an epimorphism P ′ → R.

If R is from a non-homogeneous tube τx of rank m then deg x = 1, R = Rjx[t]
and topR = RP

′
x [1] = Rix[1] (condition ii)). We have that dimR = dimRjx[t−1]+

dim(topR), so dimk Hom(P ′, R) = 〈dimP ′, dimRjx[t−1]〉+〈dimP ′, dim(topR)〉 =
dimk Hom(P ′, Rjx[t− 1])+ 1 > 0. If there is no epimorphism P ′ → R then using
uniseriality and Lemma 2 b) for nonzero f ∈ Hom(P ′, R) we have that Im f =
R
j
x[l] with 1 ≤ l < t and P ′ projects on top Im f so topRjx[l] = topRjx[t] = topR

(see Lemma 3). But this means that t − l = sm with s ≥ 1 so if t ≤ m we
have a contradiction and if t > m as in the homogeneous case we would have
that Hom(P ′, Rjx[t]) ∼= Hom(P ′, Rjx[t−m]) that is

0 = 〈dimP ′, dimRjx[t] − dimRjx[t−m]〉 = 〈dimP ′, δ〉 = 1,

again a contradiction.
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Suppose now that the module X = R1 ⊕ . . . ⊕ Rl satisfies conditions i), ii)
and iii). From the discussion above we have the epimorphisms fi : P

′ → Ri.
Let f : P ′ → X, f(x) =

∑
fi(x) the diagonal map. Due to Lemma 2 b) we have

that Im f is regular, so due to uniseriality Im f = R ′
1 ⊕ . . . ⊕ R ′

l with R ′
i ⊆ Ri.

Since fi = pif are epimorphisms we have that R ′
i = Ri, so f is an epimorphism.

Notice that Ker f ⊆ P ′ hence it is preprojective, ∂Ker f = ∂P ′ − ∂X = −1
therefore Ker f is an indecomposable preprojective with dim Ker f = dimP. It
follows that Ker f ∼= P, so we have an exact sequence 0 → P → P ′ → X → 0

which implies that FP
′
XP 6= 0. �

Lemma 5 Let P � P ′ be preprojective indecomposables with defect −1 such
that Hom(P, P ′) 6= 0. Suppose the points yi ∈ P1k, i = 1, s (s = 0, 1, 2, 3) are
indexing the non-homogeneous tubes (in case s = 0 we have only homogeneous
tubes). Then dimP ′−dimP = t0δ+

∑s
i=1 σ

0
i , where 0 ≤ σ0i < δ and σ0i (in case

it is nonzero) is the dimension of a regular from the non-homogeneous tube
τyi with top RP

′
yi
[1]. In this case dimk Hom(P, P ′) = t0 + 1 so t0 is unique.

Proof. Since Hom(P, P ′) 6= 0 we have a monomorphism P → P ′ with factor X
satisfying conditions i),ii),iii) from the previous lemma. It follows that dimP ′−
dimP = dimX = tδ +

∑s
i=1 σi, where 0 ≤ σi (in case it is nonzero) is the

dimension of a regular Ri from the non-homogeneous tube τyi with top RP
′
yi
[1].

Suppose σi = tiδ + σ
0
i with 0 ≤ σ0i < δ and 0 ≤ ti. If ti 6= 0 then there is a

unique regular Rti of dimension tiδ from the non-homogeneous tube τyi which
embeds into Ri; the factor will be of dimension σ0i with top RP

′
yi
[1] (if σ0i 6= 0).

Let t0 = t+
∑s
i=1 ti.

We show that dimk Hom(P, P ′) = t0 + 1. Suppose first that we don’t have
non-homogeneous tubes, so we are in the Kronecker case (see [12]). In this
case δ = (1, 1), dimP ′ − dimP = t0δ and then dimk Hom(P, P ′) = t0 + 1. (see
for example [7] Lemma 2.1). Consider now the case when we do have non-
homogeneous tubes, so s ≥ 1 and suppose t0δ + σ

0
1 6= 0 . Then there are

unique regular indecomposables R1 ∈ τy1 of dimension t0δ+σ
0
1 and top RP

′
y1
[1]

and Ri ∈ τyi of dimension σ0i and top RP
′
yi
[1] for i ∈ I = {i = 2, s|σ0i 6= 0}.

Suppose that I ′ = {i = 1, s|σ0i 6= 0} and |I ′| = l (where we can have l = 0). Let
R = R1 ⊕ (

⊕
i∈I Ri). It follows from the previous lemma that FP

′
RP 6= 0 so we

have a short exact sequence 0 → P → P ′ → R → 0 which induces the exact
sequences

0→ End(P) → Hom(P, P ′) → Hom(P, R) → Ext1(P, P)
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and

0→ End(R) → Hom(P ′, R) → Hom(P, R) → Ext1(R, R) → Ext1(P ′, R).

We deduce using Lemma 1 and Remark 1 that

dimk Hom(P, P ′) = dimk Hom(P, R) + 1 =

dimk Hom(P ′, R) + dimk Ext1(R, R) − dimk End(R) + 1,

where

dimk Hom(P ′, R) = 〈dimP ′, dimR〉 = 〈dimP ′, t0δ+

s∑
i=1

σ0i 〉 = t0 + l,

dimk Ext1(R, R) = dimk Ext1(R1, R1) +
∑
i∈I

dimk Ext1(Ri, Ri) = t0,

dimk End(R) = dimk End(R1) +
∑
i∈I

dimk End(Ri) = t0 + l,

so it results that dimk Hom(P, P ′) = t0 + 1. �

The following lemma can be found in [5] or in [8].

Lemma 6 For t0 nonnegative integer we have that

∑
(tx)x∈P1k

tx ∈ Z, tx ≥ 0∑
x tx(deg x) = t0

1 =
qt0+1 − 1

q− 1
.

Now we are ready to prove the main theorem.

Theorem 1 Let P � P ′ be preprojective indecomposables with defect −1. If
Hom(P, P ′) = 0 then FP

′
XP = 0 for every X. If Hom(P, P ′) 6= 0 then FP

′
XP = 1 for

any X satisfying conditions i), ii) and iii) from Lemma 4, otherwise FP
′
XP = 0.

Proof. Suppose Hom(P, P ′) 6= 0. Then using the notation from Lemma 5
dimP ′−dimP = t0δ+

∑s
i=1 σ

0
i , where 0 ≤ σ0i < δ and σ0i (in case it is nonzero)

is the dimension of a regular from the non-homogeneous tube τyi with top
RP

′
yi
[1]; also we have dimk Hom(P, P ′) = t0+1. Since by Lemma 2 every nonzero
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morphism in Hom(P, P ′) is a monomorphism and |Aut(P)| = q − 1. We have
that the number of submodules of P ′ which are isomorphic to P is

uP
′
P =

|Hom(P, P ′)|− 1

|Aut(P)|
=
qt0+1 − 1

q− 1
.

A regular module X satisfying conditions i), ii) and iii) from Lemma 4 will be
called of good type. By Lemma 4 we have that

uP
′
P =

∑
[X]

FP
′
XP =

∑
[X]

X of good type

FP
′
XP,

the terms in the last sum being nonzero. We will count now the number of
nonisomorphic regulars of good type. For τx a homogeneous tube and t ≥ 1
denote by Rx(t) the regular Rx[t] of quasi-length t and let Rx(0) = 0. For τyi
(i = 1, s) a non-homogeneous tube and t 6= 0 denote by Ryi(t) the unique
indecomposable from τyi of dimension tδ + σ0i with top RP

′
yi
[1]. For t = 0 and

σ0i 6= 0 let Ryi(0) be the unique indecomposable from τyi of dimension σ0i with
top RP

′
yi
[1]. For t = 0 and σ0i = 0 let Ryi(0) = 0. Then the modules⊕

(tx)x∈P1k
tx ∈ Z, tx ≥ 0∑
x tx(deg x) = t0

Rx(tx)

are nonisomorphic regulars of good type, so by the previous lemma we have

at least qt0+1−1
q−1 of them. It follows that

qt0+1 − 1

q− 1
=

∑
[X]

X of good type

FP
′
XP,

the number of nonzero terms in the sum being at least qt0+1−1
q−1 , so the assertion

of the theorem follows. �

Remark 2 It follows from the previous theorem that for P � P ′ preprojective
indecomposables with defect −1 such that Hom(P, P ′) 6= 0 the decomposition
from Lemma 5 dimP ′ − dimP = t0δ +

∑s
i=1 σ

0
i (where 0 ≤ σ0i < δ and σ0i (in

case it is nonzero) is the dimension of a regular from the non-homogeneous
tube τyi with top RP

′
yi
[1]) is unique, so both t0 and σ0i are unique.
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We can dualize the previous results for preinjective modules. So we have the
dual of Lemma 3.

Lemma 7 Let I be a preinjective indecomposable with defect ∂I = 1.
a) Suppose that dimI > δ. Then the quasi-simple regular Rx[1] from each

homogeneous tube τx with (deg x)δ < dim I embeds into I. Also, a unique quasi-
simple regular from the mouth of each non-homogeneous tube τx embeds into I.
We will denote these quasi-simple regulars by RIx[1], where for τx homogeneous
with (deg x)δ < dim I we have RIx[1] = Rx[1].

b) Suppose that dimI < δ. Then at most a single quasi-simple regular from
each non-homogeneous tube τx embeds into I. We denote this quasi-simple
regular by RIx[1].

The dual of Theorem 1 is

Theorem 2 Let I � I ′ be preinjective indecomposables with defect 1.
If Hom(I ′, I) = 0 then FI

′
IX = 0 for every X. If Hom(I ′, I) 6= 0 then FI

′
IX = 1

for X satisfying the conditions i), ii) and iii) below, otherwise FI
′
IX = 0.

i) X is a regular module with dimX = dimP ′ − dimP;
ii) If X has an indecomposable component from a tube τx then the quasi-socle

of this component is the quasi-simple regular RI
′
x [1];

iii) The indecomposable components of X are taken from pairwise different
tubes.
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[8] Cs. Szántó, Hall coefficients in the Kronecker case, Proceedings of the
Algebra Symposium, “Babeş-Bolyai” University Cluj-Napoca, November
23–24 (2001), 253–260.
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Abstract. Motivated by a recent paper of U. Höhle and T. Kubiak
on regular sup-preserving maps, we investigate a particular Galois-type
connection between relations on one set X to another Y and functions
on the power set P (X) to P (Y ) .

Since relations can largely be identified with union-preserving set
functions, the results obtained can be used to provide some natural gene-
ralizations of most of the former results on relations and relators (families
of relations). The results on inverses seem to be the only exceptions.

1 Introduction

In this paper, a subset R of a product set X×Y is called a relation on X to
Y. And, a function U on the power set P (X) to P (Y ) is called a corelation
on X to Y.

Motivated by a recent paper of Höhle and Kubiak [9] , for any relation R

on X to Y, we define a correlation R? on X to Y such that R? (A) = R [A ]
for all A ⊂ X. Moreover, for any correlation U on X to Y , we define a relation
U∗ on X to Y such that U∗(x) = U

(
{x}
)

for all x ∈ X.

And, we show that the functions ? and ∗ establish an interesting Galois-
type connection between the family P (X×Y ) of all relations on X to Y and
the family Q (X, Y ) of all correlations on X to Y, whenever P (X×Y ) is
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considered to be partially ordered by the ordinary set inclusion and Q (X, Y )
by the pointwise one.

Since relations can largely be identified with union-preserving correlations,
the results obtained can be used to provide some natural generalizations of
most of the former results on relations and relators (families of relations). ( The
most relevant ones are in [21] and [16] .) The results on inverse relations and
relators seem to be the only exceptions.

To keep the paper almost completely self-contained, the most important
definitions concerning relations, functions, ordered sets and Galois connec-
tions [5, p. 155] will be briefly listed in the next two preparatory sections in
somewhat novel forms. They will clarify our subsequent results and show the
way to further investigations on Galois-type connections.

2 Relations and functions

A subset F of a product set X×Y is called a relation on X to Y. If in particular
F ⊂ X 2, with X 2 = X×X, then we may simply say that F is a relation on X.
In particular, ∆X = {(x, x) : x ∈ X} is called the identity relation on X.

If F is a relation on X to Y, then for any x ∈ X and A ⊂ X the sets
F(x) = {y ∈ Y : (x, y) ∈ F} and F [A ] =

⋃
a∈A F(a) are called the images

of x and A under F respectively. If (x, y) ∈ F, then we may also write x F y.

Moreover, the sets DF = { x ∈ X : F(x) 6= ∅ } and R F = F [X ] are called
the domain and range of F, respectively. If in particular DF = X, then we say
that F is a relation of X to Y, or that F is a non-partial relation on X to Y.

In particular, a relation f on X to Y is called a function if for each x ∈ Df
there exists y ∈ Y such that f(x) = {y} . In this case, by identifying singletons
with their elements, we may simply write f(x) = y in place of f(x) = {y} .

Moreover, a function ? of X to itself is called a unary operation on X.
While, a function ∗ of X2 to X is called a binary operation on X. And, for
any x, y ∈ X, we usually write x? and x ∗ y instead of ?(x) and ∗

(
(x, y)

)
.

For any relation F on X to Y, we may naturally define a set-valued function
F� on X such that F�(x) = F(x) for all x ∈ X. This F� can be identified with
F. However, thus in contrast to F ⊂ X×Y we already have F� ⊂ X×P(Y).

Therefore, instead of F�, it is usually more convenient to work with F or
its selection functions. A function f of DF to Y is called a selection of F if
f ⊂ F , i. e., f (x) ∈ F (x) for all x ∈ DF .

Thus, the Axiom of Choice can be briefly expressed by saying that every
relation has at least one selection function. Moreover, it can be easily seen
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that each relation is the union of its selection functions.

If F is a relation on X to Y, then F =
⋃
x∈X {x}×F(x). Therefore, the values

F(x), where x ∈ X, uniquely determine F. Thus, a relation F on X to Y can
be naturally defined by specifying F(x) for all x ∈ X.

For instance, the complement relation Fc can be naturally defined such
that Fc(x) = F(x)c = Y \ F(x) for all x ∈ X. The latter notation will not cause
confusions, since thus we also have Fc = X×Y \ F .

Quite similarly, the inverse relation F−1 can be naturally defined such that
F−1(y) = {x ∈ X : y ∈ F(x)} for all y ∈ Y. Thus, the operations c and −1

are compatible in the sense
(
F c
)−1

=
(
F−1
)c

.

Moreover, if in addition G is a relation on Y to Z, then the composition
relation G ◦ F can be naturally defined such that (G ◦ F )(x) = G [ F(x) ] for
all x ∈ X. Thus, we also have (G ◦ F ) [A ] = G

[
F [A ]

]
for all A ⊂ X.

On the other hand, if G is a relation on Z to W, then the box product
relation F�G can be naturally defined such that (R�G )(x, z) = F(x)×G(z)
for all x ∈ X and z ∈ Z .

The box product relation, whose origin seems to go back to a thesis of J.
Riquet in 1951, has been mainly investigated in [21] . In that, for instance, we
have proved that ( F�G ) [A ] = G ◦A ◦ F−1 for all A ⊂ X×Z.

Hence, by taking A = {(x, z)} , and A = ∆Y if Y = Z , one can see that
the box and composition products are actually equivalent tools. However, the
box product can immediately be defined for an arbitrary family of relations.

3 Generalized ordered sets and Galois connections

Now, a relation R on X may be called reflexive if ∆X ⊂ R , and transitive if
R ◦ R ⊂ R . Moreover, R may be called symmetric if R−1 ⊂ R , and antisym-
metric if R ∩ R−1 ⊂ ∆X.

Thus, a reflexive and transitive (symmetric) transitive relation may be called
a preorder (tolerance) relation. And, a symmetric (antisymmetric) preorder
relation may be called an equivalence (partial order) relation.

For instance, for A ⊂ X, the Pervin relation PA = A2 ∪ Ac×X [18] is a
preorder relation on X. While, for a pseudo-metric d on X and r > 0 , the
surrounding Bdr =

{
(x, y) ∈ X2 : d(x, y) < r

}
is a tolerance relation on X.

Moreover, we may recall that if A is a partition of X, i. e., a family of
pairwise disjoint, nonvoid subsets of X such that X =

⋃
A , then EA =⋃

A∈A A
2 is an equivalence relation on X, which can be identified with A.
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According to [15] , an ordered pair X(≤) =
(
X, ≤ ) , consisting of a set X

and a relation ≤ on X, will be called a generalized ordered set, or an ordered
set without axioms. And, we shall usually write X in place of X(≤) .

Now, a generalized ordered set X(≤) may, for instance, be called reflexive
if the relation ≤ is reflexive. Moreover, the generalized ordered set X′(≤′) =
X (≤−1 ) may be called the dual of X(≤ ) .

Having in mind the terminology of Birkhoff [1, p. 1] , a generalized ordered
set will be briefly called a goset. Moreover, a preordered (partially ordered)
set will be called a proset (poset).

Thus, every set X is a proset with the universal relation X2 . Moreover, X
is a poset with the identity relation ∆X . And every subfamily of the power
set P (X) is a poset with the ordinary set inclusion ⊂ .

The usual definitions on posets can be naturally extended to gosets [15] .
(And also to relator spaces [14] which include formal context [7, p. 17] as an
important particular case).

For instance, for any subset A of a goset X, we may naturally define

lb (A) =
{
x ∈ X : ∀ a ∈ A : x ≤ a

}
,

ub (A) =
{
x ∈ X : ∀ a ∈ A : a ≤ x

}
,

and

min (A) = A ∩ lb (A) , max (A) = A ∩ ub (A) ,

inf (A) = max
(

lb (A)
)

, sup (A) = min
(

ub (A)
)

.

Thus, for instance, min may be considered as a relation on P(X) to X,
or as a function of P(X) of to itself. However, if X is antisymmetric, then
card

(
min (A)

)
≤ 1 for all A ⊂ X. Therefore, min is actually a function.

Now, a goset Xmay, for instance, be naturally called inf-complete if inf(A) 6=
∅ for all A ⊂ X. In [3] , as an obvious extension of [1, Theorem 3, p. 112 ] ,
we have proved that thus “inf-complete” is also equivalent to “sup-complete”.

However, it now more important to note that, for any two subsets A and
B of a goset X, we also have

lb(A) ⊂ ′ B ⇐⇒ B ⊂ lb(A) ⇐⇒ A ⊂ ub(B) .

Therefore, the set-functions lb and ub form a Galois connection between
the poset P(X) and its dual in the sense of [5, Definition 7.23] , suggested by
Schmidt’s reformulation [12, p. 209] of Ore’s Galois connexion [10] .

Instead of Galois connections, it is usually more convenient to use residuated
mappings of Blyth and Janowitz [2] in some modified and generalized forms
suggested by the present author in [19, 17, 24, 22] .
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However, now for a function f of one goset X to another Y and a function
g of Y to X, we shall say that

(1) f and g form an increasing upper Galois connection between X and Y
if f(x) ≤ y implies x ≤ g(y) for all x ∈ X and y ∈ Y,

(2) f and g form an increasing lower Galois connection between X and Y
if x ≤ g(y) implies f(x) ≤ y for all x ∈ X and y ∈ Y.

Now, if both (1) and (2) hold, then we may naturally say that the functions
f and g form an increasing Galois connection between X and Y. Important
examples for Galois connections can be found in [6] . ( See also [13, 16, 4] .)

In the theory of relator spaces, it has turned out that the increasing upper
and lower Galois connections are actually particular cases of upper and lower
semicontinuous pairs of relations [20] .

Therefore, they can be naturally extended to relators between relator spaces
[23]. For this, it is enough to study first these connections only for functions
between power sets instead of those between gosets.

4 Functions on one power set to another

Definition 1 If U is a function on one power set P(X) to another P(Y),
then we simply say that U is a correlation on X to Y.

Remark 1 According to Birkhoff [1, p. 111] , the term “operation on X”
could also be used. However, this may cause some confusions because of the
customary meaning of this expression.

Definition 2 A correlation U on X to Y, is called

(1) increasing if U(A) ⊂ U(B) for all A ⊂ B ⊂ X ,

(2) quasi-increasing if U
(
{x}
)
⊂ U(A) for all x ∈ A ⊂ X ,

(3) union-preserving if U (
⋃
A ) =

⋃
A∈A U(A) for all A ⊂ P (X) .

Remark 2 In the X = Y particular case, U may also be naturally called
extensive, intensive, involutiv, and idempotent if A ⊂ U(A) , U(A) ⊂ A ,
U
(
U(A)

)
= A , and U

(
U(A)

)
= U(A) for all A ⊂ X, respectively.

Moreover, in particular an increasing and idempotent correlation may be
called a projection or modification operation. And an extensive (intensive)
projection operation may be called a closure (interior) operation.

Simple reformulations of properties (2) and (1) in Definition 1 give the
following two theorems.
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Theorem 1 For a correlation U on X to Y, the following assertions are
equivalent:

(1) U is quasi-increasing ,

(2)
⋃
x∈AU

(
{x}
)
⊂ U(A) for all A ⊂ X.

Theorem 2 For a corelation U on X to Y, the following assertions are equi-
valent:

(1) U is increasing ,

(2)
⋃
A∈AU(A) ⊂ U (

⋃
A ) for all A ⊂ P (X) ,

(3) U(A) ∪U(B) ⊂ U(A ∪ B) for all A, B ⊂ X.

Hence, it is clear that in particular we also have

Corollary 1 A correlation U on X to Y is union-preserving if and only if it
is increasing and U (

⋃
A ) ⊂

⋃
A∈A U(A) for all A ⊂ P (X) .

However, it now more important to note that we also have the following
theorem which has also been proved, in a different way, by Pataki [11] .

Theorem 3 For a correlation U on X to Y, the following assertions are
equivalent :

(1) U is uninon-preserving ,

(2) U(A) =
⋃
x∈AU

(
{x}
)

for all A ⊂ X.

Proof. Since A =
⋃
x∈A {x} for all A ⊂ X, it is clear that (1) implies (2).

On the other hand, if (2) holds, then we can note that U is already increa-
sing. Therefore, to obtain (1), by Corollary 1, we need only prove that U (

⋃
A )

⊂
⋃
A∈A U(A) for every A ⊂ P (X) .

For this, note that if A ⊂ P (X) , then by (2) we have

U
(⋃

A
)
=

⋃
x∈

⋃
A

U
(
{x}
)
.

Therefore, if y ∈ U (
⋃
A ) , then there exists x ∈

⋃
A such that y ∈ U

(
{x}
)

.
Thus, in particular there exists Ao ∈ A such that x ∈ Ao , and so {x} ⊂ Ao .
Hence, by using the increasingness of U, we can already infer that

y ∈ U
(
{x}
)
⊂ U(Ao ) ⊂

⋃
A∈A

U(A) .

Therefore, the required inclusion is also true. �

From this theorem, by Theorem 1, it is clear that in particular we also have
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Corollary 2 A correlation U on X to Y is union-preserving if and only if it
is quasi-increasing and U(A) ⊂

⋃
x∈A U

(
{x}
)

for all A ⊂ X.

Definition 3 For any two correlations U and V on X to Y, we write

U ≤ V ⇐⇒ U(A) ⊂ V (A) for all A ⊂ X .

Remark 3 Note that if in particular U ⊂ V, then U(A) = V (A) for all
A ∈ DU and U(A) = ∅ ⊂ V(A) for all A ⊂ X with A /∈ DU . Therefore, we
have U(A) ⊂ V (A) for all A ⊂ X, and thus U ≤ V.

Theorem 4 With the inequality considered in Definition 3, the family Q(X, Y )
of all correlations on X to Y, forms a complete poset.

Proof. It can be easily seen that if U is a family of correlations on X to Y

and
V (A) =

⋃
U∈U

U(A)

for all A ⊂ X, then V ∈ Q(X, Y ) such that V = sup (U ) .

Therefore, Q(X, Y ) is sup-complete, and hence it is also inf-complete. �

Remark 4 Note that if in particular each member of U is increasing (quasi-
increasing), then V is also increasing (quasi-increasing).

Therefore, with the inequality given in Definition 3, the family Q1(X, Y ) of
all quasi-increasing correlations on X to Y is also a complete poset.

5 A Galois connection between relations and corre-
lations

According to the corresponding definitions of Höhle and Kubiak [9] , we may
also naturally introduce the following

Definition 4 For any relation R on X to Y, we define a correlation R? on
X to Y such that

R? (A) = R [A ]

for all A ⊂ X.

Conversely, for any correlation U on X to Y, we define a relation U∗ on X

to Y such that
U∗(x) = U

(
{x}
)

for all x ∈ X.



80 Á. Száz

Now, by using the corresponding definitions, we can easily prove the follo-
wing two theorems.

Theorem 5 If U is a correlation on X to Y, then R? ≤ U implies R ⊂ U∗
for any relation R on X to Y.

Proof. If R? ≤ U, then by the corresponding definitions

R(x) = R
[
{x}
]
= R?

(
{x}
)
⊂ U

(
{x}
)
= U∗(x)

for all x ∈ X. Therefore, R ⊂ U∗ also holds. �

Theorem 6 For a correlation U on X to Y, the following assertions are
equivalent :

(1) U is quasi-increasing ,

(2) R ⊂ U∗ implies R? ≤ U for any relation R on X to Y.

Proof. If (1) holds and R ⊂ U∗, then

R? (A) = R [A ] =
⋃
x∈A

R(x) ⊂
⋃
x∈A

U∗(x) =
⋃
x∈A

U
(
{x}
)
⊂ U(A)

for all A ⊂ X. Therefore, R? ≤ U, and thus (2) also holds.

Conversely, if (2) holds, then because of U∗ ⊂ U∗ we have
(
U∗
)? ≤ U.

Therefore, for any A ⊂ X, we have

U∗?(A) ⊂ U(A).

Moreover, by using the corresponding definitions, we can see that

U∗?(A) = U∗ [A ] =
⋃
x∈A

U∗(x) =
⋃
x∈A

U
(
{x}
)
.

Therefore,
⋃
x∈A U

(
{x}
)
⊂ U(A) , and thus (1) also holds. �

Now, as an immediate consequence of the above two theorems, we can also
state

Corollary 3 For an arbitrary relation R and a quasi-increasing correlation
U on X to Y, we have

R? ≤ U ⇐⇒ R ⊂ U∗ .
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Remark 5 This corollary shows that the operation ? and the restriction of
∗ to Q1(X, Y ) establish an increasing Galois connection between the posets
P (X×Y ) and Q1(X, Y ) .

Therefore, the extensive theory of Galois connections ( see [2, 8, 5] ) could
be applied here. However, because of the simplicity of Definition 4, it seems
now more convenient to use some elementary, direct proofs.

6 Some further properties of the operations ?
and ∗

By the corresponding definitions, we evidently have the following

Theorem 7 Under the notation of Definition 4,

(1) R ⊂ S implies R? ≤ S? for any relations R and S on X to Y,

(2) U ≤ V implies U∗ ⊂ V∗ for any correlations U and V on X to Y.

Remark 6 Note that, by using Corollary 3, instead of assertion (2), we could
only prove that the restriction of the operation ∗ to Q1(X, Y ) is increasing.

From (2), by using Remark 3, we can immediately derive

Corollary 4 U ⊂ V also implies U∗ ⊂ V ∗ for any correlations U and V on
X to Y.

Moreover, we can also easily prove the following theorem whose first state-
ment has also been established by Höhle and Kubiak [9] .

Theorem 8 For any two relations R and S on X to Y,

(1) R?∗ = R ,

(2) R? ≤ S? implies R ⊂ S .

Proof. By the corresponding definitions, we have

R?∗(x) =
(
R?
)∗
(x) = R?

(
{x}
)
= R

[
{x}
]
= R(x)

for all x ∈ X. Therefore, (1) is also true.

To prove (2), note that if R? ≤ S? holds, then by Theorem 7 we also have
R?∗ ⊂ S?∗ . Hence, by using (1), we can see that R ⊂ S also holds. �
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Remark 7 The above theorem shows that the function ? is injective, ∗ is
onto P (X, Y ) , and ? ∗ is the identity function of P (X×Y ).

Moreover, by Theorems 7 and 8, we can also at once state

Corollary 5 For any two relations R and S on X to Y, we have R ⊂ S if
and only if R? ≤ S?.

Concerning the dual operation ∗ ? , we can only prove the following theorem
which, to some extent, has also been established by Höhle and Kubiak [9] and
Pataki [11] .

Theorem 9 For a corelation U on X to Y, the following assertions are equi-
valent :

(1) U∗? = U ,

(2) U is union-preserving ,

(3) U = R? for some relation R on X to Y .

Proof. If (2) holds, then by the proof of Theorem 6, and Theorem 3, we have

U∗?(A) =
⋃
x∈A

U
(
{x}
)
= U(A)

for all A ⊂ X. Therefore, (1) also holds.

Now, since (1) trivially implies (3), we need only show that (3) also implies
(2). For this, note that if (3) holds, then

U(A) = R?(A) = R [A ] =
⋃
x∈A

R(x) =
⋃
x∈A

R
[
{x}
]
=
⋃
x∈A

R?
(
{x}
)
=
⋃
x∈A

U
(
{x}
)

for all A ⊂ X. Therefore, by Theorem 3, assertion (2) also holds. �

Remark 8 The above theorem shows that the function ? maps P (X×Y )
onto the family Q3(X, Y ) of all union-preserving correlations on X to Y.

Moreover, the restriction of ∗ to Q3(X, Y ) is injective and that of ∗? is the
identity function of Q3(X, Y ) . Therefore, the Galois connection mentioned in
Remark 5 is rather particular.

Now, as an immediate consequence of Theorems 7 and 9, we can also state
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Corollary 6 For any two union-preserving correlations U and V on X to
Y, we have U ≤ V if and only if U∗ ⊂ V ∗.

Proof. Note that if U∗ ⊂ V ∗ holds, then by Theorem 7 we also have U∗? ≤
V ∗? . Hence, by Theorem 9, we can see that U ≤ V also holds. �

Moreover, in addition to Theorem 9, we can also prove the following

Theorem 10 Under the notation ◦ = ∗? , for any two correlations U and
V on X to Y, we have

(1) U◦◦ = U◦,

(2) U ≤ V implies U◦ ≤ V ◦,
(3) U◦ ≤ U if and only if U is quasi-increasing .

Proof. Assertion (2) is immediate from Theorem 7. While, from the proof of
Theorem 6, we know that

U◦(A) = U∗?(A) =
⋃
x∈A

U
(
{x}
)

for all A ⊂ X. Hence, by Definition 2 and Theorem 1, it is clear that (3) is
true.

Moreover, from the above equality, we can also see that

U◦◦(A) =
⋃
x∈A

U◦
(
{x}
)
=
⋃
x∈A

U
(
{x}
)
= U◦(A)

for all A ⊂ X. Therefore, (1) is also true. �

Remark 9 The above theorem shows that the function ◦ is a projection
operation operation on Q(X, Y) such that its restriction to Q1(X, Y ) is al-
ready an interior operation.

Moreover, from Theorem 9, we can see that, for any correlation U on X to
Y, we have U◦ = U if and only if U is union-preserving. Therefore, Q3(X, Y )
is the family of all open elements of Q(X, Y ).

Now, as some useful consequences of our former results, we can also easily
prove the following two theorems.

Theorem 11 If R is a relation on X to Y and U = R?, then

(1) U is the smallest quasi-increasing correlation on X to Y such that
R ⊂ U∗,

(2) U is the largest union-preserving correlation on X to Y such that
U∗ ⊂ R .
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Proof. From Theorems 9 and 8, we can see that U is union-preserving and
U∗ = R?∗ = R .

Moreover, if V is a quasi-increasing corelation on X to Y such that R ⊂ V ∗ ,
then by Theorem 6 we also have R? ≤ V , and thus U ≤ V. Therefore, (1) is
true.

On the other hand, if V is a correlation on X to Y such that V ∗ ⊂ R ,
then by Theorem 7 we also have V ∗? ≤ R? , and thus V ∗? ≤ U . Hence, if in
particular V is union-preserving, then by Theorem 9 we can see that V ≤ U.
Therefore, (2) is also true. �

Theorem 12 If U is a correlation on X to Y and R = U∗, then

(1) R is the largest relation on X to Y such that R? ≤ U whenever U is
quasi-increasing ,

(2) R is the smallest relation on X to Y such that U ≤ R? whenever U
is union-preserving .

Proof. If U is quasi-increasing, then by Theorem 10 we have R? = U∗? =
U◦ ≤ U. While, if U is union-preserving, then by Theorem 9 we have R? =
U∗? = U.

Moreover, if S is a relation on X to Y such that S? ≤ U, then by Theorem
5 we also have S ⊂ U∗ , and thus S ⊂ R even if U is not supposed to be
quasi-increasing. Thus, in particular (1) is true.

While, if S is a relation on X to Y such that U ≤ S? , then by Theorem
7, we also have U∗ ⊂ S?∗ . Hence, by the definition of R and Theorem 8, we
can see that R ⊂ S even if U is not supposed to be union-preserving. Thus,
in particular (2) is also true. �

Remark 10 Concerning the operations ? and ∗ , it is also worth noticing
that if R is relation and U is a correlation on X to Y, then by the correspond-
ing definitions of [14] we have

(1) R?(A) = clR−1(A) for all A ⊂ X ,

(2) R? ≤ U ⇐⇒ A ∈ IntR
(
U(A)

)
for all A ⊂ X.

Moreover, if U is quasi-increasing, then under the notation

Int?(U) =
{
S ⊂ X×Y : S? ≤ U

}
we have U∗ = max

(
Int?(U)

)
=
⋃

Int?(U) by assertion (1) in Theorem 12.
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7 Compatibility of the operation ? with some set
and relation theoretic ones

Now, as some immediate consequence of the corresponding results on relations,
we can also state the following theorems.

Theorem 13 If R is a relation on X to Y, then for any family A of subsets
of X we have

(1) R? (
⋃
A ) =

⋃
A∈A R

? (A) , (2) R? (
⋂
A ) ⊂

⋂
A∈A R

? (A) .

Theorem 14 If R is a relation on X to Y, then for any A, B ⊂ X we have

(1) R? (A)\R? (B) ⊂ R? (A\B ) , (2) R? (A)c ⊂ R? (Ac ) if Y = R [X] .

Remark 11 If in particular R−1 is a function, then the corresponding equal-
ities are also true in the above two theorems.

Theorem 15 If R is a family of relations on X to Y, then for any A ⊂ X
we have

(1) (
⋃
R )? (A ) =

⋃
R∈R R

? (A ) , (2) (
⋂
R )? (A ) ⊂

⋂
R∈R R

?(A ) .

Theorem 16 If R and S are relations on X to Y, then for any A ⊂ X we
have

(1) R? (A) \ S? (A) ⊂ (R \ S)? (A) , (2) R? (A)c ⊂ Rc? (A) if A 6= ∅ .

Theorem 17 If R is a relation on X to Y, then for any A ⊂ X we have

R c? (A)c =
⋂
x∈A R(x) .

Moreover, we can also easily prove the following theorem which has also
been established by Höhle and Kubiak [9] .

Theorem 18 For any two relations R on X to Y and S on Y to Z , we have

(S ◦ R )? = S? ◦ R? .

Proof. By the corresponding definitions, we have

(S ◦ R )?(A) = (S ◦ R ) [A ] = S
[
R [A ]

]
= S?

(
R?(A)

)
=
(
S? ◦ R?

)
(A)

for all A ⊂ X. Therefore, the required equality is also true. �

From this theorem, by using Theorem 9, we can immediately derive
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Corollary 7 For an arbitrary relation on R on X to Y and a union-preserving
correlation V on Y to Z , we have

(V ∗ ◦ R )? = V ◦ R? .

In addition to Theorem 18, we can also easily prove the following correction
of a false statement of Höhle and Kubiak [9] .

Theorem 19 For an arbitrary correlation U on X to Y and a union-preserving
correlation V on Y to Z , we have

(V ◦U )∗ = V ∗ ◦ U∗ .

Proof. By the corresponding definitions and Theorem 9, we have

(V ◦U )∗(x) = (V ◦U )
(
{x}
)
= V

(
U
(
{x}
))

= V
(
U∗(x)

)
= V ∗?

(
U∗(x)

)
= V ∗

[
U∗(x)

]
=
(
V ∗ ◦U∗

)
(x)

for all x ∈ X. Therefore, the required equality is also true. �

From this theorem, by using Theorems 9 and 8, we can immediately derive

Corollary 8 For a correlation U on X to Y and a relation S on Y to Z ,
we have

(S? ◦U )∗ = S ◦ U∗ .

Remark 12 In addition to Theorem 18, it is also worth mentioning that if R
is a relation on X to Y and S is a relation on Z to W, then for any A ⊂ X×Z
we have

(R� S )?(A) = S ◦A ◦ R−1 .

8 Partial compatibility of the operation ? with the
relation theoretic inversion

Theorem 20 For a relation R on X to Y, the following assertions are equi-
valent :

(1) R−1 ◦ R = ∆X ,

(2)
(
R?
)−1 ⊂ (R−1

)?
,

(3) R−1 is a function on Y onto X.
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Proof. For any x ∈ X, we have

R?
(
{x}
)
= R

[
{x}
]
= R(x) , and thus {x} ∈

(
R?
)−1(

R(x)
)
.

Hence, if (2) holds, we can infer that

{x} ∈
(
R−1

)?(
R(x)

)
, and thus

(
R−1

)?(
R(x)

)
= {x} .

Therefore,

R−1
[
R(x)

]
= {x} , and thus

(
R−1 ◦ R

)
(x) = ∆X(x) .

Hence, we can see that (1) also holds.

To prove the converse implication, note that if A ⊂ X and B ⊂ Y such that

A ∈
(
R?
)−1

(B) , then we also have

R?(A) = B , and thus R [A ] = B .

Hence, we can infer that

R−1
[
R [A ]

]
= R−1 [B ] , and thus

(
R−1 ◦ R

)
[A ] = R−1 [B ] .

Therefore, if (1) holds, then

∆X [A ] = R−1 [B ] , and thus A =
(
R−1

)?
(B) .

Hence, it is clear that (2) also holds.

Therefore, (1) and (2) are equivalent. The proof of the equivalence of (1)
and (3) will be left to the reader. �

From Theorem 20, by writing R−1 in place of R we can immediately derive
the following

Theorem 21 For a relation R on X to Y, the following assertions are equi-
valent :

(1) R ◦ R−1 = ∆Y ,

(2)
(
R−1

)? ⊂ (R?
)−1

,

(3) R is a function on X onto Y.

Proof. Note that now R−1 is a relation on Y to X. Therefore, by Theorem
20, the following assertions are equivalent :

(a)
(
R−1

)−1 ◦ R−1 = ∆Y ;
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(b)
( (
R−1

)?)−1 ⊂ ( (R−1
)−1)?

;

(c)
(
R−1

)−1
is a function on X onto Y .

Hence, since R =
(
R−1

)−1
, and

(
R−1

)? ⊂ (R?
)−1 ⇐⇒ ( (

R−1
)?)−1 ⊂ R? ,

it is clear that assertions (1), (2) and (3) are also equivalent. �

Now, as an immediate consequence of the above two theorems, we can also
state

Corollary 9 For a relation R on X to Y, the following assertions are equi-
valent :

(1)
(
R?
)−1

=
(
R−1

)?
,

(2) R−1 ◦ R = ∆X and R ◦ R−1 = ∆Y ,

(3) R is an injective function of X onto Y.

9 Partial compatibility of the operation ∗ with the
relation theoretic inversion

From Theorem 20, by writing U∗ in place of R , we can easily derive

Theorem 22 If U is a union-preserving correlation on X to Y such that(
U∗
)−1

is a function on Y onto X, then(
U−1

)∗ ⊂ (U∗)−1.
Proof. Now, by Theorems and , we have

U−1 =
(
U∗?

)−1
=
( (
U∗
)?)−1 ⊂ ((U∗)−1)? .

Hence, by using Corollary and Theorem , we can infer that(
U−1

)∗ ⊂ (((U∗)−1)?)∗ = ((U∗)−1)?∗ = (U∗)−1.
�

From Theorem 21, we can quite similarly derive the following
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Theorem 23 If U is a union-preserving correlation on X to Y such that U∗

is a function on X onto Y, then(
U∗
)−1 ⊂ (U−1

)∗
.

Now, as an immediate consequence of the above two theorems, we can also
state

Corollary 10 If U is a union-preserving correlation on X to Y such that U∗

is an injective function of X onto Y, then(
U∗
)−1

=
(
U−1

)∗
.

Moreover, by using Corollary 9, we can also easily prove the following

Theorem 24 If U is an injective, union-preserving correlation on X to Y

such that U−1 is also union-preserving, then the following assertions are equiv-
alent :

(1)
(
U∗
)−1

=
(
U−1

)∗
,

(2) U∗ is an injective function of X onto Y.

Proof. Now, since the implication (2) =⇒ (1) has already been established
in Corollary 10, we need only prove that (1) also implies (2).

For this note that if (1) holds, then by Theorem 9 we also have( (
U∗
)?)−1

= (U∗? )−1 = U−1 =
(
U−1

)∗?
=
((

U−1
)∗)?

=
( (
U∗
)−1)?

.

Therefore, by Corollary 9, assertion (2) also holds. �

From Corollary 9, we can also immediately derive the following

Theorem 25 For a symmetric relation R on X, the following assertions are
equivalent :

(1) R2 = ∆X ,

(2) R? is an involution ,

(3) R is an injective function of X onto Y.

Remark 13 Moreover, by Theorem 18, we can at once see that, for an
arbitrary relation R on X, the correlation R? is an involution if and only
if R2 = ∆X . That is, for any x, y ∈ X, we have R(x)∩R−1(y) 6= ∅ if and only
if x = y .
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[9] U. Höhle, T. Kubiak, On regularity of sup-preserving maps: generalizing
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[15] Á. Száz, Lower and upper bounds in ordered sets without axioms, Tech.
Rep., Inst. Math., Univ. Debrecen, 2004/1, 11 pp.
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Abstract. We explore the combinatorial properties of a particular type
of extension monoid product of preinjective Kronecker modules. The con-
sidered extension monoid product plays an important role in matrix com-
pletion problems. We state theorems which characterize this product in
both implicit and explicit ways and we prove that the conditions given
in the definition of the generalized majorization are equivalent with our
criteria. Generalized majorization is a purely combinatorial construction
introduced by its authors in a different setting.

1 Introduction

In order to understand the motivation behind our work we need to recall briefly
the notion of matrix pencil and the problem of matrix subpencil. Kronecker
modules and related notions will be presented in Section 3.

A matrix pencil over a field κ is a matrix A + λB where A,B are matrices
over κ of the same size and λ is an indeterminate. Two pencils A+λB, A′+λB′

are strictly equivalent, denoted by A+λB ∼ A′+λB′, if and only if there exists
invertible, constant (λ independent) matrices P,Q such that P(A′ + λB′)Q =
A+ λB.

Every matrix pencil is strictly equivalent to a canonical diagonal form, de-
scribed by the classical Kronecker invariants, namely the minimal indices for
columns, the minimal indices for rows, the finite elementary divisors and the
infinite elementary divisors (see [7] for all the details).
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Key words and phrases: Kronecker algebra, Kronecker module, extension monoid product,
matrix pencil, generalized majorization

92



On the combinatorics of extensions of preinjective Kronecker modules 93

A pencil A′+λB′ is called subpencil of A+λB if and only if there are pencils
A12 + λB12, A21 + λB21, A22 + λB22 such that

A+ λB ∼

(
A′ + λB′ A12 + λB12
A21 + λB21 A22 + λB22

)
.

In this case we also say that the subpencil can be completed to the bigger
pencil.

There is an unsolved challenge in pencil theory with lots of applications
in control theory (problems related to pole placement, non-regular feedback,
dynamic feedback etc. may be formulated in terms of matrix pencils, for details
see [9]). This important open problem can be formulated in the following way:
if A+λB, A′+λB′ are pencils over C, find a necessary and sufficient condition
in terms of their classical Kronecker invariants for A′ + λB′ to be a subpencil
of A + λB. Also construct the completion pencils A12 + λB12, A21 + λB21,
A22 + λB22.

Han Yang was the first to give a representation theoretical modular approach
to the matrix subpencil problem, the connection being detailed in [8]. Also,
the Kronecker invariants of a module correspond to the classical Kronecker
invariants of the associated pencil. In this way a one-to-one correspondence
can be made between isoclasses of Kronecker modules and equivalence classes
of matrix pencils (with respect to the strict equivalence relation mentioned
earlier). In particular, preinjective Kronecker modules correspond to matrix
pencils having only minimal indices for columns. This correspondence between
matrix pencils and Kronecker modules allows us to deal with the matrix sub-
pencil problem on a module theoretical level, armed with new tools and in-
sights, in addition to the “classical” approach (linear algebra, matrix theory,
combinatorics). The matrix subpencil problem itself can be formulated in a
very elegant and succinct way in terms of the extension monoid product of
certain Kronecker modules (see [17]).

Particular cases of the matrix subpencil problem were considered by Dodig
and Stos̆ić in a series of articles (e.g. [3, 4, 6]). One can see that one of the
central notions of their work is the so-called generalized majorization, a gen-
eralization of the dominance of partitions (which is a well-known notion in
partition combinatorics).

Generalized majorization seems to be inevitable when dealing with pencil
completion problems. In this paper we give a module theoretical interpretation
of this purely combinatorial construction in the form of a particular extension
monoid product, together with equivalent formulations and a simple linear-
time algorithm to work with in practice.
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The paper is organized in the following way:

• In Section 2 we recall some elementary notions of partition combina-
torics, and also present the notion of generalized majorization. Gener-
alized majorization was introduced in [5] and is intensively studied and
used by the authors in dealing with technical difficulties of matrix com-
pletion problems (e.g. [3, 4, 6]).

• Section 3 is dedicated to a brief survey of the category of Kronecker mod-
ules, presenting in some detail the preinjective (and dually preprojective)
Kronecker modules.

• In Section 4 we present the notion of extension monoid product, as it
applies in the case of preinjective Kronecker modules. Also, this is the
place for our new results: Theorem 6 and Theorem 7 giving an implicit
and respectively an explicit combinatorial description, followed by an
easy linear-time algorithm. Corollary 2 establishes the link between the
extension monoid product of preinjective Kronecker modules and the
generalized majorization.

We emphasize that all our new results are valid in a field independent context
and can be dualized to preinjective modules in a natural way.

From now on, throughout the paper empty sums are considered to be zero.
In case of integers a and b, by {a, . . . , b} we mean the set of all integers x,
such that a ≤ x ≤ b, so if a > b, then {a, . . . , b} = ∅. We will usually
denote sequences of integers like (a1, a2, . . . , an). If in a certain sequence or
subsequence the index of the first element is strictly greater than the index of
the last one, the sequence is regarded as being empty.

2 Some elementary notions of partition combina-
torics

An integer sequence is a sequence a = (a1, a2, . . . ) of integers, with only
finitely many nonzero elements. The largest integer l ≥ 0 with al 6= 0 is
called the length of a, denoted by `(a) (if a is a sequence consisting only
of zeros, then `(a) = 0). We will not distinguish between integer sequences
which differ only in the number of zero elements after the lth position, there-
fore we regard (a1, a2, . . . , al), (a1, a2, . . . , al, 0), (a1, a2, . . . , al, 0, . . . , 0) and
(a1, a2, . . . , al, 0, . . . ) as being the same integer sequence. Clearly, a ∈ Zn for
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some n ≥ max{`(a), 1}. The weight of an integer sequence is the sum of its
elements, denoted by |a| = a1 + a2 + · · · .

A raising operator R is defined in the following way (on the set of integer
sequences having length at most n):

R : Zn → Zn, R =
∏
i<j

R
rij
ij ,

where rij ∈ N and Rij : Zn → Zn,

Rij(a) = (a1, . . . , ai + 1, ai+1, . . . , aj−1, aj − 1, aj+1, . . . , an)

for any pair of integers i and j with 1 ≤ i < j ≤ n and any a = (a1, . . . , an) ∈
Zn. Note that the terms in the product above commute with each other.

If µ = (µ1, µ2, . . . ) and λ = (λ1, λ2, . . . ) are integer sequences and
∑k
i=1 µi ≤∑k

i=1 λi for all 1 ≤ k, we say that µ is dominated (or majored) by λ. The
dominance (or majorization) relation is a partial order on the set of integer
sequences and is denoted by µ ≺ λ.

Another natural order on the set of integer sequences is the lexicographical
ordering. If µ 6= λ then λ is lexicographically strictly greater than µ if for the
smallest i such that µi 6= λi one has λi > µi. The lexicographical order is a
total order on the set of integer sequences.

The following two theorems make the connection between raising operators
and dominance relation (for proofs see [10]).

Theorem 1 Let a ∈ Zn and R a raising operator. Then a ≺ Ra.

Conversely, we have:

Theorem 2 Let a,b ∈ Zn be such that a ≺ b and |a| = |b|. Then there exists
a raising operator R such that b = Ra.

If the elements of the integer sequence a are weakly ordered and nonnegative
(i.e. a1 ≥ a2 ≥ · · ·al ≥ 0), then we call a a partition of m = |a|. Naturally,
everything said so far about integer sequences applies in the case of partitions
as well. In particular, the dominance (or majorization) relation is a partial
order on the set of partitions. If we denote by Pm the set of partitions of
m, we can put together the two previous theorems in form of the following
corollary:

Corollary 1 Let a,b ∈ Pm be two partitions of m. Then a ≺ b if and only
if there is a raising operator R such that b = Ra.
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In [5] the authors consider a generalization of the dominance relation, the
so-called generalized majorization, defined as follows:

Definition 1 Consider the partitions d = (d1, . . . , dx), a = (a1, . . . , ay) and
g = (g1, . . . , gx+y). Then g is said to be majorized by d and a if the following
conditions hold:

di ≥ gi+y, i = 1, . . . x, (1)

hj∑
i=1

gi −

hj−j∑
i=1

di ≤
j∑
i=1

ai, j = 1, . . . , y, (2)

x+y∑
i=1

gi =

x∑
i=1

di +

y∑
i=1

ai. (3)

Here hj := min{i|di−j+1 < gi}, j = 1, . . . , y. This relation is called the general-
ized majorization and is denoted in the following way: g ≺ ′ (d,a).

Remark 1 Observe that in the previous definition we have 0 < h1 < h2 <

· · · < hy < x + y + 1 for the values hj. Also, this strictly increasing sequence
determines another one, denoted by 0 < h ′1 < h

′
2 < · · · < h ′x < x + y + 1, in

the following way:

h ′i =

{
min{l ∈ {1, . . . , x+ y}|l 6= hj, 1 ≤ j ≤ y} i = 1

min{l ∈ {h ′i−1 + 1, . . . , x+ y}|l 6= hj, 1 ≤ j ≤ y} 1 < i ≤ x
.

The elements of these two sequences form disjoint sets, moreover we have
di ≥ gh ′

i
for all i ∈ {1, . . . , hy − y}, the sequence (h ′1, h

′
2, . . . , h

′
hy−y

) being
lexicographically the smallest one with this property. Conversely, if there are
sequences (h ′1, h

′
2, . . . , h

′
x) satisfying di ≥ gh ′

i
for all i ∈ {1, . . . , x} we can

define the sequence (h1, h2, . . . , hy) in terms of lexicographically the smallest
such sequence (h ′1, h

′
2, . . . , h

′
x) in the following way:

hi =

{
min{l ∈ {1, . . . , x+ y}|l 6= h ′j , 1 ≤ j ≤ x} i = 1

min{l ∈ {hi−1 + 1, . . . , x+ y}|l 6= h ′j , 1 ≤ j ≤ x} 1 < i ≤ y
,

then we get back exactly the sequence (h1, h2, . . . , hy) given in Definition 1.

3 The category of Kronecker modules

In this section we present a short compilation of definitions and well-known
facts about the category of Kronecker modules, with emphasis on preinjective
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(and dually preprojective) Kronecker modules. The calculations, justifications
and proofs leading to these results can be found in many standard textbooks
on representation theory of algebras (e.g. [1, 2, 12, 13]).

Let K be the Kronecker quiver

K : 1 2
β
oo
αoo

and κ an arbitrary field. The path algebra of the Kronecker quiver is the
Kronecker algebra and we will denote it by κK. A finite dimensional right
module over the Kronecker algebra is called a Kronecker module. We denote
by mod-κK the category of finite dimensional right modules over the Kronecker
algebra.

A (finite dimensional) κ-linear representation of the quiver K is a quadru-
ple M = (V1, V2;ϕα, ϕβ) where V1, V2 are finite dimensional κ-vector spaces
(corresponding to the vertices) and ϕα, ϕβ : V2 → V1 are κ-linear maps (corre-
sponding to the arrows). Thus a κ-linear representation of K associates vector
spaces to the vertices and compatible κ-linear functions (or equivalently, matri-
ces) to the arrows. Let us denote by rep-κK the category of finite dimensional
κ-representations of the Kronecker quiver. There is a well-known equivalence
of categories between mod-κK and rep-κK, so that every Kronecker module
can be identified with a representation of K.

The simple Kronecker modules (up to isomorphism) are

S1 : κ⇔ 0 and S2 : 0⇔ κ.

For a Kronecker module M we denote by dimM its dimension and by [M] the
isomorphism class of M. The dimension of M is a vector

dimM = ((dimM)1, (dimM)2) = (mS1(M),mS2(M)),

where mSi(M) is the number of factors isomorphic with the simple module Si

in a composition series of M, i = 1, 2. As a representation M : V1
ϕα
⇔
ϕβ

V2, we

have that dimM = (dimκ V1, dimκ V2).
The defect of M ∈ mod-κK with dimM = (a, b) is defined in the Kronecker

case as ∂M = b− a.
An indecomposable moduleM ∈ mod-κK is a member in one of the following

three families: preprojectives, preinjectives and regulars. In what follows we
give some details on the first two of these families.
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The preprojective indecomposable Kronecker modules are determined up to
isomorphism by their dimension vector. For n ∈ N we will denote by Pn
the indecomposable preprojective module of dimension (n + 1, n). So P0 and
P1 are the projective indecomposable modules (P0 = S1 being simple). It is
known that (up to isomorphism) Pn = (κn+1, κn; f, g), where choosing the
canonical basis in κn and κn+1, the matrix of f : κn → κn+1 (respectively of

g : κn → κn+1) is

(
In
0

)
(respectively

(
0

In

)
). Thus in this case

Pn : κn+1 κn

( In
0 )
oo

(
0
In

)
oo

,

where In is the identity matrix. We have for the defect ∂Pn = −1.
We define a preprojective Kronecker module P as being a direct sum of

indecomposable preprojective modules: P = Pa1 ⊕ Pa2 ⊕ · · · ⊕ Pal , where we
use the convention that a1 ≤ a2 ≤ · · · ≤ al.

The preinjective indecomposable Kronecker modules are also determined up
to isomorphism by their dimension vector. For n ∈ N we will denote by In the
indecomposable preinjective module of dimension (n,n+ 1). So I0 and I1 are
the injective indecomposable modules (P0 = S2 being simple). It is known that
(up to isomorphism) In = (κn, κn+1; f, g), where choosing the canonical basis
in κn+1 and κn, the matrix of f : κn+1 → κn (respectively of g : κn+1 → κn) is(
In 0

)
(respectively

(
0 In

)
). Thus in this case

In : κn κn+1

(0 In)
oo
(In 0)oo

,

where In is the identity matrix. We have for the defect ∂In = 1.
We define a preinjective Kronecker module I as being a direct sum of inde-

composable preinjective modules: I = Ia1 ⊕ Ia2 ⊕ · · · ⊕ Ial , where we use the
convention that a1 ≥ a2 ≥ · · · ≥ al.

The sequence (a1, a2, . . . , al) determines the preinjective (respectively) pre-
projective Kronecker module up to isomorphism therefore this sequence is
called a Kronecker invariant of the module.

The category of Kronecker modules has been extensively studied because the
Kronecker algebra is a very important example of a tame hereditary algebra.
Moreover, the category has also a geometric interpretation, since it is derived
equivalent with the category of coherent sheaves on the projective line. In
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addition, Kronecker modules correspond to matrix pencils in linear algebra,
so the Kronecker algebra relates representation theory with numerical linear
algebra and matrix theory.

4 The extension monoid product of preinjective Kro-
necker modules

For d ∈ N2 let Md = {[M]|M ∈ mod-κK,dimM = d} be the set of isomorphism
classes of Kronecker modules of dimension d. Following Reineke in [11] for
subsets A ⊂Md, B ⊂Me we define

A∗B = {[X] ∈Md+e |∃ 0→ N→ X→M→ 0 exact for some [M] ∈ A, [N] ∈ B}.

So the product A ∗ B is the set of isoclasses of all extensions of modules M
with [M] ∈ A by modules N with [N] ∈ B. This is in fact Reineke’s extension
monoid product using isomorphism classes of modules instead of modules.
It is important to know (see [11]) that the product above is associative, i.e.
for A ⊂ Md, B ⊂ Me, C ⊂ Mf, we have (A ∗ B) ∗ C = A ∗ (B ∗ C). Also
{[0]} ∗ A = A ∗ {[0]} = A. We will call the operation “∗” simply the extension
monoid product.

Remark 2 For M,N ∈ mod-κK and κ finite, the product {[M]} ∗ {[N]} co-
incides with the set {[M][N]} of terms in the Ringel-Hall product [M][N] (see
Section 4 from [18]).

From now on we deal only with the extension monoid product of preinjective
Kronecker modules. It is very important to mention that all results can be
dualized in natural way to preprojective Kronecker modules as well.

According to the main result from [16] (Theorem 3.3), the possible middle
terms in preprojective (and dually preinjective) short exact sequences do not
depend on the base field. This allows us to describe the combinatorial rules
governing the extension monoid product of preinjective Kronecker modules
in a field independent way. Specifically, this allows us to restate the main
result from [18] involving the Ringel-Hall product (valid only over finite fields)
in terms of the extension monoid product (in a field independent manner).
The following theorem gives an implicit description of the extension monoid
product of two arbitrary preinjective Kronecker modules over an arbitrary
field:
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Theorem 3 If a1 ≥ · · ·ap ≥ 0, b1 ≥ · · · ≥ bn ≥ 0 and c1 ≥ · · · ≥ cr ≥ 0 are
nonnegative integers, then

[Ic1 ⊕ · · · ⊕ Icr ] ∈ {[Ia1 ⊕ · · · ⊕ Iap ]} ∗ {[Ib1 ⊕ · · · ⊕ Ibn ]}

if and only if r = n + p, ∃β : {1, . . . , n} → {1, . . . , n + p}, ∃α : {1, . . . , p} →
{1, . . . , n+p} both functions strictly increasing with Imα∩Imβ = ∅ and ∃mi

j ≥
0, 1 ≤ i ≤ n, 1 ≤ j ≤ p, such that ∀ ` ∈ {1, . . . , n+ p}

c` =


bi −

∑
β(i)<α(j)
1≤j≤p

mi
j, where i = β−1(`) ` ∈ Imβ

aj +
∑
β(i)<α(j)
1≤i≤n

mi
j, where j = α−1(`) ` ∈ Imα

. (4)

We can formulate another version of the previous theorem, based on Lemma
4 from [19], giving another equivalent characterization of the considered ex-
tension monoid product:

Theorem 4 If a1 ≥ . . . ap ≥ 0, b1 ≥ · · · ≥ bn ≥ 0 and c1 ≥ · · · ≥ cr ≥ 0 are
nonnegative integers, then

[Ic1 ⊕ · · · ⊕ Icr ] ∈ {[Ia1 ⊕ · · · ⊕ Iap ]} ∗ {[Ib1 ⊕ · · · ⊕ Ibn ]}

if and only if r = n + p,
∑n+p
i=1 ci =

∑p
i=1 ai +

∑n
i=1 bi, ∃β : {1, . . . , n} →

{1, . . . , n+p}, ∃α : {1, . . . , p}→ {1, . . . , n+p} both functions strictly increasing
with Imα∩Imβ = ∅ such that bi ≥ cβ(i) and aj ≤ cα(j) for 1 ≤ i ≤ n, 1 ≤ j ≤ p
and for any j ∈ {1, . . . , p} the following inequality is satisfied:

∑
β(i)<α(j)
1≤i≤n

(bi − cβ(i)) ≥
j∑
k=1

(cα(k) − ak).

The following combinatorial rule describes products of the form {[Ian ]}∗{[Ian−1 ]}∗
· · · ∗ {[Ia1 ]} with 0 ≤ an ≤ an−1 ≤ · · · ≤ a1 increasing. It has been proved in
[15] for finite fields and also in [20] (in a field independent context):

Theorem 5 Suppose that a1 ≥ · · · ≥ an ≥ 0 and c1 ≥ · · · ≥ cn ≥ 0. Then

[Ic1 ⊕ Ic2 ⊕ · · · ⊕ Icn ] ∈ {[Ian ]} ∗ {[Ian−1 ]} · · · ∗ {[Ia1 ]}

if and only if
∑k
i=1 ci ≤

∑k
i=1 ai for all k ∈ {1, . . . , n} with

∑n
i=1 ci =

∑n
i=1 ai.
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Remark 3 The condition
∑k
i=1 ci ≤

∑k
i=1 ai in Theorem 5 says that the par-

tition c = (c1, c2, . . . , cn) is dominated by a = (a1, a2, . . . , an), i.e. c ≺ a.

Using Theorem 4 and Theorem 5 we are ready now to prove our first result,
which is a characterization of the products of the form

{[Iap ]} ∗ {[Iap−1 ]} ∗ · · · ∗ {[Ia1 ]} ∗ {[Ib1 ]} ∗ {[Ib2 ]} ∗ · · · ∗ {[Ibn ]},

where the integers 0 ≤ ap ≤ ap−1 ≤ · · · ≤ a1 are increasingly ordered, whereas
the integers b1 ≥ b2 ≥ · · · ≥ bn ≥ 0 are decreasing.

Theorem 6 If a1 ≥ · · ·ap ≥ 0, b1 ≥ · · · ≥ bn ≥ 0 and c1 ≥ · · · ≥ cr ≥ 0 are
nonnegative integers, then

[Ic1 ⊕ Ic2 ⊕ · · · ⊕ Icr ] ∈ {[Iap ]} ∗ {[Iap−1 ]} ∗ · · · ∗ {[Ia1 ]} ∗ {[Ib1 ]} ∗ {[Ib2 ]} ∗ · · · ∗ {[Ibn ]}

if and only if r = n + p,
∑n+p
i=1 ci =

∑p
i=1 ai +

∑n
i=1 bi, ∃β : {1, . . . , n} →

{1, . . . , n+p}, ∃α : {1, . . . , p}→ {1, . . . , n+p} both functions strictly increasing
with Imα∩Imβ = ∅ such that bi ≥ cβ(i) for 1 ≤ i ≤ n and for any j ∈ {1, . . . , p}

the following inequality is satisfied:

∑
β(i)<α(j)
1≤i≤n

(bi − cβ(i)) ≥
j∑
k=1

(cα(k) − ak). (5)

Proof. As a first step, observe that {[Iap ]} ∗ {[Iap−1 ]} ∗ · · · ∗ {[Ia1 ]} ∗ {[Ib1 ]} ∗
{[Ib2 ]} ∗ · · · ∗ {[Ibn ]} =

(
{[Iap ]} ∗ {[Iap−1 ]} ∗ · · · ∗ {[Ia1 ]}

)
∗
(
{[Ib1 ]} ∗ {[Ib2 ]} ∗ · · · ∗

{[Ibn ]}
)
=

(
{[Iap ]} ∗ {[Iap−1 ]} ∗ · · · ∗ {[Ia1 ]}

)
∗ {[Ib1 ⊕ Ib2 ⊕· · ·⊕ Ibn ]}. Here we have

used the associativity of the extension monoid product and we have applied
repeatedly Theorem 3 on the second part of the product to get the equality
{[Ib1 ]} ∗ {[Ib2 ]} ∗ · · · ∗ {[Ibn ]} = {[Ib1 ⊕ Ib2 ⊕ · · · ⊕ Ibn ]}.

As for the first part of the product we use Theorem 5 to write {[Iap ]} ∗ · · · ∗
{[Ia1 ]} = {[Ia ′

1
⊕ · · · ⊕ Ia ′

p
] | (a ′1, . . . , a

′
p) ≺ (a1, . . . , ap),

∑p
i=1 a

′
i =
∑p
i=1 ai}.

Hence we have that [Ic1⊕ Ic2⊕· · ·⊕ Icr ] ∈ {[Iap ]}∗ {[Iap−1 ]}∗ · · · ∗ {[Ia1 ]}∗ {[Ib1 ]}∗
{[Ib2 ]}∗ · · · ∗ {[Ibn ]} if and only if there exists a partition a ′ = (a ′1, . . . , a

′
p) such

that |a ′| = |a|, a ′ ≺ a = (a1, . . . , ap) and [Ic1 ⊕ · · · ⊕ Icr ] ∈ {[Ia ′
1
⊕ · · · ⊕ Ia ′

p
]} ∗

{[Ib1 ⊕ · · · ⊕ Ibn ]}. For the rest of the proof we will work with this equivalent
statement.

“=⇒” Suppose there is a partition a ′ = (a ′1, . . . , a
′
p) such that |a ′| = |a|,

a ′ ≺ a and [Ic1⊕· · ·⊕Icr ] ∈ {[Ia ′
1
⊕· · ·⊕Ia ′

p
]}∗{[Ib1⊕· · ·⊕Ibn ]}. Using Theorem 4
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we immediately get the equalities r = n+p, respectively
∑n+p
i=1 ci =

∑p
i=1 ai+∑n

i=1 bi and the existence of the strictly increasing functions β : {1, . . . , n}→
{1, . . . , n+p} and α : {1, . . . , p}→ {1, . . . , n+p} with disjoint images such that
bi ≥ cβ(i) for 1 ≤ i ≤ n and

∑
β(i)<α(j)
1≤i≤n

(bi − cβ(i)) ≥
∑j
k=1(cα(k) − a

′
k) for all

j ∈ {1, . . . , p}. By reordering the last inequality and using the fact that a ′ ≺ a
we obtain∑

β(i)<α(j)
1≤i≤n

bi +

j∑
k=1

ak ≥
∑

β(i)<α(j)
1≤i≤n

bi +

j∑
k=1

a ′k ≥
j∑
k=1

cα(k) +
∑

β(i)<α(j)
1≤i≤n

cβ(i),

leading to
∑
β(i)<α(j)
1≤i≤n

(bi − cβ(i)) ≥
∑j
k=1(cα(k) − ak) as desired.

“⇐=” Conversely, suppose that the inequalities (5) and all other conditions
from the right-to-left implication are satisfied. If in addition aj ≤ cα(j) for
1 ≤ j ≤ p, then using Theorem 4 we are done (in this case a ′ = a). If
aj > cα(j) for some j ∈ {1, . . . , p}, then there exists a raising operator R and a
partition a ′ = (a ′1, . . . , a

′
p) such that a = Ra ′ and a ′j ≤ cα(j) for 1 ≤ j ≤ p

(using the fact that
∑n+p
i=1 ci =

∑p
i=1 ai+

∑n
i=1 bi and bi ≥ cβ(i) for 1 ≤ i ≤ n).

Suppose in addition that a ′ is lexicographically the greatest partition with the
mentioned property. Then the inequality∑

β(i)<α(j)
1≤i≤n

(bi − cβ(i)) ≥
j∑
k=1

(cα(k) − a
′
k)

is satisfied for all j ∈ {1, . . . , p}. Since a = Ra ′, by Corollary 1 we have a ′ ≺ a
and therefore [Ic1 ⊕ · · · ⊕ Icr ] ∈ {[Ia ′

1
⊕ · · · ⊕ Ia ′

p
]} ∗ {[Ib1 ⊕ · · · ⊕ Ibn ]} (since all

the conditions from Theorem 4 are fulfilled). �

As one can see, all we had to do to obtain the characterization of products
of the form {[Iap ]} ∗ {[Iap−1 ]} ∗ · · · ∗ {[Ia1 ]} ∗ {[Ib1 ]} ∗ {[Ib2 ]} ∗ · · · ∗ {[Ibn ]} with
0 ≤ ap ≤ ap−1 ≤ · · · ≤ a1 and b1 ≥ b2 ≥ · · · ≥ bn ≥ 0 was a relaxation of
Theorem 4 by dropping the condition a ′j ≤ cα(j) for 1 ≤ j ≤ p. We can do the
very same thing with the explicit version of Theorem 4 (which is Theorem 6
from [19]). We state the following:

Theorem 7 Let a1 ≥ · · ·ap ≥ 0, b1 ≥ · · · ≥ bn ≥ 0, c1 ≥ · · · ≥ cr ≥ 0 be de-

creasing sequences of nonnegative integers and let Bj = {l ∈ {0, . . . , n}|
∑l
k=1 bk+∑j

k=1 ak ≥
∑l+j
k=1 ck} for 1 ≤ j ≤ p. Then

[Ic1 ⊕ Ic2 ⊕ · · · ⊕ Icr ] ∈ {[Iap ]} ∗ {[Iap−1 ]} ∗ · · · ∗ {[Ia1 ]} ∗ {[Ib1 ]} ∗ {[Ib2 ]} ∗ · · · ∗ {[Ibn ]}
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if and only if r = p + n,
∑r
i=1 ci =

∑p
i=1 ai +

∑n
i=1 bi, Bj 6= ∅, bi ≥ cβi for

1 ≤ j ≤ p and 1 ≤ i ≤ n, where

αj =

{
min(B1 + 1), j = 1

max(αj−1 + 1,minBj + j), 1 < j ≤ p

and

βi =

{
min(l ∈ {1, . . . , r)|l 6= αj, 1 ≤ j ≤ p}, i = 1

min(l ∈ {βi−1 + 1, . . . , r}|l 6= αj, 1 ≤ j ≤ p), 1 < i ≤ n
.

In this case all we had to do was to drop the condition aj ≤ cαj .
This also leads to a very simple linear-time algorithm (in the number of

indecomposables), a slightly modified version of the algorithm given in [19].
Given the preinjective modules Ic1 ⊕ Ic2 ⊕ · · · ⊕ Icr , Ia1 , . . . , Iap , Ib1 , . . . , Ibn ∈
mod-κK (with 0 ≤ ap ≤ ap−1 ≤ · · · ≤ a1 and b1 ≥ b2 ≥ · · · ≥ bn ≥ 0) this is
a method one could follow in practice to decide whether [Ic1⊕ Ic2⊕· · ·⊕ Icr ] ∈
{[Iap ]} ∗ {[Iap−1 ]} ∗ · · · ∗ {[Ia1 ]} ∗ {[Ib1 ]} ∗ {[Ib2 ]} ∗ · · · ∗ {[Ibn ]}:

First check the conditions r = n+p and
∑r
i=1 ci =

∑p
i=1 ai+

∑n
i=1 bi. If these

are not fulfilled stop with a negative answer, otherwise set the initial values
j = i = k = 1 for the integers used to index elements from the sequences
(a1, . . . , ap), (b1, . . . , bn) respectively (c1, . . . , cr). Repeat the following steps
for all successive values of 1 ≤ k ≤ r:

1. If j ≤ p and (a1+ · · ·+aj−1)+ (b1+ · · ·+bi−1)+aj ≥ c1+ · · ·+ ck, then
increase j by one.

2. Else, if i ≤ n and bi ≥ ck and (a1+ · · ·+aj−1)+ (b1+ · · ·+bi−1)+bi ≥
c1 + · · ·+ ck, then increase i by one.

3. If none of the steps above can be carried out than stop with a negative
answer.

Finally, if one of the first two steps can be made for k = r too, then return
a positive answer, i.e. we have [Ic1 ⊕ Ic2 ⊕ · · · ⊕ Icr ] ∈ {[Iap ]} ∗ {[Iap−1 ]} ∗ · · · ∗
{[Ia1 ]} ∗ {[Ib1 ]} ∗ {[Ib2 ]} ∗ · · · ∗ {[Ibn ]}.

It is trivial to see that the algorithm is linear in the number of indecompos-
ables (i.e. in r = n + p), since the only cycle in the algorithm runs at most r
times and the partial sums a1+ · · ·+aj, b1+ · · ·+ bi and c1+ · · ·+ ck can be
computed one term at a time at every iteration.
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Finally, we show that the conditions given in Theorem 6 are equivalent to the
conditions of the generalized majorization, described in Section 2, establishing
a module theoretical background for this notion.

Corollary 2 Let d = (d1, . . . , dx), a = (a1, . . . , ay), and g = (g1, . . . , gx+y)
be partitions. Then

[Ig1 ⊕ · · · ⊕ Igx+y ] ∈ {[Iay ]} ∗ · · · ∗ {[Ia1 ]} ∗ {[Id1 ]} ∗ · · · ∗ {[Idx ]}

if and only if g ≺ ′ (d,a), i.e. g is majorized by d and a.

Proof. The proof is obviously based on Theorem 6, hence let us begin by high-
lighting the equivalent notations: x = n, y = p, x+ y = r, a = (a1, . . . , ay) =
(a1, . . . , ap), d = (d1, . . . , dx) = (b1, . . . , bn), g = (g1, . . . , gx+y) = (c1, . . . , cr),
where n, p, r, (a1, . . . , ap), (b1, . . . , bn) and (c1, . . . , cr) are the corresponding
variables used in the statement of Theorem 6.

“=⇒” If [Ig1 ⊕ · · · ⊕ Igx+y ] ∈ {[Iay ]} ∗ · · · ∗ {[Ia1 ]} ∗ {[Id1 ]} ∗ · · · ∗ {[Idx ]} then
condition (3) from Definition 1 is immediate. We also know that we have a
strictly increasing function β : {1, . . . , x} → {1, . . . , x + y} such that di ≥ gβ(i)
for 1 ≤ i ≤ x. Among all these functions let β be the function for which the
sequence (β(1), β(2), . . . , β(x)) is lexicographically the smallest one with this
property. We immediately have for the corresponding function α : {1, . . . , y}→
{1, . . . , x+y} that (α(1), . . . , α(y)) = (h1, . . . , hy) (see Remark 1 at the end of
Section 2). By reordering the inequality corresponding to (5) from Theorem 6
we get ∑

β(i)<α(j)
1≤i≤x

di +

j∑
k=1

ak ≥
j∑
k=1

gα(k) +
∑

β(i)<α(j)
1≤i≤x

gβ(i) =

α(j)∑
i=1

gi,

which is equivalent with

α(j)∑
i=1

gi ≤
α(j)−j∑
i=1

di +

j∑
i=1

ai

for all j ∈ {1, . . . , y}. Since (α(1), . . . , α(y)) = (h1, . . . , hy), this is exactly
condition (2) from the definition. Condition (1) also follows easily, since β(i) ≤
i+ y and therefore di ≥ gβ(i) ≥ gi+y for all i ∈ {1, . . . , x}.

“⇐=” Conversely, let g to be majorized by d and a. Set (α(1), . . . , α(y)) =
(h1, . . . , hy) and (β(1), . . . , β(x)) = (h ′1, . . . , h

′
x) as described in Remark 1.

Then condition (2) is equivalent with the inequalities (5) from Theorem 6.
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Condition (3) transfers as it is, and we also know that di ≥ gβ(i) for all
i ∈ {1, . . . , α(y) − y}. If α(y) − y = x, we are done, otherwise we must have
(β(α(y)−y+1), . . . , β(x)) = (α(y)+1, . . . , x+y). Considering now condition
(1) we can write di ≥ gi+y = gβ(i) for all i ∈ {α(y)−y+1, . . . , x}, so di ≥ gβ(i)
is fulfilled on the whole range 1 ≤ i ≤ x and the implication now follows by
Theorem 6. �
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[6] M. Dodig, M. Stos̆ić, On properties of the generalized majorization, Elec-
tron. J. Linear Algebra, 26 (2013), 471–509.

[7] F. R. Gantmacher, Matrix theory, Vol. 1 and 2, Chelsea, New York, 1974.

[8] Y. Han, Subrepresentations of Kronecker representations, Linear Algebra
Appl., 402 (2005), 150–164.
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[14] Cs. Szántó, Hall numbers and the composition algebra of the Kronecker
algebra, Algebr. Represent. Theory, 9 (2006), 465–495.
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functions
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Abstract. Let φ be an analytic self-map of the open unit disk D in
the complex plane. Such a map induces through composition a linear
composition operator Cφ : f 7→ f◦φ. We are interested in the combination
of Cφ with the differentiation operator D, that is in the operator DCφ :
f 7→ φ ′ · (f ◦ φ) acting between weighted Bergman spaces and weighted
Banach spaces of holomorphic functions.

1 Introduction

Let D denote the open unit disk in the complex plane. For an analytic self-map
φ of D the classical composition operator Cφ is given by

Cφ : H(D)→ H(D), f 7→ f ◦ φ,

where H(D) denotes the set of all analytic functions on D. Combining this
with differentiation we obtain the operator

DCφ : H(D)→ H(D), f 7→ φ ′ · (f ′ ◦ φ).
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Key words and phrases: composition operator, differentiation operator, weighted
Bergman spaces, weighted Banach spaces of holomorphic functions
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Composition operators occur naturally in various problems and therefore have
been widely investigated. An overview of results in the classical setting of the
Hardy spaces as well as an introduction to composition operators is given in
the excellent monographs by Cowen and MacCluer (cf. [6]) and Shapiro (cf.
[13]).
Next, let us explain the setting in which we are interested. Bounded and
continuous functions v : D→]0,∞[ are called weights. For such a weight v we
define

H∞
v := {f ∈ H(D); ‖f‖v := sup

z∈D
v(z)|f(z)| <∞}.

Since, endowed with the weighted sup-norm ‖.‖v, this is a Banach space, we say
that H∞

v is a weighted Banach space of holomorphic functions. These spaces
arise naturally in several problems related to e.g. complex analysis, spectral
theory, Fourier analysis, partial differential and convolution equations. Con-
crete examples may be found in [4]. Weighted Banach spaces of holomorphic
functions have been studied deeply in [3], but also in [5] and [2].

The weighted Bergman space is defined to be the collection of all analytic
functions f ∈ H(D) such that

Av,p := {f ∈ H(D); ‖f‖v,p :=
(∫

D
|f(z)|pv(z) dA(z)

) 1
p

<∞}, 1 ≤ p <∞
where dA(z) denotes the normalized area measure. The investigation of
Bergman spaces has quite a long and rich history. An excellent introduction
to Bergman spaces is given in [9].
In this article we characterize boundedness and compactness of operators
DCφ : Av,p → H∞

w in terms of the involved self-map φ and the weights v
and w.

2 Basics

We study weighted spaces generated by the following class of weights. Let ν
be a holomorphic function on D that does not vanish and is strictly positive on
[0, 1[. Moreover, we assume that limr→1 ν(r) = 0. Then we define the weight v
in the following way

v(z) := ν(|z|2) for every z ∈ D. (1)

Examples include all the famous and popular weights, such as
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1. the standard weights v(z) = (1− |z|2)α, α ≥ 1,

2. the logarithmic weights v(z) = (1− log(1− |z|2))β, β > 0,

3. the exponential weights v(z) = e
− 1

(1−|z|2)α , α ≥ 1.

For a fixed point a ∈ D, we introduce a function

va(z) := ν(az) for every z ∈ D.

Since ν is holomorphic on D, so is the function va. Moreover, in particular, we
will often assume that there is a constant C > 0 such that

sup
a∈D

sup
z∈D

v(z)

|va(z)|
≤ C. (2)

In the sequel we analyze which role condition (2) plays in the zoo of conditions
on weights. Lusky (cf. [12]) studied weights satisfying the following conditions
(L1) and (L2) (renamed after the author) which are defined as follows

(L1) inf
n∈N

v(1− 2−n−1)

v(1− 2−n)
> 0 and (L2) lim sup

n→∞
v(1− 2−n−j)

v(1− 2−n)
< 1 for some j ∈ N.

Actually, weights which enjoy both conditions (L1) and (L2) are normal weights
in the sense of Shields and Williams (see [14]). Obviously, condition (2) is con-
nected with condition (L2) in the following way. If we change (2) as follows

sup
a∈D

sup
z∈D

v(z)

|va(z)|
< 1, (3)

then (L2) is equivalent with (3), if we assume that |ν(z)| ≥ ν(|z|) for every
z ∈ D. To show this, let us first assume that (L2) holds. Hence we can find
j ∈ N such that

v(1− 2−n−j)

v(1− 2−n)
< 1 for every n ∈ N.

Next, we fix z ∈ D and a ∈ D. Then we can find n ∈ N such that

|z| ≥ 1− 2−n−j and |az| < 1− 2−n.

Now,
v(z)

|ν(az)|
≤ v(1− 2

−n−j)

v(1− 2−n)
< 1 for every n ∈ N.
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Finally

sup
a∈D

sup
z∈D

v(z)

|va(z)|
< 1.

Conversely, we suppose that (3) is satisfied. We take j = 1, fix n ∈ N and
select

an :=
(1− 2−n)2

(1− 2−n−1)
.

We obtain
v(1− 2−n−1)

v(1− 2−n)
≤ v(z)

|ν(anz)|
≤ sup
a∈D

sup
z∈D

v(z)

|va(z)|
< 1.

Thus, under some additional assumptions (2) is a weaker version of (L2). Cal-
culations show that the standard weights as well as the logarithmic weights
satisfy condition (2), while the exponential weights do not fulfill condition (2).
Finally, we need some geometric data of the unit disk. A very important tool
when dealing with operators such as defined above is the so-called pseudohy-
perbolic metric given by

ρ(z, a) := |σa(z)|,

where σa(z) := a−z
1−az , z, a ∈ D, is the Möbius transformation which inter-

changes a and 0.

3 Results

Lemma 1 Let v(z) = f(|z|) for every z ∈ D, where f ∈ H(D) is a function
whose Taylor series (at 0) has nonnegative coefficients. We assume addition-
ally that v satisfies condition (2). Then there is a constant C > 0 such that

|f(z)| ≤ C
1
p

‖f‖v,p
v(0)

1
p (1− |z|2)

2
p v(z)

1
p

.

Proof. Recall that a weight v as defined above may be written as

v(z) := max{|g(λz)|; |λ| = 1} for every z ∈ D.

We will write gλ(z) := g(λz) for every z ∈ D. Next, fix λ ∈ C with |λ| = 1.
Moreover, let α ∈ D be an arbitrary point. We consider the map

Tα,λ : A
p
v → Apv , Tα,λf(z) = f(σα(z))σ

′
α(z)

2
pgλ(σα(z))

1
p .
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Then a change of variables yields

‖Tα,λf‖pv,p =

∫
D
v(z)|f(σα(z))|

p|σ ′α(z)|
2|gλ(σα(z))| dA(z)

≤
∫
D
|f(σα(z))|

v(z)

v(σα(z))
|σ ′α(z)| dA(z)

≤ C

∫
D

∫
D
|f(σα(z))|v(σα(z))|σ

′
α(z)|

2 dA(z)

≤ C

∫
D
v(t)|f(t)|p dA(t) = C‖f‖pv,p.

Now put hλ(z) := Tα,λ(z) for every z ∈ D. By the mean value property we
obtain

v(0)|hλ(0)|
p ≤
∫
D
v(z)|hλ(z)|

p dA(z) = ‖hλ‖pv,p ≤ C‖f‖pv,p.

Hence
v(0)|hλ(0)|

p = v(0)|f(α)|p(1− |α|2)2|gλ(α)| ≤ C‖f‖pv,p.

Since λ was arbitrary we obtain that

v(0)|f(α)|p(1− |α|2)2v(α) ≤ C‖f‖pv,p

Thus,

|f(α)| ≤ C
1
p

‖f‖v,p
v(0)

1
p (1− |α|2)

2
p v(α)

1
p

.

Since α was arbitrary, the claim follows. �

Lemma 2 Let v(z) = f(|z|) for every z ∈ D, where f ∈ H(D) is a function
whose Taylor series (at 0) has nonnegative coefficients. We assume addition-
ally that v satisfies condition 2. Then for every f ∈ Apv there is Cv > 0 such
that

|f(z) − f(w)| ≤ Cv‖f‖v,p max

{
1

(1− |z|2)
2
p v(z)

1
p

,
1

(1− |w|2)
2
p v(w)

1
p

}
ρ(z,w)

for every z,w ∈ D.

Proof. The proof is completely analogous to the proof given in [17]. Hence we
omit it here. �
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Lemma 3 Let v(z) = f(|z|) for every z ∈ D, where f ∈ H(D) is a function
whose Taylor series (at 0) has nonnegative coefficients. We assume addition-
ally that v satisfies condition (2). Then for f ∈ H∞

v and z ∈ D:

|f ′(z)| ≤ M

v(0)
1
p (1− |z|2)1+

2
p v(z)

1
p

‖f‖v,p.

Proof. By Lemma 2 we have that

|f(z) − f(w)| ≤ M

v(0)
1
p

{
1

(1− |z|2)
2
p v(z)

1
p

,
1

(1− |w|2)
2
p v(w)

1
p

}
ρ(z,w)‖f‖v,p.

Now∣∣∣∣f(z+ h) − f(z)|h|

∣∣∣∣
≤ M

v(0)
1
ph

max

{
1

(1− |z+ h|2)
2
p v(z+ h)

1
p

,
1

(1− |z|2)
2
p v(z)

1
p

}
ρ(z+ h, z)‖f‖v,p

=
M

v(0)
1
p |h|

max

{
1

(1− |z+ h|2)
2
p v(z+ h)

1
p

,
1

(1− |z|2)
2
p v(z)

1
p

}
∣∣∣∣∣ z+ h− z

1− (z+ h)z

∣∣∣∣∣ ‖f‖v,p
=

M

v(0)
1
p

max

{
1

(1− |z+ h|2)
2
p v(z+ h)

1
p

,
1

(1− |z|2)
2
p v(z)

1
p

}
∣∣∣∣∣ 1

1− (z+ h)z

∣∣∣∣∣ ‖f‖v,p.
Finally, let h tend to zero and obtain

|f ′(z)| ≤ M

v(0)
1
p (1− |z|2)1+

2
p v(z)

1
p

‖f‖v,p.

�

Proposition 1 Let v(z) = f(|z|) for every z ∈ D, wehre f ∈ H(D) is a function
whose Taylor series (at 0) has nonnegative coefficients. We assume addition-
ally that v satisfies condition (2). Then DCφ : Av,p → H∞

w is bounded if and
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only if

sup
z∈D

w(z)|φ ′(z)|

(1− |φ(z)|2)1+
2
p v(φ(z))

1
p

<∞. (4)

Proof. First, we assume that (4) is satisfied. Applying Lemma 1 we obtain

‖DCφf‖w = sup
z∈D

w(z)|φ ′(z)||f ′(φ(z))| ≤ C sup
z∈D

w(z)|φ ′(z)|

(1− |φ(z)|2)1+
2
p v(φ(z))

1
p

.

Hence DCφ : Av,p → H∞
w must be bounded.

Conversely, let a ∈ D be arbitrary. Then there exists fpa in the unit ball of H∞
v

such that |fa(a)|
p = 1

ṽ(a) . Now put

ga(z) := fa(z)ϕa(z) for every z ∈ D.

Hence ‖ga‖pv,p =
∫
D |ga(z)|

pv(z) dA(z) ≤ supz∈D v(z)|fa(z)|
p
∫
D |ϕa(z)|

p dA(z) ≤
K. Moreover,

g ′a(z) = f
′
a(z)ϕa(z) + fa(z)ϕ

′
a(z) for every z ∈ D.

Next, we assume that there is a sequence (zn)n ⊂ D such that |φ(zn)|→ 1 and

w(zn)|φ
′(zn)|

(1− |φ(zn)|2)
1+ 2

p v(φ(zn))
1
p

≥ n for every n ∈ N.

Thus consider now gn(z) := gφ(zn)(z) for every n ∈ N as defined above. Obvi-
ously (gn)n is contained in the closed unit ball of Av,p and

c ≥ w(zn)|φ ′(zn)||g ′n(φ(zn))| =
w(zn)|φ

′(zn)|

v(φ(zn))
1
p (1− |φ(zn)|2)

1+ 2
p

≥ n

for every n ∈ N which is a contradiction. �

Proposition 2 Let v(z) = f(|z|), z ∈ D, where f ∈ H(D) is a function whose
Taylor series (at 0) has nonnegative coefficients. Moreover, we assume that v
satisfies (2). Then the operator DCφ : Apv → H∞

w is compact if and only if

lim sup
|φ(z)|→1

w(z)|φ ′(z)|

(1− |φ(z)|2)1+
2
p v(φ(z))

1
p

.
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Proof. Let (fn)n be a bounded sequence in Av,p that converges to zero uni-
formly on the compact subsets of D. Let M := supn ‖fn‖v,p <∞. Given ε > 0
there is r > 0 such that if |φ(z)| > 0, then

w(z)|φ ′(z)|

(1− |φ(z)|2)1+
2
p v(φ(z))

1
p

≤ ε

2Cv
.

On the other hand, since fn → 0 uniformly on {u; |u| ≤ r}, there is an n0 ∈ N
such that if |φ(z)| ≤ r and n ≥ n0, then w(z)|f ′n(φ(z))||φ

′(z)| < ε
2 . Now, an

application of Lemma 3 yields

sup
z∈D

w(z)|f ′n(φ(z))||φ
′(z))| ≤ sup

|φ(z)|≤r
w(z)|f ′n(φ(z))||φ

′(z)|

+ sup
|φ(z)|>r

w(z)|f ′n(φ(z))||φ
′(z)|

≤ ε

2
+ sup

|φ(z)|>r

Cvw(z)|φ
′(z)|

(1− |φ(z)|2)
2
p
+1
v(φ(z))

1
p

< ε.

Thus, the claim follows.
Conversely, we suppose that DCφ : Av,p → H∞

w is compact and that there are
δ > 0 and (zn)n ⊂ D with |φ(zn)|→ 1 such that

w(zn)|φ
′(zn)|

(1− |φ(zn)|2)
1+ 2

p v(φ(zn))
1
p

≥ δ.

Since |φ(zn)| → 1 there exist natural numbers α(n) with limn→∞ α(n) = ∞
such that |φ(zn)|

α(n) ≥ 1
2 for every n ∈ N.

Next, for every n ∈ N we consider the function

gn(z) := fn(z)σ
1+ 2

p

φ(zn)
(z)zα(n),

where fpn ∈ H∞
v such that ‖fpn‖v ≤ 1 and |fn(φ(zn))|

p = 1
ṽ(φ(zn))

. Then we
obtain

‖DCφfn‖w ≥ w(zn)|φ
′(zn)||f

′
n(φ(zn))|

≥ w(zn)|φ
′(zn)||φ(zn)|

α(n)

ṽ(φ(zn))
1
p (1− |φ(zn)|2)

1+ 2
p

≥ 1

2

w(zn)|φ
′(zn)|

ṽ(φ(zn))
1
p (1− |φ(zn)|2)

1+ 2
p

≥ 1
2
δ.

This is a contradiction. �
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