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An MRP-based integer programming model

for capacity planning

LEVENTE SZASZ"*

Abstract

Capacity planning decisions represent an important topic in the operations mana-
gement literature, as they greatly influence the performances of the firm and determine
if the firm is able to satisfy market demand in each period. In order to be able to deal
with uncertainties and fluctuations of market demand and other elements of the internal
and external environment, capacity planning decisions are broken down into several le-
vels of aggregation. This paper builds a general integer programming model for capacity
planning at the master production scheduling (MPS) level. Input data and parameters
for the model can be gathered from a typical MRP/MRP II-based information system.
Using the integer programming model we can determine the optimal level of production
capacities, at which operating costs are minimal. The last chapter of the article presents
a case study, where we use the integer programming model built to investigate what cost
reductions are possible by optimizing capacity levels at a small-sized firm from the texti-
le industry.

Keywords: capacity planning, MRP/MRP II system, production planning and con-
trol, integer programming, master production schedule.

1. Introduction

Capacity planning and control decisions are one of the most fundamental
decisions in operations management as they provide the capability of a com-
pany to satisfy current and future market demand. Additionally, capacity plan-
ning decisions provide a rigid framework and constraint for other operations
and production decisions. In a continuously changing, dynamic environment
firms face many uncertainties, like variable customer demand, and the mana-
gement of these firms has to find a way to effectively deal with these uncerta-
inty factors. In capacity planning the main factor that influences a firm’s ope-
rational efficiency is fluctuating market demand. A firm can deal with demand
uncertainties basically in two different ways on aggregate level (Voros 2007):
actively attempt to change demand patterns to fit capacity availability (1), or
reactively adjust production capacities to deal with the fluctuations in demand

! Invest in people!” PhD scholarship in ,,Project financed from European Social Fund
through the Sectoral Operational Program Human Resources Development 2007-2013”

* Ph. D. candidate, Babes-Bolyai University, Faculty of Economics and Business Ad-
ministration.




4 Levente Szasz

(2). In this paper we will investigate the second option to deal with changes in
demand. The second, reactive option includes two different capacity strate-
gies: the firm can predict future demand fluctuations and set production capa-
city to a constant level, which still makes possible to fulfill market demand in
each period, or it can attempt to follow the fluctuation of market demand by
adjusting capacity levels in each period. In this article we try to build an inte-
ger programming model which follows the latter strategy and changes produc-
tion capacity levels accordingly to market demand fluctuations.

In order to achieve this, in the second chapter we will demonstrate that ca-
pacity planning decisions play a crucial role in a firm’s operations strategy and
can have a major impact on a firm’s overall production efficiency. In the third
chapter we also briefly review these important capacity decisions are broken
down into multiple hierarchical levels in order to find the best capacity confi-
guration possible. The fourth chapter investigates the connection between pro-
duction planning and control (PPC) information systems and the capacity
planning process, highlighting those elements of a PPC system which can offer
a high quality input data for capacity planning on the master production sche-
duling (MPS) level. Based on these input data, in the fifth chapter, we build a
general linear programming model with integer variables for capacity planning
on the MPS level. The sixth chapter contains a case study which uses the mo-
del built in the previous chapter to demonstrate in a real case that by determi-
ning the optimal capacity level the firm can improve the efficiency of its pro-
duction system and the firm’s overall performance.

2. The strategic role of capacity planning decisions

Capacity planning is an important part of operations strategy as it plays a
critical role in the success of an organization. In operations management capa-
city planning problems are one of the most critical ones, since all other opera-
tions planning problems are managed within the framework of the capabilities
set by the capacity plan. Production capacity decisions for new, expanding,
and existing facilities have a direct impact on a firm's competitive position and
resulting profitability (Hammersfahr et al. 1993). There are several reasons,
which make capacity decisions one of the most fundamental decisions of stra-
tegic operations management (Stevenson 1996):

* Capacity decisions have a major impact on a firm’s ability to meet future
demand for products and services;

* There is a significant relationship between capacity and operating costs.
Costs of over- and undersized capacity should always be taken into considera-
tion in strategic planning.
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* The strategic importance of capacity decisions also lies in the initial cost
involved. Required production capacity is usually a major determinant of in-
vestment costs.

*The importance of capacity decisions stems from the often required long-
term commitment of resources and the fact that, once they are implemented, it
may be difficult or impossible to modify those decisions without incurring ma-
jor costs.

Referring to the important role of capacity planning and controlling prob-
lems, other authors argue that the decisions operations managers take in devi-
sing their capacity plans will affect several different aspects of performance
(Slack et al. 2007):

* Costs will be affected by the balance between capacity and demand. Ca-
pacity levels in excess of demand could mean under-utilization of capacity
and therefore high unit costs.

* Revenues will also be affected by the balance between capacity and de-
mand, but in the opposite way. Capacity levels equal to or higher than demand at
any point in time will ensure that all demand is satisfied and no revenue is lost.

* Working capital will be affected if an operation decides to build up finis-
hed goods inventory prior to demand. This might allow demand to be satisfied,
but the organization will have to fund the inventory until it can be sold.

* Quality of goods or services might be affected by a capacity plan, which
involved large fluctuations in capacity levels, by hiring temporary staff for
example. The new staff and the disruption to the operation’s routine working
could increase the probability of errors being made.

* Speed of response to customer demand could be enhanced, either by the
build-up of inventories (allowing customers to be satisfied directly from the in-
ventory rather than having to wait for items to be manufactured) or by the deli-
berate provision of surplus capacity to avoid queuing.

* Dependability of supply will also be affected by how close demand le-
vels are to capacity. The closer demand gets to operation’s capacity ceiling, the
less able it is to cope with any unexpected disruptions and the less dependable
its deliveries of goods and services could be.

* Flexibility, especially volume flexibility, will be enhanced by surplus ca-
pacity. If demand and capacity are in balance, the operation will not be able to
respond to any unexpected increase in demand.

3. Main objective and structure of capacity planning decisions
Capacity planning is a very complex decisional process and, as we have
seen, can have a major impact on a firm’s competitive position. As the most
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important goal of capacity planning is to meet future customer demand, run-
ning a production system with sufficiently large capacities seems to be a prio-
rity. However, having too much capacity leads to underutilization of capacities
and wasted capital costs, which weaken the competitive position of a firm. On
the other hand, having less capacity than required in a certain period of time
leads to unfulfilled market demand, which can damage the firm’s public image
and incurs the costs of lost sales. Therefore, over-utilization of capacities has
also a negative impact on the firm’s competitive position.

Thus, capacity planning involves delicate decisions, which balance bet-
ween the two extremities illustrated above. Uncertainties regarding future
market demand increase the difficulty of this problem. However, finding the
optimal solution of capacity-sizing problems and expanding/reducing capaci-
ties at the right moment of time can significantly contribute to the efficiency of
a production system.

In order to find an optimal, balanced solution, capacity planning deci-
sions are usually made at multiple hierarchical levels in an organization,
which involve different planning horizons. Usually, we can identify two
major levels of capacity decisions, which are part of either the long-term, or
the short-term capacity planning process (Krajewski et al. 2007, Wortman et
al. 1996). Bahl (Bahl 1991) describes managerial decisions in capacity plan-
ning as a hierarchy of decisions, where capacity planning involves long-
term decisions with a planning horizon of 3-10 years, while capacity adjus-
tments and balancing involve medium-range decisions with a planning ho-
rizon of 1-3 years. In today’s rapidly changing markets these numbers may
seem somewhat rough and large, when flexibility and quick responsiveness
to environmental changes is considered to be a key factor to market success.
Still, the hierarchisation of these decisions shows the complexity of capa-
city planning process, involving different planning horizons. Long- term ca-
pacity planning decisions are also referred to as rough-cut capacity check
(RCCCQ) or simply capacity planning, while short-term capacity planning is
also referred to as capacity requirements planning (CRP) or detailed capa-
city planning (DCP) (Gupta et al. 2006, Wortman et al. 1996). The first cate-
gory represents the planning process which decides how much of each ca-
pacity resource to install, while the second category allocates available ca-
pacity among different products or jobs (Balachandran et al. 1997). Ac-
tually, RCCC is a capacity availability check applied at the master produc-
tion schedule level for longer-term planning purposes, while DCP is a capa-
city availability check applied to planned order releases for shorter-term
planning purposes (Ding et al. 2007).
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Another approach to these concepts suggests that the entire planning pro-
cess is started from the highest level of product aggregation and it is continued
until the lowest possible level of detail is reached. The typical hierarchy of
plans involves different approaches to capacity planning at every level:

Table 1. Typical hierarchy of capacity planning decisions

Aggregation level Type of capacity planning
1. Aggregate planning Resource Requirements Planning
(RRP)
Master Production Scheduling Rough-Cut Capacity Planning
2.
(MPS) (RCCP)

3 Material Requirements Planning | Capacity Requirements Planning

' (MRP) (CRP)
4. Shop floor control Input-output analysis

Source: Diaz - Laguna 1996

According to the same authors, subdividing the capacity planning prob-
lem into hierarchical levels according to different degrees of aggregation has
the advantage of increasing the tractability of the corresponding subproblems.
Inaddition, these subproblems usually map to different responsibility levels of
the organizational structures of most companies.

This paper focuses mainly on long-term capacity planning (Rough-cut ca-
pacity planning) and on the timing of capacity expansions/reductions, but in
the case-study presented we include also some short-term considerations re-
garding capacity adjustments into the capacity planning model. Looking at the
aggregation level we focus basically on the Master Production Scheduling le-
vel by performing a rough-cut capacity check. However, by including in our
model the possibility to use overtime, we reach down in the hierarchy until the
Material Requirements Planning level, and identify some adjustment possibili-
ties on the level of different product types.

4. The role of information systems in capacity planning decisions

For an efficient capacity planning process there is a need for accurate in-
formation regarding (Naghi et al. 2009):

1. Quantities of expected future demand for different product types;

2. Duration and type of manufacturing processes needed (or ,machine ti-

mes”) in order to produce the product types demanded;
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3. Current capacities available regarding every type of manufacturing pro-

cesses (or number of different machine types available);

4. Manufacturing costs on process level (monthly cost of maintaining and ope-

rating different types of machines, cost of labor force, cost of overtime etc.).

These information are needed to develop a capacity plan which enables
the production of different product types - in the demanded quantity and at the
lowest possible cost. This requires a capacity plan, which minimizes the cost
of over- and underutilization of production capacities, but does not incur the
cost of lost sales.

Information systems for production planning and control usually posses a
database, which contains a major part of the information, needed as input for
an efficient capacity planning process. As information solutions evolved star-
ting from Materials Requirement Planning (MRP) systems, through Manufactu-
ring Resource Planning (MRP II) systems, reaching the Enterprise Resource
Planning (ERP) system’s complexity, capacity planning techniques were tried
to be included as part of these systems, with greater or lesser success. Original
MRP systems aimed at efficient scheduling of production requirements so that
raw materials, components and subassemblies can be provided in the right
amount and at the right time (Ram et al. 2006). ERP systems today are the latest
and the most significant development of the original MRP philosophy. The his-
torical development of ERP systems can be followed on figure 1.

Web-integrated enterprise resource planning
(collaborative commerce, e-commerce)

Increasing
impact on Enterprise resource planning
the whole (ERP)
supply Manufacturing resource
network planning (MRP II)
Material requirements
planning (MRP)

Increasing integration of information systems

Source: Slack et al. 2007

Figure 1. The evolution of MRP-based production planning
and control systems
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Many authors state (Du - Wolfe 2000, Gould 1998), that one major problem
of MRP-based information systems is that they mainly ignore capacity constra-
ints, assuming infinite resources (machine capacity and labor). Capacity Requ-
irements Planning (CRP) and its complementary systems at different levels of
aggregation were added to MRP II systems and they tried to correct this situa-
tion by identifying under-utilization and overload conditions at a machine or
manufacturing unit. Some authors report that even CRP systems in an MRP II
environment provide only information regarding a capacity problem, but not a
viable solution to the planner (Wuttipornpun - Yenradee 2004).

Inthis paper we develop a simple capacity planning system based on the 4
types of information, listed at the beginning of this chapter. Looking at an
MRP/MRP II based information system as a set of algorithms and objects, the
needed information is provided by the following parts (units, objects, data ta-
bles) of the system:

1. Fully functional MRP II systems include a unit, which supports the sa-
les and marketing function of the company. This unit next to order entry
and billing is also responsible for projecting, forecasting product demand
based on historical data (Duchessi et al. 1989). Using powerful statistical
tools they can provide vital input information for capacity planning regar-
ding the expected demand of different product types. Having the expected
demand we can build the future master production schedule (MPS),
which is a prerequisite to perform the rough-cut capacity check (Diaz - La-
guna 1996).
2. Machine types and machine times needed to produce the demanded
types of products is included in the operations list. This describes the du-
ration and sequence of tasks to be performed to produce a finished good or
a fabricated component.
3. As MRP systems evolved to MRP II systems, a larger database was also
created which included data not only referring to the type and quantity of
materials needed in production, but also regarding the number of machi-
nes, types of capacities and labor force needed (Stegerean 2002). This in-
formation provides us the actual capacity constraints, which have to be ta-
keninto consideration during the capacity planning process.

4. The evolutionary process of MRP systems, illustrated on figure 1., al-

so meant, that MRP II systems took over the role to tie the basic MRP

system to the company’s financial system and other core processes (Kra-
jewski et al. 2007). This enables us to calculate the exact costs to maintain

a unit of capacity (a machine), including the cost of capital, the cost of la-

bor force and other incidental expenses.
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5. An integer programming model for capacity planning

Using the information listed above we can formulate a general linear pro-
gramming model, which rationalizes capacity utilization. We build this model
based on a paper presented by the author and two co-authors on an internatio-
nal conference (Naghi et al. 2009), and we also add some minor modifications.
The following model aims to minimize the total operating cost of the produc-
tion capacity used, while satisfying market demand (lost sales are not allowed).

For a general linear programming model we first need to determine the va-
lues of the two parameters listed below:

* ct—the average number of days of order cycle times

* th — the average number of days after which the company can make deci-
sions regarding capacity dimensioning.

With the help of these to parameters, we can find out how many orders oc-
cur over one capacity planning horizon (T), which is the average number of
days in a capacity planning horizon (th) divided by the order cycle time (ct):

T=th/tc

For example in the case study presented in this paper we use the following
time periods:

* Average order cycle time is one week — after receiving the placed order
from the customer the company has one week to produce the demanded quan-
tity

* Capacity planning time horizon is one month — the company can make
capacity resizing decisions on a monthly basis

Having this information, the objective function of the linear programming
model can be formulated as follows:

T n

minz =Y, ()

t=1 1i=1

n
- . t
Xi'Ci"‘E x -to; - cqg) .,
i=1

where the elements of the objective function denote the following quanti-
ties:

z— objective function value that has to be minimized; z represents the total
cost needed to operate the production capacities (machines) per month
(both in regular time and overtime);

t —current index of order cycle time

T—number of order cycle times in one capacity planning time-horizon

i —index number denoting the current machine type

n—-number of machine types used by the company
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x; — represents the vector of the decision variables (X), which contains the
current number available of every i" type production equipment needed in a
month (i = 1, n):

X =[X1, X5 o0, Xy |5

¢; — stands for the operating cost of the i" machine type in regular time du-
ring one order cycle time. Here we include all of the expenses which would not
become due in case of the machine was not used.

If the i" machine type is rented or leased by the company over the plan-
ning horizon c; can be calculated as follows:

¢; = rent or lease payment per week +
cost of labor force needed to operate the machine per week +
average incidental costs per week (maintenance costs, repairing costs etc.).

In case the i” machine type is not rented or leased, we assume that it was
purchased by the company to be used for a certain period of time (useful lifeti-
me of the machine). In this case the price of the machine can be converted into
equivalent payments in every order cycle time, using an annuity formula, dis-
persing the investment costs over the lifetime of the machine. We can determi-
ne these payments by using the annuity formula, given below (Brealey - Myers
2005):

PV=C- %— Tl-i-r]r— , where

PV —present value of the annuity (C yearly payments), in our case the amo-

unt of the initial investment (the price of the machine)

C-yearly payments

r— average cost of capital used by the company for evaluating investment

options

t—useful lifetime of the machine

Expressing the value of C from the formula above and dividing it by the
number of order cycle times in a year (denoted by cty), we get the amount of

weekly payment (c;) equivalent with the initial purchase price of the machine:

1 PV
Ci =
cty 1 1
(4 1 A

r r-(1+71
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The remaining elements of the objective function denote the following
quantities:

to, — average number of hours worked in overtime by the i" machine type
in period t. Overtime decisions during the capacity planning horizon can be re-
presented by the following TO matrix (t=1, T i= 1, n):

co; — cost of operating the i" machine type in overtime per hour, including
only the cost of labor and incidental expenses, excluding rent or lease pay-
ment.

We want to minimize the objective function, subject to the following con-
straints:

5.1. Monthly demand constraint

m
_Zl].'),’ chysx;-{try+to)}) i=1,nmt=1T
=

m —number of product types manufactured by the company

D/ - quantity demanded of the it product type in period t. The forecasting
module of the production planning and control system should provide the pro-
jection of demand for the following capacity planning period for each product
type, which can be written in the following matrix (D) form (t=1, T j= I,_m]:

pt D!
D=
DT ... Df

h; —manufacturing hours needed on the i" machine to produce the i pro-
ducttype(j=1,m i=1,n)

hll . hln
H =
hml hmn

Every row of the matrix above represents the operations list for different
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product types, indicating how much operation time a certain product requires
on different machines.

tr; — total regular operating time available for machine i in a week, which
remains constant during one capacity planning horizon (i = 1, n)

TR = [try, tr,, ..., tr,]

Regular operating time per week can be calculated as:

tr; = (number of working days in one order cycle period) x

x (available working hours for machine i per day).

The demand constraint expresses that there has to be enough capacity du-
ring every period to fulfill the demand by producing in regular time and in
overtime.

5.2. Overtime constraint

to < tr; - otl (%) i=1,n;t=1,T, where

otl(%) — the maximum limit of overtime per period, expressed as a percen-
tage of regular operating time per period. The value of this maximum limit can
be determined according to the regulations of the current legal system regar-
ding labor force or can be found in a contractual framework with the workers
or syndicate.

5.3. Non-negativity constraints

The value of every decision variable should be greater than or equal to zero.

5.4. Integer constraint

x; integer i=1,n

The value of the x; decision variable, representing the number of type i ma-
chines should have an integer value. By introducing this latter constraint we

transform the linear programming problem into an integer programming model.
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Summarizing the integer programming model built in this chapter we get:

Decision variables:

X = [X4, Xy, .., Xa] — number of machines of different types

to,' - overtime decisions (hours) for each machine type and each period of
the capacity planning horizon (t = 1, 4 i = 1, n):

tol ton

TO = | ; ;
T T
tol ton

Parameters:

¢; —one period’s operating cost for machine i in regular time

co;—one period’s operating cost for machine I in overtime

D/ - projected demand for productj in period ¢

h; — manufacturing time for product j on machine i

ir; — total regular operating time available for machine I per period

otl(%) - maximum limit of overtime per period, expressed as a percentage

of regular time available

t — current number of period within the capacity planning horizon

n — number of different machine types used by the firm

m — number of different product types produced by the company

Objective function:
T n n

minz =Y () x-¢+ !

t=1 =

i=1 i

x; - to;
1

- ¢o)

Subject to:

111

ZD,th”SX,[tF,-i-tO,t} 1= , 11, t= ,T
j=1

toitstri-otl[%} i=1,n t=1,T

x; integer

6. Case study
In the present case study we analyze some aspects of the capacity planning
process at a Romanian small-sized enterprise from the textile industry, based
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on a paper presented on an international conference (Naghi et al. 2009). The
firm executes textile operations on a make-to-order basis, working in ,lohn”
system. The ,lohn” production system means that materials, parts, subassem-
blies and semi-finite products needed to execute the production process are
delivered by the customer, who places the order. In such a system basic MRP
tasks like material handling, inventory control and procurement are handled
by the customer.

After only six months of operations the firm was forced to declare bank-
ruptcy, due to the extremely high operating expenses. In the present case study
we analyze if the firm — using the capacity planning model presented in the
previous chapter — could have improved the efficiency of the production
system by rationalizing capacities and decrease operating expenses.

6.1. Production resources

Looking at the material resources used by the firm these were specific to
the textile and clothing industry. All types of material resources were delivered
by the client, who was responsible for shipping the right quantity at the right
time for the firm. The effect of the “lohn” system on the cost-structure of such a
firm can be easily understood if we look at the percentage of material costs re-
lated to the total costs of the firm in one period. Using data from the monthly
income statement of the firm we can calculate the average value of this ratio
over the lifetime of the firm, which was equal to 0.545%, a percentage that can
be considered insignificant.

Having such low material costs, machine operating costs and the cost of
labor accounted for a major part of the firm’s total expenses. Consequently, ca-
pacity decisions were a major determinant of the firm’s overall performance.
The firm was using 10 different types of machines (for simplicity let us denote
them with capital letters: A, B, ..., ]), each of them requiring one qualified wor-
ker. The machines were rented on a monthly basis (for a fee of 50 RON/equip-
ment/month). The actual number of different machine types is presented in
the table below:

Table 2. Number of different machine types
used by the firm

A/BIC|ID|E|F|G|H|I |]
No. of machines |2 {2 |1 |1 {10/ 4|1 |3 |1

Source: own calculations
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6.2. Parameters of the integer programming model

As capacities were rented on a monthly basis, the length of the planning
horizon is set to one month, and average order cycle time was one week. There-
fore, the value of T (number of weeks in a month) is set to 4.

The number of different machine types: n = 10.

The number if different product types produced by the company: m = 6.
Further on, we will denote the different product types with T1, T2, T3, T4, T5
and T6.

To construct the master production schedule (MPS) we use order entries
from the month with the maximum demand. Having the order entries of this
month we construct the MPS, indicating produced quantities for each week
and each product type:

Table 3. Master production schedule for a month

MPS T1 | T2 T3 | T4 | Ts | T6
Week 1 0 0 0 72 | 360 | 138
Week 2 0| 383 0 | 107 0 0

Week 3 216 | 336 0 0 0 0
Week 4 312 0| 297 0 0 0

Source: own calculations

Data from the table above represent the values of the D matrix, containing
the produced quantities of every productj in week &.

To construct the operations list, which contains the duration and type of
operations needed for every type of product, we use the technological descrip-
tions of the production process for every product type. The table below conta-
ins manufacturing times in minutes for one unit of each product type on each
machine. If a certain machine is not needed to produce a certain product type,
manufacturing time is set to zero.

Data from the 4. table represent the values of the H matrix containing valu-
esof h; (j = 1,m i=1,n)- manufacturing time needed for productj (in co-
lumns) on machine I (in rows).

Total regular operating time in a week for each machine (ir;), expressed in
minutes is equal to:

Days in a week: 5
Effective operating hours: 7
Minutes/hour: 60

2100 min.
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Table 4. Manufacturing times (minutes)

Product type

T1 T2 T3 T4 T5 T6

Al 3.904 7.861 0.000 1.202 | 2.372 1.657

B| 4.075 0.301 0.869 1.109 1.365 1.109

C| 5.240 4.831 0.000 3.911 3.911 3.911
é D| 0.329 0.329 0.000 | 0.329 0.329 0.329
é E | 19.759 |19.970 6.675 |11.697 |12.940 | 11.697
5| F| 0.000 3.857 1.779 1.039 | 2.519 2.960
§ G| 1.260 0.630 0.000 1.260 1.260 1.260
H| 5.155 |10.313 7.962 9.024 | 10.819 | 10.619

1| 0.000 0.000 0.000 2.252 3.770 2.252

J | 0.000 0.000 0.000 2.162 2.131 2.162

Source: own calculations

Note that the effective operating hours are less than 8 hours per day, due to
30 minutes maintenance time and a 30 minute lunch-break. Regular operating
time is equal to 2100 minutes for every type of machine:

tr;=2100min 1i=1,n

The maximum limit of overtime is set to 10% of regular operating time per
week (0tl(%)=10%), which is equal to a maximum of 3.5 hours overtime per
week.

Calculating weekly operating costs for the different types of machines in-
cludes the cost of capital, cost of labor force needed to operate a machine and
the cost of maintenance and breakdowns. Supposing that monthly rent is 50
RON/machine, monthly gross salary of one qualified worker is 900 RON and
maintenance costs are 50 RON/machine, total operating cost per machine in
regular time can be calculated as follows:

Rent per week: 12.5 +
Labor cost per week: 225
Maintenance cost per week: 12.5

250 RON
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In our case total weekly operating cost is the same for each type of machi-
ne. Therefore, regular operating costs are equal to 250 RON for every machine:

c;=250RON i=1,n

Overtime operating costs for each machine type will include only the cost
of labor (which is 25% higher than in regular time) and the additional cost of
maintenance. We calculate overtime operating cost per minute, since values of

t . . . .. . .
to; —total overtime of one unit of machine i in week ¢ are also expressed in mi-
nutes.

Labor cost per minute: 0.117 +
Maintenance cost per minute: 0.005
0.122 RON

Note that labor cost per minute in overtime is 25% higher than in regular
time. Overtime operating costs are constant for every machine type.

¢;=0,122RON i=1,n
6.3. Building and solving the integer programming model
Having all the parameters calculated as seen above we can build an integer
programming model to search for the optimal capacity planning decision at

our firm.
Objective function:

4
minz =Y (3 %250+ x%-lo] - 0.122)
=1
Subject to:

6
Z chy<x- (2100 + to)) i=1,10; t =1, 4
to <2100 -10% 1i=1,10; t=1,4

x;20 1=1,10,x; integer
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Left-hand side parameters and the optimal right-hand side values (for each
machine i and each week t) of the first constraint can be found in the Appendix.

By calculating the optimal solution to this linear programming model (for
example with Microsoft Excel’s Solver function) we get the optimal values of
the decision variables (number of machines, quantity of overtime used) at
which the value of total operating cost per month (z) is minimal.

The table below contains the optimal integer values for each machine type
to be used (x)):

Table 5. Optimal number of different machine types

A|/B|C|D|E|F|G|H|I |]
No. of machines |2 |12 [1|5|1[1|3|1]1

Source: own calculations

This optimal solution requires an overtime of 95.57 minutes in week 3
only for machine E, which means that:

to,” = 95.57 , and
tof=0 i=1,10;t=1,4wherei# 5andt+ 3

Using the optimal values of the decision variables we calculate the opti-
mal value of the objective function:

z = 4558.49 RON

Hence, total operating cost of capacities in a month (including regular and
overtime) is equal to 4558,49 RON, from which:

* Regular time cost = 4500 RON

* Overtime cost = 58.49 RON

To evaluate what improvements this model could have brought to the
firm, we calculate the total operating cost per month based on the initial capa-
city configuration (see Table 2) in which case the z value equals 6500 RON.
This value is much higher then the optimal objective function value, meaning
that an almost 30% cost decrease would have been achievable (-29.87%). It is
not sure if this cost reduction could have been the most critical factor to avoid
bankruptcy, but it substantially improves the efficiency of the production
system, increasing the competitiveness of the firm.
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The model can also be used to make optimal decisions about the timing of
capacity expansions or reductions. By running this linear programming model
forseveral consecutive months the decision maker can follow the optimal level
of capacities for each period and decide about expanding it or — as in our case —
reducing it.

7. Conclusions

In the present paper we reviewed the main challenges of the capacity plan-
ning process and argued that capacity decisions can greatly influence the over-
all performance of a firm. We analyzed the structure and hierarchy of capacity
planning decision and identified information (input data) needed to perform
the capacity planning process.

Based on the information provided by an MRP/MRP II based production
planning and control system we developed a linear programming model with
integer variables, which determines the optimal dimension of production ca-
pacities by minimizing total operating costs. As demonstrated in the case
study, this model can be used to bring substantial improvements to the effi-
ciency of a production system and can also help decision makers to make opti-
mal decisions about capacity expansions or reductions at the right moment of
time. In this latter case the integer linear programming model has to be run
using as input data the master production schedules of several future time pe-
riods. The model indicates the optimal capacity levels for each period; howe-
ver, it does not determine the optimal capacity dimension for a longer period of
time.

Still, one of the model’s most important limitations is that it executes capa-
city planning only on an aggregate level, by making a rough-cut capacity check
based on the master production schedule. The model does not take into acco-
unt other parameters from a lower level of aggregation, like lot sizing rules, set-
up times or bottleneck capacities. However, it takes into consideration the pos-
sibility of a firm to use overtime production. The model can be further refined
by adding other constraints, reaching down to lower levels of aggregation and
including other special costs like setup costs.




An MRP-based integer programming model for capacity planning 21

Appendix

1. The matrix of the necessary machine times for each machine type in
each week to satisfy market demand (Left-hand side values of the first constra-
int, L):

Machine | A B C D E F G H I ]

Week 1|1169.1] 724.3| 2229.3| 187.5| 7114.8 390.1 718.4 6010.0| 1830.1|1221.2
Week 2 |3139.4| 233.9| 2268.8| 161.2| 8900.1| 1588.4| 376.1| 4915.4| 241.0| 231.3
Week 3 |3484.6| 981.3|2755.1|181.6 |10977.9 | 1296.0 | 483.8 | 4578.6 0.0 0.0
Week 4 |1218.0|1529.5 [1634.9 (102.6 | 8147.3 | 528.4| 393.1|3973.1 0.0 0.0

Every element of the matrix above is calculated as follows:

6
L“:Z;Djt.hﬁ i=1,10; t=1, 4
=

2. Available machine times per machine type in each week, in case of opti-
mal capacity configuration - assuming optimal number of different machine
types (see Table 5)

(Right-hand side of the first constraint, R):

Machine A B C D E F G H I ]

Week 1| 4200 (2100 {4200 (2100 | 10500 2100 |2100 |6300 |2100 |2100
Week 2| 4200 (2100 {4200 (2100 | 10500 2100 |2100 |6300 |2100 |2100
Week 3| 4200 (2100| 4200 2100/ 10977.9| 2100 (2100 {6300 (2100 |2100
Week 4| 4200 (2100 {4200 (2100 | 10500 2100 |2100 |6300 |2100 |2100

Every element of the matrix above is calculated as follows:

R,=x;- (2100 +to}) i=1,10; t=1, 4
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Return to schooling in Hungary

before and after the transition years

MELINDA ANTAL'

Abstract

In this paper, I compared the return to schooling in Hungary by using datasets available
from the Hungarian Wage Survey carried out in 1986 and in 2000, with more than 600 tho-
usand observations altogether. The results are in conformity with the expectations and ot-
her empirical researcher’s works, showing an increase in the return to schooling of 74% in
these 14 years, and large increases in returns to education for those who attended a high
school or a university/college. The lower positioned education levels didn’t bring signifi-
cant changes in their premiums, this fact being one of the most plausible explanations why
attendance to vocational schools dropped so dramatically after the communism collapsed.
I also searched for explanations and solutions for the puzzle: why changes occurred in the-
se 14 years, highlighting some possibilities which could be used as extension to the pre-
sent work, solving the data selection problems faced with the current dataset.

Keywords: return to schooling, wage inequality/ differentials, human capital, transi-
tion economies, Hungary

I. Introduction

Hungary in many aspects is similar to the other neighboring countries, es-
pecially in what concerns the evolution of the educational and academic
system and also of the youth labor market. In the past twenty years there was a
huge increase in demand for schooling in Europe, and especially in the
Center-Eastern European countries. The education system in this part of the
world changed very rapidly and enormously in a relatively short time period —
for example many teachers switched from preaching about socialist ideologies
to apostolate about free markets and capitalism. Step by step, the mechanism
of the whole system became more market oriented, serving the needs of those
who enrolled and those who were anxiously searching for young professionals
to grease the wheels of their own businesses. Universities, grad schools or even
post graduate schools face higher number of applicants each year, while the
vocational schools became less preferred, among applicants. Many say it is a
fashion to go to university, but the true underlying reason may be in the fact,
that the premium of schooling has increased, and young people actually reali-
zed this before any other policy or advertisement of a university.

Empirical research has been conducted in many instances about the same
or similar topic using evidence from Hungary and neighboring countries. It

' Central European University, Budapest, Hungary
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has been done with data from more years, or including variables with the most
different purposes. The present paper aims to reanalyze the findings of some
highly respected researchers, like Campos and Jolliffe (2007), with a larger da-
taset, but highlighting only two important years of this process: 1986 — the pre-
-transition year, when not even the most progressive society form the Soviet
bloc opened itself for reforms, and 2000 — when the transition period came
near to its end, not like in Romania, Bulgaria or Ukraine. The first year anal-
yzed is characterized mostly by wages set below equilibrium, equalitarian dis-
tribution of income and artificially compressed returns to skill. But the most
interesting aspect of that era lays in the fact that unemployment in that time
was something inadmissible from the society’s point of view; hence there is a
very little proportion of the labor force that didn’t enter the labor market. To
understand, what happened beneath the increase of enrollment to school ra-
tios, it is important to calculate the rate of returns to different schooling levels
in at least two time periods, that aren’t close to each other, but also being aware
of the social, constitutional and professional dissimilarities between the two
eras. I expect to find an increase in the return to every educational level, espe-
cially for the higher ones, increase in the premium of an additional year of edu-
cation, and a smaller return to school of those cohorts who graduated after
1989. The latter expectation is based on the general opinion in Hungary, that
people graduating after the communism are not so well prepared, because of
the reduction in government expenditures on education and because the chan-
ges occurred in the curricula, especially in the fields of mathematics, enginee-
ring or other technology related sciences.

II. Data and empirical specification

I will carry out my empirical analysis using data from the Hungarian Wage
Survey, covering two years, 1986 and 2000, with a total of 664 815 observa-
tions. To gather evidence for the expectations expressed above, I will pursue
with three methods: (1) by computing the rate of return to an additional year of
schooling; (2) by computing the rate of return to every level of education in the
two periods; (3) by examining those people’s return to schooling, who gradua-
ted just before the data collection. The sample for the year 1986, used in my
empirical analysis, grasps almost entirely the true distribution of the popula-
tion and their wages. The 1.a Figure illustrates the kernel density of the log of
real wages from 1986, while Figure 1.b shows the same density from year 2000.
It can be seen, that the first one — as expected — has a lognormal distribution,
being skewed to the right, meaning that there is a larger proportion of those
workers, who earn less (below the median and average), than those who earn
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very much compared to average. The second figure, on the other hand, shows a
two mode distribution, meaning that the population is heterogeneous. The ex-
planation would be that in 2000 there were not present the same constraints
for working, each individual could choose freely between entering the job mar-
ket and staying out. If the return of the owned skills or education was too
small, one had the option to not participate in 2000, not like in the communist
era, when the unemployment was seen as a major prejudice brought to the en-
tire society. Hence the sample for 2000 doesn’t contain those who have chosen
not to participate in the labor market, making the sample selection bias an is-
sue present in the estimations from this year.
To estimate the wage equations I used the standard Mincer equation:

log(w;)=B, + B,S; + B,EXP; + [33EXP2 + BX; +uy, (1)

Here S stands for years of schooling, EXP' is the potential experience, while
X can stand for demographic or institutional characteristics, as well for spatial
price differences. Because the data is pooled, for X I included a gender dummy,
that is 1 for females and zero otherwise, to be able to capture also the dynamics
of the gender gap in wages. The left hand side variables in every case will be
the log of real gross monthly earnings, (in 2005 forints) including base salary
and other pecuniary items of worker compensation, like regular bonuses, pre-
miums, overtime pay, allowances, etc. and 1/12 of last year's irregular pre-
mium and bonuses (incl. 13th month salary e.g.). Experience is a crucial factor,
which needs to be included, but because of its difficult characteristic, it is so-
mething often asked in the questionnaires through indirect tools. The present
work will rely on potential experiences, which are calculated as follows:

Potential experience = Age of the individual — 6 years’ — the years needed
to fulfill the given schooling level.

In the second part of my work, to be able to analyze the evolution of the re-
turns to different educational levels, I used an extension of the previous stan-
dard Mincer equation:

! Experience is included in simple and also in quadratic form to be able to show if the-
re is a diminishing return of experience. The suspicion that experience is not a variable
which influences wages linearly is quite a common thought, but it will gain no importance
if the maxima of the function will not lie between reasonable time intervals (e.g. between
the age of starting a career and retirement).

* The average age when a Hungarian child goes to school.
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log(w)=B, + B,ELEM, +3,VOC,+B,HIGH,+3,UNIL + @)
+ B;EXP; + B,EXP’ + B,FEMALE; +u;

Inthe above equation I included 5 categories of highest individual educatio-
nal level: ELEM - elementary, VOC - vocational, HIGH — high school and UNI -
university or college’. The other explanatory variables are the same as descri-
bed in previous paragraphs.

The aim of the third extension of my analysis is to gather some evidence for
or against the general belief, conform which after the fall of communism the
quality of higher education declined. If this is to be true the return to each year
of schooling also had to drop in fourteen years of transition for those cohorts
who are under the age of 24 and have at least a high school diploma. For sim-
plicity I will only include in the samples those who are less than 24 years old,
have at least a high school degree and are males. Since examined cohorts have
very few or no experience at all, I will also omit the experience variables from
the estimated equation:

log(w)=B, + B,S; +u; (3)

II1. Results

Being in conformity with the general expectations, in Table 1 it is shown
how the return to an additional year of schooling has risen with 74 percent,
from 0.084 to 0.146, between the two time periods. What wasn’t expected is
the fact that based on the estimated coefficients the gender wage gap didn’t wi-
dened as the competitive markets settled in, but rather narrowed, from a 36%
negative difference to 7.7 % discrimination only. The expected widening of the
gender gap has been based on the intuition that wages aren’t suppressed any-
more like in communism, but dispersed on a larger scale. It is also interesting
to calculate the turnover point of the experience. This point shows until which
year is the return of experience positive — has a diminishing but positive re-
turn’, and after which it will start “harming”. While in 1986 this point was at

the 40" year of experience, by 2000 it increased to 50 years, meaning that expe-
rience is present as a positive factor in people’s carrier for a much longer pe-

riod (almost their entire carrier).

* The base group is 'less than elementary'.
* It can be calculated with the simple method:

~

Olog(SALARY) _ 8 '\ )+ f EXP =04 EXP~—— oo
OEXP 2 * Bug

exp
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The changes occurred in the return to the different education levels are cap-
tured in Table 2. It is very interesting to find, that conform the estimated coeffi-
cients the returns to elementary and vocational schooling levels changed the
less, only couple of percents of increase reported, while high school and uni-
versity/college level’s premium rise much more significantly. The return to
high school increased with 51.8%, from 0.405 to 0.615 in 14 years. One expla-
nation for the large difference could be that in socialism high school was an
option only for those who wanted to go to university later on, but vocational
schools were preferred by everyone who just wanted to work in any of the ma-
nufacturing industries. With vocational schools people were able to gain speci-
fic skills and become breadwinners at very young ages; therefore this solution
was chosen by a larger proportion of the population, but with a high school de-
gree in socialism one didn’t have so many options. In 2000 the share of those
who opted for vocational schools in the previous couple of years had fallen
dramatically, high school becoming something much more accessible and fa-
vorable, mainly because many jobs first criteria was a high school degree. Sig-
nificant changes occurred also in the return to university or college degrees:
they went from a premium of 0.895 to 1.292, an increase of almost 45%, to a re-
turn that has been already very high relatively to the other educational levels.
The turnover points of the experience functions evolved differently from the
previous case; instead of a shift to the right from the same 40" year in 1986 it
diminished to 33.33 years of experience, causing uncertainty about the true di-
rection. Ideally the four turnover points would have to be close to each other in
pairs, by years. The gender wage gap shows the similar tendencies as in the
previous case, with female’s wage inequalities narrowing substantially, from
-36.36% to -12.44%.

The third case’s estimation output can be seen in Table 3, and there is
clearly no evidence for the decrease of quality of higher education after the
transition period. It might not be evidence that would prove the contrary either
though. The increase, between 1986 and 2000, of the return to an additional
year of schooling has been quite significant, having a magnitude of 216%, gro-
wing from a premium of 0.04 to 0.15. Once again, the massive rise in the return
to schooling seems to have a bigger impact on the overall young employment
than the diminishing allocations from the government or the changes in the
curricula.

IV. Conclusion
The three main parts of my analysis — the return to an additional year of
schooling, the return to education levels and the evidence against the dimini-
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shing quality of higher education — have all ended up with the same findings:
a huge increase in each of these returns can be perceived and proved. But the-
se very significant numbers, with signs that are in conformity with the expec-
tations and general intuition should not be considered as the absolute measu-
res for what happened in reality. One major fault in these evidences is the fact
that in the sample from 2000 those individuals are missing, who didn’t enter
the labor market. It would be of a great interest to see what would have been
their return to education and for which reasons they opted out. Was it because
their reservation wage, let’'s assume the unemployment benefit, was above to
their educational return? With current data it would be very difficult to say,
but certainly there is room for broader analysis and research in this topic. One
of the few solutions to this problem of sample selection was brought in by
DiNardo, Fortin and Lemieux in the Heckman Selection framework in 2002,
and would be interesting to apply it in a further research as a continuation of
the present work.
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Appendix

Kemet Density (Mormal, b= &.0800)

Femel Density {Mormal, = 0.0800)

Figure 1.a and 1.b: The kernel density of log real wages in 1986 and 2000

Table 1. Returns to years of schooling

Change
1986 2000 1986—2%00

School Years 0.0840128 0.146437 74%
(0.000240) (0.000912)

Experience 0.039385 0.019440 -51%
(0.000165) (0.000623)

Experience’ | -0.000542 -0.000265 -51%
(3.65E-06) (1.40E-05)

Female -0.359248 -0.077065 -79%
(0.001010) (0.003475)

Constant 10.39538 9.355915 -10%
(0.003217) (0.012214)
0.415965 0.239836
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Source: Authors’ analysis based on the Hungarian
Wage Survey data described in the text.

Notes: Dependent variable is the log of monthly wages. Standard errors, in
parentheses, are robust to White heteroscedasticity. All listed parameters are
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statistically significant with a p-value less than 0.001. The point estimate for
Experience” in 2000 has the smallest t-statistic with an absolute value of 18.26.

Table 2. Returns to Educational Levels

Change
1986 2000 1986_2%00

Elementary 0.133104 0.172056 299%
(0.001997) (0.018536)

Vocational 0.275760 0.284068 3%
(0.002196) (0.018510)

High School 0.405476 0.615453 529%
(0.002210) (0.018584)

University/ 0.895196 1.292580 44%
College (0.003004) (0.019559)

Experience 0.039501 0.021724 -45%
(0.000169) (0.000620)

Experience’ | _.0.000570 -0.000328 -429%
(3.78E-06) (1.40E-05)

Female -0.363626 -0.124373 _66%
(0.001037) (0.003542)

Constant 10.98193 10.71680 2%
(0.002535) (0.019060)
R? 0.424814 0.260450

Source: Authors’ analysis based on the Hungarian
Wage Survey data described in the text.

Notes: Dependent variable is the log of monthly wages. Standard errors, in
parentheses, are robust to White heteroscedasticity. All listed parameters are
statistically significant with a p-value less than 0.001. The point estimate for
elementary in 2000 has the smallest t-statistic with a value of 9.28.
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Table 3. Comparing selection corrected returns
to education by age

Change
1986 2000 1986—2%00
Elementary 0.048360 0.153065 217%
(0.002006) (0.007291)
Constant 10.62918 9.418897 -11%
(0.025119) (0.090842)
R2 0.020706 0.089637

Source: Authors’ analysis based on the Hungarian
Wage Survey data described in the text.

Notes: Dependent variable is the log of monthly wages. Standard errors, in
parentheses, are robust to White heteroscedasticity. All listed parameters are
statistically significant with a p-value less than 0.001.
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Influencing factors of early-stage

entrepreneurial activity in Romania
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Abstract

In Romania a representative sample of adult population was interviewed using a
standard GEM questionnaire. After emphasizing the special situation of Romanian en-
trepreneurship in international context we aimed to determine the influencing factors of
opportunity-motivated and necessity-motivated early-stage entrepreneurs, using socio-
-demographic and perceptual variables.

Keyword: Entrepreneurship, opportunity-motivated early-stage entrepreneurs, ne-
cessity-motivated early-stage entrepreneurs.

1. Introduction

The unending debate on the concept of the entrepreneur persists also today,
researchers having the duty to define the terms they use [Bygrave, Hofer, 1991].
However, recent works indicate that the empirical definitions regarding the per-
son of the entrepreneur are easily comparable, recommending the rejection of
definitions focused on the spiritually doted entrepreneur’s opened mind for the
innovation and pointing that there is a large scale of categories for a person to fit
in, from “very entrepreneur” to “absolutely non-entrepreneur” [van Praag 2005].
These findings justify the analyses focused on finding the factors, which influ-
ence entrepreneurial activity with a significant probability in individual cases.

We have to notice also that ongoing debates on how the entrepreneur can be
defined have been replaced by debates on an extended view on the entreprene-
urial process, as a whole. We accept Bygrave and Hofer’s [1991] extended view
on the entrepreneurial process, confirmed by Shane and Ventakaraman’s
[2000] summarizing remarks, partially concretized in the entrepreneurial life-
cycle model [Szerb 2000]. We consider that birth of a business can be conside-
red a phase of the entrepreneurial activity, but not its starting point or its final
result. The existence, the discovery of the entrepreneurial opportunity and the
decision to exploit it are considered the starting point of any entrepreneurial
activity [Shane, Ventakaraman 2000]. Taking all this in consideration, the defi-
nition of Global Entrepreneurship Monitor on the entrepreneur’s person and
the phases of the entrepreneurial process has been accepted.

' Faculty of Economic and Business Administration Babes-Bolyai University
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Global Entrepreneurship Monitor (GEM) is a large-scale research program
launched in 1997 by leading researchers in the field of entrepreneurship at
London Business School and Babson College. The first research was published
in 1999 and it included 10 countries. Since then the project has been extended
to include 42 countries in 2007, 43 countries in 2008. The main aim of GEM re-
search is to study the complex relationship between entrepreneurship and eco-
nomic growth, to measure the level of entrepreneurial activity between coun-
tries, to uncover factors determining the levels of entrepreneurial activity and
to identify policies which may stimulate the level of entrepreneurial activity.
GEM, as a research program that focuses on a major driver of economic growth,
entrepreneurship, also admits the widely acknowledged phenomena that en-
trepreneurship is one of the most important forces shaping the changes in the
economic landscape [Acs et al. 1999, Bosma et al. 2008, Nagy et al. 2008].

In each country, a survey company conducts a telephone survey or face-to-
face interview of the adult population. In Romania in 2008 a representative
sample of 1746 adults between 18 and 64 years was interviewed using a stan-
dard GEM questionnaire. This survey was carried out to measure the entrepre-
neurial behaviour and the attitudes of adult population in Romania [Nagy et al.
2008]. The survey data are used to calculate the Total Entrepreneurial Activity
Index, the only comparable measure of entrepreneurial activity across coun-
tries [Bosma et al. 2008].

GEM used the following terms in assessing the entrepreneurial activity of
the adult population:

- Nascent Entrepreneurs are those who are actively planning a new ventu-
re. These entrepreneurs have done something during the previous 12 months
to help start a new business, that he or she will at least partly own. Activities
such as organizing the start up team, looking for equipment, saving money for
the start up or writing a business plan would all be considered as active com-
mitments to starting a business. Wages or salaries will not have been paid for
more than three months in respect of the new business.

- Young Business Entrepreneurs are those entrepreneurs who at least partly
own and manage a new business that is between 4 and 42 months old and have
not paid salaries for longer than this period. These new ventures are in the first
42 month after the new venture has been set up.

- Early-Stage Entrepreneurs refers to the early-stage entrepreneurial acti-
vity among the adult population aged 18-64 years inclusive, identified as nas-
cent or young business entrepreneurs. In those cases when the respondent is
involved both as nascent and young business entrepreneur then the respon-
dent is counted only once as a nascent entrepreneur.
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- Opportunity-Motivated Early-Stage Entrepreneurs are those early-stage
entrepreneurs who are pulled to entrepreneurship, there are two major drivers
—desire of independence and increase their income.

- Necessity-Motivated Early-Stage Entrepreneurs are those early-stage en-
trepreneurs who are pushed into entrepreneurship, they maintain that they
have no other way earning a living.

- Established Business Owners are those entrepreneurs who have set up
businesses that they have continued to own and manage and which had paid
wages and salaries for more than 42 months.

The paper, accepting Arenius and Minniti’s [2005] and Karadeniz’s [2009] re-
commendations focuses on the characteristics of the population i.e. the demo-
graphic composition, the resources, the abilities of individuals, and their attitu-
des towards entrepreneurship, taking in account Arenius and Minniti’s [2005]
classification of those factors as “socio-demographic factors, perceptual varia-
bles, and contextual factors”. Many factors influence an individual’s decision to
set a business: a perception of opportunities within their environment, whether
they have sufficient knowledge and skills, if they know other people who are
engaged in entrepreneurial activity and a reduced reluctance to become invol-
ved in entrepreneurial activity through fear of failure [Arenius, Minniti 2005].

The paper aims to identify which of the above-mentioned factors influence
significantly the Romanian opportunity-motivated and necessity-motivated
early-stage entrepreneurial activity. More specifically, the studied factors were
grouped in demographic variables (such as age, gender, income level, educa-
tion level and work status) and perceptual variables (such as networking, fear
of failure, alertness to opportunities, self-confidence) [Arenius and Minniti
2005, Karadeniz 2009] on entrepreneurial activities in Romania, one of the lo-
westamong low- and middle-income countries [Nagy et al. 2008].

2. Overview on the Romanian entrepreneurship in international view

The general overview on the Romanian entrepreneurship in international
comparison indicates a low early-stage entrepreneurial activity (TEA) rate. Fi-
gure 1 presents early-stage entrepreneurial activity (TEA) rates for each GEM
2008 country. The countries are grouped by phase of economic development
and ranked within groups in ascending order of the national point estimate for
TEA. If the vertical bars on either side of the point estimates for TEA of any
two countries do not overlap, this means that they have statistically different
TEA rates. This figure serves as a benchmark for countries in similar phases of
economic development. In factor-driven economies a reduction in the TEA ra-
te may be seen as a good sign, and is especially likely when the general econo-
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mic climate is doing well and job opportunities increase. Such reduction in
TEA would typically be due to a decline in the rate of necessity entrepreneur-
ship. In innovation-driven economies, a high TEA rate may be specific to re-
gional economic, demographic and cultural contexts and may be composed of
entrepreneurs who may vary in type and aspiration [Bosma at al., 2009].
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Figure 1: Early-stage entrepreneurial activity (TEA) rates for each
GEM 2008 country

Overall, Romania’s early-stage entrepreneurial activity rate measures 3.98%
with 2.54% of the adult population being nascent entrepreneurs, i.e. more than
2.5 of every 100 adults, aged between 18-64 years, are in the process of starting
a business. These figures are lower than those recorded in most Central Eas-
tern European countries (e.g. Hungary, Croatia, Serbia and Latvia) and among
the lowest among the efficiency-driven economies and also of all GEM coun-
tries this year. Table 1 lists all prevalence rates of different phases of entrepre-
neurial activity for Romania in 2008.

Only 25.75% of the adult population perceives good conditions to start a
business in the next six months, this figure being higher than in Hungary and
Latvia, but lower than in Croatia and Serbia and again one of the lowest among
all GEM efficiency-driven economies this year.

In Romania, 37.9% of the adult population reported an acquaintance with
an entrepreneur, much higher than in Hungary and Latvia, but much lower
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than in Croatia and Serbia. Only 23.8% feel they have the necessary skills to
start a business and about half (56.2%) considers that the media focuses

strongly enough on entrepreneurship.

Table 1: Entrepreneurial activity in Romania

Percentage
Entrepreneurial activity 2007 | 2008
Nascent entrepreneurs 2,9 2,54

Young business entrepreneurs 1,3 | 1,56
Established business owners 2,5 | 2,07

Early-stage entrepreneurs 4,02 | 3,98

Source: own calculation in Gyorfy et al. 2008, own calculations
in GEM 2007 and 2008, Adult Population Survey, Romania

Table 2: Individual perceptions regarding entrepreneurial
activity in Romania

Perceptions 2007 2008
Fear of failure rate’ 28,3% | 41,48%
Perceived capabilities4 29,4% | 23,77%
Knows a person who started a business in the past 2 years | 41,6% | 37,88%
Prefers that everyone had a uniform standard of living 46,6% | 48,83%
Perceived opportunities’ 26,2% | 25,75%
Thinks that those who are successful at starting a new

business have a high level of status and respect 62,5% | 68,53%
Media attention for entrepreneurship’ 50,4% | 56,19%

Source: own calculation in GEM 2007 and 2008,
Adult Population Survey, Romania

® Percentage of 18-64 population (individuals involved in any stage of entrepreneurial acti-
vity excluded) who indicate that fear of failure would prevent them from setting up a business.

* Percentage of 18-64 population (individuals involved in any stage of entrepreneurial ac-
tivity excluded) who believe they have the required skills and knowledge to start a business.

° Percentage of 18-64 population (individuals involved in any stage of entrepreneurial
activity excluded) who see good opportunities to start a business in the area where they live

% Percentage of 18-64 population (individuals involved in any stage of entrepreneurial
activity excluded) who agree with the statement that in their country, they fill often see sto-
ries in the public media about successful new businesses.
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The main change in entrepreneurial motivation is the share of those that
chose to start a business to maintain their income or have been motivated by
necessity (from 17.2% in 2007 to 41.7% in 2008). The high increase can be at-
tributed to the fact that there was a high level of mixed motivation in 2007, the
year before the first signs of the world economic crisis appeared.

The ratio of opportunity (1.9%) to necessity (1.2%) entrepreneurship indi-
cates 1.54 times more opportunity-oriented ventures, which is higher than in
the other countries in the region, due to the economic growth of the previous
seven years.

Table 3 represents the individual perceptions regarding opportunity-moti-
vated and necessity-motivated early-stage entrepreneurial activity in Romania.
Despite the fact that the fears of failure rate increased from 2007 to 2008, only
the 15.1% of the necessity-motivated early-stage entrepreneurs think that fear
of failure would prevent them from starting a new business. The opportunity-
motivated and necessity-motivated early-stage entrepreneurs in their opinion
have the required knowledge and skills to start a business.

Table 3: Individual perceptions regarding opportunity-motivated and
necessity-motivated early-stage entrepreneurial activity in Romania

Involved in oppor-
tunity-motivated
early-stage entre-

preneurial activity

Involved in neces-

sity-motivated ear-

ly-stage entrepre-
neurial activity

Fear of failure would prevent

new businesses

21.39 15.19
to start a business & v
Has the requ1'red knowledge/skills 87.8% 88.5%
to start a business
Knows a person who started 88.4% 88.50
a business in the past 2 years R 70
All' inhabitants prefer uniform 56.3% 67.5%
living standard
Sees 'good .opportun1t1es for starting 42.2% 72.29%
abusiness in the next 6 months
Lots of media co fo

edia coverage for 70.7% 68.1%

Source: own calculation in GEM 2007 and 2008,
Adult Population Survey, Romania
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On bases of our correlation analyses we can affirm that the necessity-moti-
vated entrepreneurs see good opportunities for business start-ups in the next
six month. Both necessity-motivated and opportunity-motivated early-stage
entrepreneurs consider they possess the required knowledge and skills to start
anew business. No significant correlation at the 0.05 level were found betwe-
en any kind of early-stage entrepreneurial activity and the appreciation of the
media coverage for businesses, as well as with the consideration of uniform li-

ving standard preference.

Table 4. Correlation between individual perceptions and opportunity-
motivated, respectively necessity-motivated entrepreneurial activity in Romania

Involved in oppor- | Involved in neces-
tunity-motivated | sity-motivated ear-
early-stage entre- | ly-stage entrepre-

preneurial activity | neurial activity

Fear of fallurfa would prevent -0.031 -0.035
to start a business
Has the requ1'red knowledge/skills 0.157%* 0.148**
to start a business
Knows a person who started
. . 0.1** 0.107**

a business in the past 2 years
All inhabitants prefer uniform

0.025
living standard 0.037
Sees good opportunities for starting

0.033
abusiness in the next 6 months 0.109**
Lots of media coverage for

. 0.016 0.04

new businesses :

** Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).

Source: own calculation in GEM 2008,

Adult Population Survey, Romania

3. Influencing factors of opportunity-motivated and necessity-motivated
early-stage entrepreneurial activity in Romania

Using the GEM Adult Population Survey data for 2008, according to recent
methodological recommendations [Arenius and Minniti 2005, Karadeniz 2009]
we estimate two logistic regressions in order do determine the main influencing
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factors for opportunity-motivated’ and necessity-motivated® early-stage entre-
preneurship in Romania, using the following set of explanatory variables:

Table 5. Variables used in the model

Notation Name Values
TEAOPP . .
) Opportunity-motivated N
(dependent variable | arly-stage entrepreneur ofYes
for model 1)
TEANEC N " dvated
(dependent variable e::le?sstlay_en:iltllia feneur No/Yes
for model 2) y-slag P
Gender Gender Male/Female
Education Educational level Low/Medium/High
Full-time/Part-time/Unem-
WORK Work status ployed/Retired or disabled/
Student/Homemaker/Other

KNOWEN Knowing other entrepre- No/Yes

neurs

Perception regarding the
SUSKILL trust in own entreprene- | No/Yes

urial skills

Perception on the proper
NBMEDI promotion of entreprene- | \;, /Yes

urial successes by the

mass media
Age Age categories 19-24/25-34/35-44/45-

54/55-64

Household size

Total size of household
including respondent

1-15

The logistic models were estimated using the STATA statistical software.

According to the univariate tests done, the following variables were mainta-
ined as influencing factors of the probability of becoming an opportunity-moti-
vated early-stage entrepreneur:

7 Model 1.
* Model 2.
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* gender

* knowing other entrepreneurs (KNOWEN)

* perception regarding the trust in own entrepreneurial skills (SUSKILL)

* educational level (Education)

* work status

* household size.

The statistical analyses emphasized that the other variables have an insig-
nificant influence in explaining the phenomena of being an opportunity-moti-
vated early-stage entrepreneur in Romania in 2008.

Table 6. The results of the logistic regression on the estimation sample for
the dependent variable: opportunity-motivated early-stage entrepreneur
(Number of observations: 1667)’

E:ﬂl;?]ztory Coefficient St;;:l;rd Z Statistics P value
Constant -3.315489 0.7698976 -4.31 0.000
Gender -1.167832 0.4455577 -2.62 0.009
Education 0.3227106 0.1280909 2.52 0.012
Work -0.3562309 0.1814057 -1.96 0.050
KNOWEN 0.1408834 0.0425706 3.31 0.001
SUSKIL 0.0825966 0.0413386 2.00 0.046
Household size | -0.0211871 0.009062 -2.34 0.019
Pseudo R* = 0.1744

Wald %°(6)= 59.12(p value 0.0000)

Log pseudolikelihood = -141.10648

Source: Own calculations in STATA on basis of
GEM Adult Population Survey for Romania, 2008

The values of the statistic tests indicate that the obtained model respects
the exigencies of good econometrical standards. The variables are statistically
significant'’. The explanatory variables have the expected sign. The general
explanatory level of the model is not very good, but it is acceptable, taking in

account the value of the pseudo R* = 0.1744.

9

18-64 years old
' The statistical relevance of the selected criteria is emphasized by the good values of
the z statistics coefficients of the estimated function.




42 Lehel Gyorfy — Annaméria Benyovszki — Agnes Nagy — Istvan Pete...

In the model which describes the influencing factors of the probability of
becoming a necessity-motivated early-stage entrepreneur in Romania in 2008
the following variables were maintained:

* educational level

* knowing other entrepreneurs (KNOWEN)

* age (AGE)

*perception on the proper promotion of entrepreneurial successes by the
mass media (NBMEDI)

* perception regarding the trust in own entrepreneurial skills (SUSKIL).

Table 7. The results of the logistic regression on the estimation sample for
the dependent variable: necessity-motivated early-stage entrepreneur
(Number of observations: 1656)""

Exp.lanatory Coefficient Standard Z Statistics P value
variable Error

Constant -2.041982 0.9990117 -2.04 0.041
Education -1.005142 0.3792035 -2.65 0.008
KNOWEN 0.2098581 0.0294491 7.13 0.000
SUSKIL 0.0816407 0.0247822 3.29 0.001
NBMEDI -0.1171978 0.0339891 -3.45 0.001
Age -0.0003091 0.0001632 -1.89 0.058
Pseudo R* = 0.1042

Wald %°(5)= 92.80 (p value 0.0000)

Log pseudolikelihood = -100.69837

Source: Own calculations in STATA on basis of
GEM Adult Population Survey for Romania, 2008

The statistical tests on the level of the estimation sample indicate that the
model obtained respects the exigencies of a good econometrical performance.
The coefficients are statistically significant'’. The signs of the variables educa-
tion, KNOWEN and SUSKIL have the expected sign. NBMEDI indicates that
Romanian necessity-motivated early-stage entrepreneurs are unsatisfied by
how entrepreneurial successes are promoted by the mass-media, feeling a need

11

18-64 years old
? The statistical relevance of the selected criteria is emphasized by good values of the
z-statistics associated to the coefficents of the estimated function.
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for a better promotion, starting from their own situation. The sign of the varia-
ble AGE can be explained by the fact that Romanian necessity-motivated ear-
ly-stage entrepreneurs are mostly fresh graduates, who are pushed into entre-
preneurial activity. The general explanatory power of the model is acceptable,
according to the pseudo R* = 0.1042.

The results of the estimation in case of both models indicate high values of
the area under the ROC curve, 84.88% for the first model (opportunity-motiva-
ted early-stage entrepreneurs) and 75.22% for the second model (necessity-mo-
tivated early-stage entrepreneurs), with both values above the 75% reference
limit, supported also by the form of both ROC curves, as it can be seen in the
Appendix.

Conclusions

One of the lowest rates of early-stage entrepreneurial activity was found in
Romania (3.98%) with 2.54% of the adult population being nascent entrepre-
neurs, i.e. more than 2.5 of every 100 adults, aged between 18-64 years, are in
the process of starting a business. These figures are lower than those recorded
in most Central Eastern European countries (e.g. Hungary, Croatia, Serbia and
Latvia) and among the lowest of all GEM countries in 2008.

These low rates can be explained by the lack of entrepreneurial tradition,
activity and education before the 90’s during the socialist period, the unfavora-
ble entrepreneurial environment in the transition period of the 90’s, as well as
the population’s acceptance regarding the less risky jobs offered by big firms in
the period of economic growth after 2000.

Starting from these facts, this paper aimed to emphasize the factors, which
influence the status of opportunity-motivated and necessity-motivated ear-
ly-stage entrepreneurship in Romania. The significant explanatory variables of
probability of becoming an opportunity-motivated early-stage entrepreneur in
the logistic regression were: the gender, knowing other entrepreneurs
(KNOWEN), perception regarding the trust in own entrepreneurial skills
(SUSKIL), educational level, work status, household size. While in the case of
necessity-motivated early- stage entrepreneurs: educational level, knowing ot-
her entrepreneurs (KNOWEN), age, perception on the proper promotion of en-
trepreneurial successes by the mass media (NBMEDI), perception regarding
the trust in own entrepreneurial skills (SUSKIL).
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Traditional or advanced cost calculation systems?

— This is the question in every organization

ILDIKO REKA CARDOS' — ISTVAN PETE' ~DUMITRU MATIS’

Abstract

In present context preoccupations regarding cost calculation, control and cost reduc-
tion are major challenges within organizations. Globalization represents a major change,
which leads to performance and performance measurement. We are also the witnesses
of technological and organizational mutations and evolutions, the automation of the
production processes, the evolution of demands and competition, the new forms of com-
petition.

These phenomena are raising serious doubts on the classical instruments of manage-
rial accounting and the traditional cost calculation methods. An answer appeared and
we are facing new challenges and perspectives regarding cost calculation.

The purpose of this article — after analyzing the existing literature in the field — is to
make a comparison between the traditional and modern, complex cost calculation
systems and to emphasize that new cost systems such as ABC and ABM represent major
innovations and permits not only the cost calculation and analysis but also measuring
performances, defining strategies and are oriented through competition and customers.

Keywords: traditional and complex cost calculation systems, job order costing, pro-
cess costing, ABC/ABM

Introduction

Changes in the business environment are having significant influences on
production processes, management, cost accounting and management accoun-
ting systems. Due to technological changes, both the structure and the compo-
sition of product costs have been changed substantially. Concerning product
cost structure, the ratio of fixed costs to variable costs has increased (Kerre-
mans et al., 1991) and many costs viewed as indirect costs in traditional com-
panies are in fact “direct costs in high-tech companies” (Seed, 1984).

Technological change has an impact on both cost composition and structure
(Kerremans et al., 1991). This change in cost structure created a need for orga-
nizations to review their existing management accounting system and consi-
der important to implement new systems within their activities.

Another important fact is that nowadays, in a worldwide competitive envi-
ronment companies are facing new challenges in terms of products or services,
quality, delivery terms, after sales services and customer satisfaction. Until re-

' Babes-Bolyai University, Faculty of Economics and Business Administration
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cently management accounting systems have not reported on these variables
despite the fact they represent key competitive variables.

Usually, companies are using their cost systems to (Kaplan & Cooper, 1998):

* design products and services that both meet customers’ expectations and

can be produced and delivered at a profit;

* signal where either continuous or discontinuous improvements in qua-

lity, efficiency and speed are needed;

* assist employees in their learning and continuous improvement activities;

* guide product mix and investment decisions;

* negotiate about price, product features, quality, delivery and service with

customers;

eefficient and effective distribution and service processes to targeted mar-

ket and customer segments.

Still, many companies are not gaining competitive advantages from these
enhanced cost systems because they rely on information from a cost system de-
signed for a simpler technological age when competition was only local in-
stead of global, and companies were producing standardized products and ser-
vices and when speed, quality and performances were less critical for success.
Using these systems managers don’t have timely and relevant information to
guide their improvement activities and they don’t have accurate and valid in-
formation to shape their strategic decisions about processes, products services
and customers.

However, in response to the changing environment, cost and management
accounting systems, besides financial information, must place greater empha-
sis on the collection and reporting of non-financial, quantitative and qualitati-
ve information, especially on those variables that are necessary to compete ef-
fectively and which supports the strategies of an organization.

In order to compete in today’s competitive and often tumultuous envi-
ronments, companies must become more “customer-driven” and to make
customer satisfaction a top priority. In order to provide customer satisfac-
tion organizations must concentrate on those key success factors that di-
rectly affects costs, product quality, time and innovations. These new ap-
proaches require continuous improvement, employee improvement and va-
lue-chain analysis.

“New management accounting techniques have aimed at helping business
decisions and taking control in an increasingly sophisticated way, more so
than has previously done before. Such things as strategic management accoun-
ting, activity based costing (ABC), strategic cost management, ..., non-finan-
cial measures, balanced scorecard (BSC) and target costing have been sugges-
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ted. Some of these, for example, ABC and BSC, have also gained a degree of po-
pularity in practice.” (Jarvenpaa, 2007:100)

Activity Based Cost (ABC) and Activity Based Management (ABM) Systems
emerged to meet the need for accurate information about the cost of resource
demands by individual products, services and customers and these systems al-
so enabled indirect and support expenses to be driven first to activities and
processes and then to products, services and customers. In this way managers
have obtained a clearer picture of the economics of their operations.

Research methodology

Usually, the originality of a research topic depends on critical reading of wi-
de literature in order to identify and distinguish the main ideas and methodolo-
gies from which contributions to knowledge might be made. It is very difficult
to see how academic research could lead to new applications of a methodology
or to contribute to knowledge without a systematic search and critical reading
of the available literature in the field both on national and international level.

In other words, knowledge generation and understanding is an emergent
process and not a universal product. In order to know the nature and character
of the implications of a development, we need to know the intellectual context
of that development (Hart, 1998).

Quality is also important when doing research and it means (Zimerman,
2001; Lukka & Mouritsen, 2002) rigor and consistency, clarity and brevity, ef-
fective analysis and synthesis. Ideas undertaken from the available literature
must justify the approach to the research topic, the selection of methods and
demonstration that the research contributes to something new.

Qualitative researchers, unlike their quantitative counterparts, do not in-
tend to test hypotheses at the beginning of their research process. Theory is
used not to obtain predictions but to gain understanding of a certain phenome-
non. Data analysis is a process of reality construction whereby the researcher,
the theory, and the method used in the research, together with the data derived
from the research, are all interdependent and interrelated (Siti-Nabiha, 2009).

This article is a qualitative and theoretical study and its purpose is to pre-
sent the new perspectives in cost calculation, to make a comparison between
traditional and new and complex cost systems in order to emphasize that cost
calculation by using a traditional method or cost system does not accomplish
the requirements of managers and organizations especially in high-tech com-
panies. Thus organizations must focus toward complex cost systems. The bac-
kground of this paper is formed by information and data gathered from the
existing literature and practice on national, European and international level.
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Tradicional cost calculation systems

Many companies use a traditional cost system to measure the manufactu-
ring costs of products in a two-step process: (1) the measurement of costs that
are applicable to manufacturing operations during a given period and (2) the
assignment of these costs to products. These systems accumulate all manufac-
turing costs such as materials, labor and factory overhead and assign them to
cost objectives: finished goods and work in process by using one of the two ba-
sicapproaches to cost calculation: job-order costing and process costing.

Job-order costing is the cost accumulation system under which costs are ac-
cumulated by jobs, contracts, or orders and the use of this method is appropriate
when the products are manufactured in identifiable lots or batches or when the
products are manufactured to customer specifications. Job-order costing is wi-
dely used by custom manufacturers such as printing, aircraft, and construction
companies, service businesses and professional services. Job-order costing ke-
eps track of costs as follows: direct material and direct labor are traced to a parti-
cular job. Costs that are not directly traceable - factory overhead - are applied to
individual jobs using a predetermined overhead (application) rate.

Process costing is a cost accumulation system that aggregates manufactu-
ring costs by departments or by production processes. Total manufacturing
costs are accumulated by two major categories, direct materials and conver-
sion costs (the sum of direct labor and factory overhead applied). Unit cost is
determined by dividing the total costs charged to a cost center by the output of
that cost center. In that sense, the unit costs are averages. Process costing is ap-
propriate for companies that produce a continuous mass of similar units thro-
ugh a series of operations or processes in industries as petroleum, chemicals,
oil refining, textiles, and food processing.

The basic differences between the two cost systems are as follows:

Table 1. Differences between Job-order Costing and Process Costing
JOB-ORDER COSTING| PROCESS COSTING

1. Cost unit Job, order or contract | Physical unit

2. Costs are accumulated | By jobs By departments

3. Subsidiary record Job cost sheet Cost of production report
4. Used by Custom manufacturers | Processing industries

(a) unit cost for inven- | A unit cost to be used to

tory costing purposes | compute the cost of goods
(b) profit or loss on completed and work in

each job progress.

Source: Shim and Siegel, 1998:310

5. Permits computation of
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As we can see, the distinction between the presented cost systems is that
while job-order costing focuses on applying costs to specific jobs or orders,
process costing accumulates accounting data by the production department
(or cost center) and averages over all of the production that occurred in the de-
partment.

Although the traditional cost systems can be used successfully in different
production sectors, in time appeared a major force in the rationalization of the
production process: the automation. (Kerremans et al, 1991)

Society and organizations are confronted with technological evolution and
as the result of these changes they are experiencing significant changes in size,
form, production and labor process. Although production methods and pro-
cesses have been developed and make use of advanced technologies, manage-
ment accounting and cost systems have lagged behind because they are not
useful in a “high-tech” environment (Cooper&Kaplan, 1989) and management
has different accounting information needs. “The challenge is to provide cor-
rect information in time so that it is useful for planning and control purposes.”
(Kerremans et al., 1991:147)

The growth in the automation of manufacturing has changed both the
structure and the composition of total product cost.

* Concerning the structure of product costs we can observe that the ratio of
fixed costs to variable cost has increased and many costs viewed as indirect
costin traditional companies are in fact direct cost in high-tech organizations.

* Concerning the structure of product costs we can observe that the signifi-
cance of direct labor costs has diminished and often became insignificant whi-
le overhead cost has increased and has become more important.

Another important aspect is that traditional cost systems were designed de-
cades ago, during the 1980’s, when most companies marketed a narrow range of
products, direct labor costs represented only a small fraction of total costs and
indirect costs were relatively small and the distortions arising from overhead al-
locations were not significant. After the 1990’s companies started to market a
wide range of products, indirect costs were no longer unimportant and the in-
troduction of more sophisticated cost systems started to become necessary. Fur-
thermore, the intense global competition resulted in decision errors from poor
cost information. These aspects determined the appearance of complex cost
systems such as: Activity Based Costing and Activity Based Management.

Advanced (complex) cost calculation systems
Activity-based costing (ABC) is defined as a methodology that measures the
cost and performance of activities, resources, and cost objects. Specifically, re-
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sources are assigned to activities, then activities are assigned to cost objects ba-
sed on their use. ABC recognizes the causal relationships of cost drivers to acti-
vities. (Institute of Management Accountants, 1998)

ABC begins (Hughes & Gjerde, 2003) with the companies’ products, deter-
mines the activities used in the production and delivery of those products, and
computes the costs of the various activities. The costs of the activities used in
the production of a product are then assigned to that product in a manner that
approximates a causal relationship. As a result, advocates insist that ABC
systems provide more useful information for cost management purposes than
traditional systems do. These differences are significant for companies with
large amounts of overhead, multiple products, and high product diversity.

The major differences between traditional cost systems and ABC are as fol-
lows:

Table 2. Differences between Traditional cost systems and ABC

TRADITIONAL ABC

Many to reflect different
activities

Cost pools One or limited number

Vol based, fi - ivi .
2. Applied rate olume based, finan Activity based, non

cial financial

Labor-intensive, Capital-intensive, product
3.Suited for low-overhead diverse, high-overhead

companies companies

Accurate product costing,
4. Benefits Simple, inexpensive | possible elimination of
non-value-added activities

Source: Shim and Siegel, 1998:337

In today’s competitive environment organizations require a reliable cost
system and relevant cost information to survive. By implementing an ABC
system managers will obtain accurate information about the true cost of pro-
ducts, services, processes, activities, distribution channels, customer seg-
ments, contracts, and projects.

Needy et al (2003) suggests that the implementation process of an ABC
system should rely on the following four steps: (1) cost system evaluation; (2)
ABCdesign; (3) ABC implementation; and (4) system evaluation and validation.

Benefits of an ABC system are numerous. They include (Shim and Siegel,
1998):
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* Improved products or services, improved decisions about pricing, servi-
ces and strategies;

* Cost reduction by eliminating the non-value-added activities;

* Greater control of costs because of its focus on the behavior of costs at the-
ir origin, both short-term and long-term;

* More accurate evaluation of performance by programs and responsibility
centers;

ABC'’s originators recommended it for economic, normative, realist and de-
terministic reasons — that is, it represents best value, accurately represents fi-
nancial events and aids rational decision-making and contracting. Alleged be-
nefits include: increased cost awareness and understanding; better tracing of
costs to objects; superior allocation of overheads to cost objects; and financial
(cost driver rates) and non-financial (cost driver volumes) measures for cost
management and operational decision. (Hopper & Major, 2007)

The clearer picture from ABC systems led naturally to activity-based mana-
gement (ABM). ABM enables the organization (Kaplan & Cooper, 1998) to ac-
complish its outcomes with fewer demands on organizational resources.

Activity-based management (ABM) is subsequently defined by CAM-I (Con-
sortium for Advanced Manufacturing-International) as a discipline that focu-
ses on the management of activities as the route to improving the value recei-
ved by the customer and the profit achieved by providing this value. ABM in-
cludes cost driver analysis, activity analysis, and performance measurement,
drawing on ABC as its major source of data. Using ABC data, ABM focuses on
how to redirect and improve the use of resources to increase the value created
for customers and other stakeholders.

Movement from ABC (for product profitability assessment) to ABM (for mo-
re general managerial control and decision support) has been supplemented by
the broadening of ABC/M application to different types of business, to diffe-
rent functional specializations within business and to the complementarities
of ABC/M to other new high-profile management and accounting techniques.
(Bjornenak & Falconer, 2002: 504)

Together, ABC and ABM methodologies provide the tools and the knowled-
ge base for making informed decisions — decisions, which relate to the pricing,
management, and improvement of products and services. They are utilized to
gain a fuller understanding of the real cost dynamics and cost structures invol-
ved in business operations. ABM together with ABC principles can enable ma-
nagers to better understand (a) both product and customer profitability, (b) the
cost of business processes, and (¢) how to improve them.

ABC and ABM are a continuum of value. ABM is the application of ABC da-
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ta to manage product portfolios and business processes better. ABC becomes
ABM (management) when it is used to (CIMA, 2001):

* design products and services that meet or exceed customers' expectations

and can be produced and delivered at a profit;

* signal where either continuous or discontinuous (re-engineering) impro-

vements in quality, efficiency and speed are needed;

* guide product mix and investment decisions;

* choose among alternative suppliers;

* negotiate about price, product features, quality, delivery and service with

customers;

* employ efficient and effective distribution and service processes to target

market and customer segments;

* improve the value of an organization’s products and services.

ABC/ABM systems are a very effective means for improving company per-
formance on many fronts. An organization can realize the power of ABC and
ABM when the right individuals access the right information in the best format
for improving performance

The use of cost calculation systems in practice

Traditional cost calculation systems were developed decades ago and they
are still used today worldwide (Horngren et al, 2003:109) in services (audit
firms, consultancy companies, postal services), trade (product delivery, grain
trade, timber trade) and production sphere (aircraft assembling, construction,
oil refining, beverages).

A study made by Joye&Blayney (1990) shows that both job-order costing
and process costing are widely used in several industries.

Other surveys (Ask&Ax, 1997; Inoue, 1998) identified that companies aro-
und the world are using mostly one of the traditional cost calculation met-
hods at the expense of other methods. Still the percentages are close, there
are no large variations.

With regard to the usage of ABC/M cost calculation systems a study made in
the USA (CAM-I 1995) shows that companies adopted Activity Based Cost
systems in order to: (1) determine/calculate the cost of products and services;
(2) reduce costs; (3) enhance the production process; (4) elaborate price strate-
gies.

Similar ideas emerge from surveys made in Europe (UK, Netherlands, Ire-
land). Researchers (Innes&Mitchell, 1995; Groot, 1999) concluded that in Eu-
ropean countries there are relatively high adoption rates of the ABC/M couple
and they found that the benefits of using the method were: (1) accurate infor-
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Table 3 — Traditional cost calculation systems used
in various industries

Food Textile Steel [Chemical| Oil
industry | industry| industry| industry| industry
Eg;fflfgs 96% 91% | 92% | 75% | 100%
Job-order 40¢ 18% 2504 . .
costing () 0 0 25% 25%
Others - - 8% 12% -
Printing Furniture | Machinery .
and publishing and and Electronic
industry accessories| computers products
lc)g‘;‘t:flfgs 20% 38% 43% 55%
Job-order
costing 73% 63% 65% 58%
Others 13% - 9% 10%

Source: Joye&Blayney (1990)

Table 4 — The use of cost calculation systems worldwide

Cost calculation USA | Canada|Australia| Japan |Sweden| UK
systems used

Other cost
calculation systems

31% 48% 33% 31% 42% 52%

Traditional cost

(o) 0, 0, 0, o o
calculation systems| °° % 52% | 67% | 69% 58% 48%

Source: Ask&Ax, 1997; Inoue, 1998

mation regarding the costs of products and services; (2) improved cost control
and better cost management; (3) performance measurement; (4) more accurate
customer profitability analysis.

Arecent study (Cohen et al, 2005) reveals high adoption rates of ABC/ABM
in the USA and UK and smaller adoption rates in other European countries.

* The data shown in the table exceed 100% because the analyzed companies use more
than one costing method.
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Rates less than 10 percent characterize the European countries with the excep-
tions of the Netherlands where 12 percent of firms had implemented ABC, as
well as Belgium. In France adoption rates were higher, about 20 percent.

The same survey shows that the reasons to implement ABC/ABM are driven
by the need to improve customer profitability, to gain accurate and relevant
cost information for pricing or budgeting, to modernize their cost systems, im-
prove cost control and improve their business processes. However the imple-
mentation process has also disadvantages and presents difficulties such as the
reluctance of employees or managers, difficulties in identifying and selecting
activities, problems when collecting data for these new systems.

Besides ABC adopters there are companies that consider ABC implementa-
tion asa future target and companies that do not consider adopting ABC. Accor-
ding to the findings of relevant researchers the main reasons of rejecting the im-
plementation process of ABC/ABM might be: satisfaction with the existing tradi-
tional cost systems, lack of management support and interest, implementation
process being associated with high costs, consumption of time and resources.

Conclusions

From the examination of the literature in the field of managerial accounting
and cost accounting we can conclude that traditional cost accounting and cost
calculation systems do not provide detailed quantitative cost data and busi-
ness process information that safety managers need. Without such data, mana-
gers do not know where to focus decision-making efforts in order to become
more cost-competitive.

If we look back, traditional cost systems were developed in the early 1900’s
and are still widely used today. Advanced cost systems emerged in the late
1980’s and many organizations have implemented these methods with real
success.

Still there are organizations that continue to operate in a traditional way:.
Managers often use traditional systems and the information of these because
they have little or no alternative or when the system is used to generate infor-
mation for performance evaluation and the correlation between usage and suc-
cessis higher in case of traditional systems.

Both traditional and advanced systems vary in their level of sophistication
but in general traditional cost systems tend to be simplistic whereas advanced
systems tend to be sophisticated.

Simplistic (traditional) systems are inexpensive to operate, they can gene-
rate inaccurate cost assignments and inaccurate costs and this can lead to mis-
takes and errors in the decision making process. These systems are not well
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equipped to provide regular, complete and reliable information on customer
profitability.

On the other way advanced and complex cost systems are more expensive
to operate but they minimize errors and mistakes regarding cost, they link the
activities with competitive strategies. Usually, the implementation of these
systems often requires higher costs and difficulties might appear during the
use of these because various activities can appear. The implementation proces-
ses bring new rules and suppose a change of attitude and behavior and needs
quite a long assimilation period before the general use within each company.

All in all the optimal cost system varies for different organizations. Within
companies if the indirect costs have a low percentage of total costs and a fairly
standardized product range, it will be more appropriate to use a traditional
cost system because this may not result in the reporting of inaccurate cost. Else
if there is a high proportion of indirect costs and products consume resources
in different proportions, the optimal cost system might be a more sophisticated
one because they are able to capture the diverse resource consumptions and
assign the high level of indirect costs to different cost objects.

Knowing the managerial needs regarding costs, activities and strategies,
each company needs to consider what method or system contributes to their
unique needs. Management accounting systems must help organizations to
achieve quality goals providing reports and measures that motivate and eva-
luate managerial efforts to improve quality, must develop cost systems that ac-
curately measure costs and profitability.
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An MRP-based integer programming model for capacity planning

LEVENTE SZASZi,»
Abstract

Capacity planning decisions represent an important topic in the operations management
literature, as they greatly influence the performances of the firm and determine

if the firm is able to satisfy market demand in each period. In order to be able to deal

with uncertainties and fluctuations of market demand and other elements of the internal
and external environment, capacity planning decisions are broken down into several levels
of aggregation. This paper builds a general integer programming model for capacity
planning at the master production scheduling (MPS) level. Input data and parameters

for the model can be gathered from a typical MRP/MRP ll-based information system.
Using the integer programming model we can determine the optimal level of production
capacities, at which operating costs are minimal. The last chapter of the article presents

a case study, where we use the integer programming model built to investigate what cost
reductions are possible by optimizing capacity levels at a small-sized firm from the textile
industry.

Keywords: capacity planning, MRP/MRP Il system, production planning and control,
integer programming, master production schedule.

Return to schooling in Hungary before and after the transition years

MELINDA ANTAL:

Abstract

In this paper, | compared the return to schooling in Hungary by using datasets available
from the Hungarian Wage Survey carried out in 1986 and in 2000, with more than 600 thousand
observations altogether. The results are in conformity with the expectations and other
empirical researcher’s works, showing an increase in the return to schooling of 74% in

these 14 years, and large increases in returns to education for those who attended a high
school or a university/college. The lower positioned education levels didn’t bring significant
changes in their premiums, this fact being one of the most plausible explanations why
attendance to vocational schools dropped so dramatically after the communism collapsed.

I also searched for explanations and solutions for the puzzle: why changes occurred in these
14 years, highlighting some possibilities which could be used as extension to the present
work, solving the data selection problems faced with the current dataset.

Keywords: return to schooling, wage inequality/ differentials, human capital, transition
economies, Hungary

Influencing factors of early-stage entrepreneurial activity in Romania

LEHEL GYORFY1—- ANNAMARIA BENYOVSZKIi— AGNES NAGY:2— ISTVAN PETE: -
TUNDE PETRA PETRU:

Abstract

In Romania a representative sample of adult population was interviewed using a

standard GEM questionnaire. After emphasizing the special situation of Romanian entrepreneurship

in international context we aimed to determine the influencing factors of

opportunity-motivated and necessity-motivated early-stage entrepreneurs, using socio-

-demographic and perceptual variables.

Keyword: Entrepreneurship, opportunity-motivated early-stage entrepreneurs, necessity-

motivated early-stage entrepreneurs.



Traditional or advanced cost calculation systems? - This is the
question in every organization

ILDIKO REKA CARDOS: - ISTVAN PETE:1—- DUMITRU MATIS:

Abstract

In present context preoccupations regarding cost calculation, control and cost reduction
are major challenges within organizations. Globalization represents a major change,
which leads to performance and performance measurement. We are also the witnesses
of technological and organizational mutations and evolutions, the automation of the
production processes, the evolution of demands and competition, the new forms of competition.
These phenomena are raising serious doubts on the classical instruments of managerial
accounting and the traditional cost calculation methods. An answer appeared and

we are facing new challenges and perspectives regarding cost calculation.

The purpose of this article — after analyzing the existing literature in the field — is to
make a comparison between the traditional and modern, complex cost calculation
systems and to emphasize that new cost systems such as ABC and ABM represent major
innovations and permits not only the cost calculation and analysis but also measuring
performances, defining strategies and are oriented through competition and customers.
Keywords: traditional and complex cost calculation systems, job order costing, process
costing, ABC/ABM



	angolKFborito.pdf
	Page 1


