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Abstract: This work introduces the Extracted Tags - EXTags, a short form of data extracted 

from a massive amount of multimodal human motion data for efficient human motion 

analysis. EXTags describe the only crucial space-time features from motion data in a 

certain period. We demonstrate how such brief representation might be a handful in an 

analysis of the patient transport situation from the point of view of the ergonomics of 

transporting people. 
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1 Introduction 

The transport of patients is a routine, frequently repeated activity performed by 
health professionals. Statistics show that routinely introduces terrible habits, 
which often accelerate employee occupational diseases (OHS) associated with the 
nonergonomic patient transfer. In 2017 American National Institute for 
Occupational Safety and Health reported over 1.25 trillion dollars loss due to the 
OHS problems [33]. In the daily activities of professional medical staff, few tasks 
do not require physical assistance. Many nurses must perform physically 
demanding patient care tasks that expose them to an increased risk of 
musculoskeletal disorders (MSD) and low-back disorders (LBD). A good survey 
[5] covering 132 papers on the frequency of injuries and musculoskeletal disorders 
pain concludes that nursing aides suffer from OHS.In [24], authors report a survey 
of 2405 nurses with range lifting tasks and confirm that low back pain is highly 
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prevalent among nurses and is associated with a high-level sickness absence. 
Alamgir et al. in [1] examined injury claims that resulted in compensation or 
medical costs studying 2784 injury incidents and indicating the majority of 
injuries in nursing homes and acute care. Terrence et al. [28] examined the 
relationship between the regularity of patient lifting and the occurrence of back 
injuries and proved that regularity is a significant causative factor in the 
production of low back injuries in nursing personnel. Warming et al. [32] 
evaluated the inter-method reliability of a registration sheet for patient handling 
tasks and demonstrated that the logbook was reliable for both transfer and care 
tasks. In his systematic review [23] of papers between 2004 and 2016, Richardson 
concluded that additional research is necessary to identify interventions that may 
reduce the high rates of injury among nurses. Skotte in [25] investigated a low-
back loading during everyday patient-handling tasks, emphasizing the 
compression and shear forces on L4/L5 joint and measured muscle activity. 
Hignett in [8] proved that nursing staff had lower levels of associated postural risk 
in positive safety cultures. Schnibye et al. [24] observed changes in mechanical 
load on the low-back and assessed a significant reduction was in spinal loading. 

Literature studies show that for determining correct assessment methods, correct 
and incorrect lifting experiments should be carried out and registered in a 
controlled environment. Human Motion Laboratories for functional analysis 
equipped to measure kinematic, kinetic parameters, and electromyography of 
selected muscle groups involved in lifting are suitable for such trials. Efficient 
processing of particular information from heterogeneous massive multimodal 
human motion data (structured and unstructured) requires the availability of 
methods to select, process, and distinguish correct and incorrect samples of 
motion from the data stream in a fast way. Two popular mechanisms include 
indexing and tagging. However, an effective tagging of multiperson and 
multimodal human motion data requires an abstract description. The chosen 
motion modality or a few selected modalities or dependencies between them could 
be easily compared with other data samples in motion in the same time slot and 
modality. 

There are several ideas in the literature on how to tag multimodal data. Rasiwasia 
et al. [22] demonstrated the benefits of joint text and image modeling by 
comparing the performance of a state-of-the-art image retrieval system to his 
image retrieval system, using the proposed joint model. A similar method was 
proposed by [27]. According to [9], current image segmentation approaches are 
divided into four categories: merging-based, splitting-based, statistical model-
based, and shot boundary classification-based. Authors claim that practical video 
structure analysis aims at segmenting a video and using semantic content. Atrey et 
al. [2] present known fusion strategies for combining multiple modalities 
appropriate to various tasks. In [3], the authors prove that the most appropriate is 
to use a taxonomy of multimodal machine learning with characteristic 
representation, translation, data fusion alignment, and co-learning in the 
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multimodal world. Our proposition of EXTag representation is similar to [2] and 
[3] directions. We propose using several selected modalities simultaneously to 
represent particular motion patterns by single EXTag - Motion Tags (MT) entities. 
The ordered vector of Motion Tags represents multiperson motion as an instance 
of EXTag. We use hierarchical clustering, classification, and value derivative 
dynamic time warping [16] to compare normalized time series data efficiently. 

To our best knowledge, current approaches consider only the analysis of artificial 
models or real situations without an accurate measurement methodology. In our 
case, the measurement concerns two people lifting supervised by professional 
physicians. In addition, researchers use dummy and artificial patients and 
simulations instead of accurate measurements of real people during activities. 

Most of the existing approaches are based on a single domain, considering only 
the analysis of one movement feature to measure the correctness of lifting. Our 
main innovation introduces compound models that aggregate simultaneous 
activities of simple features like kinematic, kinetic, and EMG of selected body 
parts during motion. This experiment uses a person's motion which contains 
mutual relations lifter and being lifted person. The novelty starts from 
measurement protocol defined, which considers a lifting specialist and patient.  
We capture the details of the whole movement, taking into account the patient and 
the doctor, taking into account the kinetics, and on this basis, we build features, 
and these features are hierarchical. The second novelty starts from the 
measurement protocol defined, which considers lifting (nurse) and that the patient 
had been lifted. 

2 Measurement Methodology 

For demonstration purposes, the safe handling of the patient during the raising of a 
patient from lying to sitting in bed is being used. It requires two people, so it gives 
us complex data. The techniques of correct handling have been derived from the 
literature and verified by the experience of the employees of Wroclaw Medical 
University in Poland. Our study uses recorded multimodal information from 
4 cameras, surface electromyography (sEMG), ground reaction forces (GRF), and 
full-body motion capture (MC). In multimodal observation, we focus on the 
configuration of hips, back, and knees and accompanying selected surface muscle 
tensions. 
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3 Activity Scenarios 

The activity scenario is composed of three phases: 1) preparing the patient for 
movement, 2) turning the patient to lie down on his side, in a safe position,  
3) moving the patient from a safe position to a seated position at the edge of the 
bed. 

Correct lifting must follow the rules of the loads lifting mechanics: 

 keep the spine in a neutral position (in a slight squat), 

 bend of knees and hips (knees-patellas should not exceed the line of 
fingers), 

 hold the patient close to the body at waist height (arms not extended), 

 move as smoothly as possible. 

 

 (a) 1.1                                               (b) 2.3                                         (c) 3.2 

Figure 1 

Key phases of patient lifting (numbering as described in activity scenario procedure) 

The recommended patient transfer techniques, including a patient who is heavier 
than the caregiver, without overloading the spine and exposing him/her to injuries, 
are described in detail: 

1. Prepare the patient for movement 

1.1. Position yourself facing the bed on which the patient is lying. Take a 
relaxed position. 

1.2. Bend your knees slightly, position your feet freely, tighten your torso 
is stabilizing muscles, Put your spine in a safe position, breathe freely. 
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1.3. Get closer to the patient’s head, now change the position of the feet. 
Both feet are pointing towards the patient’s head. Forward, leg closer 
to the patient’s head, forward-facing, bent in the knee, bodyweight 
transferred to the front leg, rear leg slightly bent, leg and trunk 
muscles tense, spine in a safe position, free breathing. 

1.4. Move the patient’s hand closer to the edge of the bed, bend it at the 
elbow, and then bend it at the elbow. Slide your hand under your head 
(pillow). Point the patient’s head towards the hand. 

1.5. Move the patient’s other hand over the chest to the edge of the bed 
and put your hand on the bed.  

1.6. Move closer to the patient’s feet, now change the position of the feet, 
both feet forward-facing, leg closer to the patient’s legs forward-
facing, curved in the knee, bodyweight transferred to the front leg, 
rear leg slightly bent, leg muscles and your torso is tense, your spine is 
in a safe position, breath freely. 

1.7. Slide your hand closer to the patient’s lying foot and bend your leg by 
slightly sliding it over the mattress. Then, bend the patient’s other leg 
in the knee. 

2. Turn the patient to lie down on his side in a safe position. 

2.1. Move closer to the patient’s torso. 

2.2. Stand in front of the patient, slightly bend your knees, position your 
feet freely, one leg remains in front, bent in the knee, the other 
remains in the back, the bodyweight remains on the front leg, tighten 
the muscles stabilizing the torso, put the spine in a safe position, 
breathe freely. 

2.3. Place one hand on the patient’s shoulder, do not bend the hand in the 
wrist, place the other hand near the patient’s hip, slowly move the 
body weight from the front leg to the rear leg, turning the patient to lie 
on his side, in a safe position. 

3. Move the patient from a safe position to a seated position at the edge of 

the bed. 

3.1. Change the position of your feet. Position yourself facing the bed on 
which the patient is lying, take a relaxed position, slightly bend your 
knees, put your feet forward freely, fingers slightly to the sides, 
tighten the torso stabilizing muscles, put your spine in a safe position, 
breathe freely. Move the patient’s legs towards the edge of the bed, 
slowly lowering them out of bed. Secure the patient’s legs with your 
leg. 
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3.2. Ask the patient to start pushing away from the bed with hand, and at 
the same time lightly support the patient's movement with hands so 
that the patient changes position from lying on the side to sitting on 
the bed with legs down.Support the patient’s hands on the bed, on 
both sides of the patient’s body. If possible, the patient’s feet should 
be supported (e.g., on the floor). 

 

   

Figure 2 

Multimodal Visualization of correct (left side) and incorrect (right side) patient lift with video, 3D 

motion, and position on the force plates 

   

(a) Correct                                                  (b) Incorrect 

Figure 3 

Examples of correct and incorrect registrations of selected muscle tensions during lifting procedure 

In addition, for each actor, ten squats were registered with and without a load to 
perform them correctly and incorrectly. The correct motion applies to the rules 
written above. The incorrect does not apply. This exercise was performed as a 
reference to EMG measurements of patient lifting. 
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4 Measurement Configuration 

Reference database has been registered using the system for multimodal motion 
acquisition in Human Motion Laboratory (HML) of the Polish-Japanese Academy 
of Information Technology (PJAIT) in Bytom, Poland. Laboratory provides a 
comprehensive environment for multimodal data acquisition, management, and 
analysis. It allows motion data acquisition by synchronous, simultaneous 
measurement and recording of video streams, muscle potentials, motion 
kinematics, and kinetics. It makes it possible to apply a spatio-temporal 
correlation between the acquired data. MX-Giganet Lab is responsible for 
hardware synchronization during data acquisition from base systems. Our 
particular multimodal recordings contain: 

– 3D body motions of 2 actors (patient and nurse) were registered based on 
Vicon’s Motion Kinematics Acquisition and Analysis System equipped with 
28 Motion Capture Camera (10 MX T40, 10 Bonita 10, and 8 Vantage 5).  
The system registers 39 reflective markers on each of the actors (tracked at 
100 fps) based on sets for the Plug-in Gait full-body model and provides 
information on the location of all skeleton joints. Markers were placed on 
significant body segments: 4 on Head, five on Torso, 14 on the left and right 
side of upper limbs, and 16 on left and right side of the lower body according 
to Vicon specification [31]. 

– Muscle potentials for nurses by Noraxon’s Dynamic Electromyography 
(EMG) System allows for 16-channel measurement of non-gel electrodes in 
compliance with the SENIAM guidelines. For registration EMG, has been 
defined measurement configuration (Fig. 4). EMG electrodes measure the 
work of muscles taking part in stabilizing the figure of the person who is 
lifting the patient. 

– Ground Reaction Forces (GRF) were recorded (1000 Hz) for the nurse’s 
body by Kistler Force Plates (Internal Amplifier), two dynamometric platforms 
with equal accuracy on the entire surface of the platform at 1000 Hz 
frequency. The system has been used to check on which leg is the more 
significant body pressure. 

– Video system: using multi-camera video system for simultaneous recording 
from 3 Full HD (25 Hz) cameras and lossless video recording equipped with 
Basler’s pilot piA1900-32gm/gc GigE Vision. The cameras recorded the view 
from the front, back, and side positions of the scene. Recordings contain 
information about the position of actors over time. 
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Figure 4 

Lifting actor with EMG electrodes and skeleton markers configurations 

Hardware synchronization and hardware calibration were described in the paper 
[17]. Each multimodal recording has a single C3D file containing kinematic and 
kinetic motion parameters, three video streams, and configuration files. In addition 
to patient transfer, other movements were recorded to determine maximum muscle 
tension in a similar situation. Two actors have been recorded performing the 
movements representing correct and incorrect lifting (Fig. 2). This multimodal 
measurement configuration has 414 distinctive motion parameters in data records, 
resulting in a large amount of data. 

The dataset with patient lifting (DPLP) has been made public for scientific 
research purposes according to the initiative of Living Labs for Human Motion 
Analysis and Synthesis in Shared Economy Model. It is available in the resources 
of the R&D Center PJAIT: https://res.pja.edu.pl (accessed on 1 July 2021). 
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5 Extracted Tag Concept 

 

Figure 5 

EXTag concept with four level of operations 

To reduce data amount and faster operations, we introduce the Extracted Tag 
(EXTag) concept. It will allow on the performance of multimodal assessment and 
analysis by: (A) event detection in multimodal data, (B) ranking motion 
recognition, (C) Motion Tag classification, and (D) EXTag marking. These 
operations allow quickly performing content-based motion retrieval from complex 
multidimensional and multimodal space. EXTag is a part of a hierarchical 
representation of multimodal motion information composed of an ordered 
sequence of motions - Motion Tags. An example of the EXTag representation in 
graphical form demonstrating the patient lifting task is shown in Figure 5. EXTag 
is assigned to the appropriate class after the schema elements of the defined 
Motion Tag sequence are correctly recognized. Motion Tag is a concise, minimal 
representation of a given segment of motion measurement, which consists of 
characteristic data blocks of the selected motion. Motion Tag reference is 
considered as a part of multimodal measurements. In multimodal measurements, 
we set the characteristics of given modalities by labels: correct, incorrect. These 
characteristics are not the whole body configuration but the only configuration of 
the distinguished fragments. In multimodal motion feature space, selected features 
that are valid for specific Motion Tags are considered. They are applied to the 
Motion Tag subspace and determine whether a given Motion Tag is complete. 

In addition, an order in which the given movements occur is maintained.  
The correct occurrence of Motion Tag determines the resulting EXTag. In this 
way, building a minimal representation consisting of labels and selected sets of 
values for specific, selected quantities during movement. These quantities are 
described in a more abstract way compared to the raw data recorded in the 
laboratory. An example of such an abstraction in our case of patient lift is the 
position of the arms relative to the hips, described as the mutual position of 
several joints relative to each other. It is not an anatomical norm but an accepted 
scheme that unambiguously defines the correct lifting movement in the patient 
lifting scheme. EXTag is the minimum representation that eliminates the need to 
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search the entire movement space using a data fragment as a movement pattern.  
It is a high-level representation that does not penetrate into the detailed structure 
of each of the measured objects. In the case of two people’s movements, the 
specific properties of these movements are measured in a given time. Patterns of 
these movements are also considered elements of measurements. The minimal 
representation described using EXTag consists of Motion Tags representing single 
motions. Every single movement is represented by specific modality values 
measured in time. 

Tag Modelling Algorithm: 

1) Define the pattern of movement - Motion Tag using motion features selected by 

a domain expert. Such a pattern describes the average duration of a defined 

movement, the properties of this movement described by changes in the kinematics 

and scopes of angles of joints (degrees of freedom) in the skeletal model, and at 

the same time changes in kinetics and muscles activities in the muscle model. 

2) Select the dominant feature of the defined Motion Tag. 

3) Unify a Tag for a specific modality (kinematics, EMG). 

4) Collect all the characteristics of a given Motion Tag. 

6 Extracted Tag Application 

Motion Tag is correctly recognized only when the previously defined motion 
blocks represented by different modalities occur in a specific order. For that, we 
propose a logistic regression classifier with compressed sparse row representation 
that gives optimal performance. The block size depends on the specific motion 
description and required features selected from the corresponding measurements. 
Depending on the motion recording system used, the motion block may include 
motion capture, EMG, GRF, video, and other required modalities. The correct 
recognition takes place for the optimal feature vector of ordered motion states 
appear on multimodal data. In our multimodal data for the definition of minimal 
distinguishable motion representation at first, two data modalities: EMG and 
motion capture have been considered, which requires 70 parameters in total and 
results in 6 times fewer data and feature space. 

In our example, we measure the motion of two people, but in general, we have P 

people in multiperson motion. EMG features for a person Pn, n ∈ {1. . N}Pn, n ∈{1. . N} are given by Integral Absolute Value calculated for a particular EMGi 

channel represented by xj samples in window K: 

𝑬𝑴𝑮𝑷𝒏 =  {𝑬𝑴𝑮𝟏, … , 𝑬𝑴𝑮𝟏𝟔}, 𝑬𝑴𝑮𝒊 =  𝟏𝑲 ∑ | 𝒔𝒋 |𝒊∗𝑲
𝒋=(𝒊−𝟏)∗𝑵+𝟏  

 
(1) 
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In the discussed example, for the correct lifting movement, we expect EMG 
modality of all muscles at a constant level and low values compared to the intense 
muscle load when lifting a significant weight. In the abnormal lifting movement, 
EMG reaches high values when the nurse overturns and lifts the patient. This 
stroke is identified as a threat to the spine. In order to define the optimal EMG 
vector, we additionally check if the tension on the back is less than on the 
abdomen and legs. High tension on the abdomen is identified as correct, high 
tension on the muscles of the squares is identified as incorrect. We do not know 
specific EMG values, but we rely on signal variation or a standardized pattern for 
a specific person based on correct and incorrect examples. 

Kinematic features for person n - KFPnn - KFPn, are defined by set of cc geometric 
relations between specified skeleton configurations creating spatial relations in the 
window KK: 

𝑲𝑭𝑷𝒏 =  {𝑲𝑭𝟏, … , 𝑲𝑭𝒄}, 𝑲𝑭{𝒊} = {∑(𝒘𝒋 ∗ 𝒗𝒋)𝒌𝒌
𝒋=𝟏 } 

 
(2) 

where kkkk is the feature dimension of particular geometric relation, vjvj 
particular feature and wjwj normalized weight for the jj-th geometric feature. 

Here we refer directly to the description of the movement from the previous 
chapter. In our observation, we are focused on the particular configuration of hips, 
back and knees. Due to the limited data, we study the rotation of the spine during 
lifting (hip line relative to the shoulder line), lifting work with hands close to the 
body. The bending of the nurse's legs in the knees when lifting reduces the lever, 
reducing required parameters to 32 dimension feature vector. For window KK for 
normalization and comparison of coherent kinematic and EMG features we use 
VDDTW [16] following agglomerative clustering for partitioning of mixed 
multimodal motion feature set into distinguished groups of primitive multimodal 
motions according to the distribution of generic model GMi, , i ∈ {T, F}GMi, , i ∈{T, F}: 

𝒈𝒊,𝒍(𝒔𝒍(𝒎)) = 𝟏√𝒗𝒍𝟐𝝅 𝒆−[𝒔𝒍(𝒎)−𝒂𝒗𝒍]𝟐𝟐𝒗𝒍  
 

(3) 

For classification purposes we use similarity measure and classify multimodal 
motion features according to similarity measure with maximal value: 

𝒉(𝒔(𝒎))  = 𝒂𝒓𝒈𝒎𝒂𝒙𝒊 ∈{ 𝟏,𝟐,… ,𝑲} [𝑷(𝑮𝒊) ∏ 𝒘𝒍𝒈𝒊,𝒍(𝒔𝒍(𝒎))𝑴
𝒍=𝟏 ] 

 
(4) 

For example, we assumed a limited set of different motions, and each group GiGi 
has the same likelihood P(Gi) = 1K P(Gi) = 1K . 
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Conclusions 

In this paper, we introduced an important problem of lifting procedure as an 
example of massive multiperson, multimodal motion data and elements defining 
the EXTags allowing for the unequivocal determination of the correctness of 
movement performed by medical personnel during the lifting of the patient. There 
was proposed reduced motion description by EXTags introduction, understood as 
a configuration of feature subset from a set of multimodal quantities relating to the 
description of motion on the high level extracted from the recorded human 
motion. The experiment demonstrated a significant difference between the normal 
and abnormal lifting characterized by limited and selected features among 
different motion parameters in different time slots. Such motion patterns defined 
for lifting a patient performed in a certain period were described by EXTag and 
given by specifications of multimodal motion configuration. In our study, the 
activity scenario and experiment description were proposed. Additionally, a 
multimodal measurement configuration and its impact on data quantity were 
presented, including the EXTag concept and its actual usability. Due to the limit 
of pages, the article has been significantly reduced and another paper focused on 
the experiment results is planned. The work will be further developed towards the 
analysis of human motion data for medical applications. The EXTag concept will 
be tested for other domains with multimodal motion data. In the future, we are 
considering conducting extensive experiments with different methods and models, 
which proved to be successful in modeling systems in various fields as presented 
in [4] [7] [12] [20] [34]. 
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Abstract: Fault detection problems in dynamic objects and their localization are a very 

critical and rather challenging tasks for many practical applications. The Kalman-filter 

technology is used for these purposes most often. The correct operation indicator of the 

specified filter is the innovation process to be represented as a normal uncorrelated 

stochastic process with zero mean value and a priori calculated covariation matrix, except 

the specified conditions, are violated in case of unforeseen perturbations. The aim of the 

presented work is to develop a method allowing to restore the normal performance of the 

Kalman filter in the presence of uncertain disturbances. This aim is attained by applying a 

special one-to-one transformation of the output equation of the testing system, as a result of 

it, the disturbance component is modified by the extrapolation equation of the state vector 

dynamic system. This feature will be used in the sequel when modified Kalman filter is 

applied to the transformed system. The properties of the obtained filter concerning the 

stability of estimation errors, their convergence, and optimality are discussed. The 

efficiency of the method has been verified by the method of statistical modeling on a test 

example of a third-order dynamic system. 

Keywords: states estimation; linear dynamic systems; Kalman filter; uncertain structure 

perturbations 

1 Introduction 

The fault detection problems in dynamic objects and their localization are relevant 
and rather difficult tasks for many practical applications [1-9]. IFAC 
SAFEPROCESS (Symposium on Fault Detection, Supervision and Safety for 
Technical Processes) defines a fault, at least, as the inadmissible deviation of one 
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feature or parameter from its rated value to have been regulated by the standard 
norms [10-11]. A performance impairment can happen in separate modules of a 
control subject, in the regulator subsystems, switching equipment, or in 
observations channels, etc. The FDIR system (Fault Detection, Isolation, and 
Reconfiguration) is defined as a design strategy of control systems to be capable 
to ensure continuously functional safety or operating capacity of a control subject 
at beginning of a fault by its timely detection and isolation (FDI) with a possibility 
of the subsequent reconfiguration of the control unit in response to fault influence. 

Usually, problems of fault detection and their localization are solved in two 
stages. On the first of them, it is necessary to make the binary decision from two 
mutually excluding alternative hypotheses "a system it is operational" - "the 
system is faulty". This stage is imperative for any functional diagnostics system. 
At the second stage, the place of fault emergence and its possible reason is 
defined. This stage, as a rule, is desirable, but isn’t regulated strictly [12].  
In general, this design strategy is geared to the introduction of the redundancy 
concept, both by a physical layer and an analytical level. 

The procedure of comparison of the duplicated signals created by the various 
hardware is the basis for the concept of physical redundancy introduction.  
For example, the same signal is observed by means of several sensors operating at 
different modes of operation. The standard practice implementing the hardware 
redundancy consists in the application of cross procedures of measuring channels 
cross-check, difference signals forming on the basis of a parity relations method, 
and further processing of the received signals by the corresponding methods, for 
example, using of Wavelet [41] or TP [42] transformations. 

Conversely, the concept of analytical redundancy actively uses a mathematical 
model of a system in aggregate with the special methods of estimation considering 
features of the FDI systems. This concept doesn’t assume installations of the 
additional hardware, and in this sense is preferable in comparison with the concept 
of introduction of hardware redundancy. Distinctly, the maximum effect can be 
gained by a combination of both concepts in the uniform integrated system. 
However, methods of introduction of analytical redundancy are more difficult as it 
is necessary to guarantee stability in relation to the operating noise, unknown 
perturbations and incomplete information about parameters of a mathematical 
model. 

So far the problem subject of FDI can be considered almost created. It found the 
reflection in the conventional classification of the existing methods, the published 
books, and periodical review articles. For example, the methods of analytical 
redundancy introduction can be separated into two major sub-classes. In the first 
of them the methods oriented to the application of quantitative models in an 
explicit form and based on are used: concepts of the parity relations [13-16]; full 
order observers or unknown input observers [17-20]; properties of the updated 
process created by a Kalman filter [21-24]; procedures of joint states estimation 



Acta Polytechnica Hungarica Vol. 18, No. 10, 2021 

 – 23 – 

and unknown parameters [25-26]; stochastic algorithms [27, 29]; optimization 
methods [28, 30]. The general property of the above-mentioned methods is the use 
of specified sections of the modern control theory for the purposes to form special 
signals in the FDI systems. The missing information, at the same time, is 
generated from the results of observations. 

In the second case, qualitative models on the basis of artificial intelligence 
methods using a mathematical apparatus of fuzzy logic [32] are applied; 
qualitative methods; the methods using knowledge bases; linguistic methods.  
For the analysis of fuzzy logic methods, we will consider a problem of difference 
signal forming. The difference signal, even in nominal conditions, is never equal 
to zero in accuracy. There is a lot of reasons for that: incomplete separation, 
nonlinearity, perturbations, noise, etc. Therefore, the main problem becomes to 
make a correct decision in the conditions of inadequate or incomplete information. 
As opposed to classical logic, fuzzy logic allows for making justified decisions, 
based on fuzzy knowledge, heuristic logic, and their combinations. Conceptually, 
signals processing by means of fuzzy logic consists of three stages. At the first 
stage, the difference signals are compared by means of special membership 
function. In most cases it has the triangular format. At the second stage, the 
smaller exit from two previous is selected. At the third stage, the procedure of 
center balance finding or another averaging method is used. It allows to resolve 
uncertainties and to lead to the probable correct decision. However, in this case, 
the major problem preventing of perspective technology implementation in 
practical applications is caused by the complexity of the training process. So, for 
example in [33, 34] used the basic principles of fuzzy logic for the solution of a 
difference signal estimation problem. The procedure of the weighed summing was 
made use of there instead of the categorical procedure of type "yes" - "no”. In this 
area, it is possible to find out more about the latest advances in works [35-37] and 
also in the recent review publications [3, 38] related to application aspects of FDI 
in the context of chemical and technology objects based on AI technology. 

In as much as formulation of the correct mathematical model of a control system 
is time-consuming method and complicated problem, many attempts to construct 
an acceptable qualitative diagnostic model on the basis of declarative knowledge 
of a system, for example, the pole analyzing of the variable, trend like "increase or 
decrease", a variable or a constant, etc. were made in due time. These concepts are 
the baseline of the qualitative method, and with their help, entirely possible, to 
construct the diagnostic system steadily in a sense. Moreover, comprehensive 
diagnostics of faults demands of, as a rule, different levels of prior information 
beginning from quantitative, analytical, heuristic, and finishing by expert level.  
It can be carried out on the basis of the expert systems functional diagnostics [39, 
40] by using the complex integrated solution. 

The submitted paper belongs to a subclass of the functional diagnostic methods be 
actively using in an explicit form quantitative mathematical model of a controlled 
system and relies on characteristics of the innovation process created by a Kalman 
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filter. In [43] the possibility of faults diagnostics, using well-known statistical 
methods of the likelihood ratio or the generalized likelihood ratio for testing of a 
difference signal for "whiteness", its mean square value and an error covariation 
matrix of prediction was attempted for the first time. A little later, in [44, 45] was 
offered the adaptive estimation algorithm constructed on the basis of model 
conditional Kalman filter bank (MMAE-a method). The difference signal 
characteristics of the MMAE method were in detail studied in work [46]. 
Applications of these methods to FDI problems in the flight control systems are 
known in [47, 48]. 

By today, in this direction, two concepts of estimation problems with present 
faults and perturbations were formulated. The first of them is based on the 
conception of state vector expansion at the cost of connecting to it the additional 
unknown input associated with the active faults and perturbations influence.  
At the same time, it is supposed that the mathematical model of an unknown input 
dynamics is a priori available, and the optimal solution of an estimation problem 
is guaranteed by an expanded Kalman filter (EKF). However, at a large number of 
the considered faults and perturbations, the dimensions of the filter will be much 
more the control system dimensions. In [49] it was offered, by the introduction of 
special UV-of transformation, the procedure of EKF separation into smaller 
dimension constituent parts working in parallel and independently. Further, the 
basic idea [47] was adapted to stochastic type of faults and perturbations [51, 52]. 
The main efforts of researchers in this direction are made for the search of the 
EKF approximation methods to combine acceptable estimation accuracy with the 
restrictions not too complicated in terms of practical applications [53, 54]. 

The basis of the alternative concept is the assumption of total absence of the prior 
information in regard to dynamic properties of unknown inputs. In [55] it was for 
the first time solved this problem for the purpose of the derivation of linear 
unbiased estimations with the minimum generalized variance by the introduction 
of the certain restrictions imposed on structure of the analyzed system. In [56-57] 
the results [55] were generalized having applied a parametrical approach to 
deduce of optimum estimations. Later in [59] the optimum filter with the 
minimum generalized variance considering a problem of degradation 
characteristics inherent in the filter [55] was offered. In [60, 61] solved a fault 
detection problem of fault detection and their localization by means of geometrical 
approach, creating at the same time difference signals with the directed properties. 

A specific feature above the proposed solutions is the complexity of the applied 
mathematical apparatus connected with the use of function spaces transformations 
of finite dimensions. It is to a certain extent by exposing to difficulties the 
practicing engineers as these sections of mathematics, often, remain outside to the 
standard training programs of the engineering profile specialists. Therefore, it is 
desirable to obtain a rather simple theoretical justification of the difference signal 
separation from the influence of uncertain disturbances, applying at the same time 
a mathematical apparatus of minimum acceptable level complexity. Unlike a 
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traditional way of the filter structure adaptation to the mathematical model 
structure the authors used a reduction way of the mathematical model to the 
equivalent form where the disturbance component is absent in an explicit form.  
It allowed for it to be limited to the application of the well-known (standard) form 
of Kalman filter guaranteeing the derivation of the estimate state convergence in 
more usual terms "an bounded input – an bounded exit". 

The following structure of the article is assumed: in Section 2 – the problem 
statement is formulated in the mathematical sense; in Section 3 – discusses a one-
to-one mathematical transformation of the output of the original system, designed 
to absorb disturbances in the output; the results of applying the Kalman method to 
the transformed system are discussed in Section 4 and the main properties of the 
offered filter in Section 5. In Section 6 the illustrative example of the third 
dynamic system order for the operability purpose demonstration of the offered 
method is given. Subsequent sections present the results of modeling, summarize 
the research results, and list the literature used. 

2 Problem Definition 

Let's consider a linear discrete stochastic system, a mathematical model that can 
be described in terms of state variables 

( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( );
s s

k k k k k k k k    s W s G u D d n  (1) 

( ) ( ) ( ) ( )
y

k k k k y H x n , (2) 

where ( ) n
k s  – the current system state, ( ) m

k y  – the output vector,  

( ) p
k u  – exactly known control influence, ( ) q

k d  – the indefinite structure 

perturbation, ( ) n

s
k n  – the noise of a state variables, ( ) m

y
k n  – the system 

output noise, W(k), G(k), Ds(k), H(k) –the known system matrices of the 
corresponding dimensions. The initial state (0) ns  represents a Gaussian 

random vector with mean value E{s(0)} and a positive definite covariation matrix 
P(0). Random sequences ns(k), ny(k) are independent white Gaussian noise 
uncorrelated with s(0), have zero mean values and limited covariation matrixes 
E{ns(k), ns

T(k)} = Q(k) and E{ny(k), ny
T(k)} = R(k), respectively. The listed 

assumptions coincide with those that are usually accepted in the classical theory of 
linear filtration without taking into account the matrix Ds(k) which is missing 
there. It is in the case under consideration supposed that perturbations d(k) have 
neither the probabilistic description nor even property of limitation from above. 
Otherwise stated, it is absolutely indefinite function. However, for the solvability 
of the problem, the following additional assumptions are introduced: 

– the sequence of matrixes H(k + 1) Ds(k) should be limited; 
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– q ≤ m i.e. the number of perturbations are no more than number of output 
sensors; 

– for all 0k , the smallest singular values of the matrix product H(k + 1) Ds(k) 

not less γ, where γ – is the set of positive numbers. The last two restrictions 
essentially mean that the matrix product H(k + 1) Ds(k) has a full rank in the 
columns, and they are necessary for the perturbation absorption procedure.  
The task is to develop a simplified method for estimating the state vector s(k), free 
from the influence of disturbances d(k), based on the availability of observation 
results y(k), a sequence of precisely known control actions u(k) and system 
matrixes W(k), G(k), Ds(k), H(k). In the theory of optimal linear filtration, the 
stability of the Kalman filter is guaranteed by the introduction of assumptions 
about the controllability and observability of the system under study [3]. Similar 
conditions will be formulated for the case under consideration after the procedure 
for absorbing the disturbances has been carried out. 

3 One-to-One Transformation System Exit 

In this section, a local goal is pursued, namely, the justification of the procedure 
for absorption of the component H(k + 1)Ds(k) in the equation of state of the 
system by introducing a supplementary transformation of the output equation so 
that later it becomes possible to use the standard Kalman filter. It, in turn, will 
promote the forming of states estimation errors free from the influence of 
perturbations, subject to the transformed exit. For the first time, the problem of a 
difference signal separation from influence of unknown perturbations was 
considered in [55], where the structure of a linear filter was determined by the 
equation 

               1
1 1 1k k k

k k kk k k k k


      s W s L y H W s . (3) 

It is worthy of note that in this equation the component G(k)u(k) was not taken 
into account, since it is a precisely known quantity and is insignificant for the 
problem of optimal linear filter synthesis. For this case, the state vector estimation 
is equivalent to vector error estimation of filtering. The transfer matrix of the filter 
L(k + 1) was defined by minimization of an error covariation estimation matrix on 
condition that introduced restriction to be correct. 

( 1) ( 1) ( ) ( ) 0
s s

k k k k   L H D D . (4) 

This restriction guaranteed the lack of influence of a component Ds(k)d(k) on a 
state estimation error. The solution of the local optimization problem taking into 
account (4) led to a significant complication of the process of calculating the 
transfer matrix L(k + 1) compared to the classical Kalman filter, and it was not 
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entirely obvious how to analyze the stability of the synthesized filter. Therefore, in 
this article, the main attention is paid to the issue of disturbance absorption even 
before the filter design process and at the second stage, the modified Kalman filter 
option is applied to the transformed state equation (1) where the perturbation 
component Ds(k)d(k) are missing. 

Suppose there is some bounded matrix sequence ( ) n m
k

M  the specific type of 

which will be determined a little later. Then, relation (2) immediately implies 

( 1) ( 1) ( 1) ( 1) ( 1) 0
y

k k k k k         M y H s n . (5) 

Further we will add to each party of the equation (5) the equation (1) 

( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( 1) ( 1) ( 1) ( 1) ( 1) .

s s

y

k k k k k k k k

k k k k k

     

         

s W s G u D d n

M y H s n
 (6) 

After reducing such terms, we get an expression in which the equation for the 
output of participation no longer takes: 

( 1) ( 1)[ ( 1) ( ) ( ) ( ) ( ) ( )]

( 1) ( 1) ( 1) ( ) ( 1) ( 1),
s

s y

k k k k k k k k

k k k k k k

      

       

s Z W s G u D d

M y Z n M n
 (7) 

where ( 1) [ ( 1) ( 1)]
n

k k k   Z I M H . 

If the matrix sequence M(k + 1) is chosen so that in each instant of k restriction 
Z(k + 1) Ds(k) = 0 is carried out, then the equation (7) will take a form: 

( 1) 1( ) ( ) 1( ) ( ) ( 1) ( 1) ( ),k k k k k k k k      s W s G u M y w  (8) 

where 
1( ) ( 1) ( ); 1( ) ( 1) ( );k k k k k k W Z W G Z G

( ) ( 1) ( ) ( 1) ( 1)
s y

k k k k k   w Z n M n . 

In this case, the covariance matrix of the transformed state noise w(k) should be 
calculated on each computation cycle by the formula 

         1 ( 1) ( 1) 1 1T T T
k k k k k k k    Q Z Q Z M R M . (9) 

Turning to equation (8) it is easy to notice that now the disturbing effect  
Ds(k) d(k) is excluded from further transformations in an explicit form. At this 
stage, it is important that the perturbation is absorbed at the moment k + 1 instead 
of k an instant is important. The condition that the transmission matrix of the filter 
under consideration must satisfy M(k + 1) similar to that introduced in [12], 
namely Z(k + 1)Ds(k) = [In – M(k + 1)H(k + 1)]Ds(k) = 0. However, there is a 
significant difference here. Expression in square brackets provides more degrees 
of freedom in choosing the value of the matrix transmission coefficient M(k + 1) 
since it is not related to solving the minimization problem. This matrix can be 
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determined by solving the matrix equation M(k + 1)H(k + 1)Ds(k) = Ds(k). Since 
it is assumed that the assumption is valid that in the matrix product H(k + 1)Ds(k) 
the number of columns does not exceed the number of rows, this means that the 
solution for M(k + 1) must exist. In most practical applications, this inequality is 
satisfied. Taking this remark into account, we obtain [5] 

       1 1
s s

k k k k


    M D H D , (10) 

where the symbol [∙]⋇ the pseudoinverse Moore-Penrose matrix is denoted [63]. 

4 Result of the Kalman Filter Method Application 

Returning to the transformed state model (8), it is easy to see that state vectors 
s(k), an entrance u(k), and an exit y(k) remained the same. Thus, the original 
model (1) and the modified (8) are essentially equivalent, since they describe the 
same system, and the component M(k + 1) y(k + 1) can be interpreted as a new 
known input. In this case, there are no formal obstacles to the application of the 
standard estimation procedure by the Kalman method, since the disturbance 
component Ds(k) d(k) is not present. Then, the application of the classical Kalman 
filter to the transformed model (8) 

( ) ( ) ( ) ( ),
y

k k k k y H x n  

( 1) 1( ) ( ) 1( ) ( ) ( 1) ( 1) ( ),k k k k k k k k      s W s G u M y w  

will generate in a recurrent form the following estimates of the states s⋇(k/k) and 

their covariation matrixes P(k/k) for all 0k , 

         1 1 1 1 ;Tk k
k kk k k  P W P W Q                                                             (11) 

       111 1 1 ;Tk
kk k k

   rK P H P                                                            (12) 

              1 1 1 1 1 1 ;T Tk
kk E k k k k k       rP r r H P H R          (13) 

       1 1
1 1 1 ;k k

k kn
k k 

      P I K H P                                                      (14) 

       11 1 1 * ;k
kk k k     r y H s                                                                (15) 

             1* 1 * 1 1 ;k k
k kk k k k k    s W s G u M y                                    (16) 

       1 1
1* * 1 1 .k k
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    
   

0
0

0
0

* 0 ,

0 .

E



s s

P P
                                                                                             (18) 

where matrixes Z(k + 1), M(k + 1), W1(k), G1(k) have to be previously calculated 
according to formulas (7), (10), (8), respectively, with initial conditions (18). 

At the same time, it is necessary to emphasize that the offered filter differs from a 
normal Kalman filter a little. First, the distribution matrix of again entered control 
input is calculated (10) using a pseudoinverse concept, and secondly, more 
significantly, the covariation matrix of the generalized perturbation, being  
non-stationary, has to be updated in each computing cycle. In these repeated 
calculations there is the absorption perturbations procedure with indefinite 
structure in the implicit form. Besides, the seeming simplicity of the offered filter 
presents the additional problem in the form of generalized perturbation correlation 
components. Usually in practice, for simplicity of the estimation procedure 
neglect this correlation often. At the same time, the filter becomes quasi-optimal 
filter. 

5 Analysis of the Modified Kalman Filter Properties 

In order for the modified Kalman filter to be guaranteed to be stable, it is 
necessary to formulate two more constraints, in addition to those already given 
in the second section. Their essence is reduced to uniform full observability of 
the pair [W1(k), H(k)] and uniform full controllability of the pair {W1(k)[In –
 K(k)H(k)]Q1/2(k)}, defined using the Gram matrix. They differ somewhat 
from those accepted in the theory of linear Kalman filtration since this theory 
cannot be directly applied to the specific problem under consideration. 
Moving on to the discussion of the properties of the synthesized filter, the 
following should be noted: 

1) Data limitation. If the above-introduced assumptions are valid, then the 
recursively calculated matrices P(k + 1/k + 1) and P(k + 1/k), so and Pr(k + 1), 
K(k) are limited. In other words, this property guarantees the boundedness of all 
recurrent computations, excluding the estimates of the state vector. Due to the 
presence of white Gaussian noise, the state estimation errors, in principle, cannot 
be limited (11), (15) but the second point is limited – the covariance matrix of 
filtering errors. This property is important for applications where all calculations 
must be performed in real-time. 

2) Stability. At the made assumptions, dynamic errors of state estimates (17), (18) 
will only be exponentially stable, since in this case one of the main conditions of 
the Kalman filter theory is violated – the reversibility of the transition matrix of 
states W1(k). In fact, this matrix according to expression (8) is always singular. 
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However, if we introduce the notation for the estimation error of the state vector 
s∼(k/k) ≜ s∼(k) – s*(k/k) then the dynamics of estimation errors can be represented 
by the equation 

         
         

1
1 1 1 1

1 1 1 1 .

k k
k kn

n y

k k k

k k k k k


       

        

s I K H W s

I K H w K n
 (19) 

It is common knowledge that the convergence of estimation errors is defined only 
by the determined member of equation (19) which is characterized by the 
expression W1(k)[In – K(k + 1)H(k + 1)]. As calculations K(k + 1) are 
determined, then the stability of the dynamics of filtering errors is provided only 
by the assumptions made with respect to W1(k), H(k + 1), Q1(k). Therefore, these 
properties don’t affect the correlation processes w(k) and ny(k). More complete 
proof of the estimations convergence can be deduced using of Lyapunov functions 
or (and) having investigated at the same time stability of the Riccati solutions at a 
singular transfer matrix [60]. However, it goes beyond the objects set in this work. 

3) Optimality. It should be noted here that ignoring the correlation between 
processes w(k), ny(k) leads to the loss of optimality of the modified filter. 
However, as shown by further modeling, these losses are relatively small. Besides, 
it is not entirely obvious how one should take into account the correlation caused 
by the introduced transformation of the equation of the system's output, and this 
can be the subject of further research. 

6 Results of the Method Feasibility Testing 

As the illustrative example, untied any specific application, let's consider the 
continuous third-order dynamic system with transfer function [64] 

   
    2 2

1 1 2

1

2 1 1
out

in

U p
F p

U p T p T p T p


  
 

where matrixes T1, T2 – the time constants of the oscillatory and aperiodic links 
connected consistently, ξ  – the damping factor (1 < ξ < 0), p = (σ + jω) – the 
complex variable. As numerical values of the specified parameters we will choose 
T1 = 1, T2 = 4, ξ = 0,5. Let's convert this system in terms of a state variable.  
For this purpose we will use the method of direct programming [65] and will 
perform the following transformations: 

        
 2 2

1 1 2

1

2 1 1
out in in

U p F p U p U p
T p T p T p

  
  

 



Acta Polytechnica Hungarica Vol. 18, No. 10, 2021 

 – 31 – 

 
   

3

3 2 2 1 2
1 2 1 1 2 1 22 2

in
р U p

.
р T T p T TT p T T



  


     
 

Let's enter new denotation 

   
   3 2 2 1 2

1 2 1 1 2 1 22 2
in

U p
Е р .
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We will solve the obtained relation relatively E(p) 

       
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As state variables we will choose the integrators outputs and will make a 
functional diagram having the next parameters: 
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1 2

1 с.
T T

 

 

Figure 1 

The function circuit of an illustrative system in terms of the state variables 

On the basis of the function circuit we make the equation system 

         
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Therefore, system matrixes in the absence of perturbations will be such: 
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t
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 

H  

Under determining an observation matrix it was supposed that the structure of 
measuring means allows a possibility of states measurements s1(t) and s3(t).  
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The matrix of perturbations distribution was defined from the following 
conditions [66]. It was supposed that a perturbations source are changes of 
parameters a, b, c, and changes of matrixes W(t), G(t) we will provide linear 
approximations ∆W(t), ∆G(t), i.e 

                  ;s s int t t a t b t c t t c t u t      D d D s  

- when determining a matrix DT
s (t)=[1 0 0]T we will be limited to a case when 

changes of parameters influence a component s1(t). 

The system discrete equivalent was calculated by formulas [63]: 

         1 1
3 3; ;T

s sk k k k k
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WW e G W W I G D W W I D  

At above preset values T1, T2, ξ  and ∆T = 4 system matrixes accept values 

 
5

;

0.4729  0.5765  0.6260
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D
 

Covariance matrices of noise processes ns(k), ny(k), took the values 
Q = 0.0025I(3); R = 0.0001I(2), respectively, and the mean values were assumed to 
be zero. The modeling process was carried out in the computing MATLAB 
environment according to formulas (11)-(18). The perturbations process was 
imitated by expression: 

 
 
 
 

0

40, 0;

4  0.2   .025*0,

60, 0

;

.

k d k

d k k d k

k d k

randn

 


  
  





  

The following values were taken as the initial conditions: sT(0) = [1; 0; – 1]T 

u(k) = 1; sT*(0/0) = [0; 0; 0]T; P(0/0) = I(3). Results of estimating the first two 
components of the state vector s1

*(k/k), s2
*(k/k) for system transient response and 

differential signal r(k) are shown in Fig. 2 a, b. 
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Figure 2 

Modeling results of states estimation process: a) standard Kalman filter; b) modified Kalman filter 

If the Kalman filter works correctly, then the difference process, called the 
updating process, is an uncorrelated Gaussian random process with a zero mean 
value and a covariance matrix recursively calculated by the formula [46]: 
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              1 1 1 1 1 1T Tk
kk E k k k k k       rP r r H P H R . (20) 

Matching charts r(k) located in the bottom line of Fig. 2, confirms the correct 
operation of only the modified Kalman filter, the estimates error are not affected 
by the appeared disturbance. Consequently, the problem of decoupling 
(decomposition) of the estimation process from disturbances with an indefinite 
structure is satisfactorily solved. 

Conclusions 

The problem of obtaining estimates of the states of linear dynamic systems, free 
from the influence of disturbances, the structure of which is not defined, is 
relevant for many of the applied research, including in the field of functional 
diagnostics. 

Unlike the traditional way based on an adaptation of the filter structure to the 
model set structure of, authors solved a problem by modification of the model set 
model to an equivalent form where the perturbations component in an explicit 
form is absent. It allowed for being limited to the application of one of Kalman 
filter forms guaranteeing convergence of states estimations. 

In comparison with other known design methods, the proposed method is natural 
and simple, and the conditions for the existence of a solution are easily verified. 
Considerations are presented regarding the guarantee of the properties of the 
obtained solution: stability, boundedness and optimality. Since the issues under 
consideration have not yet found sufficient coverage in the periodicals, there is 
reason to believe that the presented results introduce an element of novelty into 
the research topics related to obtaining estimates of the dynamical systems states 
that are indifferent to disturbances of an indefinite structure. 
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Abstract: This study deals with the research and development of the optimal design of a 

small floating hydroelectric power plant by theoretical analysis and the subsequent 

conceptual design of the optimal variant. A computational fluid dynamics (CFD) system is 

used for theoretical analyses of flow, flow around, free surface properties, and motion of 

bodies in the water. The aim of this study is to identify the optimal geometry and 

construction of a small floating hydroelectric power plant. In the study, five different 

versions of floating pontoons are designed and analysed in the first phase. CFD analysis is 

used to determine the choice of the most suitable concept, which is further modified based 

on the calculation results. The result of the study is the design of a suitable design solution, 

which obviously achieves higher efficiency compared to a conventional water wheel. 

Finally, the further direction of research is presented, with a focus on maximising the 

performance and further optimisation of the small floating hydroelectric power plant 

structures. 

Keywords: optimisation; power plant; computational fluid dynamics (CFD); water wheel; 

hydraulic power 

1 Introduction 

Hydropower plants are powerful tools for reducing greenhouse gas emissions. 
There are several perspectives on the efficiency of hydropower plants and on the 
process of building them in order to generate electricity from renewable sources 
[1]. For this purpose, large waterworks are being built, including hydropower 
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plants, which, however, are not currently operating efficiently and it is, therefore, 
necessary to modernise and rebuild them to operate more efficiently [2]. 

In addition, the impact of hydropower plants on the ecosystem is negative [3]. 
Another approach is to build small hydropower plants, which are often also 
questioned for several reasons [4]. The most significant problem in building small 
hydropower plants is the major intervention in the natural river flow. This is most 
often achieved by completely damming the flow. This maximises the potential of 
the flow, but has several negative effects. Such negative effects can only be 
eliminated by a partial damming of the stream, which makes it possible to 
preserve, at least partially, the natural state of the riverbed. Small hydropower 
plants can therefore cause serious damage to the river ecosystem. When 
comparing small and large hydropower plants, small hydropower plants have a 
greater negative impact per megawatt of electricity produced [5, 6]. 

For the above reasons, trends in the construction of conventional hydropower 
plants should be directed towards modernisation and streamlining of the work of 
large hydropower plants rather than the massive construction of small hydropower 
plants. Small hydropower plants should be designed primarily for those areas 
where the population density is sparse and where it is not efficient to draw 
electricity through power lines [7, 8]. 

These claims are also confirmed by a study carried out in Norway, which 
compared the environmental impact of small and large hydropower plants [9]. 
However, deciding on the direction of development is often not just a question of 
assessing the effectiveness or environmental impact, but also of other 
circumstances, such as political priorities. However, at present, the attenuation of 
the proactive construction of small hydropower plants can be seen, which can be 
considered a good signal to stabilise the situation [10, 11]. The main 
environmental consequences of hydropower plants can be classified by their 
impact on the aquatic ecosystem [12]. 

By damming the stream, the natural flow in the riverbed is disrupted, which 
results in degradation of the bottom and banks or erosion. Dams disrupt the flow, 
worsen the quality of water, block the movement of animals and sediments in the 
river, destroy fish habitats and prevent the natural migration of fish, with even 
built fish paths not alleviating the issue [13]. 

However, there are other methods than those mentioned above that make it 
possible to obtain electricity from renewable sources. In our study, we search for 
alternatives to building small hydropower plants. One method is to install small 
floating devices. Such devices are suitable for rivers with small slopes and low 
flow velocities, with research in this area already under way. An example is the 
floating hydroelectric power plant on the Mura River in Hungary. This power 
plant achieves an electrical output of 5-10 kW. We focus on the possibility of 
increasing the efficiency of floating equipment by various methods of technical 
improvement [14]. 
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We present the research and development of the optimal construction of a small 
floating hydroelectric power plant by theoretical analysis and subsequent 
conceptual design of the most suitable variant. As a computational fluid dynamics 
(CFD) software tool, the Autodesk Simulation CFD 2016 system is used in this 
project for theoretical analyses of fluid flow, flow around, free surface properties, 
and body motions in water. The provided CFD simulations allowed us to model 
the dynamics of fluid flow in configurations that are calculated on the base of the 
Navier–Stokes equations implemented in the software and solving the numerical 
problem using the finite volume method [15]. 

Meaning of words Optimization and Optimum in this paper: in general they stand 
for a process and its result the goal of which is to find the best technical idea and 
solution giving the highest possible performance of the plant but also fulfilling 
several different requirements, e.g. issues concerning the river flow conditions, the 
river bank infrastructure, the possible environmental impacts, the protection of the 
wheels, the complexity of manufacturing the plant, the economic profitability, etc. 

So, they are not used in a purely mathematical meaning, rather in technical. 

The aim of this study is to identify the optimal geometry and construction of a 
small floating hydroelectric power plant intended for the Slovak section of the 
Danube and the lower part of the Váh River. The following partial tasks are solved 
using a series of theoretical calculations, analyses, and simulations: 

- Optimal shape of the water wheel and its size; 

- Optimal shape of the water wheel blades; 

- Optimal number of blades; 

- Optimal location of the hydropower plant with respect to the riverbank 
and flow depth; 

- Optimal mutual placement of several water wheels by comparing the 
effectiveness of different layouts; 

- Optimal shape of the water corridor and water supply to the water 
wheels; 

- Use of water flow barriers and rectifiers to increase the efficiency of the 
water wheel; 

- Possibility of using the lower boundary of the water corridor; 

- Optimal water wheel rotation speed. 

The following general procedure was used to solve the individual sub-tasks: 

- Drawing up various alternatives; 

- Theoretical comparison of the effectiveness of the various alternatives; 

- Identification of two or several of the most efficient alternatives based on 
theoretical calculations. 
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2 Theoretical Background 

Based on the nature of the discussed flows, the floating power plant under 
investigation is a free surface, hydrokinetic type that uses purely the kinetic 
energy of water flow. Classic water wheels are the most suitable for such 
electricity production in the difficult conditions of our rivers, especially when the 
economic aspect is also considered. 

A similar single-wheel floating hydroelectric power plant installed on the Mura 
River in Hungary achieves an average overall efficiency of 55% [14]. This object 
was considered a model at the beginning of the development and a higher resulting 
efficiency level was set as a target. When determining the input parameters of the 
tunnel flow and the initial dimensions of the wheels, the possible main dimensions 
of the double-wheel bearing floating pontoon were also considered and their 
parameters are given in Table 1. 

Table 1 

Main dimensions of a double-float pontoon 

L [m] B [m] H [m] T [m] 

max. 40 11.4 3.0 2.0 

where: 

- L [m] is the length of a double-float pontoon; 

- B [m] is the breadth of a double-float pontoon; 

- H [m] is the height of a double-float pontoon; 

- T [m] is the draught of a double-float pontoon. 

The rectangular cross-sectional area of the tunnel is calculated by: 𝑆 = 𝑏 ∙ 𝑡 [𝑚2] , (1) 

where: 

- b [m] is the width of the rectangular section of the tunnel; 

- t [m] is the depth of the rectangular section of the tunnel. 

The volume flow rate is calculated by: 𝑄 = 𝑆 ∙ 𝑣 [𝑚3 ∙ 𝑠−1] , (2) 

where: 

- v [𝑚 ∙ 𝑠−1] is the flow velocity. 

The mass flow rate is calculated by: 
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, (3) 

where: 

-  [𝑘𝑔 ∙ 𝑚−3] is the density of water. 

The maximum theoretical power of the water flow kinetic energy is calculated by: 𝑃𝑊 = 12 ∙ 𝑞 ∙ 𝑣2 [𝑘𝑊]. (4) 

The hydraulic power of the power plant is determined by: 𝑃𝐻 = 𝑃𝑊 ∙ 𝜂𝐻 [𝑘𝑊] , (5) 

where: 

- 𝜂𝐻[−] is the hydraulic efficiency of the wheel and tunnel. 

The mechanical power of the power plant is determined by: 𝑃𝑀 = 𝑃𝐻 ∙ 𝜂𝑀 [𝑘𝑊] , (6) 

where: 

- 𝜂𝑀 [-] is the mechanical efficiency of the bearings and gears. 

The delivered electric power of the power plant is determined by: 𝑃𝐸 = 𝑃𝑀 ∙ 𝜂𝐸  [𝑘𝑊] , (7) 

where: 

- 𝜂𝐸 [−] is the electrical efficiency of the generator. 

The overall efficiency of the hydropower plant is calculated by: 𝜂𝑇 = 𝜂𝐻 ∙ 𝜂𝑀 ∙ 𝜂𝐸  [−]. (8) 

The equation used to estimate the output hydraulic power of a single hydrokinetic 
water wheel is: 

, (9) 

where: 

- 𝐶𝑝 [−] is the power coefficient. 

However, determining the power coefficient 𝐶𝑝 is very difficult, and very different 
approaches are reported in the literature. In contrast, the use of a single wheel has 
been excluded during the development and this equation only has a very limited 
application for multiple wheels that interact with each other. 



T. Kalina et al. Development and Design Optimisation of a Small Floating Hydroelectric Power Plant 

 – 48 – 

In this development task, the hydraulic power was determined from the output 
values of the CFD analyses, which were the torques and angular velocities of the 
water wheels, by: 

, (10) 

where: 

- M[𝑁𝑚] is the hydrodynamic torque; 

-  is the angular velocity. 

From the hydraulic power value obtained, the hydraulic efficiency 𝜂𝐻 was 
calculated using Eq. (5). Other parameters, such as mechanical and electric power, 
can only be determined when the corresponding efficiencies are known.  
The efficiencies depend on the choice of other components of the power plant, on 
the bearing of the wheel shaft, on the transmission devices and on the electric 
current generator. 

3 Methods 

This study consists of the analysis of different configurations. The most common 
method that allows for computer modeling of flow is CFD. The principle and 
limitations of this method in relation to flow modeling have been addressed in 
several studies [16-18]. The results of modeling, as well as the time of their 
implementation, depend mainly on the number of elements (and nodes) and also 
on the quality of computer technology [19]. Computer-aided design software is 
used for the two- and three-dimensional design of floating power plant elements 
[20]. 

Five different versions of floating pontoons, from A to E (Figure 1), were 
designed and analysed by means of computer-aided design and CFD software (see 
example CFD results in Figures 1f and 3c). The flow velocity properties inside the 
tunnels were considered in order to eliminate unfavourable shapes with high 
resistances (losses). Step-by-step, the pontoon versions with the greatest drag 
forces, the greatest flow decelerations, and the smallest mass flow (flux) between 
pontoons were eliminated. For comparable values, "simpler" shapes with fewer 
water wheels have always had the advantage. 
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(a)                                                                   (b) 

  

(c)                                                                   (d) 

 

(e) 
Figure 1 

Different versions of the pontoons: (a) pontoon A, basic version of two floats/two wheels; (b) pontoon 
B, improved version of two floats/two wheels; (c) pontoon C, five floats/three wheels; (d) pontoon D, 

six floats/three wheels; (e) pontoon E, seven floats/four wheels 

 

Figure 2 
Example CFD output showing free surface flow velocities 
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All preliminarily designed versions of the pontoons passed an optimisation CFD 
test, where three possible variations were examined: 

- Pontoon open from below in between the floats; 

- Pontoon from below closed by a flat bottom between floats; 

- Pontoon closed with a specially shaped inner bottom. 

Flow analysis was performed for all versions from A to E. Figure 3 shows 
pontoon B in more detail. 

  

(a)                                                                  (b) 

 
(c) 

Figure 3 

An example flow analysis for pontoon B: (a) pontoon open at the bottom between the floats; (b) 

pontoon closed from below by a flat bottom; (c) pontoon closed with the shaped inner bottom surface 

CFD analysis shows that the most suitable design is the pontoon provided by a flat 
bottom between the floats. During the consideration also other factors have been 
taken into account like the influence of the river bed on the induced turbulences or 
the protection of the rotating parts against floating objects, etc. 

In the next step, the interaction of water wheels (basic version) with individual 
floating pontoons was tested by a simplified CFD analysis. The analysis was 
performed in a relatively short time for all versions from A to E, with pontoon D 
presented in Figure 4. 
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(a)                                                                           (b) 

Figure 4 

Interaction of water wheels with pontoon D. (a) Three-dimensional model of the basic version of the 

wheel. (b) Three-dimensional model of the pontoon/wheel assembly 

 
(c) 

Figure 5 

Example CFD output showing free surface flow pattern 

As rotating water wheels have appeared in the CFD domain to work together with 
the stationary pontoons, the most important selection criteria became the generated 
hydrodynamic torque and the angular velocity of the wheels. Based on the results 
of these CFD analyses, it was decided that further analysis and development would 
be limited to only pontoons B and D. The calculations also showed that the third 
row of wheels no longer had significant performance advantages. 
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As on this basis and also from an economic point of view, the optimal number of 
wheels was set at two. As a result, version D was modified to a two-tier assembly 
and is now labelled as pontoon F. 

The computational domain and the solver of the Simulation CFD software were 
configured as follows: 

- transient task with free water surface (multiphase), 

- k-ε turbulence model, 

- tetrahedral mesh, mean size 50 mm in refined near areas, 250 mm in far 
areas, 

- rotating regions surrounding the wheels. 

Grid independence calculations particularly for this project have not been 
performed. Based on several previously analysed similar configurations it can be 
stated that the expected difference in resulting values would be in range 1-2%, if 
the analysis was performed for a refined mesh with half-size elements. This is 
acceptable, the difference is less than the numerical error of the process. 

The aim of the analysis was not to obtain exact absolute values of hydrodynamic 
quantities, but rather to confront relative values and optimize by comparison 
methods. 

4 Results 

The computational tunnel is a purely theoretical case of a channel open from 
above, having a rectangular cross-section of a sectional area identical with the 
cross-section of a solid filled wheel. In other words, the wheel completely fills the 
cross-section or is enclosed by the boundary surfaces of the computational volume 
(CFD domain). Such a domain is suitable for comparative analyses because the 
impact of the environmental factors is minimised. 

4.1 Water Wheel Optimisation and Analysis of Hydraulic 

Performance in Computational Tunnel 

Three optimisation steps were performed sequentially based on the comparative 
calculations and analyses. The size of the blades was determined by the depth of 
the water and the dimensions of the wheels determined the main dimensions of the 
pontoon. The number of blades was gradually increased until the maximum 
hydraulic power of the wheel was reached. The following versions of the water 
wheel were proposed as outputs: 
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Version 1: Optimisation of the basic version of the wheel, with curved blades, 
used instead of straight ones (Figure 6). The radius of curvature and the number of 
blades were optimised based on the resulting hydrodynamic properties of the 
wheel. 

 

Figure 6 

Water wheel version 1 with curved blades 

Version 2: Results of the second step of the wheel optimisation. In order to 
achieve a smoother course of hydraulic pressures and torques, but also to reduce 
vibrations and possible resonant states of the wheel pairs, the wheel was divided 
into three mutually twisted "discs" (Figure 7). 

 

Figure 7 

Water wheel version 2 with three mutually twisted discs 

Version 3: The third step of the wheel optimisation. In order to eliminate 
significant axial flows of water between the blades and reduce the related losses, 
the individual discs were separated by thin circular plates (Figure 8). 
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Figure 8 

Water wheel version 3 with three twisted discs separated by thin plates 

4.2 Analysis of Hydraulic Power in the Computational Tunnel 

CFD simulations of the individual versions were performed for the same 
calculation tunnel with the same settings for water flow velocities of 2, 2.5, 3 and 
3.5 m/s (Figure 9). 

  
(a)                                                                           (b) 

  

(c)                                                                           (d) 

Figure 9 

CFD analyses of the three different kinds of blades in the tunnel: (a) wheel version 1; (b) wheel version 

2; (c) wheel version 3; (d) two wheels of version 3 
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Figure 10 
An example CFD output of flow velocities in a tunnel 

4.3 Geometrical Design of Floating Pontoons and Synergy 

Analysis 

The geometry of only two of the following types of pontoons was optimised, 
which were selected for further development in the previous optimisation steps 
(the flat bottom of the pontoons is not shown in the next figures). 

Pontoon B: The floating pontoon of type B (Figure 11a) is a double-float 
construction, closed from below with a flat bottom. It is suitable for the 
installation of two identical water wheels in a row. It has one water inlet at the 
front and one outlet at the rear. 

Pontoon F: Pontoon type F (Figure 11b) was created as a combination of 
pontoons B and D. It has four floats, is closed from below with a flat bottom, and 
is suitable for installing two water wheels of different widths in a row. It has one 
water inlet at the front, two side inlets, and one outlet at the rear. 

  
(a)                                                                           (b) 

Figure 11 
Computation models of pontoons (a) B and (b) F 
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All in-depth CFD analyses of hydraulic performance were performed uniformly 
for a water flow velocity of 2 m/s. The aim of the calculations was to compare the 
performances and efficiencies of the two most promising arrangements of 
pontoons B and F. Based on the previous results and considerations, two-tier-type 
arrangements were selected and equipped with pairs of version 3 water wheels 
(Figure 12). In version F, the front wheel was made narrower to improve the 
lateral water supply to the rear wheel. 

  
(a)                                                                           (b) 

Figure 12 

CFD models of different pontoons with version 3 wheels for pontoons (a) B and (b) F 

 

Figure 13 

An example CFD output for flow velocities in the pontoon area 
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5 Discussion 

Based on the CFD analyses performed in the process of water wheel optimisation, 
a gradual increase in hydraulic performance was observed, the course of which is 
shown in Figure 14. A uniform water flow velocity of 2 m/s was used in all 
calculations. 

 

Figure 10 

Increase of hydraulic power depending on degree of wheel optimisation 

Figure 14 shows that wheel version 2 has an increased hydraulic power compared 
to wheel version 1 by 16% and to the wheel version 3 by up to 46%. 

CFD analyses were also performed to determine the dependency of hydraulic 
power on the velocity of water flow (Figure 15). Simplified CFD analyses were 
performed in a theoretical calculation tunnel for a single wheel assembly with the 
most efficient geometry of wheel version 3. 
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Figure 15 

Dependence of hydraulic power on flow velocity 

From Figure 15, it is clear that by increasing the flow velocity from the base value 
(2 m/s), the increase of hydraulic power does not follow closely the increase of 
kinetic energy of the water flow, i.e., the hydraulic efficiency of the assembly 
decreases. Such a reduction, especially at higher speeds, could also be affected by 
the applied calculation method (simplified domain); however, these results had no 
effect on the further development process. For the final evaluation, more accurate 
analyses were performed and velocities higher than 2.5 m/s were not examined 
(they are not realistic at the chosen geographical locations). 

Based on the results of the in-depth CFD analyses of the plant assembly, the 
highest hydraulic power and thus the best hydraulic efficiency was achieved by 
pontoon F with a pair of version 3 wheels. The average value of the calculated 
hydraulic power reached PH = 59.5 kW. Analyses were performed for a flow 
velocity of 2 m/s. This value was chosen as the characteristic velocity realistically 
achievable in the target locations of the concerned sections of the Danube and the 
Váh River. 

The total hydraulic efficiency of a small floating power plant was determined 
from the dimensional parameters of the wheel/pontoon system and from the 
physical properties of the water flow using Eqs. (1) to (5). 

For input values of PH = 59.5 kW, b = 10.0 m, t = 2.0 m, ρ = 1000.0 kg/m3 and  

v = 2 m/s, the physical quantities listed in Table 2 were determined successively 
and the resulting total hydraulic efficiency is 0.744. 
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Table 2 

Calculation parameters and hydraulic efficiency of power plant 

S [m2] Q [m3/s] q [kg/s] PW [kW] PH [kW] ηH [-] 

20.00 40.0 40000.00 80.0 59.5 0.744 

where: 

- S [m2] is the cross-sectional area of the tunnel; 

- Q [m3/s] is the volume flow rate; 

- q [kg/s] is the mass flow rate; 

- PW [kW] is the theoretical power of the water flow; 

- PH [kW] is the hydraulic power of the power plant; 

- ηH [-] is the total hydraulic efficiency. 

Based on the total hydraulic efficiency obtained and the estimated values of 
mechanical and electrical efficiency, the electric power and overall efficiency of 
the power plant were further determined by means of Eqs. (6) to (8). 

The chosen values for the theoretical efficiencies were: 

- ηM = 0.96 - this mechanical efficiency is achievable with a direct generator 
drive; 

- ηE = 0.95 - most of the current generators achieve such electrical efficiency by 
default. 

The calculation of the usable theoretical energy of water flow and the electric 
power of the power plant was performed for the flow velocity range of 1.75-2.50 
m/s, assuming that the hydraulic efficiency does not change significantly in the 
calculation interval. The results are shown in Table 3 and the plots are presented 
in Figure 16. 

Table 3 

Calculation parameters and theoretical electric power of power plant 

v [m/s] Q [m3/s] q [kg/s] PW [kW] PH [kW] PE [kW] 

1.75 35.0 35000.00 53.6 39.9 36.4 
2.00 40.0 40000.00 80.0 59.5 54.3 
2.25 45.0 45000.00 113.9 84.8 77.3 
2.50 50.0 50000.00 156.3 116.3 106.0 

where: 

- v [m/s] is the flow velocity; 

- Q [m3/s] is the volume flow rate; 
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- q [kg/s] is the mass flow rate; 

- PW [kW] is the theoretical power of the water flow; 

- PH [kW] is the hydraulic power of the power plant; 

- PE [kW] is the delivered electric power of the floating plant. 

The previous analyses and considerations result in a value of 0.68 for the total 
efficiency ηT, while based on Figure 15 (single-stage arrangement in a 
computational tunnel with a simplified analysis), it is very likely that the hydraulic 
efficiency will decrease at higher speeds. 

 

Figure 16 

Dependence of hydraulic and electric power on water flow velocity 

Based on the best results of the optimisation process, a conceptual design of a new 
hybrid power generation plant was developed using the already examined 
parameters and dimensions. To maximise the supplied electric power and the use 
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of free space on the pontoon, it was proposed to supplement the equipment of the 
floating power plant as follows: 

- Creating a light roof surface with an area of ~300 m2 for placement of 
photovoltaic foils with a nominal output of 50 kW; 

- Installation of two wind generators in a suitable place above the roof with 
a nominal power of 8 kW. 

These sources of electricity will be sufficient to supply the operating and auxiliary 
systems of the pontoon with energy and thus will not burden the main generators. 
In the next steps of development, we propose to examine and implement the 
following measures for the construction of the hydroelectric power plant: 

- Reduction of frictional resistance on the inner walls of the pontoon; 

- Improving the water supply through the side inlets of pontoons; 

- Further optimisation of the water wheel and the shape of its blades. 

By implementing such measures, we can estimate that a 10% increase in the 
delivered electric power of the hydropower plant could be achieved. The planned 
model tests were not performed yet, but on the basis of the signed optimization, a 
similar functional power plant with a water wheel on the Mura River was built. 

Conclusions 

The results of the optimisation process confirm that it is possible to build up a 
floating small power plant using "classic" water wheels with higher efficiency. 
Compared to the exemplary single-tier type, which operates with 55% efficiency, 
the optimised type F should actually reach over 68% (after further optimisation 
steps). This significant increase was achieved with the following characteristics: 

- Optimised pontoon shape, closed tunnel from below - even though the 
viscous resistance of the tunnel increases, the overall performance is 
improved because the water flow does not have the possibility to bypass 
the wheel from below; 

- Optimised wheel geometry, shape, and arrangement of the blades - 
special shaping and division prevented possible transverse flow in front of 
the blades and managed to achieve a smoother run along with reducing 
the susceptibility to get in "oscillating states“ in CFD simulations when 
working in pairs; 

- Two-tier wheel arrangement – the performed CFD analyses showed that 
with a single-tier arrangement it was no longer possible to significantly 
increase the efficiency, in the optimisation stage we chose the two-tier 
assembly. However, a simple doubling of the wheels would not bring the 
desired effect, due to the slowing down of the water flow in the tunnel 
with respect to the surrounding river flow. Therefore, it was necessary to 
specially shape the water wheels, the floating pontoon, and the tunnels; 
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- Supply of "fresh" water from the side of the pontoon to the rear wheel - 
calculations have clearly shown the advantage of side inlets on the 
pontoons. Where they were not used, the flow gradually slowed down and 
the simulation also showed a lack of water in the space between the two 
wheels (in extreme cases, oscillating states also occurred). 

CFD analyses performed in the last phase were at the limit of the software's 
capabilities, were very demanding on the computing power of the hardware, and in 
some cases showed some instability. Therefore, all cases were analysed multiple 
times, if it was reasonable. 
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Abstract: It is becoming increasingly clear to professionals and leaders, in the economic 

sphere, that logistics and logistical approach are now not only a service area, but also 

clearly, part of a competitive winning strategy. We can see the benefits of system, both in 

the supply chain and in the flow actions of value-creating processes. Lean, is one of the 

most comprehensive and respected philosophies of value-creating process development, 

which now weaves the organization of resupply through its wide range of tools, including 

external relations on more and more levels. We have good reason to ask, what can be used 

to make the internal and external development of needs even more transparent and plastic? 

It is extremely important, that the consistency of demand and production is established in a 

customer-centered approach, which must be experienced by all participants, even those 

who are not directly related to the customers or their needs. In the meantime, in the 

growing competition between companies, the product itself is no longer the most important, 

but the services associated with it, for which we will need additional production 

information with the highest efficiency and economies of scale. At the same time, customer 

expectations are changing at a faster pace than ever, which requires not only extreme 

flexibility and preparedness, but also immediate (up-to-date) information. Considering of 

all this, this study looks for the technology to help display and monitor consumption, in a 

controlled way. This helps targeting the goals and identify workers, within the current 

situation, thus demonstrating the significance of visualization, through  live examples. Our 

main question is to look at the “whats” and “whys” of visualization and once knowing 

that, we will also be better equipped to perform the visualization. 

Keywords: Visualization; Visual Management; Consumption Control; Logistics; Lean 
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1 Introduction, the Importance of Consumption 
Control in Today's Economic Market 

In today’s advanced, globalized manufacturing market, regions and national 
borders are no longer barriers to technology transfer. Large companies can access 
almost all technologies with sufficient capital and develop almost all skills among 
staff. Although there are significant differences in this area, the condition for 
staying in the market is noticeably pushed in the direction of how quickly and in 
what capacity we can serve customer needs and how cost-effectively we are able 
to do so. Consumer demand and continuous improvements in mass-customization, 
even in mass and series production, are shifting towards individual customized 
products, but quantitative fluctuations in customer demand are still very 
challenging. Although large customers (large suppliers, manufacturers, 
distributors) can reduce fluctuations with more accurate forecasting, to some 
extent through contracts, strategic cooperation and deliberate delay of orders, this 
problem can only be addressed effectively with a sufficiently advanced balanced 
or smoothing-pull system production scheduling. 

Large companies using advanced production systems and producing customized 
products, and their senior colleagues, agree that push production, which 
accumulates large stocks, is no longer competitive [1]. To make finished and 
semi-finished products economically, assortment and continuously available, it is 
crucial to keep stocks at a low level, which will ensure the expected variance.  
To this end, a flexible production system, rapid changeover, fast lead times and 
predictable, stable technical (and human) capacity should be ensured on the 
technical side. From a non-technical point of view, it is necessary to clarify the 
forecasts by applying and/or developing the procedures and methods of the 
business, by defining inventory levels based on knowledge of the thorough 
process and customer behavior, and by providing and displaying accurate real-
time information to the operating staff. One of the most effective ways to acquire 
knowledge to boost decision making or to develop a kind of decision support 
system, the visualization or so-called visual management method. In our study, we 
are looking for the technology to help display and monitor consumption in a 
controlled way and helps to target goals and identify workers with the current 
situation. We will try to demonstrate the significance of visualization through a 
live example. Our main question is to look at what and why to visualize it.  
And once we know that, we will also know how to do it. In the next section we'll 
continue to explore the importance of visualization in a specific industrial 
environment and look for opportunities for a visualization of consumer needs. 
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2 Literature Review on Visualization 

Many companies took serious efforts and introduced different physical visual 
tools that have been implemented to facilitate performance measurement or other 
communication in different processes. There are a lot of different tools to make 
better complex knowledge and overview about any value creation processes, like 
visual process boards [2], visualize ERP outputs [3] or any tools to make a better 
control on multiple supplier inputs or material flows (see MRPs [4-7]). It is crucial 
to bring together the different viewpoints or using visual process control to boost 
the communication and cooperation among the individual participants and make 
faster and more effective run on work lots, resources and processes throughout 
their organization. These systems act as an extension to statistics, metrics [8], and 
in themselves may be considered as a dynamic measurement system as they 
provide instant feedback and can be used to predict a probable outcome. [3] 
“Visual process management tools have been mainly developed by LEAN 
practitioners as communication aids and are used to help drive operations and 
processes in real time” [3]. Visual management is a way to visually communicate 
expectations, performance, quantities, standards, or warnings in a way that 
requires little or no prior training to interpret. We also use visualization if we have 
a numerous data like in case of Big Data. Different characteristic of the data and 
usage makes different visualization types in analytical literature sources, e.g. large 
volume of data makes ‘Volume type of visualization’, in case of multi-format data 
presentation gives ‘Variety’ type, and high data processing speed makes 
‘Velocity’ type necessary. [9] One of the current challenges confronted by 
organizations is how to improve the ineffective delivery of information to their 
workforces in close-range communication [10]. The expected result of visual 
management is improved operations at a work setting [3] [11] [12]. Main 
advantage of visual management is the ability to instantly show the current state, 
desired extent, tracking dynamic changes, distributions, detect problems, wastes, 
signaling or highlighting decision points to anyone that observes, within only 
seconds. Effective visual management uses unique visual signs to communicate in 
many ways and it requires no any additional explanation to understand. We may 
share, build in, warn, stop, prevent any information or abnormalities to improving 
control of guidelines, performance and quality. In analysis tasks, the analyst 
usually wants to access a whole data array, but the data or tables are not 
communicate well, cannot be interpreted deeply so we need visualization.  
The first level of visualization is reduction of data sets like classification and 
different statistical methods and modelling. These approaches operate with multi 
gradient data aggregation and filtration, based on the relatedness of objects in 
concrete dataset by one or more criteria. The second level of visualization to use 
any 2D or 3D diagrams which makes the ability to see trends, similarities, 
seasonality, fluctuations, or margins for interpretation and so on. (e.g. temporal, 
hierarchical, network, multidimensional, geospatial diagrams) The effective 
visualization does not stop on only static image or data visualization, so the above 
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problems become more significant in dynamic visualization. I believe that real-
time tracking or dynamic visualization, can be the third level of visualization 
when the time has a special aspect to interpreting the meaning of data. 

Graphical thinking is a very simple and natural type of data processing for a 
human being, so, it can be said, that image data representation is an effective 
method, which allows for easing data understanding and provides enough support 
for decision making [9]. Graphical data visualization increases the level of 
perception because human being loses the ability to acquire any useful 
information in any overloaded situation. 

The collated experiences and implementation themes that have made as set of 
guidelines are crucial for new implementations and possible novel innovations [9] 
which boosts the communication and better control in a LEAN manufacturing 
process. Moreover, visual management can effectively be implemented in many 
other areas not just manufacturing [3] [13] (see examples on: Rolls Royce, Airbus, 
or other areas e.g. construction organizations, IT and software, service, 
commercial, educational, healthcare, or governmental service) [14-17]. In LEAN 
environment the visualization shorten lead times, reduce inventory, develop a safe 
working environment and even boost your profits and income. In the following 
study step-by-step we will elaborate a complete concept of gauge visualization of 
Kanban needs and guide for visual decision making. 

3 Material and Method, LEAN Summary and 
Principles of Consumption Control 

3.1 The LEAN Methodology 

First of all, we would like to stress that the LEAN methodology is not "just" a 
production technology system for us, in which certain methods of procedure are 
defined or required. Like Japanese professionals, we stress that, above all, it is a 
more comprehensive philosophical concept that always favors solutions that 
provide the greatest usefulness and conformity at the moment (regardless of its 
origin or authors), so openness and willingness to give up previous innervation, 
traditional patterns, are important for its application and full understanding and 
making room for change. 

By applying Lean's principles, you can achieve efficient and economical 
operation. The Lean methodology focuses on the process and not on the output of 
the process [18] or nor the function. At the same time, the starting principle is that 
all elements of production should be re-thought and developed on the basis of 
customer needs. 
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In our methodology used below, we look at the processes of a multinational 
company as case-by-case examples, and then we carried out a secondary literature 
analysis, comparing the process and the area point by point with theoretical 
concepts, adapting them to local specificities with critical observations. First, let 
us review the interpretation of the principles based on the literature. According to 
one of the first newsreel and interpreters of the Lean concept (Womack – Jones, 
1996) [19], the principles of Lean philosophy are the following, which we have 
paired with the most common tools according to Liker (2008) [20]: 

 The concept of value and the definition of value – in which they stress 
that only activities and product elements are valuable, that are valuable to 
the buyer and what the buyer is willing to pay for, which also reveals real 
losses. To analyze it: analyze customer needs and how it is consumed. 

 Value stream (value process) – when mapping the entire activity, it is 
clear which activities and time needs create value in the sense mentioned 
above and how they form a structure and chain. To analyze: you need to 
analyze the sources of loss, often used in the five why technique and 
value stream analysis (VSM). 

 Flow – the more we talk about a process system, the more important is 
that the product and material flow is balanced, i.e. free of fluctuations, 
since bottlenecks and congestions hinder fast cycle times and high 
permeability at the level of the entire system. For analysis and 
development, in the spirit of JIT, pace-time planning, rapid changeover 
(SMED), built-in quality (JIDOKA), balanced production (HEIJUNKA), 
and developing one-piece flow are used. 

 Pull – the key to reduce stocks dramatically is that every flow must be 
linked to demand and not the other way around, so there is a flow only if 
there is an order demand or signal in the balanced production chain, 
meaning there is no production for stocks except for intermediate buffers. 
For analysis and development, developing pull production (PULL), 
ensuring fast and automated supply is created by using KANBAN 
technology, and value flow analysis (VSM) is also often used. 

 Improvement – continuous development and introduction of Kaizen, 
ensures small-step development in all areas, at all levels of the company, 
effectively, quickly and motivated, including the zero error principle.  
For analysis and development, we often use process standardization, 
continuous improvement KAISEN and transparent 5S technology. 

As you can see, the Lean approach consists of stacked philosophies, principles and 
less specific methods or a wide variety of tools. 

"If you learn only methods, you will be tied to your methods, but if you learn 
principles, you can devise your own methods." – Ralph Waldo Emerson 
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Toyota's production system (TPS) is the source of LEAN principles and is now 
one of its fore-holdings. If, although primarily used in the production area (now a 
very multi-layered methodology, which has now become part of standardization, 
idea channeling, motivation, and atomization, together with a number of other 
commonly used methods, which, of course, can be used in other areas, such as the 
production of services. We must also bear in mind that Toyota itself designates 
humans as a fundamental value and the involvement of workers, by its 
interpretation we often see very big problems in practice and in our different 
corporate cultures. 

Professor Blanchard (2010) [21] clearly highlights all this and not only the 
technological foundations (radically new perspectives) of the Lean system: 

 All employees must be empowered to develop their company according 
to their ability and responsibility. 

 Toyota’s production system is based on a philosophy of continuous 
development and respect for people. 

 Lean management is a waste eliminating strategy, not a cost-cutting 
strategy. 

 Lean’s practices must be closely linked to the process of the company’s 
supply chain. 

High-impact and all-in-one thinking on continuously implemented development – 
Kaisen which is the built-in quality supplemented by the JIDOKA and JIT (just in 
time) principles, all of which aim to significantly reduce or eliminate losses, 
mainly through modifications that can increase lead times and the efficiency, 
flexibility and responsiveness of the system. [22] [23] 

In their study, Pónusz and Sáska (2015) [24] examined how the creation of basic 
standards and the development of a well-transparent (visualized) working 
environment lead to the effective implementation of Lean philosophy. In the 
following illustration, Toyota's own concept was further developed in a house-like 
diagram, grouping Lean's philosophies, principles, methods and tools from 
strategy to operations, where it is very important that even “principles and 
philosophies” are grouped around methods and tools, the practical 
implementation, which ensures the desired greater efficiency. Based on the 
previous model of Liker (2008) [20]. 

The Toyota house symbol was first illustrated in the form of a house by Fujio 
Cho, a student of the famous engineer, Taiichhi Ohno. The purpose of the 
depiction was to show that, like the house, it is a structural system that needs 
strong foundations and supporting walls so that the goal, i.e. the roof, can be 
created. By analogy, a single weak link can weaken the entire system. Lean is a 
process management approach whose main goal is to create customer value and 
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eliminate waste. “Lean provides the customer with fewer employees, fewer 
devices, less time, and less space, with fewer resources (more) value.” [25] 

 

Figure 1 

Lean tools and principles built on each other, as „Lean-house” concept (source: based on Liker (2008) 

[20] but developed and reconstructed figure, and recommendation) 

It is worth noting, that there may be many types of waste, since value-creating 
processes that do not fulfill some expectations, processes that do not add value, 
but are also necessary (MUDA I) and, processes to be minimized that do not add 
value but are necessary and the processes for eliminating losses that do not add 
value and are not necessary (MUDA II) In order to recognize all this, the 
necessary mentality and attitude are not easy to achieve, which have a re-effect on 
philosophical foundations. In some organizations, not only technology is evolving, 
but also the attitude, which makes it possible to recognize certain types of losses 
and accentuates at a particular point in development. Based on Taiichi Ohno and 
Womack (1996) [19], we can create the following categories according to our own 
interpretation, supplemented and significantly rephrased: 

7 wastes of Lean – 7 main sources of loss (in extended generalized interpretation): 

1) In relation to over-stocks (inventory): according to our interpretation, all 
inventory costs are originally losses, since they do not generate value 
while being in stock, but unreasonably more stocks than their smaller 
quantities are certainly a competitive disadvantage, i.e. a loss. 
Determining the extent and amount of it is very challenging which cannot 
be simplified into a mathematical problem (in fact, the challenge for the 
human intellect). 
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2) Transportation loss: in the case of transport, it is not always the case that 
the buyer is willing to pay for it, thus significantly increasing the lead 
time of the value-creating processes and can also implement a number of 
unnecessary surpluses (e.g. extra road, extra time). 

3) Defects and waste: i.e. all forms of defects are losses, but fewer people 
take into account their consequences, such as other production 
distractions, which are additional sources of loss, not to mention a 
disgruntled customer and a decrease in loyalty. 

4) Waiting time: any time spent in a production system that does not 
generate value while resources are running out or, although not running 
out, capacity utilization does not reach a certain level and therefore 
production takes more time than necessary. 

5) Over-processing: Any unnecessary activities or any work performed for 
which the customer no longer pays, but still necessary, e.g.: no matter 
how many times a product has to be checked, touched or repaired if the 
price is the same. 

6) Motion: every wasteful movement any movement that someone has to 
make, but is not necessary, or in certain cases the whole movement may 
be completely unnecessary and it is only and exclusively subject of the 
procedure or arrangement. 

7) Over-production (or over-ordering): any surplus to which there is no 
registered external or internal need, all that, what is not compatible with 
the pull principle. 

In our investigation, our basic problem is the extent method of adjusting to 
demand levels. There are many approaches in the literature, from mathematical 
optimization to dynamic programming or simulation modelling. According to one 
possible concept, it is worth getting to know the distribution of needs as accurately 
as possible and we should try to adapt to them with the most accurate planning. 
The other possible concept is to increase the potential performance and flexibility 
of the service to a maximum and strive for an "immediate" response. The former 
is called MRP-based supply planning, while the latter is approached in JIT and 
LEAN systems. For the latter systems, the optimal solution is to keep inventory 
levels low and fast cycles, although it may be necessary to maintain and plan 
certain safety stock levels in both basic systems. In our case, we base our 
production on the concept that we try to adapt production as best we can to 
customer needs on a kind of synchronous production basis. The more we move 
towards flexible and synchronous production, the more problems arise in the non-
equal utilization of capacities, which generates loss of efficiency or additional 
costs, or may result in periods when demand exceeds available capacities at any 
given moment, causing “lost” income (i.e. alternative costs). In the following 
illustration, we can see that in the case of large fluctuations, capacity scaling can 
be problematic for a number of reasons. 
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Figure 2 

Volatility of demand (source: own editing from 2018 data of the examined company) 

Some capacities cannot typically be changed flexibly (they should be scaled to 
maximum in a service strategy), while others may be more flexible and more free 
to follow changes in demand (typically with an extra premium cost, which is 
insured in relation to the constant level of capacity). Keeping inventory levels low 
and adapting production flexibly to customer needs does not always allow us to 
use capacity, which means additional costs for machinery and human resources, 
but if we keep capacities below the principled maximum, it is also possible that 
we will not be able to meet the demand peaks or even transfer them to a later date. 

A smooth production schedule will make it possible to distribute needs more 
sensitively over time and thus make fuller use of capacities and reduce inventories 
further, at the cost of more transitions, more transition time and transition costs, 
provided that it can be reduced to a small level. Thinking in reverse, we can also 
plan the level of flexible capacities, which can be called a smoothed capacity.  
This way, you can manage both low inventory levels and fuller capacity 
utilization. After clarifying the forecasts and a more thorough assessment, it was 
established what distribution unmatched customer needs might appear in a 
possible next period. (These results are not referred to in this paper.) 

If the production value chain is sufficiently complex, the completion cycles (beat, 
drum) of the bottleneck process will usually play the pace and “pulsation” of the 
entire system. In practice, we smooth out the needs for a period determined by 
forecasts and planned customer “takeaways” and provide this as a production 
plan, i.e. a requested capacity plan. Plans must be broken down to item number 
level. 

 

 

maximum demand of 

inflexible capacities 

lost capacity 

 

variable demand and capacity in case 
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Figure 3 

Smoothed capacity (source: own editing from 2018 data of the examined company) 

The principle of consumption-based capacity control (i.e. consumption control) is 
broken down by item number like: 

1) Process flow (VSM) 

Figure 4 

Smoothed capacity (source: own editing from 2018 data of the examined company) 

2) Interfaces: 

Production is separated from suppliers with "defined" stocks and from customers 
by Supermarket. The delivery cycles differ between our supplier and our 
customer. Two major areas are distinguished in internal processes (smaller 
processes within areas are less relevant and therefore not included): 



Acta Polytechnica Hungarica Vol. 18, No. 10, 2021 

 – 75 – 

• Pre-assembly: pre-assembly1 and pre-assembly2 due to the complexity 
of the process, which essentially carry out the same process, but with 
different steps 

• Final assembly 

The following interfaces can be found in the production process: 

• Raw material warehouse  Pre-assembly 1 and 2: the raw materials are 
seconded through an automatic system, according to your production 
plan according to your needs. The supply of materials is carried out by 
automated equipment on a specific cycle. 

• Pre-assembly 1  Pre-assembly 2: the two pre-assembly lines are 
connected by a FIFO track (slider). 

• Pre-assembly 2 Final assembly: supermarket kit is located between the 
two segments, this provides the possibility of separation. The existence 
of the Supermarket is also explained by the production of several 
different finished products from the pre-assembly item numbers and by 
the work of several different end-assembly lines from a pre-installed item 
number. 

• Final assembly pushes the finished product to the finished product 
Supermarket. 

3) Flow of information and materials 

The flow of information can be divided into two parts: 

• At specific intervals, system-wide data for calculations and planning 
within the design horizon. 

• Information flow related to material flow and inventory levels (via 
Kanban circles). 

System data shall be provided at fixed intervals, which may be weekly, bi-weekly, 
monthly, bimonthly, etc. The longer this design time horizon is, the more secure 
the customer forecasts, the more predictable the production system and the more 
predictable customer behavior. 

In the value stream outlined above, the flow of information is: 

• Customer planning receives orders from customers at item number level. 

• Customer planning provides information about: 

1) In the direction of purchase  handling of raw material 
orders. 

2) Towards final assembly  production plan smoothed on the 
basis of capacity data and customer takeaways. 
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3) In direction of pre-assembly planning  final assembly 
smooth production plan + ABC analysis pre-assembly broken 
down into item numbers. 

• Pre-assembly planning: 

-  Pre-assembly capacity planning 

-  ABC analysis: separation and distribution of main running and exotic 
part-products on the basis of capacities. 

-  Kanban calculation and definition of supermarket stock levels 
(minimum maximum) for main running products, by part numbers. 

Input information refers the value stream at several points and induces 
manufacturing activity. However, in addition to information from outside, there is 
also internal information, some of which are linked to physical material flow: 

• The Kanban from supermarkets, until it is re-manufactured, is present as 
information in the system and flows backwards. 

• At the stage of the process at which the product starts to be 
manufactured, Kanban information is stored on the products or their 
containers and the information and the product as a material go together 
through all processes all the way to the Supermarket until the customer or 
consumer “pulls” the product away from the Supermarket. 

3.2 Data and Information Needed for Operation and Analysis 
of Visualization 

One of the most important criteria to be able to operate consumption control is to 
be aware of the inventory and demand data that affects production in the short 
term, as well as sufficient information to make our decision more rational in some 
way. Experience has shown that the following 6 information are essential to create 
a real-time picture of operation: 

1) Current stocks that are also available to the customer or consumer: item 
number and quantity, and location. 

2) Not yet available to the customer, but stocks in progress, in production, 
and their degree of completeness. This is so-called: "pre-scheduled, 
moving stock." 

3) Information on stocks already used by customers but not yet started in 
progress (e.g. re-rotated Kanbans awaiting production). If we are aware 
of the needs and capacities of our customers (and in an industrial 
environment, the least what we can do is to have a strong forecast of the 
expected needs, which is likely to be in sync with the stocks of the 
customers). 

4) Pre-planned customer service or “takeaway”. 



Acta Polytechnica Hungarica Vol. 18, No. 10, 2021 

 – 77 – 

5) Planned downtimes in production (maintenance, breaks, etc.). 

6) Current capacity utilization indicators. 

Lean management has a set of tools designed to visualize deviations from 
standards, expected ranges, goals. A visual display is more expressive than any 
data or text. The portfolio of visual management is full of marking and signaling 
techniques that can be used. Such visualization systems include the Kanban, the 
production island Andon and standardized work, for example, as they make the 
thing, we need to pay attention to immediately visible and perceptible. These tools 
not only consciously cross lean systems, but they also provide information to 
those involved in the process and managers immediately when used, if they 
experience any differences. 

Visuality is a basic concept (as shown in Figure 1) that allows the losses in 
processes to be visible and helps the decision-makers concerned determine the 
most appropriate form of intervention. It makes it easy for anyone to decide 
whether processes are going well or not, and then if not, what pre-drafted scheme 
is needed to intervene. An essential part of the day’s work, it provides information 
about the current state of the production process (progress, delay, material 
shortage, machine failures, inventory status, etc.). It is also an effective tool for 
improving the production system by helping to identify problems and identify the 
location of problems. The first step in applying visual control is to create some 
sort of order that ensures transparency, so it is often created after 5S. An important 
criterion for Lean's production management tools is to comply with the principles 
of visual control, i.e. to provide easily understandable, clearly visible information 
on the state of production. [26] 

The question arises as to what, where and how to display it in our case. Also, an 
additional question is who needs the impression, who will be the potential users? 

All these issues are interconnected and functionally define each other.  
For example, you might want to display data at the point of production where 
things happen or where intervention is relevant. A common solution is to display 
at the very beginning or at the very end of the process if a process is short and 
well-bounded. If digital solutions are available, it is a good idea to display them 
digitally because they can appear at multiple points in production (“anywhere”). 
The question “how” means not only the digital term, but also the most expressive 
representation currently known, which has the greatest recognizable or expressive 
power for users. If this information is already collected in a bunch, it will be the 
colleagues working in the process and the direct managers responsible for the 
activity who need to know them, as well as those responsible for planning the 
activity, in close cooperation with the previous two. With all this in mind, there is 
only one question left: What should we display? 
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4 Results and Discussion 

From a view point of view, the data can be divided into two parts: 

1) Real-time data: i.e. whenever I look at the board/monitor, I immediately 
have a picture of how the production is currently going. This is necessary 
to recognize whether everything is going well, or if there is any 
disruption that I need to respond to in a crisis. If the necessary data are all 
displayed at the same time and can be easily interpreted in their context, 
then it is possible to react quickly and make relevant decisions. 

2) Historical data (statistics): all that has happened in the past, which can be 
natural or cumulative values. These impressions are important for 
improving the system and following the goals. We can use the statistics 
to make analyses and make estimates for the future. 

With this theoretical approach in mind, I would like to outline the revised concept 
of the specialized consumption for implantation (pre-assembly) SMT control 
visualization of an automotive supplier company and to provide framework to the 
analytical procedures. 

When designing a visual, the criterion is that the graphic/image/signal displayed is 
sufficiently expansive: it should be immediately able to provide a comprehensive 
knowledge about whether the current situation is appropriate or inappropriate.  
If you want a good visualization, you should also strive to make it easy to 
understand especially for users and even for those who do not have a deep 
knowledge of the process or production line (smart figure concept). For example, 
you can display charts instead of numbers, even if specific numbers remain "data-
minable" (drillable). In the same way, we want to avoid anything that needs to be 
explained in text, because the text is subjective to the figure is clear. The time 
dimension of the representation is also important, in which the on-time (current) 
state becomes very important, especially when the management aspect comes to 
the fore. Also important are the colors, which are very expressive (red – not good, 
green – good, yellow – warning, etc.). Diagrams and symbols must wear their 
purpose, which may be indication, separation, coding, explanatory and 
interpretative meaning. It is a good idea to design different display levels and 
gradients, depending on the purpose and user of the report. 

With all this in mind, the following visualization has been introduced. The first-
round display is as follows: 

1) On-time inventory tracking, according to data extracted from a database 
in every 30 minutes. 

2) Follow supermarket entry and pick-up, broken down by day. 

3) Follow supermarket levels, broken down to varying divisions, over the 
period of 30-minute data. 
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Second-round display: 

1) Display of current inventory level data 

2) Supermarket entry and pick-up tracking, exact entry and take-away 
status. 

3) Follow supermarket inventory according to the levels 

4) Production plans and monitoring (historical data not described in this 
study) 

4.1 On-Time Inventory Tracking 

During Kanban circle calculation, for example, it is important to have a minimum 
and maximum level of inventory that activates specific reactions or escalations. 
For example, in the event of a decrease, the minimum inventory level triggers 
automated replenishment and escalation. In this case, the maximum level limits 
the total quantity of the item number that can be manufactured, and if there is no 
customer or user “pull” (order), a maximum of this amount of inventory can be 
created (upper buffer limit). These exact boundaries based on preliminary 
calculations provide the framework for displaying the current inventory level in 
each storage location. We want to mark the different levels and the current 
quantity in a distinct color, which has already been introduced in the production 
area under investigation. For the first-round display, it is sufficient to display only 
as a chart, while the second-round display must show the exact data: what is the 
minimum, what is the maximum, and what is the quantity of the current inventory 
level. 

 

Figure 5 

Inventory tracking visualization (source: own editing of the examined production area) 

Data sources: 

• The minimum and maximum levels are recalculated periodically from the 
data of the previous Kanban circle 

• The current inventory level, can be retrieved from the always valid 
management information system used in the production area – samples 

MIN MAX

1500 db 7500 db

4500 db

MIN [db] MAX [db]

Aktuális készletszint [db]

A)  first round 
display 

B)  second round 
display 

current inventory leve [psc] 
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should preferably be taken as quickly as possible, but at least more 
frequent than customer takeaways and/or synchronized with it in every 
30 minutes. 

Users: 

• When assessing the current inventory level, the production planner 

• When assessing the current inventory levels and starting a 
reaction/escalation, the direct management level, such as a shift manager. 

4.2 Supermarket Entry and Pick-Up Tracking 

In order to fit the shape of production and demand better, we need to look at the in 
and out flow of the Supermarket. We need to know what kind of load and picking 
have taken place during a specified period, which can be illustrated on the same 
scale and daily breakdown as a specially designed inflow and outflow chart. It is a 
good idea to show two or three weeks in the chart to create a bigger picture. In our 
experience, it is also very graphic if the figure shows the planned average pull. 

 

Figure 6 

Supermarket loading and unloading visualization (source: own editing of the examined production 

area) 

A)  first round 
display 

B)  second round display 

Input-output diagram of the supermarket 
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For deeper analysis, you may need to display the data in more detail, even in intra-
day distribution. This is necessary where intra-day distribution is relevant. 

Data sources: 

• The planned customer (or consumer) takeaway can be derived from the 
smooth production plan of the final installation; 

• The data displayed in daily (or intra-day) breakdowns can be extracted 
from the integrated management information (ERP, TPS, EIS, CAPP, 
ect.) system used in the production area. 

Users: 

• In the case of customer takeaway analysis, the production designer; 

• If the minimum or maximum level is reached when the quantity and time 
of the customer's takeaway is reviewed and broken down the direct 
management level, such as the shift manager; 

• Higher management level for customer takeaway, for analysis of the 
production volume and for system-level intervention. 

After the visualization of the Supermarket loads and pic-ups, we consider the 
process-tape-like display to be a classic but very useful representation, illustrating 
the evolution within the desirable range in a clear form, as well as meeting our 
historical data needs about how the inventory has changed. For this visual, it is a 
good idea to use the same minimum and maximum levels that you use for the real-
time inventory visual. For the sake of reality, it is advisable to tune the density of 
the data recording to the frequency of the takeaway, which in our case will be 30 
minutes. In the final visualization, the process tape is displayed as a chart that is 
spread out so that the deviation can be better observed in one direction or another 
within the desired range. 

 

Figure 7 

Supermarket level traceability visualization (source: own editing of the examined production area) 

A)  first round display 

Supermarket level traceability 
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For data sources, the real-time inventory level tracing data sources are the same. 
In the case of users, the production manager and management levels are relevant 
for us, and in the case of the latter for the assessment of systemic interventions. 

Conclusions and Suggestions 

During the work herein, we came to the following conclusions concerning the 
basics of a good and desirable, visualization: 

• It is called a good system and a good visualization that ensures 
transparency, which is also the basis for additional key criteria, which 
have been formulated as a kind of directive. 

• A good visualization must be such that, the decision-making person can 
see the differences immediately, be able to draw conclusions, depending 
on the aspect or perspective from which they are looking, i.e. who the 
person in charge is and what their task is. 

• A good visualization must be different for different stakeholders, which 
can mean scalability (gradient) or different levels in practice, allowing 
different perspectives. 

• A good visualization is the basis for quick and effective decisions, which 
should not be complicated or too complex, or probable and enabling 
multi-decision, it should always be clear. 

• A good visualization must be able to test causal relations or, in the case 
of further questions, to acquire a further deeper level of knowledge (data 
mining, drill). 

On this basis, we have managed to create a visual for the area in question that 
meets the examined theoretical background, the specifics of our organization and 
the criteria listed above and reviewed in the analysis. In our proposal, we stress, 
and in agreement with management, we represent that real-time (gauge type) 
visualization and backlog on the right scale should be prioritized in a visual that 
facilitates everyday activity and operation in order to facilitate operational 
decisions by displaying it in a sufficiently simple way (the simpler, the better). 

In this work, we have described an entire development process, including some 
theoretical issues and their solutions. This application sample contributes to 
development of other companies with similar problems and could directly 
generate productivity improvement for many companies. These concepts can be 
used by companies of any size, including small and medium-sized enterprises. 
There is a wide range of manufacturing efficiency improvement methods available 
to the companies, such as Just in Time (JIT), or a range of lean manufacturing 
tools, but this method doesn’t need notable investment or any reorganizing.  
The limitation of our methodology is a continuous and not so fluctuated supply, 
which is common in a LEAN environment, but perhaps, not so typical in other 
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industries. We recommend this kind of visualization in all cases where the 
constant control and intervention is required. 

The effective use of LEAN principles and applicability, incorporation or 
acceptance, within operations, is a major problem for many companies. This is 
why it is so important to conduct scientific research on the best practices. 
Therefore, we have developed a strict methodology, that consists of clearly 
defined steps, based on an analysis of Kanban needs. This solution identifies the 
key visualization factors for supply and provides the basis for a detailed 
examination of the related production efficiencies. 
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Abstract: Nowadays, technology is advancing rapidly in parallel with developments.  

The traditional concept of machine loses its function and is replaced by particular devices 

with spherical geometry such as spherical electric motors and brain stimulation systems. 

Consequently; the calculation of self-inductance (Lii) and mutual inductance (Mij) 

coefficients in the spherical coordinate system with analytical or semi-analytical methods 

has become one of the major research topics in recent years. In this study, the terms of B, 

E, and A for multi-winding coils were calculated analytically by using the single-winding 

coil approach. The same geometries were calculated with the assumption of axial symmetry 

in ANSYS Maxwell using finite element analysis (FEA). The obtained results with the FEA 

and analytical calculations were compared. Finally, two concentric coil geometries with 

magnetic core with radius r1 were determined, the variation of the self-inductance (Lii) and 

mutual inductance (Mij) coefficients of the determined geometries based on the γ angle in 
spherical coordinates were calculated analytically. Simulation studies were conducted by 

creating 3D models of coil geometries in ANSYS Maxwell program. An experimental setup 

that can be produced with 3-dimensional (3D) printers has been designed and constructed 

compatibly with the determined geometries. The variation of Lii and Mij coefficients with γ 
was studied experimentally after the production of necessary coil windings. At the end of 

the study, it was observed that the analytical results collected for the mutual inductance Mij 

and the self-inductance coefficient Lii were consistent with each other by comparing the 

FEA and experimental results. 

Keywords: Spherical coordinates; Magnetic field; Maxwell's equations; Analytical 

solution; Finite element analysis (FEA); Mutual inductance; Self-inductance 
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1 Introduction 

Recently, in parallel with technological developments, the traditional concept of 
machine has lost its function and replaced with very particular devices. By the 
advance of accelerator technology, the development of brain stimulation systems, 
the increase in wireless energy transfer studies, and the development of spherical 
electric motors, analytical calculation of self-inductance (Lii) and mutual 
inductance coefficients (Mij) in different coordinate systems has become one of 
the major research topics. Therefore, the calculation of the inductance coefficient 
by analytical or semi-analytical methods has attracted great attention in recent 
years. Much progress has been made in the solution methods in Cartesian and 
cylindrical coordinates [1-2]. The majority of the studies conducted have an 
entirely circular geometry. Calculations for circular loops [2-4], cylindrical discs 
[5], and cylindrical shells [6] can be found in the literature [1]-[7]. Some studies 
also examine the analytical form of the mutual inductance coefficient for non-
coaxial thin and thick coils [8]. These suggested solutions are usually expressed as 
elliptic integrals, Legendre functions, or Bessel and Struve functions. 

In the design of conventional machines, analyses made in Cartesian and 
cylindrical coordinate systems are sufficient. However, in the analysis of spherical 
geometry structures such as spherical electric motors and brain stimulation 
systems, analytical calculation of self-inductance and mutual inductance 
coefficients in a spherical coordinate system is required. Studies conducted in 
spherical coordinates have become one of the important research topics in recent 
years. The first studies on spherical electric motors began in the early 1980s. 
These studies derived analytical formulas expressing the magnetic field and 
electric field created by a spherical coil. In a study conducted in 1975, a model 
with an air core and axial symmetry was addressed. In the study, they obtained a 
formula giving the magnetic field using the integral transformation method [9]. 
Another study examined the magnetic field and inductance calculations of an 
isolated magnetic field analytically generated by a coil having 4π10-7 H/m 
magnetic permeability and with diameter r in the outer orbit in a linear and 
homogeneous isotropic environment [10]. 

In brain stimulation applications, an analytical method was developed in spherical 
coordinates to calculate the total electric field in the center caused by the coils 
placed in various points [11]. The analytical solution of Maxwell's equations in a 
spherical coordinate system is obtained based on the assumption of axial 
symmetry. Matute's study has revealed that the method of decomposition of 
variables is suitable for reaching the analytical solution for resolving some 
problems addressed in curvilinear coordinates that can be accepted as axially 
symmetrical [12]. One of the latest analytical studies conducted in the spherical 
coordinate system was carried out in 2019 to obtain a homogeneous magnetic 
field. In this study, they observed the sequential arrangement of a sizable number 
of coils analytically. At the end of the study, it was observed that the sequentially 
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arranged coils with a spherical structure were more homogeneous compared to 
coils of equal size [13]. Most of the studies include the calculations of vector field 
potential A, magnetic field B, electric field E and self-inductance coefficient Lii 
and mutual inductance coefficient Mij based on the single-winding coil approach. 
Most of the analytical terms involve Legendre Polynomials or Associated 
Legendre Polynomials. Analytical formulas for multi-winding coil structures are 
not yet available in studies conducted in spherical coordinates. So, finite element 
analysis (FEA) is used to calculate E, B, and torque (τ) magnitudes in the 
applications of electrical machines with spherical geometry. Spherical induction 
motor studies the most important examples are [14-18]. New results for the 
analytical calculation of E, B, and Mij sizes in spherical coordinates will 
contribute to shortening the calculation time and design process. 

In this study; Chapter 2, describes the methods used in the general solution of 
maxwell's equations in spherical coordinates. Chapter 3 presents the analytical 
solution of field vectors originating from a single-turn magnetic-core coil (i.e. the 
coil is wound in a magnetic, conductive material, in this case, iron) in a spherical 
coordinate system. Analytical formulas were obtained for the magnitudes of the 
vector field potential A, magnetic field B, and electric field E  formed by a single-
turn coil with a magnetic core structure in spherical coordinates and the 
consistency with the analytical formulas derived for the single-turn coil with air 
core in the literature was examined. Chapter 4, analytical formulas were suggested 
expressing A, E, and B for a multi-winding coil structure with a magnetic core. 
This was the first time in the literature. By utilizing the MatlabTM program, 
numerical values of A and B magnitudes on a plane surface were obtained under 
the assumption of axial symmetry in different coil structures and compared with 
FEA. In Chapter 5, the interaction problem of two concentric multi-winding coils 
is examined, and analytical formulas for self-inductance and mutual inductance 
coefficients are proposed. Chapter 6, an experimental setup was designed by 
determining the structures of two concentric coils with magnetic core and radius 
r1. The mutual inductance coefficient of the coil at different angles was calculated 
by measuring the voltage and current values in the experimental setup. 
Experimental results, the FEA analysis results, and the results of analytical 
formulas were compared. In the study, magnetic field B and electric field E 
magnitudes formed by multi-winding coil structures wound on magnetic core 
were calculated for the first time using a spherical coordinate system. In chapter 7, 
the results were evaluated.it has been presented that analytical formulas can be 
used in the preliminary design of various spherical systems, yielding much faster 
results compared to Three-dimensional FEA analyses. This is important for the 
analysis of spherical electrical machines. 
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2 General Separated Solution in Spherical 
Coordinates 

The equations determining the function of electromagnetic systems are called 
Maxwell's equations. The solution of Maxwell's equations under the conditions of 
the boundary specific to the problem makes it possible to calculate B, E, and 
inductance coefficients. The differential form of Maxwell's equations for 
electromagnetic systems which consists of linear, isotropic, permeable, and 
conductive materials is given below [19]. 

 E      (Gauss Law)    (1) 

0 B          (2) 


  


B

E
t

    (Faraday Law)    (3) 


  


E

B J
t

 ò           (Maxwell Modified Ampère Law)                      (4) 

Here,   andò, are the magnetic permeability constant and the dielectric 

permeability constant of the field and  and J are the free electric charge density 

and the current density. E and B can be expressed in terms of scalar potential ( ) 

and vector potential (A), as follows [20]. 

2 0   

The terms of E and B are given below as the type of vector A [21]. 

 
 

E A

B A

i
 

2
2

2


   


A

A J
t

 ò        (5) 

Here, i and   indicate 90° degrees phase angle and angular frequency (R/s) 
respectively. The solution of Eq. (5) in the spherical coordinate system provides 
the representation of the vector potential in spherical coordinates. Since no current 
flows except the 0r , 0  coordinates in which the coil exists, we can write 0J  

outside the coil. 

2
2

2
0


  


A

A
t

ò         (6) 
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The homogeneous partial differential equation given by Eq. (6) is the 
electromagnetic wave equation, and A in linear systems with time oscillations can 
be written in the form below [12]. 

( , , ) ( , ) A A i t
r t r e


                       (7) 

If A as the term of vector field potential given by Eq. (7) is written in Eq. (6), the 
vector Helmholtz equation is found. The vector Helmholtz equation allows us to 
find the solution to the problem based on the boundary conditions regardless of 
time. If k2<<1 when solving the Helmholtz equation, the term 2 k   is 

ignored. 

2 0 A          (8) 

If 0 ( , )0A eA r   based on the assumption of axial symmetry, then the expanded 

form of Eq. (8) is found as Eq. (9) in spherical coordinates. 

2 2
2

2 2 2 2 2 2

( )1 1 cot 1

sin

  
    

 
A

rA A A A

r r r r r

   
 

                (9) 

If the partial differential equation given by Eq. (9) is solved with the method of 
the decomposition of the variables, the serial solution of A is obtained. Here, the 
term 1(cos )

n
P   represents the 1st order Associated Legendre Polynomial.  

The equation given by Eq. (10) is expressed as the general separated solution in 
the spherical coordinate system [22] and so on. 

1 1

1

( ) (cos )


   n n

n n n
A a r b r P                               (10) 

3 Calculation of Magnetic Field and Electric Field for 
a Single-Winding Coil with Magnetic Core 

In spherical electrical machines, rotor and stator windings are wound around a 
magnetic core. So, analyzes must be made in the spherical coordinate system.  
A spherical electric machine in its simplest form consists of a single winding coil 
structure wound on a magnetic core. In real applications, there are multi-winding 
coil structures on the magnetic core. For the first problem, the definitions and 
geometric features required in the solution of the problem are defined in spherical 
coordinates and shown in Figure 1. 

Figure 1a shows the magnetic sphere and the coil winding around it. The coil 
winding is wound outside the sphere structure and it is symmetrical concerning 
the z-axis. In Figure 1b, the coil structure is placed on the x-y plane. The coil is 
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placed in the r0 and θ0 coordinates in the spherical coordinates. By monitoring the 
electric and magnetic field components of the coil on three different fields of A0, 
A1 and A2, the representation of the vector field potential within these fields will 
be calculated. 

 

Figure 1 

The cross-section view of the sphere and the winding (a) 

The top view of the sphere and the winding (b) 

A(0), A(1), and A(2)  are the spherical cores, the gap regions inside and outside the 
radius r0  in which the coil is wound, respectively. Where r and θ are the 
coordinates of the calculated point, r1  is the radius of the spherical core geometry, 
r0 and θ0  are the coil coordinates, µ1 and µ0  are the magnetic permeability 
coefficients of the calculation points, and µ=µ 1/µ0  is the respective magnetic 
permeability coefficient. Consider region A(0) (r<r1), the second term in Eq. (10) is 
neglected because it is divergent. Consider region A(1) (r1<r≤r0), both two terms 
are used together. Consider region A(2) (r≥r0), the first term in Eq. (10) is 
neglected because it is divergent. In this case, A is written separately for each of 
the three regions as follows; 
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                (11) 

Maxwell's equations are valid for all points where physical parameters are 
constant. However, in some cases, physical parameters may vary such as 
geometry, current, µ, ò  etc. In these cases, the boundary conditions given in  
Eq. (12) become valid [23]. 
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n E E

n H H J

B B n

D D n
s



                (12) 

Here D is the electric current density and 
s

  is the surface charge density, if the 

conductivity values of the two substances are finite, the surface current density 
J=0, and equations can be rearranged. 

2 1( ) 0  n H H                   (13) 

In the coordinates of 1r r  and 0r r , there is no electric field change in the 

direction of the surface normal. Since no current occurs on the sphere surface, 
J=0. On the surface where the winding is ( 0  0r r ), J is non-zero. If it is 

solved along with the representative solutions given by Eq. (1), four equations 
with four unknowns are obtained (14). 
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The obtained common solution to equations of Eq. (14), gives the coefficients of 
an, bn, cn, and dn presented in Eq. (15). Using Eq. (11) and Eq. (15), A created by a 
single-winding coil that is wound on the magnetic core can be calculated. 
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E and B is calculated with the help of Eq. (16) depending on A. The expanded 
form of B is presented in Eq. (17). 
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Eq. (17) gives the general solution for the core structures with different magnetic 
permeability. In Eq. (17) the particular case of µ=1 gives the particular case of the 
analysis of a coil structure with an air core in spherical coordinates. When Eq. 
(16) and Eq. (17) are analyzed, it is seen that they are compatible with the 
equations given in the literature [22]. 

4 Calculation of the Integral Form for a Multi-
Winding Coil with a Magnetic Core 

By Eq. (17), the analytical form of B is presented for a single-winding coil wound 
on a sphere having a magnetic permeability of µ 1 and a radius of r1. However, in 
practice, coil windings are wound in multiple windings to include a certain region 
(Figure 2). For the regions of A0, A1 and A2, the integral form of A formed by a 
multi-winding coil is given in Eq. (18). Where ra, rb, θa, and θb are the starting and 
ending coordinates of the coil winding, N is the number of the coil winding, and S 
refers to the surface field of the coil winding (Figure 2). 

 
Figure 2 

The structure of the multi-winding coil 
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By the principle of superposition, if the integral is taken on the coefficients of an, 
bn, cn, and dn given in Eq. (15), and on the boundaries of ra, rb, θa, and θb the 
coefficients representing the structure of a multi-winding coil is obtained. 
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                                  (19) 

Assume that the region with the coil winding is divided into two parts from the 

radius of r0 to calculate the effect of multi-winding in the region of Ac ( a
r ≤ r 

≤ b
r ). The coils that need to be calculated in the range of a

r < r and in the Ac(r,θ) 

region, perform as in the A2  region, and the coils in the range of r≤ b
r perform as 

in the A1  region. In this case, the total vector field potential formed by two regions 
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helps to calculate the magnitudes of A, E, and B approximately for this region. 

This assumption gives better results in case the value of  
b a

r r r  is smaller. 

( ) (2) (1)
0 0 0 0 0 0( , ) ( , ) ( , )    

b b b

a a a

rr

c

i

r r

A r A r r dr d A r r dr d

 

 

      

 

1 2

10
0 0 0

10
1 0 0 0

3 3

0

1 2
1

( , ) sin (cos )
2 ( 1)

( 1)
( , ) sin (cos )

2 (1 )

(1 )
( 1)

3 sin
2 ( 1)(1 )

(1 )( 1) ( , )



 









 

                 





b

a

b
n

a

c

n a n

c

n a n

n n

bc

n

n

a

NI
b R r r P d

S n n

N I
c r R r r P d

S n n n

n n
r rN I

nd
S n n n n

n r R r r










  

 
  




 






1
0 0 0(cos )

b

a

n
P d





 

                    (20) 

(0) 1

1

(1) 1 1

1

(2) 1 1

1

( ) 1 1

1

( , ) (cos )

( , ) ( ) (cos )

( , ) (cos )

( , ) ( ( ) ) (cos )




 


 


 



 



  









i n

i n n

i n i n

i n n n

i n

i n n

c c n c c n

i n n n n

A r a r P

A r b r c r P

A r d r P

A r b r c d r P

 

 

 

 

               (21) 

(0) 1 1 1

1 1

(1) 1 2

1

1 2 1

1

(2) 2 2 1

1 1

( 1) (cos ) ( 1) (cos )

( ) ( 1) (cos )

(( 1) ) (cos )

( 1) (cos ) (cos )

 
 


  


  

 
   

   

  

  

  

 





 

B e e

B e

e

B e e

B

i n i n

i n n r n n

i n i n

i n n n r

i n i n

n n n

i n i n

i n n r n n

i

a r n n P n a r P

b r c r n n P

n b r nc r P

n n d r P nd r P







 





 

( ) 1 2

1

1 2 1

1

( ( ) ) ( 1) (cos )

(( 1) ( ) ) (cos )


  


  

   

   





e

e

c c n c c n

n n n n r

c n c c n

n n n n

b r c d r n n P

n b r n c d r P 





             (22) 



Acta Polytechnica Hungarica Vol. 18, No. 10, 2021 

 – 97 – 

The coefficients presented in Eq. (19) and Eq. (20) are used to calculate the 
magnitudes of A and B given in Eq. (21) and Eq. (22). Figure 3 shows how to 
calculate A and B. With the help of the Matlab program, the analysis parameters 
given in Table 1 are calculated using the analytical formulas given in Eq. (21) and 
Eq. (22). The obtained numerical results are given in Figure 4 and Figure 5. 

 

Figure 3 

A, E and B calculation flowchart 

 

Table 1 

The analysis parameters 

Parameter Value    Parameter Value 

I  1 A    
0  45  

0( / )H m   74 10       10  

( / )H m  1, 10, 100    22.5 ,30 ,45    

0( )r mm  34   N 100 

1( )r mm  30     

( )r mm  0 50 r       

 

Figure 4 shows the variation with µ of B and A on a sphere of radius r1 of a coil 
placed in ra, rb, θa, and θb coordinates. The values of A in regions far from the coil 
winding have small and smooth transitions. Where θ=45° is the direction in which 
the magnetic effects are the highest. Thus, the graphic in Figure 4f is the one that 
the magnetic effect can be observed most clearly. It is obvious that as µ gets 
larger, magnetic effects accumulate on the surface of the sphere. 
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 a b 

c d  

e f 

Figure 4 

For θ=22.5° the graphic view of the variation of A for different µ values (a). For θ=22.5° the graphic 
view of the variation of B for different µ values (b). For θ=30° the graphic view of the variation of A 

for different µ values (c). For θ=30° the graphic view of the variation of B for different µ values (d). 

For θ=45° the graphic view of the variation of A for different µ values (e). For θ=45° the graphic view 
of the variation of B for different µ values (f). 

Figure 5, shows the variations of B and A on the x-z plane with the different µ 
values. When Figure 4 and Figure 5 are examined, it is witnessed that as µ 
increases, the magnitudes of the magnetic field and the vector potential come 
closer to the sphere surface. 

The coil and sphere geometries, the features of which given in Table 1 with the 
ANSYS Maxwell program were formed under the assumption of 2D axial 
symmetry. As the magnetostatic analysis, three different analyses were performed 
as µ=1, µ=10, and µ=100. 
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a b 

c d 

e f 

Figure 5 

For µ=1, the variation of B on the x-z plane (a). For µ=1, the variation of A on the x-z plane (b).  

For µ=10, the variation of B on the x-z plane (c). For µ=10, the variation of A on the x-z plane (d).  

For µ=100, the variation of B on the x-z plane (e). For µ=100, the variation of A on the x-z plane (f). 

The distribution of the magnitude of the magnetic field B on the x-z plane which 
was obtained with the ANSYS Maxwell program is presented in Figure 6. When 
Figure 6 and Figure 5 are observed, it is seen that the FEA results and the 
distribution of the magnetic field obtained from analytical calculations give 
similar results. 
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 a   b   c 

  Figure 6 

 For ANSYS Maxwell µ=1, the distribution of the magnetic field on the x-z plane (a). For ANSYS 

Maxwell µ=10, the distribution of the magnetic field on the x-z plane (b). For ANSYS Maxwell 

µ=100, the distribution of the magnetic field on the x-z plane (c). 

In Figure 7 for θ=30° and θ=45° the variation of B on r is compared with the FEA 
results. When the results are assessed, it is seen that the magnitudes of the 
magnetic field obtained with analytical formulas are consistent with the ones 
obtained from the model of the FEA. The differences in the results become 
apparent around the coil geometry. In this case, in the calculation of multi-
winding coil results, the formula used for the region Ac among the coil windings is 
valid for small values of rb-ra. When the distance between coil geometries 
expands, the differences increase due to the single-coil approach. 

 

a b
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c d

e f 

Figure 7 

in the coordinate of θ=30° for µ=1, µ=10, µ=100, the comparison of the magnitudes of the magnetic 

field with the FEA results (a)(c)(e). In the coordinate of θ=45° for µ=1, µ=10, µ=100, the comparison 

of the magnitudes of the magnetic field with the FEA results (b)(d)(f). 

5 Calculation of Inductance Coefficients 

5.1 The Self-Inductance Coefficient 

In electromagnetic systems, the variation of the magnetic field causes an electric 
field. The voltage is induced on a ring-shaped copper wire that is exposed to a 
variable magnetic field. The Faraday Law gives the relationship between the 
current generated in the wire exposed to a variable magnetic field and the 
variation of the magnetic field [19]. If the connection between E and A is used, 
the voltage V in the wire can be calculated applying the magnitude of A; 

The voltage generated in the N coil winding; 
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The innermost integral is the voltage formed by a single-winding coil 0 0( , )r   on 

itself; Here, E is taken as 0 0( , )E r  . This voltage is integrated on the cross-section 

and multiplied by the number of windings per unit area. 
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Where A,  c
A , 0 0 0dS r dr d  and 0 0sindr r d   on the cross-section, if the 
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Eq. (27) gives the self-inductance coefficient of a multi-winding coil. Since the 
integral process cannot be calculated analytically, they are calculated numerically. 
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5.2 The Mutual Inductance Coefficients 

To calculate the mutual inductance coefficient, let's consider two concentric 
single-winding coils in spherical coordinates as seen in Figure 8a. When a variable 
current flows on coil 1, a variable magnetic field is generated in the air and 
magnetic core. An electromotive force (emf-voltage) is induced on Coil 2 due to 
the changing magnetic field. Mij is used to calculate the interaction between the 
two coils. Here,  is the angle between the axes of the coils,  and  is the 

angular coordinate of the coils concerning their set of axes, a and b are the r 
coordinates where the coils are located. '  and ' are the angular coordinates 

concerning the fixed set of axes of the second coil. The representation of the coils 
as multi-windings is given in Figure 8b and Figure 8c. 

 

Figure 8 

Two concentric single-winding coils (a), two concentric multi-winding coils (b),  

three-dimensional view (c) 

If a<b in the single-winding coil method, the mathematical form of the voltage 
that the first coil generates on the second coil is given in Eq. (23). The coil with 
the N1 number of windings and radius a is located in the ∝ position in spherical 
coordinates. The vector potential of (2) ( , ')iA b  which the coil creates is given by 

Eq. (21). 
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Using Eq. (21) and Eq. (23), the mathematical form of the voltage expression 
generated in the second coil with the N2 number of windings and located in b  and 
  coordinates is given below; 
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Here, if r=b and ' dS rdrd ; then 
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                                (31) 

For a multi-winding coil, where a1, a2, b1, and b2 are the coil radius, 1 2 1, ,   and 

2 are the angular coordinates concerning their set of axes,   is the angle 

between the coil axes, the mutual inductance coefficients ( 12M ) of two coils is 

computed with Eq. (31) (Figure 8). Figure 9 shows how to program calculate Mij 

for each Pi(r,θ), 

 
Figure 9 

Mutual Inductance Coefficients 
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The mutual inductance coefficient is of great importance in the time-dependent 
analysis of wireless energy transfer and mobile electrodynamic systems. Magnetic 
field magnitudes in the spherical coordinate system under the assumption of  
2-dimensional axial symmetry can be calculated rapidly with the programs of 
ANSYS Maxwell, FEA, etc. However, if there is a second coil in the geometry 
that breaks the axial symmetry, it becomes necessary to design and calculate the 
models in 3 dimensions. In this case, the FEA program requires a long, time-
consuming analysis by using a large number of elements. The fact that the 
analytical equations are given in Eq. (31) can be calculated easily and quickly will 
provide the result in a short time at the preliminary design stage. 

Table 2 

The mutual inductance analysis parameters 

Parameter Coil 1 Coil 2 

r1 30 mm  

a1, b1 36.5 mm 44 mm 

a2, b2 41.5 mm 49 mm 

1 1,   75 ° 75 ° 

2 2,   105 ° 105 ° 

   0° 0°≤  ≤360° 

µ 1, 10, 100, 1000 

1 2,N N  180 150 

D1, D2 0.75 mm 0.5 mm 

R1, R2 3.35 Ω,  2.6 Ω 

R3 10.4 Ω  

   

The results of the FEA program and analytical calculations by using the geometric 
properties given in Table 2 are presented in Figure 10. The problem parameters 
discussed in the experimental studies reviewed in Chapter 6 were also chosen the 
same values. It is seen that the mutual inductance results obtained from analytical 
calculations and the FEA model are compatible. While calculations take 60 
minutes in the FEA model, calculations are completed in as little as 1 minute with 
analytical formulas using the suggested approach on the same computer. 
Therefore, the suggested approach can be prefered for the necessary calculations 
at the preliminary design stage rather than the FEA application. 
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Figure 10 

The comparison of the FEA and analytical calculations at different values of µ  

6 Experimental Results 

In order to compare the analytical formulas found for mutual inductance and self-
inductance coefficients with the experimental results, an experimental setup that 
can be produced with a 3D printer was designed (Figure 11). The experiment 
setup consists of a fixed coil (Coil 1), a moving coil (Coil 2), a magnetic core and 
carrier legs. The descriptions of the items of the experimental setup are given in 
Table 3. The design parameters are given in Table 2. 

  

Figure 11 

the Experiment Setup 
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Table 3 
The descriptions of the experimental items 

After the body parts are produced with the 3D printer, 180 turns of Ø0.75 mm 
diameter of copper wire are wound on the body (Coil 1), and 150 turns of Ø0.5 
mm diameter of copper wire are wound on the second body (Coil 2). By modeling 
the coil structures in the ANSYS Maxwell program, the self-inductance 
coefficients are compared with the experimental results in Table 4. It was 
observed that the values of the inductance coefficients in all three studies were 
quite compatible with each other. The devices and the models of which used in the 
experiment are given in Table 5. 

Table 4 
The comparison of self-inductance coefficients 

Self-inductance Coil 2 Coil 1 

Measurement 
 

4,26 mH 2,86 mH 

The Maxwell program  5,196 mH 3,729 mH  

Analytical results  
 

4.662 mH 3.334 mH 

Table 5 
The devices used in measurements and their features 

Device Type Brand/Model 

Oscilloscope  AA TECH/ADS-3072B Digital Storage Oscilloscope 

 
 Gw INSTEK/GDS-1022 DSO 

Power Unit  Gw INSTEK/SFG-2107 Function Generator 

Inductance Meter  UNI-T/UT600 

Multi-meters  BRYMEN BM510, FLUKE 106  

In the experiment, Lii was measured with the UNI-T measuring device. Since it 
was not possible to measure Mij directly, the current and voltage values in Coil 1 
and Coil 2 were measured and calculated with Eq. (32) and Eq. (33). 

 m axI I cos wt                     (32) 

1
2 12

dI
e M

dt
                    (33) 

Number Description 

1 The body part on which the fixed coil is wound 

2 The windings of the fixed coil 

3 The body part on which the moving coil is wound 

4 The windings of the moving coil   

5 Angular measuring lines marked at an angle of 15° on the 
fixed body to measure at different angles. 

6 The central rotation point 

7 The magnetic Sphere 
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Figure 12 

Electrical circuit diagram 

Figure 12 shows the experimental setup circuit. The fixed coil is connected in 
series with a 50 Hz, 12 V of power supply with a 10.4 Ω of resistance, and the 
current and voltage on the fixed coil were recorded with the voltmeter (V1) and 
ammeter (A1). R1 and R2 are due to coil wires. R3 is used for limiting current. 
The voltage value formed by connecting the moving coil leads to the voltmeter 
(V2) was recorded in the range of 0°-360° by changing the   angle at 15° 

intervals. 

 

Figure 13 
M12 at different   values, the comparison of experimental results, analytical results and FEA results 

Based on the equivalent circuit approach from the gathered data, M12 was 
calculated using Eq. (31). The comparison of the data obtained from the 
experimental results with the analytical formulas and the FEA results is presented 
in Figure 13. It is evident that the analytical calculations made for M12 are 
consistent with the experimental results and the FEA results. 
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Mean square error (MSE) [24] and root mean square error (RMSE) [25-27] are 
common methods use to compare the results of actual measurement values and 
calculation values. D is the number of elements, yn is the measured values, and ny  

is the located values. So, the analytical and FEA RMSE values are calculated by 
Eq. (34) of 0.0714 and 0.1073, respectively. 

Conclusions 

In this study, the terms of B and E were calculated analytically by forming the 
geometry of a multi-winding coil with a magnetic core in spherical coordinates. 
Analytical formulas were derived for the multi-winding coil approach, given in 
Eq. (22). Since there are no existing analytical terms referring to the coils with the 
magnetic core in spherical coordinates, the obtained results were compared with 
the results of an air-core coil in spherical coordinates in the literature. The results 
were found to be consistent with the literature [22]. In order to view the effect of 
the magnetic sphere, different µ values and magnetic field distribution in different 
directions were examined. As a result of the analyses, it was observed that as the µ 
value increases, B accumulates towards the surface of the sphere (Figure 4).  
The coil structure with geometric properties is given in Table 1, the magnitudes of 
which B and A were obtained by using the formulas given in Eq. (22), and the 
FEA model was designed under the assumption of axial symmetry. When the 
results were examined, it was seen that the results of the analytical model and the 
FEA model were consistent (Figure 5 and Figure 6). 

The experimental setup given in Figure 11 was created as the analytical and the 
FEA model. Lii for both coils in the experiment (Table 5) and Mij at different γ 
angles were computed by analytical and FEA models. It was observed that the 
numerical results were consistent with the experimental results (Figure 13).  
When coils are intertwined, a small collapse is detected in the analytical solution. 
This collapse is caused by some of the windings that are in the reverse direction 
during the intertwining of the coil windings. However, the results gathered by 
analytical calculations are quite compatible with the experimental results. It takes 
15 minutes on an average computer to create a three-dimensional FEA model and 
calculate the mutual inductance coefficient at an angle of 15°. The same results 
are measured in only 15 seconds using the developed analytical method.  
The obtained analytical results and their computation times are considered, it is 
seen that analytical results are useful. The FEA results are considered, despite the 
small deviations between the analytical solution and the experimental results is 
seen that the results obtained by the analytical method are acceptable. Considering 
the high cost of the FEA programs and long computation times in three-
dimensional models, the importance of using the suggested analytical solution is 
evident as a fast and free design tool in scientific studies. 
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Abstract: The current analysis is based on the concept that the proper quality of a 

particular type of alloy, such as half-hard cast irons and their properties, are determined 

by chemical composition and a proper melting and alloying processing, as well as, a 

special nodulizing treatment, assuring the graphite’s nodular form. This analysis follows 

several key aspects of the manufacturing of half-hard cast iron rolls (also called "ductile 

iron rolls"), using the multivariate statistical research used as modelling approach upon 

the industrial data. In this sense, several results of a complex study on the half-hard cast 

iron rolls are presented, regarding the cumulative influences of several chemical 

components of the half-hard cast iron (Phosphorus, Sulphur and Magnesium), upon the 

Hardness, which is the common method of testing rolls, for the quality and predicted wear 

properties. The performed research herein has generated a number of multi-component 

regression equations and correlation coefficients, determined to the 3rd and 4th dimension 

spaces. Also generated are several regression surfaces and correlative level curves, which 

define proper technological areas. For the multiple regression equations and for the 

graphical addenda the Matlab software was used. 

Keywords: cast iron rolls manufacturing; hardness; Phosphorus; Sulphur; Magnesium; 

multivariate regression analysis; regression equation; correlation charts 

1 Introduction 

In grey cast iron, graphite is present in the form of flakes [1-8]. Each of these 
graphite flakes under the concentrated action of an important effort, can cause the 
formation of cracks. In cast iron with spheroidal (nodular) graphite, known as 
ductile cast iron, graphite is no longer arranged in these flakes, but crystallizes in a 
spherical form [1-8]. Graphite in this form has a much smaller weakening effect 
on the matrix than the dispersed graphite flakes, in grey irons [1-8]. 
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Ductile iron is not a single material, but is part of a group of materials that can be 
produced with a wide range of properties by controlling their microstructure.  
The common defining characteristic of this group of materials is the shape of 
graphite, namely nodular (or spheroidal). In nodular graphite irons free graphite is 
present as spheres or nodules in the as-cast condition [1-4]. The spherical structure 
of graphite (Figure 1) improves the quality of the cast irons, affecting increased 
hardness, reliability, supporting significant loads. Nodular irons therefore have 
considerably higher strength, ductility, and impact values than grey irons [1-8]. 
Ductile irons determine its properties by ferrite or perlite bases with the presence 
of nodular graphite inclusions. By close control of melting practice nodular irons 
can be produced in the as-cast condition over a wide range of section thicknesses 
with any required matrix structure from fully ferritic to fully pearlitic [1-4]. 

 

Figure 1 

The most favorable form of graphite (minimum effect of loads’ concentration) 

The formation of nodules is carried out by adding nodulizing elements, 
Magnesium (0.04-0.12%) most of the time and, less often today, Cerium [1-8]. 
Magnesium may be added directly to the ladle as Nickel-Magnesium, Nickel-
Silicon-Magnesium or Iron-Silicon-Magnesium alloy [1-8]. 

Phosphorus and Sulphur contents should be as low as possible, as Phosphorus 
strongly decreases the plasticity and tenacity of the cast irons, and the Sulphur 
forms compound with the Magnesium (i.e. MgS). Thus contributes to the increase 
of the nodulizing elements consumption and to the impurification of the cast irons 
with sulphides [1-8]. 

Thus, the most important peculiarities of the chemical composition of nodular 
graphite formations are: 

 High Carbon and Silicon content 

 Low Phosphorus and Sulphur content 

 Proper addition of nodulizing agent (i.e. Magnesium), which ensures the 
nodularization of graphite 

Therefore, quality assurance is limited to good control of the process of 
elaboration/nodularization of irons [1-8]. It is very important that all elements are 
in a good correlation, as that ensures the desired quality. 
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Rolls (Figure 2) – the main and very costly consumables in a rolling mill – are the 
tools of the rolling trade and the way they are used to execute their duty of 
deforming steel, in many cases largely determined by the roll’s designer [9-16]. 
They are used in the rolling mill equipment and their performance depend on 
many factors which include the used materials and the loads to which they are 
subjected to during technological service [9-16]. The accuracy and speed of 
working and the roll’s life are all related to its peculiar design and choice of 
materials, which implies a good working knowledge of both the used materials 
and the loads to which they will be subjected during service [9-16]. 

 
Figure 2 

The Half-Hard Cast Iron Rolls – As-casting and mechanically processed condition [15] [16] 

2 Area of Research 

The static-cast nodular iron rolls (Figure 3 and Figure 4) are structurally 
characterized by the nodular shaped graphite in the microstructure, this feature 
being essential to the quality and consistency of ductile iron [15] [16]. Ductile 
rolls are structurally made up of cementite, matrix, and nodular graphite, the free 
carbon taking the shape of nodules, thereby, eliminating the notch effect of flake 
graphite and improving the mechanical properties of the cast iron rolls [9-24]. 

Ductile iron (usually hypereutectic) is produced by ‘‘in-ladle treatment’’ with 
adding Magnesium immediately prior to pouring castings, followed by inoculation 
in much the same way as for the production of gray cast iron. Cerium and 
Magnesium additions both produce nodular structures, but the latter has been 
found to be more adaptable and economical [1-4] [15] [16]. Both elements are de-
sulphurizers and nodule formation is not possible until the Sulphur content has 
been lowered to about 0.02% [5-8] [15] [16]. 
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It is necessary that the Sulphur content be kept <0.01% for successful treatment, 
because of the affinity of Sulphur for Magnesium (forming Mg2S), thus removing 
elemental Magnesium from the melt [5-8]. Finally, the nodular irons are 
inoculated with 0.4-0.8% Ferro-Silicon after nodulizing to refine the structure and 
minimize chilling [5-8] [15] [16]. 

 

Figure 3 

The Half-Hard Cast Iron Rolls – The static-cast process [15] [16] 

 

Figure 4 

The Half-Hard Cast Iron Rolls – The casting & operational phases [15] [16] 
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The recommendations for the increase of the duration of exploitation and remove 
of the damages through the accidental rupture of rolls from the stands of 
lamination, the attenuation of rolls thermal fatigue, the avoiding of thermal shocks 
caused damages and their rational exploitation are actuality issues that must be 
continuously researched [9-24]. In this trend is situated the research of the cast-
iron rolls (Figure 5) [15-24]. The quality of rolls is determined through hardness 
and through wear resistance, last index having a special importance for all modern 
rolling mills [9-24]. The presents of graphite in working surface (body of rolls) 
assures the friction coefficient necessary to obtain quality laminate [15-24]. 

 

Figure 5 

The Half-Hard Cast Iron Rolls [15] [16] 

The rolls must present high hardness at the body of rolls and lower in the core and 
the neck’s, adequate with mechanical resistance and in the high work temperature. 
If in the body, the hardness is guaranteed by the quantities of cementite in the 
structure of irons, the core of rolls must content graphite, to assure this property 
[9-24]. The research includes half–hard cast rolls, from nodular graphite irons, 
with the half-hard body of 40-150 mm depth [15] [16] [25]. The macrostructure is 
not imposed (except for the nodular graphite irons, where a spherical shape of the 
graphite is required), conditioned by the adequate quantities of cementite in the 
body and graphite in the core and on the necks [9-24]. Thus, the optimal additions 
in these elements can be determined to assure the proper hardness (Table 1 and 
Table 2). 

Table 1 

The Recommended Chemical Composition of the Half-hard Cast Iron Rolls [25] 
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This study analyses iron rolls cast in the static procedure, in combined forms (iron 
chill, for the barrel and molding sand, for the necks of the rolls) [15-24].  
The research included 108 rolls from the half-hard class – 0 and 1 hardness class, 
219-347 Brinell units on body (working surface) and 195-271 Brinell units in core 
and on the necks of rolls (Table 3) [15] [16] [25]. 

Table 2 

The Recommended Hardness of the Half-hard Cast Iron Rolls [25] 

Class of 
Hardness 

Recommended Hardness for these Rolls [Brinell Hardness] 

on Body (Rolling Surface) of Rolls in Core and on the Neck’s of Rolls 

0 218-286 195-271 

1 294-347 195-271 

Table 3 

The Chemical Composition and the measured Hardness of the Half-hard Cast Iron Rolls 

Chemical Composition, (%) 

Carbon [C] 3.22-3.42 Nickel [Ni] 1.49-2.22 

Silicon [Si] 1.72-2.19 Chromium [Cr] 0.36-0.72 

Manganese [Mn] 0.62-0.79 Molybdenum [Mo] 0.18-0.28 

Phosphorus [P] 0.130-0.165 Magnesium [Mg] 0.021-0.029 

Sulphur [S] 0.011-0.024   

Hardness, [Brinell units] 

on the Necks 219-276 

on the Body 282-352 

3 Research Methodology 

The mathematical modeling was applied, taking into consideration the industrial 
data obtained from the rolls industry, as well as, the cast iron roll’s requirements 
[15] [16]. Therefore, it is suggested to use a mathematical interpretation on 
influence of the ductile iron’s particulate elements (Phosphorus, Sulphur and 
Magnesium) over the hardness on the rolls rolling surface (barrel or body) and on 
the necks [15-24]. 

The performed research had in view to obtain correlations between the Half-Hard 
Cast Iron Rolls’ Hardness and the nodular iron’s permanent elements, defined by 
two of the main elements which have a major influence on the microstructure (i.e. 
Sulphur and Phosphorus), respectively by the nodulizing element (i.e. 
Magnesium). The performed research is structured in two specific cases, based on 
the different values measured on the roll’s components (the two necks and the 
body/rolling surface) [15-24]. 
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The Half-Hard Cast Iron Rolls’ chemical composition and their hardness variation 
limits (measured on necks and on the body) are presented in Table 4. Also, the 
average values and the deviations of variables are presented in Table 5. 

Table 4 

The Half-hard cast iron rolls’ chemical composition and the hardness variation limits  
([HB](necks) = f([S],[P],[Mg]) and [HB](body) = f([S],[P],[Mg]) 

Case 1: Modelling on data measured on the roll’s necks 

Sulphur [S] Phosphorus [P] Magnesium [Mg] Hardness [HB](necks) 

[S]inf [S]sup [P]inf [P]sup [Mg]inf [Mg]sup [HB]inf [HB]inf 

0.011 0.024 0.128 0.165 0.021 0.031 219 276 

 

Case 2: Modelling on data measured on the roll’s body (rolling surface) 

Sulphur [S] Phosphorus [P] Magnesium [Mg] Hardness [HB](body) 

[S]inf [S]sup [P]inf [P]sup [Mg]inf [Mg]sup [HB]inf [HB]inf 

0.011 0.024 0.128 0.165 0.021 0.031 280 352 

Table 5 

The Half-hard cast iron rolls’ chemical composition and the hardness average values and deviations of 

variables ([HB](necks) = f([S],[P],[Mg]) and [HB](body) = f([S],[P],[Mg]) 

Case 1: Modelling on data measured on the roll’s necks 

Sulphur [S] Phosphorus [P] Magnesium [Mg] Hardness [HB](necks) 

[S]med deviation [P]med deviation [Mg]med deviation [HB](necks)med deviation 

0.0179 0.0036 0.1515 0.0107 0.0256 0.0029 251.52 13.622 

 

Case 2: Modelling on data measured on the roll’s body (rolling surface) 

Sulphur [S] Phosphorus [P] Magnesium [Mg] Hardness [HB](body) 

[S]med deviation [P]med deviation [Mg]med deviation [HB](body)med deviation 

0.0179 0.0036 0.1515 0.0107 0.0256 0.0029 308.32 22.107 

A rigorous foundation of the existence of a correlation and the existence of a 
model describing the correlation between variables, also called a regression 
model, can be made on the basis of the calculation and interpretation of statistical 
indicators [15-24]. Several steps will be taken, such as: 

 Check the existence of a correlation 

 Establish the mathematical shape of the model 

 Analysis of the empirical regression curve 

 Determine the parameters that appear in the model equation 

 Use the model to forecast calculations 
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There are also parameters that measure the correlation (degree of association) 
between two qualitative variables, parameters based on the occurrence frequencies 
of variable values and not on values [15] [16]. Once the existence of the 
correlation between variables is established, we can proceed to the establishment 
of the regression model describing the correlation [15-24]. 

The mathematical modeling was applied based on the differentiation between the 
component parts of the rolls [15] [16] [25]. Starting from the rolling rolls’ aspect, 
the shape of the rolls, the areas of technological interest and the structure that 
ensures the operational mechanical properties, it has been developed, by 
modeling, the mathematical description of direct influences and finally, by 
successive determinations, an optimum chemical composition which assures the 
desired rolls’ hardness [15-24]. The multiple regression was used to predict the 
value of a variable based on the value of two or more other variables [15-24].  
The study of a regression model involves the following aspects: 

 Determination of regression hyper-surface, specific to multiple regression 
with several variables 

 Determination of correlation coefficients 

 Determination of deviation from the regression surface 

 Determining the coordinates of the optimal points, for which there are 
desired values 

 Determination of regression areas, specific to regression with 2 variables 

 The graphic representation of the regression curve based on observed 
data 

 Verification on the correlation graphs of the optimal range 

In our statistical modelling, the regression analysis was used for estimating the 
relationships among the proper hardness (Hardness [HB]) and these elements 
(Phosphorus, Sulphur and Magnesium). To determine to what extent independent 
variables contribute to the modification of the dependent variable a multiple 
regression model was developed and will determine whether it can be considered 
valid, i.e. whether or not there is a correlation between a mechanical property 
(rolls’ hardness), the level of concentrations of permanent chemical elements 
(Phosphorus and Sulphur) and the concentrations of elements added to the 
nodulizing treatment with Magnesium, characterized by certain values of 
independent variables. 
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4 Results of the Statistical Modeling 

Statistical modeling determines the coordinates of the optimal point 
([S],[P],[Mg]), for which [HB](necks) and [HB](body) has desired values (Table 6). 

Table 6 
The coordinates of the optimal point 

Case 1: Modelling on data measured on the roll’s necks 

[S]statistical [P]statistical [Mg]statistical [HB](necks)statistical 

0.0191 0.1472 0.0259 260.9375 
 

Case 2: Modelling on data measured on the roll’s body (rolling surface) 

[S]statistical [P]statistical [Mg]statistical [HB](body) statistical 

0.0212 0.1562 0.0235 327.1099 

The correlations between the hardness of the Half-hard cast iron rolls and the 
defined three chemical elements are studied ([HB](necks) = f([S],[P],[Mg]) and 
[HB](body) = f([S],[P],[Mg]), using the values presented in Table 4. Two 
polynomial type of correlation was revealed, presented in the equation (1) and (2). 

The proper mathematical correlation, in the case of [HB](necks) = f([S],[P],[Mg]), is 
given by the equation of regression hyper-surface (1), where the correlation 
coefficient is rf = 0.6816 and the deviation from the regression surface is  
sf = 9.9675. The proper mathematical correlation, in the case of  
[HB](body) = f([S],[P],[Mg]), is given by the equation of regression hyper-surface 
(2), where the correlation coefficient is rf = 0.6841 and the deviation from the 
regression surface is sf = 16.1240. 

[HB](necks) = – 1729.1599 [S]2 –  33258.1844 [P]2 –  14187.7104 [Mg]2 
–  72143.1146  [S][P] – 34036.2106 [P] [Mg] –  10818.3003 [Mg][ S] + 

45269.1696 [ S] + 12044.2871 [P] + 33001.3626 [Mg] – 1484.7255 (1) 

[HB](body) = – 5523.0405 [S]2 – 44607.2162 [P]2 – 6146.3995 [Mg]2 + 
14432.6465[S][P] – 41587.5438 [P][Mg] – 13741.9865 [Mg][S] + 
53316.7961 [S] + 14603.5068 [P] + 64322.9104 [Mg] – 2130.4001 (2) 

Since this hyper-surface cannot be represented in the 4th dimensional space,  
I resorted to replacing, successively, an independent variable [15] [16]. In order to 
determine the limits of graphic representation, it is used to replace, successively, a 
variable independent with the values of the limits of the chemical composition, 
presented above in Table 4. These surfaces in the 3rd dimensional space are 
governed by the eq. (1.1) – (1.6), respectively equations (2.1) – (2.6). 

[HB](necks)[S]inf = – 33258.1844 [P]2 –  14187.7104 [Mg]2 – 34036.2106 
[P][Mg] +  10625.1483 [P] + 11721.3703 [Mg] – 661.1456 (1.1) 

[HB](necks)[S]sup = – 33258.1844 [P]2 – 14187.7104 [Mg]2 – 34036.2106  
[P][Mg] +  10885.0937 [P] + 15619.2532 [Mg] – 801.9896 (1.2) 
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[HB](necks)[P]inf = – 14187.7104 [Mg]2 – 1729.1599 [S]2 – 10818.3003 
[Mg][S] + 27663.5758 [Mg] + 33955.2026 [S] – 413.8319 (1.3) 

[HB](necks)[P]sup = – 14187.7104 [Mg]2 –  1729.1599 [S]2 –  10818.3003 
[Mg][S] + 28027.6574 [Mg] + 34726.9095 [S] –  434.8887 (1.4) 

[HB](necks)[Mg]inf = – 1729.1599[ S]2 – 33258.1844 [P]2 – 72143.1146  
[S][P] + 16011.4863 [S] + 11123.7535 [P] –  695.9543 (1.5) 

[HB](necks)[Mg]sup = – 1729.1599 [S]2 –  33258.1844 [P]2 –  72143.1146  
[S][P] + 19214.6491 [S] + 11224.5345 [P] –  772.1924 (1.6) 

[HB](body) [S]med = – 44607.2162 [P]2 – 6146.3995 [Mg]2 – 41587.5438 
[P][Mg] + 14887.4137 [P] + 37291.7653 [Mg] – 1295.3177 (2.1) 

[HB](body)[S]med = – 44607.2162 [P]2 – 6146.3995[Mg]2 – 41587.5438 
[P][Mg] + 14835.4102 [P] + 42243.0941[Mg] – 1416.3042 (2.2) 

HB](body)[P]med = – 6146.3995 [Mg]2 – 5523.0405 [S]2 – 13741.9865 
[Mg][S] + 57800.8729 [Mg] + 55580.2205 [S] – 937.2776 (2.3) 

[HB](body)[P]med = – 6146.3995 [Mg]2 – 5523.0405 [S]2 – 13741.9865 
[Mg][S] + 58245.7302[Mg] + 55425.8361[S] – 948.9314 (2.4) 

[HB](body)[Mg]med = – 5523.0405 [S]2 – 44607.2162 [P]2 + 14432.6465 
[S][P] + 16151.9009 [S] + 13478.7422 [P] – 840.3223 (2.5) 

[HB](body)[Mg]med = – 5523.0405 [S]2 – 44607.2162 [P]2 + 14432.6465 
[S][P] + 20220.7538 [S] + 13601.8825 [P] – 937.7295 (2.6) 

In the equation of hyper-surfaces (1) and (2), it is used to replace, successively, a 
variable independent with its mean value. These surfaces, which belong to the 
whole space with 3rd dimensions, can be represented and interpreted by 
technologists. Therefore, the independent variables were successively replaced 
with their average values (i.e. [S]med, [P]med and [Mg]med, Table 5). 

A polynomial type of correlations was revealed, which have the following general 
forms, presented in the equations (1.7) – (1.9), respectively (2.7) – (2.9). 

[HB](necks)[S]med = – 33258.1844 [P]2 – 14187.7104 [Mg]2 – 34036.2106 
[P][Mg] + 10755.1212 [P] + 13670.3117 [Mg] – 731.0063 (1.7) 

[HB](necks)[P]med = – 14187.7104 [Mg]2 – 1729.1599 [S]2 – 10818.3003 
[Mg][S] + 27845.6166 [Mg] + 34341.0561 [S] –  423.4089 (1.8) 

[HB](necks)[Mg]med = – 1729.1599 [S]2 – 33258.1844 [P]2 –  72143.1146 
[S][P] + 17613.0677 [S] +  11174.1442 [P] –  733.7624 (1.9) 

[HB](body)[S]med = – 44607.2162 [P]2 – 6146.3995 [Mg]2 – 41587.5438 
[P][Mg] + 14861.4122 [P] + 39767.4297 [Mg] – 1354.0182 (2.7) 
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[HB](body)[P]med = – 6146.3995 [Mg]2 – 5523.0405 [S]2 – 13741.9865 
[Mg][S] + 58023.3016 [Mg] + 55503.0283 [S] – 941.8285 (2.8) 

[HB](body)[Mg]med = – 5523.0405 [S]2 – 44607.2162 [P]2 + 14432.6465 
[S][P] + 18186.3274 [S] + 13540.3122 [P] – 887.6787 (2.9) 

5 Graphical Addenda 

The 3th dimensional regression surfaces, described by the governing equations 
(1.1) – (1.6) and (2.1) – (2.6), respectively, are represented graphically in Figure 
6, case of [HB](necks) = f([S],[P],[Mg])) and Figure 7, case of  
[HB](body) = f([S],[P],[Mg])). 

(a)  (b) 

 (c) 

Figure 6 

Regression surfaces in case of [HB](necks) = f ([S],[P],[Mg]), according to the equations (1.1)–(1.6). (a) 

the regression surface described by the industrial data, when [S] =[S]inf and [S]=[S]sup; (b) the 

regression surface described by the industrial data, when [P] =[P]inf and [P]=[P]sup; (c) the regression 

surface described by the industrial data, when [Mg] =[Mg]inf and [Mg]=[Mg]sup 



I. Kiss Multi-Component Statistical Research in Area of Half-Hard Cast Iron Rolls Manufacturing 

 – 124 – 

The regression surfaces, described by the eq. (1.1) – (1.9), respectively eq. (2.1) –
(2.9), are presented in Figures 8-10 and Figures 11-13. The correlation charts and 
the contour lines which define the requested limits of the proper hardness, in cases 
of [HB](necks) = f([S],[P],[Mg]) and [HB](necks) = f([S],[P],[Mg]) are presented in the 
Figures 14-19. 

In this sense, the rolls’ hardness variations on the necks and core, described by 
these elements, are presented in Figures 14-16, determined by Matlab, using the 
polynomial equations presented in the eq. (1.7), (1.8) and (1.9). The rolls’ 
hardness variations on the body, are presented in Figures 17-19, using the 
polynomial equations presented in the equations (2.7), (2.8) and (2.9). 

(a) (b) 

 (c) 

Figure 7 

Regression surfaces in case of [HB](body) = f ([S],[P],[Mg]), according to the equations (2.1)–(2.6)  

(a) the regression surface described by the industrial data, when [S] =[S]inf and [S]=[S]sup;  

(b) the regression surface described by the industrial data, when [P] =[P]inf and [P]=[P]sup;  

(c) the regression surface described by the industrial data, when [Mg] =[Mg]inf and [Mg]=[Mg]sup 
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(a)  (b) 

Figure 8 

Regression surfaces in case of [HB](body) = f ([S],[P],[Mg]), according to the equation (1.7)  

(a) the regression surfaces; (b) color mapping of the technological areas 

 (a)  (b) 

Figure 9 

Regression surfaces in case of [HB](body) = f ([S],[P],[Mg]), according to the equation (1.8)  

(a) the regression surfaces; (b) color mapping of the technological areas 

(a)  (b) 

Figure 10 

Regression surfaces in case of [HB](body) = f ([S],[P],[Mg]), according to the equation (1.7)  

(a) the regression surfaces; (b) color mapping of the technological areas 
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(a)   (b) 

Figure 11 

Regression surfaces in case of [HB](necks) = f ([S],[P],[Mg]), according to the equation (2.7)  

(a) the regression surfaces; (b) color mapping of the technological areas 

(a) (b) 

Figure 12 

Regression surfaces in case of [HB](necks) = f ([S],[P],[Mg]), according to the equation (2.8)  

(a) the regression surfaces; (b) color mapping of the technological areas 

(a)   (b) 

Figure 13 

Regression surfaces in case of [HB](necks) = f ([S],[P],[Mg]), according to the equation (2.9)  

(a) the regression surfaces; (b) color mapping of the technological areas 
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(a) (b) 

Figure 14 

Correlation charts in case of [HB](necks) = f ([S],[P],[Mg]), when [S]=[S]med. (a) regression surface for 

[HB](necks) = [HB](necks)([S],[P],[Mg]med); (b) contour lines for [HB](necks) = [HB](necks)([S]med,[P],[Mg]) 

(a) (b) 

Figure 15 

Correlation charts in case of [HB](necks) = f ([S],[P],[Mg]), when [P]=[P]med. (a) regression surface for 

[HB](necks) = [HB](necks)([S],[P],[Mg]med) (b) contour lines for [HB](necks) = [HB](necks)([S],[P]med,[Mg]) 

(a) (b) 

Figure 16 

Correlation charts in case of [HB](necks) = f ([S],[P],[Mg]), when [Mg]=[Mg]med. (a) regression surface 

for [HB](necks) = [HB](necks)([S],[P],[Mg]med); (b) contour lines for [HB](necks) = [HB](necks)([S],[P],[Mg]med) 
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(a) (b) 

Figure 17 

Correlation charts in case of [HB](necks) = f ([S],[P],[Mg]), when[S]=[S]med. (a) regression surface for 

[HB](necks) = [HB](necks)([S],[P],[Mg]med); (b) contour lines for [HB](necks) = [HB](necks)([S]med,[P],[Mg]) 

(a) (b) 

Figure 18 

Correlation charts in case of [HB](necks) = f ([S],[P],[Mg]), when [P]=[P]med. (a) regression surface for 

[HB](necks) = [HB](necks)([S],[P],[Mg]med);  (b) contour lines for [HB](necks) = [HB](necks)([S],[P]med,[Mg]) 

(a) (b) 

Figure 19 

Correlation charts in case of [HB](necks) = f ([S],[P],[Mg]), when [Mg]=[Mg]med. (a) regression surface 

for [HB](necks) =[HB](necks)([S],[P],[Mg]med); (b) contour lines for [HB](necks) = [HB]( necks)([S],[P],[Mg]med) 
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6 Discussion 

Regarding the multiple regression analysis, in order to understand the 
relationships between the variables and their relevance to the problem being 
studied, are the following remarks: 

 The problem of regression starts from the existence of a data set on two or 
more random variables, the purpose of modeling being the description of the 
relationship between them, i.e. determining function f, in order to forecast 
the values of the dependent variable in relation to the values of the 
explanatory variables. This problem arises only when there is a real link 
between the variables, based on the nature of the underlying phenomena. 

 The coefficient shows the role played by all exogenous (dependent) variables 
on the evolution of the endogenous variable (independent). The correlation 
coefficient is interpreted as follows: a high value, close to 1, indicating a 
good adjustment of the data, while a value close to 0, indicates a weak 
adjustment. In both cases ([HB](necks) = f ([S],[P],[Mg])) and [HB](body) = f 
([S],[P],[Mg])), the values of the correlation coefficient (rf = 0.6816, 
respectively rf = 0.6841) indicate a fairly good correlation between the 
studied variables.  

 The used model of regression belongs to the category of stochastic 
(statistical) models, in which all the explanatory factors of a phenomenon, 
which do not find their place directly in the model, appear accumulated in 
the form of a random variable called error. A variable (an output parameter) 
that quantifies the studied phenomenon can be explained by regression on 
one or more explanatory factors (input parameters). All explanatory factors 
that are not sufficiently relevant to the output parameter enter into the model 
in the cumulative form of the error. In this model, the residues (errors) do not 
behave randomly and are quite large. 

 The technological domain area of proper hardness is presented in Figures 14-
16, respectively in Figures 17-19. The relationships that determine the 
technological areas are useful because they can indicate a predictive 
relationship that can be exploited in practice. 

In summary, the recent study of a regression model ([HB](necks) = f ([S],[P],[Mg]) 
and [HB](body) = f ([S],[P],[Mg]) involves the following aspects: 

 Establish the analytical limits, defined statistically 

 Determining the mean value and deviations of the variables from the mean 
values 

 Determination the regression hyper-surface’s equations, correlation 
coefficients and regression surface deviations, resulting the eq. (1) and (2) 

 Establishing the optimum value coordinates, for which the hardness has 
desired (optimal) values 
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 Establishing the regression surface’s equations, on the path of successive 
imposition of limit values and value chemical composition , resulting the eq. 
(1.1-1.9) and (2.1-2.9) 

 Representation the regression surfaces, presented as rich graphical addenda, 
in section 5 (Figures 6-13) 

 Determination the correlation charts and the level curves (contour lines) and 
mapping the technological areas, presented in Figures 14-16 and in Figures 
17-19 

 Validate the statistically determined optimal domain in the correlation charts, 
in which it must be found, and in our case are found, the values determined 
statistically and presented in Table 6. 

Having in view the complex melting process of the ductile irons destined to the 
half-hard cast iron rolls manufacturing, followed by a proper nodulizing process 
of these irons in the ladle treatment, I have the following technological remarks: 

 As presented in the previous works [15-24], the chemical composition is a 
very important factor in the assurance of mechanical properties, especially 
the hardness, of these important iron products (i.e. rolls), parts of the rolling 
equipment. In this sense, it was declared constantly, that one of the basic 
factors that determine the rolls’ structure is the chemical composition. 
Between these elements, these research show that the permanent elements 
like Phosphorus and Sulphur and the nodulizing agent content like 
Magnesium have an important technological role in assurance of these 
exploitation properties. 

 Therefore, the desired properties of the rolls can be assured besides a proper 
content in Phosphorus and Sulphur, in the charging and melting process, 
respectively in Magnesium, in the ladle process stage, having in view the 
behaviour of these elements. In this sense, a proper addition of the 
Phosphorus and Sulphur contents are provided by the basic metallic charges 
used in the melting process, having in view the technological prescriptions in 
low Phosphorus and Sulphur content of the ductile irons. Also, important is 
the assuring the graphite spheres or nodules (in quantity and as form) in the 
as-cast condition, by adding Magnesium, which will improve the quality of 
these cast irons, offering an increased hardness of the rolls. 

Concluding Remarks 

The improved properties obtained with high-purity raw materials in making 
ductile iron should stimulate further investigations particularly related to obtaining 
the desired properties of cast products, such the rolling rolls. The mechanical 
properties of iron are not only determined by composition but also greatly 
influenced by foundry practice, particularly cooling rate in the casting. With the 
exception of Magnesium or other nodularizing elements in nodular iron, it is 
possible through variations in melting and foundry practice to produce different 
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properties from the same composition. These properties are produced by 
increasing the alloy content mainly Nickel, Molybdenumand Chromiummodifying 
the matrix structure [15-24]. But, with a high percentage of graphite nodules 
present in the structure, the mechanical properties are determined by the ductile 
iron matrix. Hardness values, usually offered as additional information, and 
impact properties, specified only for certain grades, complete most specifications. 

Based on the results obtained in the performed statistical research, it is concluded 
that prediction of the exploitation properties of rolls, based on the melting process 
and the additional “in-ladle” treatment, is a prerequisite for the cast iron roll’s 
manufacturing. The statistical modelling by multivariate regression analysis can 
be used successfully to optimize the chemical composition of irons destined to 
rolls manufacturing. In this way, this method is very helpful to predict the cast 
roll’s performance. 

Therefore, the chemical composition of cast iron is a key-factor that largely 
determines mechanical properties the resulting rolls. By close control of analysis 
of the melting process and the additional nodulizing and inoculation practices, 
nodular irons can be produced in the as-cast condition over a wide range of 
section thicknesses with any required matrix structure from fully ferritic to fully 
pearlitic. 

These rolls are produced in wide range of composition to satisfy the rolling mills 
requirement, nodular irons being much less section sensitive than grey irons. 
Phosphorus and Sulphur content should be as low as possible. Sulphur forms with 
Magnesium compounds and thus contributes to the increase of the consumption of 
nodulizing agent, using it inappropriately and unnecessarily. An increase in the 
concentration of Phosphorus in the composition causes the appearance of cracks 
when the composition is cooled. In addition, this element causes damage to other 
mechanical properties. Also, many properties are influenced by the mechanisms of 
primary and secondary crystallization. Ductile irons determine their properties by 
ferritic or pearlitic bases with the presence of nodular graphite inclusions, most of 
them being primary or secondary products of treatment with Magnesium. 

In the complete understanding of technological reality it is often necessary to 
know and understand the existing correlations between two or more phenomena, 
quantified by different variables. For example, in order to apply a correct quality 
strategy on milling rolls, it is necessary to know whether there is a correlation 
between the acquired properties of the rolls and the main factors which influenced 
their manufacture. 
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Abstract: The natural frequencies of aircraft jet engine parts are necessary knowledge in 

the design, safety and operation of the jet engine. The presented article is focused on the 

area of determining natural frequencies of the turbine blade of the jet engine. The article 

describes three different methods for determining the natural frequencies of jet engine 

blades. Acoustic method, method of determining natural frequencies by measuring the 

vibrations using an accelerometer and determination of natural frequencies by finite 

element method (FEM) modal analysis. The principles of each method are described in 

Sections 3 and 4. In Section 5, the achieved results of individual measurements are 

described. In the conclusion area, Section 6 of this work, the authors describe the results 

achieved between the various methods and their advantages/disadvantages. 

Keywords: natural frequency; turbine blade; frequency measurement; vibration 

measurement; acoustic measurement; vibrodiagnostic 

1 Introduction 

Vibration measurement is currently used in many industries and is dealt with by 
vibration diagnostics, serving as a tool for modern predictive and proactive 
maintenance methods [1-4]. Vibrations are closely related to the technical 
condition of the machine, the condition of its parts and their dynamic stress [5-7]. 
They afford us objective information needed to determine the technical condition 
of the machines. 

In addition to the above options, it is also possible to use vibration diagnostics to 
determine the natural frequencies of the blades. Natural frequencies are essential 
part when the stress and life of the jet engine is investigated because the resonance 
can lead to the failure of the jet engine. The turbine blade is one of the crucial 
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parts of the engine, therefore high reliability has to be ensured during engine 
operation. 

There are several ways to measure the natural frequency of the blade and reveal its 
frequency spectrum. The most commonly used methods include acoustic 
measurement or vibration measurement using an accelerometer [8]. In addition to 
these methods, however, it is possible to determine the natural frequency of the 
blade also on the basis of calculations. 

Nowadays, there is a large number of the various methods for natural frequency 
estimation [9-15]. The methods can be divided into two separate categories, the 
first one is mentioned based on experimental methods as the mentioned 
measurements and second category is numerical method. When using, for 
example, finite element method (FEM), it is possible to carry out the numerical 
modal analysis and estimate natural frequencies for the turbine blade for the 
arbitrary number of modes. The main goal of the article is to present the results of 
the natural frequencies for iSTC-21v turbine blade numerically estimated and 
verified by the experimental results and secondly selection of the appropriate 
method for natural frequency estimation for the mentioned part [16]. An object of 
the research as mentioned is a turbine blade of iSTC-21v (Figure 1) jet engine, 
which is an experimental jet engine used mainly for the research purposes. 

 

 

Figure 1 

Turbine blade of iSTC-21v jet engine 
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2 Analysis of Vibrodiagnostic Signal 

The vibrodiagnostic signal can be analyzed in the time domain or frequency 
domain. The vibrations are mostly random in nature and are composed of many 
frequency components and can be described by amplitude and phase at a given 
point in time. 

2.1 Signal Analysis in the Time Domain and in the Frequency 
Domain 

The analysis of the vibrodiagnostic signal of the time domain (see Figure 2) is 
based on the evaluation of the parameters of the time courses of the signals. In the 
time domain, it is easy to evaluate the instantaneous, mean and effective values of 
the signal or signal envelope. In the case of the predominant random component 
of the signal (so-called random vibration), selected statistical calculations can be 
applied for analysis. Time analysis is suitable if there is a single or at least 
dominant source of vibration, or otherwise there is a loss of diagnostic information 
in the signal noise caused by the transmission of vibrations from different areas of 
the machine complex and the possibility of locating the cause of vibration is very 
limited. 

 

Figure 2 

Measured signal in the time domain (top) and in the frequency domain (bottom) 
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Frequency analysis eliminates the disadvantages of time domain. The aim of 
spectral analysis is to describe the distribution of signal components in the 
frequency domain (see Figure 2), to express the analyzed signal using orthogonal 
basis functions. 

A Discrete Fourier Transformation (DFT) can be used to determine the frequency 
components of the signal. The DFT calculates finite sequences in the time and 
frequency domains. Several fast algorithms are available for DFT calculation. 

Fast Fourier Transformation (FFT) is a typical representative of a fast algorithm for 
DFT calculation [14]. For a complex input sequence (this is the most general case, 
the input sequence can also be purely real) 𝑥 𝑛 = 𝑥𝑟 𝑛 + 𝑗𝑥𝑖 𝑛        𝑛 = 0,1, … , 𝑁 − 1                                                    (1) 

 
the FFT algorithm is defined by the equation 
 

𝑋 𝑘 = 𝑋𝑟 𝑘 + 𝑗𝑋𝑖 𝑘 =  𝑥(𝑛)𝑒−𝑗2𝜋𝑘𝑛𝑁𝑁−1

𝑛=0

       𝑘 = 0,1, … , 𝑁 − 1 
                (2) 

 
where, N is the number of samples. For inverse FFT (IFFT) we can use equation: 

 

𝑥 𝑛 = 𝑥𝑟 𝑛 + 𝑗𝑥 𝑛 =
1𝑁  𝑋 𝑘 𝑒 𝑗2𝜋𝑘𝑛𝑁𝑁−1

𝑘=0

      𝑛 = 0,1, … , 𝑁 − 1 

                  (3) 
 

All FFT calculations assume a linear system. The length of the classical FFT 
calculation depends on the length of the input signal, which is the shortest for the 
lengths of powers of 2. The FFT calculates the individual frequency components 
of the measured time complex signal, according to predetermined frequency range 
and resolution requirements. The number of values of the frequency spectrum is 
halved with respect to the number of values of the time signal, where fmax is equal 
to half of the sampling frequency fvz = 1/∆t. This is related to Shannon's sampling 
theorem, according to which the sampling frequency must be at least twice as high 
(Nyquist frequency) as the frequency of the highest harmonic component 
contained in the measured signal. 
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3 Acoustic Frequency Measurement 

We used a condenser microphone for acoustic measurement of the blade 
frequency. The frequency range of the microphone is from 40 Hz to 20 kHz      
(5 dB). The signal was sampled with a resolution of 24 bits and a sampling 
frequency of 48 kHz. The measurement process is shown in the Figure 4.          
The experimental setup of frequency measurement using a microphone is shown 
in Figure 8. 

Condenser
Microphone

ComputerAD Converter

 

Figure 4 
Block diagram of acoustic frequency measurement 

 

Figure 5 
Experimental setup of frequency measurement using a microphone 

4 Frequency Measurement Using a Piezoelectric 
Accelerometer 

A piezoelectric accelerometer KD-37 was used to measure the frequency. Its use is 
suitable, especially in terms of a wide frequency range. The accelerometer 
generates an electric charge at its output, but its value is very low and it was 
necessary to amplify it. A charge amplifier was designed (see Figure 6) to amplify 
the signal, which was adapted exactly for this type of accelerometer, due to its 
frequency response and electrical parameters (see Table 1). 
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Table 1 

KD-37 Accelerometer parameters 

Parameter Value Units 

Charge Sensitivity 60 pC/g 

Linear frequency range (3 dB) 15000 Hz 

Sensor Capacity 0.61 nF 

Cable Capacity 1.5 Meters Long 0.15 nF 

Mass of the Accelerometer 45 grams 

Given the above parameters the capacitance of the C1 capacitor found in the 
feedback of the charge amplifier is set to 0.76 nF to obtain a charge amplifier gain 
of 1 mV/pC. Resistor R1 affect the lower limit frequency and resistor R2 affect 
the upper limit frequency [18-20]. These frequency limits can be defined with 
respect to the use of the sensor (for example, the assumed frequency measurement 
band), but it is also necessary to take into account the sensor parameters 
(frequency range for example). TL071 was used as an operational amplifier. 

 

Figure 6 
Circuit diagram of a charge amplifier 

The measurement process consists of two steps. The first step is to measure the 
frequency and obtain the necessary data. The second step is the processing and 
evaluation of the measured data using MATLAB software. 

The basic element of frequency measurement is a piezoelectric accelerometer.  
The output of the accelerometer is fed to the input of the charge amplifier, where 
the signal is adjusted and amplified. After amplification, the signal is fed to an 
A/D converter, where it is sampled at a frequency of 48 kHz with a resolution of 
24 bits and converted into digital form. After this process, the signal is sent to the 
computer, where it is recorded and ready for further processing. The whole 
measurement process is described by a block diagram in Figure 7. Photograph of 
the experimental setup of frequency measurement using an accelerometer is 
shown in Figure 8. 
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Figure 7 

Block diagram of frequency measurement 

 

Figure 8 

Experimental setup of frequency measurement using an accelerometer 

5 Results of Spectral Analysis of the Measured Signal 

For data processing of the measured signal, we used MATLAB. Data must be 
converted from the time domain to the frequency domain. The fft function [17] was 
used to detect individual frequencies in the measured signal. 

The results obtained by the calculation method were compared with the results of 
acoustic frequency measurement and with the results of frequency measurement 
with an accelerometer. 

In order to ensure a safe operation, range for jet engine the Campbel diagram is 
constructed and for the creation of such a diagram, the resonant frequencies are 
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essential part, therefore the research is focused on resonant frequencies and peaks 
that occurs in the following Figures. Oftentimes, first three modes are important for 
the Campbel diagram creation. In the proposed article, the first three turbine blade 
modes for the iSTC-21v jet engine are investigated. 

As it was mentioned in previous chapters, natural frequencies are experimentally 
measured using two methods, or two different sensors, thus acoustic sensor and 
the accelerometer. The third method for the natural frequency estimation is 
devoted to the finite element modelling approach and natural frequencies for the 
turbine blade are computed.  

5.1 Acoustic Results 

The results of the first mentioned method are presented in Figure 9, where the 
dependency between the frequency and its amplitude can be seen. A total of 11 
turbine blades of the iSTC-21v jet engine were investigated and the measurement 
for each blade was repeated 5 times. During the experiment each blade was 
loosely attached using the nylon cord (see Figure 5) and the frequency was excited 
using mechanical hammer. The first resonant mode of the blade is in a range 6800 
– 7500 Hz, a second mode is 13500 – 14500 Hz and the third one is in a frequency 
range 17000 – 20000 Hz. 

 

Figure 9 

Measured frequency signal for turbine blade using acoustic method 
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5.2 Accelerometer Method Results 

The accelerometer was used for the second experiment, the same number of turbine 
blade (11) of the iSTC-21v jet engine was measured five times repeatedly for each 
blade, to ensure the measurement correctness. The excitation was performed 
similarly like during the acoustic experiment, however, the blade was attached in 
the clamp to which the accelerometer was attached (see Figure 8). The results of 
the accelerometer method are presented in Figure 10. When we compare the results 
with the acoustic measurement, similarity between the two methods is undoubtedly 
proved. Also, the first resonant mode of the blade is in a same range 6800-7500 
Hz, second mode has the range 13500-14500 Hz and the third one is in a 
frequency range 17500-20000 Hz. 

 

Figure 10 

Measured frequency signal for turbine blade using accelerometer 

5.3 FEM Modal Analysis Results 

The first step when the FEM modal analysis is performed is to create the geometry 
of an investigated object, in order to perform a modal analysis, the geometry of the 
turbine blade was created and is described in the article [9]. However, the geometry 
in the leading edge area was not completely matching the real geometry, therefore 
for this study the geometry and mesh was updated and the final mesh is shown in 
Figure 11. The old and updated geometry is shown in Figure 11, the old one is in 
the left and new updated geometry of the turbine blade is in the right part of the 
Figure 11. Modal analysis is perfomed in the ANSYS APDL software. The number 
of finite elements is 368591 and the element type is SOLID 95 hexa elements, the 
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frequency range for the modal analysis is set from 0-24 kHz. The material of the 
blade is ZS6k alloy. The nodes sets in the fir tree root area are created for the 
boundary conditions application. Translation in x, y and z direction is fixed. Such a 
boundary condition is simulating the real mounting conditions in turbine disc 
during the engine operation. The results of the FEM modal analysis are presented 
in the following figures, where are computed the shapes and natural frequencies. 

 

Figure 11 

Finite element model for modal analysis in ANSYS APDL 

The first mode is presented in Figure 12, natural frequency has a value 7524.2 Hz. 

  

Figure 12 

First natural frequency estimated in ANSYS APDL 
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Second resonant mode for turbine blade is presented in the Figure 13, where we 
can see the shape for second natural frequency, which is 13377.8 Hz.                
The maximal deformation of the turbine blade for the first mode is mainly 
concentrated in the trailing are at the tip of the blade, however, the deformations 
for the second mode are concentrated in the leading edge are also at the tip of the 
blade. 

 

Figure 13 

Second natural frequency estimated in ANSYS APDL 

As it can be seen in Figures 12 and 13 the natural frequency for both modes is in 
the same ranges as during the experiment. Third natural frequency estimated using 
modal analysis in ANSYS APDL has a value 19261.4 Hz and the deformation 
during this resonant mode are shown in Figure 14. The character of the deformation 
is in comparison with previous two modes slightly different, the maximal 
deformation is concentrated in the middle of the blade chord at the tip as can be 
seen in Figure 14. 

An estimated frequencies using FEM method and frequencies measured by 
mentioned methods are presented in the Table 2. 
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Figure 14 

Third natural frequency estimated in ANSYS APDL 

Table 2 

Turbine blade natural frequencies resume 

Method Measurement 1. Mode [Hz] 2. Mode [Hz] 3 .Mode [Hz] 

Acoustic 

1 7523 13872 18229 

2 7531 13864 18238 

3 7523 13864 18213 

4 7531 13880 18238 

5 7523 13872 18229 

Acoustic Aver.  7526.2 13870.4 18229.4 

Accelerometer 

1 7528 13860 18250 

2 7527 13850 18245 

3 7528 13855 18255 

4 7528 13880 18260 

5 7527 13860 18248 

Accel. Aver.  7527.6 13861.0 18251.6 

FEM 1 7524.2 13377.8 19261.4 

Apart from the measured frequencies in Table 2, there are also described averages 
for particular measurements. An average of the acoustic measurement is 7526.2 
Hz for the first mode, which is 0.045% higher than the estimated value of the 
FEM analysis. The second acoustically measured mode is 3.6% higher than 
calculated frequency and the third one is 5.24% lower value than the frequency 
calculated by the FEM method. The accelerometer average frequency of the first 
mode is 7527.6, this value is 0.27% higher than the natural frequency estimated by 
FEM. The frequency of the second mode is 3.68% higher in comparison with 
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FEM and the third one is 5.36% lower value than the frequency calculated by the 
FEM method. 

Conclusions 

The aim of the article was to compare different methods for determining the 
natural frequencies of jet engine blades. To determine the frequency, we compared 
the acoustic method, the measurement method using an accelerometer and FEM 
modal analysis. When determining the frequency using an accelerometer, we 
designed our own charge amplifier, adapted to the accelerometer we used. 

The results of acoustic and accelerometer measurements were approximately the 
same in all 3 modes. Compared to the FEM method, we achieved similar results in 
mode 1 for all 3 measurement methods. In mode 2 and mode 3, the results were 
slightly different from the FEM method. This can be due to the geometry of the 
blade and the fact that the blade has already been used in the jet engine. In order to 
be able to more accurately predict the natural frequencies for modes 2 and 3, it 
would be necessary to obtain the geometry of the blade already used and include 
blade wear, which is, however, more time consuming than acoustic or 
accelerometer measurement. 

Comparative measurements have confirmed that the natural frequency 
measurement can be solved in several ways. With the FEM method, however, it is 
necessary to create an accurate geometric model of the measured blade and to 
include blade wear which can be time consuming. Otherwise, if we create only a 
general blade model that does not involve wearing, then the results at higher 
frequencies will be inaccurate, which was also confirmed in the above 
measurements. For acoustic measurement and measurement using an 
accelerometer, we do not need to solve the geometry of the blade and the 
determination of the natural frequency can be done faster, but it is necessary to 
have the necessary equipment. However, the measurement shows that all three 
methods are applicable and with the correct geometric model, the results are 
similar. 

The issue of determining the natural frequencies of the blades has a wide scope. 
The natural frequency of the blades will also change, with respect to the 
mechanical condition of the blade and with respect to the ambient temperature, 
which could be the subject of further research in the given issue. Further research 
could determine the trend of the change in the natural frequency of the blade with 
respect to the ambient temperature, which is also important in terms of safety, in 
the operation jet engines. 
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Abstract: This research work is aimed directly at the study of network traversal, for the 

design of vehicle dynamics and driving test programs. The work can be applied more 

widely to the qualification of test tracks. In addition to general modelling, this method can 

also be used to investigate the formation of loops in order to take into account, the sub-

routes, multiple times. An important area of its application is the more comprehensive 

analysis of complex loads, as well as, the development of learning algorithms, which can be 

achieved by repeating multiple traversals of certain track sections within a series of 

measurements, and can be used for the development of on-board vehicle systems.            

The mathematical modelling is presented through the application of the geometric graph 

and subgraphs of the track. The properties of the Markov model extracted from the 

connection matrix of the large-scale network model are also presented. In this way, the 

modelling is extended to the application of the connection matrix of the large-scale network 

model as well. The modelling and computational details are demonstrated by means of a 

computer based, algebraic program. This modelling and the results of the calculations, will 

allow the further development of a test program design and related evaluation methods. 
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1 Introduction 

This research work is directly related to the study of network traversal and can be 
applied to the design of vehicle dynamics and driving test programs, and more 
broadly to the qualification of test tracks. 

Within the research tasks related to the vehicle test track, the analysis of track 
capabilities is a key area. The work serves as an analysis of track capabilities for 
testing autonomous vehicles and results in a new and efficient method. 

When testing autonomous vehicles [15, 18, 22, 24], both dynamic track elements 
and urban track elements are important to ensure that together they represent the 
complex effects of the real environment at the highest level. 

Reducing the complexity of the calculations for this complex problem is also of 
great importance for our investigations. 

Therefore, we propose a method that either (I) compiles an optimal test program 
for the existing test track under a set of criteria and selects the set of best 
trajectories for the given objective, or (II) determines the set of best trajectories 
for the given objectives in the design phase of the tracks. 

The latter can provide direction for redesign and the procedure also provides 
algorithmic methods for designing the structure of the track models. 

2 Studies on the Design of Test Tracks 

The development of autonomous driving technologies is receiving considerable 
attention, extensive research and validation is carried out to test the autonomy and 
safety of vehicle systems, I. Passchier, G. v. Vugt, and M. Tideman [7]. The test 
track is designed and constructed to simulate the real environment along with the 
foreseeable risks, R. Chen, M. Arief, D. Zhao [2], so in the studies, the trajectories 
must adapt faithfully and flexibly to reality. These benefits have already led to the 
creation of several world-class CAVs, e.g. T. Stevens. [14], Harman [3], Mcity 
Test Facility, [4], D. Muoio. [5], ACM. Project [1]. However, the proof of the 
CAV evaluation theory in design is not yet widely reported in the literature.      
This was pointed out and a mathematical model was developed by R. Chen,       
M. Arief, D. Zhao [2]. Indeed, the CAV’s ability to operate in the spatial, field 
conditions that are regularly encountered by autonomous vehicles in real-world 
situations is important. These include compliance with road rules, in addition to 
reacting to other vehicles and road users, as well as to frequently encountered 
hazards. 
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Examination of such cases leads to the capability checklist that can be used as an 
evaluation criterion for CAV systems, C. Nowakowski, S. E. Shladover, C.-Y. 
Chan, and H.-S. Tan. [6], Torc. [16]. 

First, R. Chen, M. Arief, D. Zhao [2] assessed a systematic approach that uses an 
optimal model with the aim of maximizing the testing ability of the proof of CAV 
evaluation. 

The goal of the design approach is to map scenarios in a given space that 
maximize the evaluation capability of the CAV. The research is important from 
two perspectives: 1) It is not clear how typical scenarios are currently classified 
and selected from a large-scale real-world driving dataset; 2) It is currently 
unclear how these scenarios and proofs can be mapped. 

In order to enable a particular scenario suitable for testing in their task set, they 
had to draw maps of a set of roads and intersections that support the accurate 
implementation of the concurrence of these road elements in evaluation planning. 
In addition, a so-called “value measure” can also be defined for it, which can be 
presented and used for the evaluation of road use. It is a very important finding 
that the value of road assets supports versatility, multi-scenario usability, and 

also supports the universality of scenarios. 

Modelling considerations, constraints: 

When measuring the value of road assets S, the pre-processed sequence           
A = {a1, a2, …, aNA} can be used as a basis in the limited construction area. 

10. Road elements in one asset shall not overlap roads in other assets. 

20. The extent of road assets shall be contained within the constrained space S. 

In Phase 1, a set representing the highest complexity asset value is selected from a 
subset of the feasible road sections (from all pre-generated road data sets). 

In Phase 2, the pre-selected set is optimized according to S in the given space, 
taking into account the elasticities for the transitions in the scenarios. 

The aim of the two-phase approach is the following: 

Phase 1 is thus a model for selecting the most valuable feasible subset, 
taking into account constraints in a strict sense. 

Phase 2: the optimization model that takes into account the pre-selected 

optimal set where the objective, based on Phase 1, is to be maximized both 

in number and in the value of the elements. 

In the above, the constraint ensures that for each connected asset pair, at least one 
transition road connecting the boundary nodes must be selected. The constraint 
ensures that any designated temporary road candidate does not access another 
internal segment unless the case occurs that a node is constructed. Regarding the 
structure of the model, based on the above, it is the basis of a design framework 
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that provides a geographic map for the implementation of a wide variety of CAV 
scenarios in the constrained space and the scenario provides maximum flexibility 
for transitions. 

However, the proposed valuable method ran into a serious computational problem. 
Based on the prescribed model, the defined optimization procedure leads to an NP 
problem, mainly due to the binary tools used, which ensure the validity of the 
asset forms and combined patterns, and some constraint conditions are not convex 
either. The use of an excessive number of binary variables and non-linear 
constraints in this method required a significant amount of branching processes 
and relaxation solutions, which became the largest computational burden in the 
studies. Due to the resulting computational complexity, further work is needed to 
address the problems, according to the authors, focusing on computational 
solutions by breaking down the problem. 

3 The New Modelling Considerations and Methods 

As seen in the previous chapter, the “Xcity” study discusses a new design method 
for the construction of test tracks based on a complex optimization calculation.     
In this regard, the authors presented a design procedure using a limited number of 
road assets. However, the method is not applicable in practice due to its 
exponential computational complexity. 

In our case, the “ZalaZone” test track [17], on the other hand, is already a planned 
and implemented test track, which is already partially operational. This test track 
will provide a complete test environment and multi-level testing capability for 
future vehicles and communication technologies, from prototype testing to series 
product development. 

Within the framework of the first phase, the dynamic surface, the high-speed 
handling track, the first part of the Smart City Zone was implemented; this is 
followed by the completion of the motorway section, various highway sections, 
and the Smart City. By early 2022, the low-speed handling track, the ramps, the 
noise measurement surface, and the ADAS test surface will be completed. 

In this case, the real track curves are composed of real sector pieces, thus real 
curve pieces and sectors are the building blocks of trajectories, i.e. test routes. It is 
very important that in this way the network approach can be perfectly applied in 
modelling as well [19-21] [23]. Then, taking into account all potential branch 
points, all possible real routes of the test track can be generated by considering 
each distribution point. With the algorithm we present, real test routes can be 
generated at high speed without any geometric and hardware-related 
computational constraints. The generation of all possible track trajectories, for this 
purpose we use the large-scale network model we have developed, in particular its 
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connection matrix [8-13]. To determine all possible trajectories of the track, we 
introduce the distribution marker i,j, which accurately indicates all routes that 
originate from the branch it induces. In the sample track shown in Figure 1, we 
consider cases A and B, which use different sector controls in each sector.     
Thus, different closed-curve trajectories can be constructed for testing purposes in 
the case of A and B and the evaluation methods can also be examined. The aim is 
to identify the most valuable closed track trajectories that best meet the tester’s 
criteria. 
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Figure 1 

In the case of the track consisting of the sub-track curves Nos. 1-8, two different sets of trajectories, 

one of type A and one of type B, are created for the traversal due to the different sector controls 

Thus, our research aims to develop applicable mathematical methods that 
accurately take into account the geometry of the trajectories and are also able to 
perform an exact qualification-evaluation procedure for the trajectories. Our goal 
is that the matrix transformation expansion method to be developed for generating 
trajectories should provide fast, real-time computational performance, and thus be 
efficient in this respect as well, as opposed to the Xcity method, which requires 
NP computational power. 

4 Selection of the Optimal Trajectories 

The possibility arises for the optimal selection of the trajectories consisting of the 
connected curve sections with sequentially structured dynamic programming.      
In this case, to perform the sequential optimization, e.g. Bellman’s principle of 
optimality can be applied. The approach is to apply the principle of optimality to 
discrete, deterministic systems, taking into account that “an optimal policy can 
only consist of optimal sub-policies”. 

The reason for not doing so in our case is justified by the fact that we can define a 
very elegant and fast matrix transformation expansion method based on the traffic 
model under discussion. In terms of traffic on the test track, the connection matrix 
K11 contains the vij dynamic speed connections between the internal sector 
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elements. For the test track consisting of n internal sectors (i,j = 1,2,…n), in the 
case of an arbitrary sector “j” the connection matrix K11 determines to which 
sector or sectors “i” the controlled amount of material flows at an also controlled 
speed. To solve our problem, we form the transition probability or distribution 
matrix P from the matrix K11 by keeping only the αi,,j distribution values for the 
matrix elements and neutralizing the effect of the other dynamic control functions 
by replacing them with a value of 1. In addition, it is also necessary to replace the 
elements in the main diagonal with values of 0, so that the result of all considered 
further steps does not disappear (i.e. it remains fixed). The effects of material 
removals occurring in real dynamic processes are not relevant in this study, 
because the task is only to determine all the possibilities of further steps, at the 
same time it is necessary to mark and preserve all previous locations in order to 
reconstruct all routes. Our basic concept is that all previous splits will leave an 
accurate trace along the routes that resulted from the split. So markers determine 
the formation of each route. These well-identifiable markers are the αi,,j 

distributions. For the above, we use the Markov property derived from the matrix 

K11. For each j-th column of the matrix (j=1,2, .... , n), the 0ij   discrete 

distribution (the sum of these in column j is 1) depending on the condition of 
staying in sector j, determines the probability of moving from sector j to sector i: 
(In our case: ij) 

( | )ij P i j 
   

(1) 

Thus, the sum of the column elements of the matrix P=P[ αi,,j]  is: 
1

1
n

ij

i




            

(j=1,2, ... , n). It can be clearly seen that the matrix P written in this way defines a 

discrete Markov chain. Note that since the ( ( ), )ij x t t values can be considered 

constant only for short periods of time in a real traffic network and actually 
depend on time and also on the vehicle density state characteristic x(t) of the 
sectors, the Markov chain defined here is inhomogeneous. The elements of the 
matrix P cannot be said to be positive definite either, since there are a large 
number of 0 elements among them, so the Markov chain under discussion is also 

irregular. It is important to emphasize that when defining paths, distributions are 
not time- and state-dependent features. These are fixed constants because we want 
to consider all possible road sections in the applied procedure. The analysis is then 
carried out by starting from the input sector No. 1, considered as the gate of the 
track, and determining the distributions (scatterings) proceeding step by step. 
Accordingly, at the initial time, we are only in sector No. 1 with a probability of 
p>0. The probabilities of the initial states “1” are determined by the vector p1: 
according to the conditions, the probability of staying in sector No. 1 is p, while 
the probabilities of staying in the other sectors take the value of 0: 
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1

0

0

0

0

p

p

 
 
 
 
 
 
    

 

 

(2) 

The following state probabilities (3) are determined by the vector p2 calculated 
using the matrix P and the vector p1, where the matrix P contains the 
distributional directions and values for proceeding from sector No. 1: 

2 1p P p 
   

(3) 

The following vector p3, which determines the state probabilities (4), is calculated 
in a similar recursive way using the matrix P and the vector p2. In this case, the 
matrix P also contains distributional directions and values for proceeding from 
sector No. 2: 

3 2p P p 
  

(4) 

Finally, the vector pn determining the n-th state probabilities is also calculated 
recursively using the matrix P and the vector pn-1: 

1n np P p  
  

(5) 

Referring to the relation for discrete Markov chains, it can be clearly seen from 
the above derivation that the state probability vector pn can be generated by a one-
step method as the product of the n-th power of the matrix P and the vector p1: 

1
n

np P p 
  

(6) 

After n steps, if the sectors in the domains have no outflow end, i.e. there is no 
further transfer, and loops can be applied to the routes but not in infinite cycles, 
then after a finite number of steps a steady state occurs, thus the probabilities of 
staying in each sector are no longer modified by further application of the 
algorithm: 

pn = pn+1 = pn+2 = ... = pn+k= ... (7) 

The significance of this is that the non-zero coordinates of the vector pn can be 
used to determine how many different routes, which can be considered parallel, 
have led from the input sector No. 1 to any other sector. In this context, the routes 
that are most important are those that lead to the sectors consisting of the most 
elements, which can be considered as the most distant “outputs”, as these can 
provide the most opportunities for a qualitative analysis. This will be illustrated by 
the examples shown in Figures 1a and 1b. 
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5 Presentation of the Method for Two Types of Test 
Tracks Consisting of 8 Sectors 

The method plays an important role in the machine-based generation of all 
trajectories in the case of a test track after taking an arbitrary input. It can play an 
equally important role in the definition and evaluation of various criteria and 
rankings according to the test criteria. Let us consider the “test track” consisting of 
n=8 sectors as seen in Figures 1a and 1b, and all possible closed-curve trajectories 
that can be constructed from a selected sector on track A. In the case of sector No. 
1 that means those, which start from and arrive at sector No. 1, while in the case 
of track B those starting from sector No. 1 and ending in sectors Nos. 6, 7, and 8. 

Let us consider the transition probability matrices P of the test tracks shown in 
Figures 1a and 1b (8a) and (8b), which are the matrices defining the relationship 
between the different elements i and j. 

 
 

 

 

 

 

(8a) 

 

 

 

 

(8b) 
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According to the construction, the probability of staying in sector No. 1, which is 
considered as input, is initially p, and the probabilities of staying in the other 
sectors take the value of 0. This initial state is defined by the vector P1: 

 
Calculating the probabilities of staying in the sectors as we proceed, respectively: 

2 1,p P p 
 3 2 ,p P p 

..., 1,n np P p    we obtain the following sequence 
of vectors, which determine the state probabilities for tracks A and B: 

 

 

 

 

(9a) 

 

 

 

 

 

(9b) 

Where, index “a” refers to track A, while index “b” refers to track B. 

During the calculation, after the 5th transformation step (which has already 
determined all possible routes), the probability vector Pj does not change any 
more. This is due to the fact that the transition probability matrix used was written 
in such a way that in case “A”, sectors Nos. 6 and 8 do not pass vehicles to any 
other sector any more, while in case “B”, the routes end in sectors Nos. 6, 7 and 8. 

All routes starting from input sector No. 1 can be specified by determining how 
many routes lead to each of the end sectors separately. (In case "A" from No. 1 to 
outputs Nos. 6 and 8; in case "B" from No. 1 to outputs Nos. 6, 7 and 8.) 

For case “A”: For the routes leading from sector No. 1 to output sector No. 6, the 
6th coordinate of the vector must be examined. In this regard, we see two sums 
resulting from the fact that we reached No. 6 on two parallel routes. 
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(11b) 

 

 

 

 

 

 

(12a) 
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P5= 

 

 

 

 

 

(12b) 

 

 

 

 

 

 

 

 

 

(13a) 
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P6= 

 

 

 

 

 

(13b) 

 

 

Test routes are shown by the right-to-left readings of the second indexes of the αi,j 
distributions. 

  
(14) 

The first route, denoted by I, leads from No. 1 to No. 3 and from No. 3 to No. 6; 

The second route, denoted by II, leads from No. 1 to No. 2, then from No. 2 to No. 
5 and from No. 5 to No. 6. 

The routes leading from No. 1 to No. 8 are similarly shown by the 8th coordinate 
of the vector. Here we see the sum of 3 members as follows, so we can get from 
No. 3 to No. 8 on 3 different, parallel routes. 

  
(15) 

The first route, denoted by III, leads from No. 1 to No. 2, then from No. 2 to No. 
4, and finally, from No. 4 to No. 8. 

The second route, denoted by IV, leads from No. 1 to No. 3, then from No. 3 to 
No. 7, and finally, from No. 7 to No. 8. 

The third route, denoted by V, leads from No. 1 to No. 2, then from No. 2 to No. 
5, from No. 5 to No. 7, and finally, from No. 7 to No. 8. 

It can be clearly seen that formulas (14) and (15) obtained by the computer-
algebraic method are parametric mathematical formulas. Their evaluation for 
determining the route codes is done by processing strings and characters. These 
formulas consist of sums of products and each product is separated from the next 
by a “+” sign. These products form the strings in which, when analyzing the 
characters from right to left, only the indices of the alpha character are collected 
and two identical indices following each other are considered only once. 
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The sequence of numbers thus determined consists of the serial numbers of the 
consecutive and interconnected sector elements that form the route. (See routes I, 
II, ... , V.) 

In case "B", similarly to the above, all routes starting from sector No. 1 and 
ending in either sector No. 6, No. 7 or No. 8 are defined: 

P8[6] =  
(16) 

 

P8[7] =  
(17) 

  
 

(18) 

I: leads from No. 1 to No. 3 and from No. 3 to No. 6; (route defined by P8 [6]) 

II: leads from No. 1 to No. 3, then from No. 3 to No. 6, from No. 6 to No. 8, and 
finally, from No. 8 to No. 7; (route defined by P8 [7]) 

III: leads from No. 1 to No. 3, then from No. 3 to No. 5, from No. 5 to No. 4, and 
finally, from No. 4 to No. 7; (route defined by P8 [7]) 

IV: leads from No. 1 to No. 2, then from No. 2 to No. 4, and finally, from No. 4 to 
No. 7; (route defined by P8 [7]) 

V: leads from No. 1 to No. 3, then from No. 3 to No. 6, and finally, from No. 6 to 
No. 8; (route defined by P8 [8]) 

6 Presentation of Matrix Operations for the 
Calculations 

In summary, in both cases a total of 5 different routes led from input sector No. 1 
so that each of the sectors used in a route was only considered once. Based on the 
above matrix transformation algorithm, all trajectories were determined for the 
test tracks shown in Figs. 1a and 1b. These trajectories, i=I., II., … , V, are 
encoded in the rows of the matrix Tr (19a and 19b) in such a way that where 1 is 
in the i-th row, that sector j is part of the i-th trajectory: 
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(19a) 

 

 

 

 

(19b) 

The elements [i,j] of the matrix Ck (20a and 20b) contain the values of the 
individual trajectory elements (there are 8 sector elements) for the given test 
program. 

 

 

 

(20a) 

 

 

 

(20b) 

The elements [i,j] of the matrix Cv (21a and 21b) give the values of the sector 
change for each trajectory element for the given test program. The value is 
assigned to the transferring sector. 

 

 

 

(21a) 

 

 

 

(21b) 
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The elements [i,j] of the matrix C (22a and 22b) are the summed values for each 
trajectory element for the given test program: 

 

 

 

(22a) 

 

 

 

(22b) 

The elements [i, j] of the matrix C•Tr (23a and 23b) are the test values of the 
sectors that form the actual trajectories, which product is the Hadamard product of 
the two matrices: 

 

 
 

(23a) 

 

 

 

(23b) 

The vector Sc (24a and 24b) is obtained by summing the rows of the matrix C•Tr, 
so its coordinates determine the test values of the possible trajectories: 

 

 
 

(24a) 

 

 

 
 

(24b) 
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The vectors Sc (24a and 24b) contain the values of each test trajectory according 
to the complex tests. 

Conclusions 

In the course of this research, we used the transition probability matrix prescribed 
for the connection type tracks A and B. These are summarized of the following 
two tables: 

Table 1 
The elements of the transition probability matrix 

,i j  
in Fig. 1a are determined by the distribution 

values of the large-scale network model 

 i/j 1 2 3 4 5 6 7 8 

1               

2 21 (2 |1)P                 

3 31 (3 |1)P                 

4   42 (4 | 2)P               

5   52 (5 | 2)P               

6     63 (6 | 3)P     65 (6 | 5)P         

7     73 (7 | 3)P     75 (7 | 5)P         

8       84 (8 | 4)P       87 (8 | 7)P     

 

 
Table 2 

The elements of the transition probability matrix
,i j  

in Fig. 1b are determined by the distribution 

values of the large-scale network model 

 i/j 1 2 3 4 5 6 7 8 

1 
             

 

2 21 (2 |1)P 
             

  

3 31 (3 |1)P 
             

  

4 
 

42 (4 | 2)P 
   

45 (4 | 5)P 
   

  

5 
  

53 (5 | 3)P 
     

 

6 
    

63 (6 | 3)P 
      

67 (6 | 7)P 
 

  

7 
     

74 (7 | 4)P 
      

  

8 
         

86 (8 | 6)P 
  

  

 

 

The aim of our research was to develop an efficient and fast algorithm, that 
resulted in the determination of all the different trajectories, starting from any 
sector of the test track and ending in one or more sectors of an arbitrary choice. 

In our opinion, in the case of interconnected curves the subject of the analysis is 
not only the value of the individual curves (in addition to the value of the traffic 
situations generated on the track and the value due to the geometric properties of 
the routing), but also, the value of which type of curve is connected to which other 
type of curve and how it impacts the driving, i.e. the value of the transition type. 
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For this purpose, our research used the connection matrix of the large-scale road 
network model. 

The work is used for the qualification, development and design of test tracks, as it 
can also be used to perform complex evaluations of the defined trajectories.      
The calculations consider both the static and dynamic state characteristics of the 
sectors. They also take into account the geometric values of the sectors, the values 
of the situations generated on them, the values of the connections of the sectors 
and the direction of traversal of the sectors, which can also be freely varied.      
The field of application of the research is the definition and selection of the most 
valuable test trajectories, in summary, it helps the development of the capabilities 
of the test track and supports its successful operation. In the case of the examined 
trajectories, knowing the maximum number of sectors “m”, the vector containing 
the routes can be determined in one step using the m-th power of the transition 
probability matrix. By analyzing the distributivity markers with a character 
analysis program, the trajectories can be automatically determined as described. 
The presented method accurately discusses and examines the geometry of the 
trajectories in an exact way. The presented matrix transformation expansion 
method for generating trajectories is extremely fast and very efficient in terms of 
real-time computational resources, which is a great advantage over the Xcity 
method that requires extraordinary computational power. The discussed method 
for evaluating test tracks already built or under design can be effectively applied 
both for the purposes of testing and for the selection of the most valuable 
trajectories defined by the objective function. The method can be similarly applied 
to the selection of optimal solutions for the exploration and evaluation of the 
possibilities of not yet constructed but pre-designed tracks. This provides an 
important opportunity for the preliminary evaluation of a large number of tracks, 
designed and prepared using computers, in the design phases and for further 
planning as needed. The above procedure takes advantage of a very useful 
property of the macroscopic model [8-13], that for, any complex transport 
network, the mathematical model, can take into account, all of the connections 
between the sector elements that make up the trajectories. 
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Abstract: An increasing number of defects in software, damages the quality and reliability of 

that software. The detection of defective instances is becoming increasingly important, and 

current detection techniques require a great deal of improvement. However, Machine 

Learning (ML) techniques are effectively used, to detect defects in software. The primary 

purpose of ML techniques in Software Defect Prediction (SDP) is to predict defects, 

according to historical data. Establishing a critical SDP model on high-dimensional and 

limited data is still a challenging task. Thus, in this paper, we proposed an approach to detect 

defective modules in software using enhanced Convolutional Neural Networks (CNNs).      

The paper aims to identify the defective instance using the enhanced deep learning method. 

Our experiments are based on Within Project Defect Prediction (WPDP), where K-fold 

cross-validation is performed. The proposed approach has been evaluated on nineteen open-

source software defect datasets, with respect to different evaluation metrics. Empirical 

results show that our proposed approach is significantly better than Li's CNN and standard 

ML model. In addition, we performed the Scott-Knot ESD test, which shows the effectiveness 

of our proposed approach. 

Keywords: Software defect; CNN; Deep learning 

1 Introduction 

In the modern area, software quality is increasing rapidly, which directly affects the 
cost and reliability of the software product. However, the presence of defects in the 
software linearly decreases the quality and increases the software product's cost. 
SDP [1-3] is a technique that builds a classifier and predicts the code areas that 
potentially contain defects. The classifier's outcomes (i.e., defective programming 
regions) can locate indications for code reviewers to allocate their efforts. SDP is 
an essential part of software quality analysis [4] and is analyzed through software 
reliability engineering. In software engineering, early detection of defective parts 
of a software system can help developers and engineers in finding the correct way 
to use the limited resources in the testing and maintenance phases of software 
development. 

mailto:mnevendra.phd2018.cs@nitrr.ac.in
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Several research studies have been done for SDP to predict defective instances from 
historical data [1] [5]. SDP is more feasible because it can predict the defective 
instances and ensure developers from where defects arise. In recent work, Dam et 
al. proposed experimental research on SDP using a deep tree-based prediction 
model [6]. 

Nowadays, deep learning (DL) has played an essential role in the ML literature [7], 
and it has been used by different research areas and proven to be very useful, 
especially in speech recognition [8] and image processing [9]. Still, the use of DL 
for SDP is not thoroughly investigated. This study develops an enhanced deep 
learning model to investigate how the deep learning model will work with defect 
prediction datasets. We proposed an approach that utilizes enhanced CNN to predict 
the defective instances from a historical dataset. The proposed approach comprises 
two stages: model construction and prediction. In the model-construction phase, we 
first select the appropriate features using the feature selection (FS) technique, then 
these features are used to build the model using an enhanced CNN approach. Once 
the model is built, we predict the software defectiveness in the prediction phase. 

To evaluate our approach, we used accuracy, precision, recall, and f1-score, one of 
the most widely used metrics. We conducted experiments on 19 open source 
software defect datasets. The experimental results suggest that the suggested 
approach performs better than Li's CNN and standard ML models. We also 
performed the Scott-Knot ESD (SK-ESD) test to indicate that our proposed 
approach has utility. 

The remaining of our paper is summarized as follows. In Section 2, we discuss 
related works. Section 3 provides an overview and description of the CNN 
architecture. Section 4 the datasets and performance measures are given. Section 5 
shows the overall outline of our approach. Section 6 describes our experiments and 
results. Finally, Section 7 offers Conclusions and future work. 

2 Related Work 

In order to more understand the SDP, we look back at the previous work done by 
the researchers in past years. Before going into SDP for details, we do an in-depth 
review of valuable methods that are indifferent to software metrics bases and well-
known in this area of SDP. Chidamber et al. [10] explain that software metrics are 
suited for SDP. Basili et al. [11] examined and validated the object-oriented design 
metrics (OODM) and determines that either this OODM is valid or not for SDP. 

The reliability of the software varies according to different coding styles and various 
other parameters. Reliability is also one of the critical issues in SDP. To solve the 
problem, additional knowledge needs to be gathered in the form of historical source 
code. However, this problem is addressed by Gyimothy et al. [12] and by a new 
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method based on object-oriented metrics analysis and determined that these metrics 
are highly suitable for improving the model's prediction performance. Singh and 
Verma [13] also performed the defect prediction, in the design phase. They 
explained that design metrics are beneficial for the software development life cycle 
(SDLC), and the prediction of defects should happen at the initial phase of SDLC 
for early warning and cost-effective software development. 

Several prior approaches have been investigated for classifying the SDP. Byoung 
et al. [14] established a novel polynomial function-based neural network (pf-NN) 
model for SDP. The approach aggregates fuzzy C-means and genetic clustering 
techniques, facilitating the acquisition of nonlinear parameters for a procedure. 
However, in terms of classification, clustering techniques are not suitable for 
achieving enhanced prediction performance. Different ML algorithms have been 
used for SDP to overcome this problem, such as Naïve Bayes (NB) classifier, 
support vector machine (SVM), decision tree, neural network, and DL techniques. 
Elish et al. [15] established the SDP scheme using SVM. They evaluated the 
effectiveness of SVM against eight statistical and ML models in the context of four 
open-source NASA datasets. The outcomes demonstrate that SVM is more effective 
in finding defects compare to other models. Researchers also found that NB is 
suitable for classifying SDP. Shivaji et al. [16] employed the NB classification 
techniques for SDP using FS methods. They found that NB using FS improves the 
significant performance of defective f-measure by 21%. However, they also show 
that NB achieves a 12% improvement over SVM. Correspondingly, Dejaeger et al. 
[17] performs the SDP using 15 different Bayesian networks and other popular ML 
methods and found that augmented NB classifiers perform better than other 
classifiers in terms of the ROC curve. 

Santosh et al. [18] also performed the SDP using decision tree classification and 
developed a recommendation system for SDP. They found that the tree 
classification technique is more suitable for finding the defects. Singh and Verma 
[19] utilized 16 open-source datasets to find the defects using a multi classifier 
approach, a combination of SVM, NB, and Random forest (RF). They found that 
this technique is more effective for performing the SDP. Singh et al. [20] utilized 
the fuzzy rule-based approach for finding the defect in software metrics. They find 
that a fuzzy rule-based classification technique can produce competitive or 
improved performance than C4.5, RF, and NB classifiers. They also determine that 
the proposed technique is a more comprehensive option than the other existing 
techniques for understanding several aspects that determine software defects. 

Recently, Yang et al. [21] utilized a DL-based technique for SDP. They utilized a 
deep belief network to predict defects on six large open-source projects.                   
The experimental results show that the proposed approach can achieve significant 
results than other approaches. Manjula and Florence [22] also developed a deep 
based hybrid approach for SDP using software metrics. They combine the genetic 
algorithm and deep neural network for classification. The outcomes showed that the 
proposed approach performs significantly better than other techniques. Li et al. [23] 
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and Phan et al. [24] utilized CNN to predict the software defect. Also, Zhao et al. 
[25] predict the software defect via cost-sensitive siamese parallel fully connected 
neural networks. The outcomes of these studies show that the DL technique plays 
an essential role in ML for SDP and can be utilized in several classification areas. 

However, these techniques still go through many problems such as accuracy, 
computational time, and complexity with respect to defect prediction. Nevertheless, 
these problems can be further improved. Here we present an enhanced CNN 
approach that helps to reduce the overfitting problem and provide a significantly 
better classification rate to overcome these issues. The entire process of our 
proposed model is shown in Section 5. 

3 Convolutional Neural Network Architecture 

Our proposed approach enhances the CNN model to predict software defect 
instances in software defect datasets. Our CNN model has four convolution layers, 
two pooling layers, a flattening layer, and two dense layers. Li's CNN model and 
our enhanced CNN model are compared in Table 1. 

Table 1 

Li's CNN model compared to our enhanced CNN model 

 Li’s CNN Enhanced CNN 

Convolutional Layers One Four  

Embedding Layer ✓ ✕ 

Dense layer One  Two  

Pooling Layers One  Two  

Dropout ✕ ✓ 

Activation function ReLU and sigmoid  ReLU and sigmoid  

Training and optimizer Mini-batch SGD and Adam  Adam and binary cross-entropy 

Parameter initialization ✕ ✓ 

Our enhanced CNN model and Li's model have several changes, like convolutional 
layers, pooling layers, dense layers and dropout layers, activation function, 
optimizer and parameter initializer. We utilized one dropout between convolutional 
layers and one dropout between dense layers in our enhanced CNN architecture. 
These changes in the model will help to increase the performance and reduce the 
problem of overfitting. 

3.1 Convolution Layer 

CNN relies heavily on convolutional layers as a building block. In a convolutional 
layer, the goal is to extract features from the input data. Each layer has a set of 
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learnable filters as its parameter 𝑤 = 𝑤1, 𝑤2, … , 𝑤𝑛 and biases =  𝑏 = 𝑏1, 𝑏2, … , 𝑏𝑛. 
Layers apply convolution operations to generate a feature map 𝑋𝑛 and pass the 
result on to subsequent layers. A nonlinear element-wise transform 𝜎(∙) is applied 
to these features, and the same process is repeated for each convolutional layer 𝑘. 𝑋𝑛𝑘 = 𝜎(𝑤𝑛𝑘−1 ∗ 𝑋𝑘−1 + 𝑏𝑛𝑘−1)       (1) 

3.2 Pooling Layer 

Using a pooling layer, which reduces the resolution of the feature maps to achieve 
shift-invariance, is usually placed between two convolutional layers. Each feature 
map in a pooling layer is connected to its corresponding feature map in the 
convolutional layer preceding it in the pipeline. For each feature map 𝑎:,:,𝑘𝑙  we have 𝑝𝑜𝑜𝑙(∙) as the pooling function. 𝑦𝑖,𝑗,𝑘𝑙 = 𝑝𝑜𝑜𝑙(𝑎𝑚,𝑛,𝑘𝑙 ), ∀(𝑚, 𝑛) ∈ ℛ𝑖,𝑗      (2) 

where ℛ𝑖,𝑗  is a local neighbourhood around location (𝑖, 𝑗). Average pooling and 
maximum pooling are the two most common pooling operations [26]. 

3.3 Flatten Layer 

It converts the data into a 1-dimensional array so that it can be input into the next 
layer. We flatten the output of the convolutional layers to create a single long feature 
vector. A fully connected layer links it to the final classification model. 

3.4 Dropout 

Dropout was first introduced by Hinton et al. [27], and it has been shown to be very 
effective in reducing overfitting. As part of our enhanced CNN architecture, we 
apply dropout after the max-pooling and the fully connected layers, respectively. 
Dropout has the following output: 𝑦 = 𝑟 ∗ 𝑎(𝑊𝑇𝑥)         (3) 

where 𝑥 = [𝑥1, 𝑥2, … , 𝑥𝑛]𝑇 is the input to a layer that is fully connected 𝑊𝑇 ∈ ℛ𝑛∗𝑑 
is a weight matrix and  𝑟 is a binary vector of size 𝑑. 

3.5 Dense Layer 

The CNN has dense layers after convolution and pooling. It's important to note that 
each node in the dense layer is fully connected to every other node in previous 
layers. Dense layers integrate local information with category differentiation in the 
convolutional or pooling layer, which is the function of the layer. This equation can 
be represented as: 
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𝑑𝑙1 = 𝑓(∑ 𝔴1,𝑝 ∗𝑁𝑝=1 𝑜𝑝  + 𝑏)                                        (4) 

A neuron's activation function is denoted by the 𝑓, where 𝔴 is a weight vector, 𝑜 is 
the input vector, and 𝑏 is the bias value. 

For this paper, the dense layer's activation function was referred to as Rectified 
Linear Unit (ReLU). The ReLU is treated as a standard activation function in CNN, 
however. They have shown that they are faster to train than standard sigmoid units 
in the hidden layer and can sometimes help with discriminative performance [28]. 
In this case, the derivative of the ReLU activation function is given as: 𝑓′(𝑥) = 𝛿𝑓(𝑥)𝛿𝑥 = {0 𝑖𝑓 𝑥 < 01 𝑖𝑓 𝑥 > 0      (5) 

Our CNN architecture utilized the sigmoid activation function (SAF) at the last 
layer (output layer). The SAF is used to find a probability between 0 to 1. Mainly 
SAF is utilized where the probability needs to be found as an output. However, the 
probability has occurred only between 0 to 1; thus, the SAF is the correct choice. 
Mathematically the sigmoid activation function is defined as: 𝑆(𝑥) = 11+𝑒−𝑥        (6) 

4 Datasets and Performance Measure 

4.1 Datasets 

To estimate the prediction capabilities of our CNN model, we experimented on 19 
open-source software defect datasets. These defect datasets are collected from the 
tera-PROMISE data repository [29]. The instance of every dataset corresponds to 
two parts: metrics and labels. Table 2 show the statistics of utilized datasets. 
Columns one and four represent the dataset ID, columns two and six represent the 
dataset name, columns three and six represent the line of code, and columns four 
and eight represent the number of instances and defects. However, Table 3 shown 
the features present in the dataset. Columns 1 and 3 represent the feature ID, and 
columns 2 and 4 represent the features name of all the datasets. 

Table 2 

Statistics of Datasets 

D.ID Dataset LOC Instance / 
Defects 

D.ID Dataset LOC Instance / 
Defects 

D01 log4j-1.0 21,549 135 / 34 D11 synapse-1.1 42,302 222 / 60 
D02 log4j-1.2 38,191 205 / 189 D12 synapse-1.2 53,500 256 / 86 
D03 lucene-2.0 50,596 195 / 91 D13 velocity-1.4 51,713 196 / 147 
D04 lucene-2.2 63,571 247 / 144 D14 velocity-1.6 57,012 229 / 78 
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D05 lucene-2.4 102,859 340 / 203 D15 xalan-2.4 225,088 723 / 110 
D06 poi-1.5 55,428 237 / 141 D16 xalan-2.5 304,860 803 / 387 
D07 poi-2.0 93,171 314 / 37 D17 xalan-2.6 411,737 885 / 411 
D08 poi-2.5 119,731 385 / 248 D18 xerces-1.2 159,254 440 / 71 
D09 poi-3.0 129,327 442 / 281 D19 xerces-1.3 167,095 453 / 69 
D10 synapse-1.0 159,254 440 / 71 - Total 2,306,238 7,147 / 2,858 

   

Table 3 

Features in the datasets 

F.ID Features 
name 

F.ID Features 
name 

1 wmc 11 moa 
2 dit 12 mfa 
3 noc 13 cam 
4 cbo 14 ic 
5 rfc 15 cbm 
6 lcom 16 amc 
7 lcom3 17 ca 
8 npm 18 ce 
9 loc 19 max_cc 
10 dam 20 avg_cc 

4.2 Performance Measure 

In order to compare the results, we evaluate measures such as: 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑃+𝑇𝑁𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁              (7) 

The accuracy is the percentage of correct classifications in the total number of 
classifications. Where T and F stand for true and false, P and N stand for positive 
and negative samples, respectively. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃𝑇𝑃+𝐹𝑃                              (8) 

The precision is calculated by dividing the number of correct classifications by the 
number of incorrect. 𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃𝑇𝑃+𝐹𝑁                                              (9) 

The recall measures the number of correct classifications minus the number of 
missed entries. 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙                               (10) 

On the other hand, an F1-score is a derived effectiveness measurement that 
measures the harmonic mean of precision and recall. 
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5 Proposed Approach 

The overall workflow of our proposed approach is shown in Figure 1 below.           
The proposed enhanced CNN model was applied for predicting the defects in 
software projects. There are two phases to this approach: model construction and 
prediction. For model construction, the dataset is divided into k-folds, where k-1 
folds are used to train the CNN model, and one fold is used to test the model. 

 

Figure 1 

The overall workflow of our proposed approach 

In order to train the CNN model, the FS technique is applied to the selected k-1 
parts of data because the CNN model's input size should be expressed in metric 
units of 𝑛∗𝑛. The 𝑛∗𝑛 metrics cannot accommodate 𝑚 number of features in our 
dataset. So, either increase the number of features in the dataset or remove those 
that aren't needed. This is why we removed unnecessary features to convert our 
dataset into 𝑛∗𝑛 format in order to avoid performance degradation. We used Chi-
square (Chi2) filter-based FS to select 𝑁 number of features in our experiment.         
It has been demonstrated by Nam et al. [30] that Chi-square is the most effective FS 
of all approaches. When features and classes are linked together, Chi2 performs 
well. When selecting relevant features, it helps to identify the frequency between 
class and feature. In our execution, we selected only those features that had the 
highest Chi2 scores. Calculation of the Chi2 score is denoted by: 𝐶ℎ𝑖 − 𝑠𝑞𝑢𝑎𝑟𝑒 (𝜒2) = (𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦−𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦)2𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦               (11) 

The number of examined classes is defined as the observed frequency. However, if 
there were no association between feature and target, the predicted class number 
would represent the expected frequency of that feature. Chi2 FS ranked the features 
based on their relationship to the class as long as they are ranked in order. To create 
n*n features metrics, we removed the lower-ranked feature metric from the features 
metrics. 𝑛 ∗ 𝑛 2D metrics are created after 𝑁 features are chosen from the source 
data. 
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𝐀𝐥𝐠𝐨𝐫𝐢𝐭𝐡𝐦 𝟏 Proposed Approach 𝑰𝒏𝒑𝒖𝒕:  𝐷𝑎𝑡𝑎𝑠𝑒𝑡 𝒟 =  {𝑥𝑡,𝑦𝑡}𝑡=1𝑛   

 𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 𝐶𝑁𝑁 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚  𝑶𝒖𝒕𝒑𝒖𝒕:  𝑃𝑟𝑒𝑑𝑖𝑐𝑡 𝑡ℎ𝑒 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑠𝑐𝑜𝑟𝑒  𝑰𝒏𝒊𝒕𝒊𝒂𝒍𝒊𝒛𝒂𝒕𝒊𝒐𝒏: 𝑆𝑒𝑙𝑒𝑐𝑡 𝑘 = 10 𝑓𝑜𝑟 𝑘 − 𝑓𝑜𝑙𝑑 𝑐𝑟𝑜𝑠𝑠 − 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛  
 𝑁 = 10 𝑓𝑜𝑟 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑢𝑛𝑠  𝑷𝒓𝒐𝒄𝒆𝒅𝒖𝒓𝒆:  𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 𝑁  
  𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑓𝑜𝑙𝑑 𝑘 𝑑𝑜  
   𝑇𝑟𝑎𝑖𝑛, 𝑇𝑒𝑠𝑡 = 𝒟(𝑡𝑒𝑠𝑡 𝑠𝑖𝑧𝑒 = 0.9, 𝑡𝑟𝑎𝑖𝑛 𝑠𝑖𝑧𝑒 = 0.1)  
   𝑆𝑒𝑙𝑒𝑐𝑡 𝑚 𝑡𝑜𝑝 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑓𝑟𝑜𝑚 𝑇𝑟𝑎𝑖𝑛 𝑑𝑎𝑡𝑎  
  𝑡𝑟𝑎𝑖𝑛𝑛𝑒𝑤 = 𝜒2 = ∑ ∑ (𝐷𝑟𝑠−𝐸𝑟𝑠)2𝐸𝑟𝑠𝑞𝑠=1𝑝𝑟=1   

  𝑀𝑜𝑑𝑒𝑙 = 𝐶𝑁𝑁(𝑡𝑟𝑎𝑖𝑛𝑛𝑒𝑤)  
  𝑡𝑒𝑠𝑡𝑛𝑒𝑤 = 𝑆𝑒𝑙𝑒𝑐𝑡 𝑠𝑎𝑚𝑒 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑓𝑟𝑜𝑚 𝑇𝑒𝑠𝑡 𝑎𝑠 𝑡𝑟𝑎𝑖𝑛𝑛𝑒𝑤   
  𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑡𝑒𝑠𝑡 = 𝑀𝑜𝑑𝑒𝑙. 𝑝𝑟𝑒𝑑𝑖𝑐𝑡(𝑡𝑒𝑠𝑡𝑛𝑒𝑤)  

  𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑠𝑐𝑜𝑟𝑒 [𝑘] = 𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒(𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑡𝑒𝑠𝑡)  
  𝑒𝑛𝑑 𝑓𝑜𝑟  
  𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑠𝑐𝑜𝑟𝑒 [𝑖] = 𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒[𝑘]. 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 ,  
 𝑒𝑛𝑑 𝑓𝑜𝑟  
 𝐹𝑖𝑛𝑎𝑙𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 = 𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒[𝑖]. 𝑎𝑣𝑒𝑟𝑎𝑔𝑒  

Further, the two-dimensional metric is transformed into 3D feature maps. Then the 
3D metrics are then used to train a CNN model based on these metrics. In the 
prediction phase, the generated model is used to predict the defects (defective or 
non-defective) from the remaining one part of the data; before the prediction phase, 
the remaining one part of the data is selected as the same as features like the k-1 
part of the data. The experiments are conducted ten times, and the average of all 
runs is selected as an outcome. The final outcomes are compared with Li's CNN 
and benchmarking ML approaches, SVM, AdaBoost, and KNN. Wu et al. [31] also 
added these three algorithms as the top 10 algorithms in data mining. Algorithm 1 
shows the implementation of our proposed approach. 

The SVM [32] is one of the effective and accurate supervised ML approaches. 
However, SVM has to find the best classification function to distinguish between 
members of two classes (0 and 1) in the training dataset. 

The AdaBoost algorithm [33] was recommended by Freund and Schapire in 1977 
and found one of the essential ensembles approaches since it has a substantial 
theoretical establishment, extremely accurate prediction, incredible simplicity, and 
extensive applications. The AdaBoost primary function is to generate a classifier by 
using the base learning algorithms repeatedly. The AdaBoost algorithm is used for 
both classification and regression problems. 

K-nearest neighbor (KNN) [33] classifier has used a cluster of k substances in a 
training dataset neighboring the test entity. It bases the allocation of a label on the 
majority of a specific class in this neighborhood. The algorithm computes the 
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distance of the z object from the test object with training objects to establish its 
nearest neighbor. Once the nearest-neighbor list is achieved, the test object is 
classified based on its nearest neighbors’ majority class and classifies their 
respective classes. 

6 Results 

For the experiments, we utilized a 10-fold cross-validation technique [34] to 
evaluate the execution of the proposed model in within-version scenarios.               
The proposed approach divides the datasets into ten equal parts, each with equal 
features and classes. We need to create the 𝑛 ∗ 𝑛 metrics from the given feature 
metrics, and it can't be possible to convert the 𝑛 ∗ 𝑛 metrics from the given 20 
feature metrics. So to transform our data into 𝑛 ∗ 𝑛 metrics, we choose the top 16 
features out of 20 features. In order to transform metrics into 4 ∗ 4 2D feature 
metrics, we select the 16 most important features from each metric. As shown in 
Table 4, the selected feature ID can be found. A total of 16 features are selected for 
each dataset that is specified. According to their class, the features are chosen. First, 
the feature with the highest relative importance is chosen, followed by the second, 
and so on. The features that have been selected are displayed in decreasing order. 
It's crucial to select the maximum relevance features first and then minor relevance 
features at the end. 

Table 4 

Selected features ID for proposed approach 

D01 D02 D03 D04 D05 D06 D07 D08 D09 D10 D11 D12 D13 D14 D15 D16 D17 D18 D19 

11 6 11 6 11 6 11 11 11 11 11 11 11 11 11 6 11 11 11 

6 18 6 11 6 11 6 6 6 5 6 5 18 6 6 11 6 6 6 

5 11 5 5 5 5 18 5 5 19 5 6 6 5 5 5 18 5 5 

4 7 18 1 4 1 5 1 1 18 8 4 5 18 18 1 5 18 18 

7 4 1 9 1 9 1 9 9 6 19 18 19 8 1 9 1 1 8 

1 5 19 4 9 18 8 17 18 8 1 8 1 1 9 19 9 13 1 

9 9 8 8 7 8 4 8 4 1 18 19 17 9 19 18 4 8 4 

19 1 4 7 8 3 19 7 8 7 4 1 16 4 4 17 19 17 13 

8 17 9 17 18 4 9 19 19 4 9 7 7 19 7 4 7 4 19 

18 3 3 18 17 17 13 16 17 9 13 9 3 3 8 7 8 9 17 

20 8 13 13 3 13 17 3 13 3 7 17 4 13 17 3 13 3 7 

13 12 7 10 19 19 7 13 7 20 12 13 2 17 13 13 3 7 16 

17 16 17 3 13 16 3 2 16 17 14 16 8 15 20 8 17 19 9 

16 19 12 19 16 2 20 14 20 16 20 12 20 10 3 20 10 2 12 

12 14 16 12 12 14 16 10 12 13 2 20 14 16 16 16 20 14 3 

3 20 8 15 10 7 14 4 10 15 10 10 12 2 15 2 14 20 10 

After converting 4*4 2D metrics to 3D metrics, feed this 3D metrics data into our 
enhanced CNN model. Before the prediction phase, the test data feature metrics are 
converted into 3D metrics so that they are the same as the source data. 

Every fold of the data is used ten times in the execution of the program. In every 
iteration, the model's training is performed with nine parts of the data; however, the 
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rem
aining part is used for testing. For the statistical reliability of the result, w

e run 
our experim

ent 10 tim
es and record the average perform

ance. H
ow

ever, w
e used 

accuracy, precision, recall and f1-score as a perform
ance m

easure. 

T
able 5 show

s the obtained result of our proposed approach vs different M
L

 
techniques, the best outcom

e of the average result in bold. W
e found that the 

proposed approach perform
s significantly better than different “state-of-the-art” 

M
L

 approaches. T
he proposed m

odel show
s im

provem
ent w

ith respect to all the 
perform

ance evaluations. Proposed m
odel overcom

e the K
N

N
, SV

M
 and A

daB
oost 

w
ith respect to accuracy by 3.68%

, 5.98%
, 2.48%

, w
ith respect to precision by 

3.51%
, 5.79%

, 2.07%
, w

ith respect to recall by 2.95%
, 4.8%

, 3.46%
 and w

ith 
respect to f1-score by 3.23%

, 5.35%
 and 2.45%

 respectively. H
ow

ever, to identify 
the significance of our proposed m

odel, w
e applied the SK

-E
SD

 test, w
hich is 

im
plem

ented by T
antitham

thavorn et al. [35]. It is also available on C
R

A
N

1. 

 

Table 5 
Comparison of Proposed Approach 

 

Average 

0.747 

0.755 

0.767 

0.761 

0.73 

0.738 

0.753 

0.745 

0.756 

0.766 

0.769 

0.767 

0.775 

0.782 

0.79 

0.786 

  D19 

0.823 

0.836 

0.875 

0.855 

0.852 

0.846 

0.883 

0.864 

0.834 

0.822 

0.852 

0.837 

0.842 

0.834 

0.856 

0.845 

D18 

0.806 

0.847 

0.853 

0.85 

0.834 

0.824 

0.854 

0.839 

0.779 

0.753 

0.755 

0.754 

0.847 

0.876 

0.888 

0.882 

D17 

0.714 

0.697 

0.7 

0.698 

0.618 

0.658 

0.695 

0.676 

0.733 

0.674 

0.734 

0.703 

0.839 

0.862 

0.856 

0.859 

D16 

0.671 

0.643 

0.663 

0.653 

0.596 

0.589 

0.611 

0.6 

0.651 

0.628 

0.643 

0.635 

0.586 

0.561 

0.584 

0.572 

D15 

0.842 

0.842 

0.875 

0.858 

0.846 

0.856 

0.84 

0.848 

0.817 

0.799 

0.829 

0.814 

0.848 

0.821 

0.829 

0.825 

D14 

0.654 

0.674 

0.687 

0.68 

0.676 

0.685 

0.679 

0.682 

0.703 

0.775 

0.738 

0.756 

0.847 

0.834 

0.859 

0.846 

D13 

0.729 

0.751 

0.792 

0.771 

0.759 

0.753 

0.753 

0.753 

0.841 

0.858 

0.87 

0.864 

0.694 

0.704 

0.71 

0.707 

D12 

0.73 

0.735 

0.734 

0.734 

0.672 

0.641 

0.674 

0.657 

0.718 

0.602 

0.609 

0.605 

0.749 

0.765 

0.754 

0.759 

D11 

0.716 

0.723 

0.719 

0.721 

0.734 

0.732 

0.724 

0.728 

0.765 

0.739 

0.711 

0.725 

0.729 

0.734 

0.732 

0.733 

D10 

0.872 

0.815 

0.815 

0.815 

0.897 

0.892 

0.871 

0.881 

0.853 

0.831 

0.833 

0.832 

0.897 

0.883 

0.886 

0.884 

D09 

0.751 

0.762 

0.78 

0.771 

0.742 

0.759 

0.791 

0.775 

0.778 

0.832 

0.833 

0.832 

0.898 

0.902 

0.91 

0.906 

D08 

0.761 

0.75 

0.782 

0.766 

0.706 

0.732 

0.744 

0.738 

0.802 

0.871 

0.837 

0.854 

0.744 

0.753 

0.76 

0.756 

D07 

0.875 

0.853 

0.825 
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0.854 
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0.841 
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0.864 
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D06 
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0.726 
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0.737 

0.674 

0.705 
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0.713 

0.717 

0.771 

0.754 
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0.696 

0.729 

0.732 

0.73 

                                                           
1  
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D05 
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0.656 
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0.628 
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0.921 
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(c) Recall (d) F1-score 

Figure 2 

Scott knot test result 

Figure 2 shows the SK-ESD mean ranking comparison of the proposed approach. 
The result of the SK-ESD test lies between the proposed approach and present 
machine learning approaches. Figures 2(a), 2(b), 2(c) and 2(d) show the SK-ESD 
mean ranking comparison of accuracy, precision, recall and f1-score, respectively. 
In these figures, the horizontal grey dashed line indicates the mean value of all the 
presented methods, helping to visualize the mean differences between each method. 
We found that the proposed approach obtained the highest mean rank in all four 
scenarios from the figure. This shows that the proposed approach is performing 
better than the compared models for SDP. Table 6 also shows the obtained result of 
our proposed approach vs Li's CNN architecture. The best-performed result is in 
boldface. From Table 6, we can see that our proposed model is performed better 
than Li's CNN architecture. The proposed approach improves the performance over 
15 datasets concerning all the applied performance evaluations. The proposed 
model overcomes Li's CNN model concerning the accuracy, precision, recall and 
f1-score by 15.12%, 16.32%, 16.3% and 16.52%, respectively. 

Table 6 
Performance comparison of enhancing CNN model with Li's CNN architecture 

Data  Li's CNN Enhanced CNN 

Acc Pre Rec F1 Acc Pre Rec F1 

D01 0.682 0.623 0.533 0.574 0.748 0.756 0.778 0.767 

D02 0.922 0.902 0.910 0.906 0.942 0.952 0.962 0.957 

D03 0.468 0.528 0.570 0.548 0.628 0.638 0.646 0.642 

D04 0.583 0.573 0.568 0.570 0.618 0.658 0.648 0.653 

D05 0.597 0.586 0.592 0.589 0.697 0.721 0.732 0.726 

D06 0.596 0.573 0.563 0.568 0.696 0.729 0.732 0.730 

D07 0.883 0.872 0.888 0.880 0.883 0.871 0.886 0.878 
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D08 0.644 0.653 0.672 0.662 0.744 0.753 0.76 0.756 

D09 0.636 0.643 0.657 0.650 0.898 0.902 0.91 0.906 

D10 0.898 0.900 0.905 0.902 0.897 0.883 0.886 0.884 
D11 0.720 0.718 0.738 0.728 0.729 0.734 0.732 0.733 

D12 0.462 0.462 0.467 0.464 0.749 0.765 0.754 0.759 

D13 0.728 0.792 0.870 0.829 0.694 0.704 0.71 0.707 
D14 0.371 0.345 0.381 0.362 0.847 0.834 0.859 0.846 

D15 0.849 0.856 0.832 0.844 0.848 0.821 0.829 0.825 
D16 0.491 0.486 0.489 0.487 0.586 0.561 0.584 0.572 

D17 0.470 0.467 0.476 0.471 0.839 0.862 0.856 0.859 

D18 0.839 0.829 0.812 0.820 0.847 0.876 0.888 0.882 

D19 0.822 0.810 0.801 0.805 0.842 0.834 0.856 0.845 

Average 0.666 0.664 0.670 0.666 0.775 0.782 0.790 0.786 

In conclusion, we can say that the performance of enhanced CNN depends on the 
input data and model architecture. The data which are less valuable are eliminated 
to train the model. However, carefully increasing the architecture and parameters of 
the CNN model will lead to enhance the model. As a result, it enhances the training 
process and become a good prediction model. Compared to all other methods, the 
proposed CNN model performed significantly better. 

Conclusions 

The early detection and prediction of software defects plays an important role in 
modern software development, in terms of effective resource allocation. To address 
this issue of SDP, in this paper, we developed an enhanced CNN approach. First, in 
this approach, FS is applied to select 𝑛 ∗ 𝑛 2D metric in the training dataset, and 
further, this metric is mapped into the 3D metrics. The CNN model is then trained 
using the generated metrics; it can predict the defective instances once the model is 
trained. The proposed enhanced CNN model significantly improves compared to 
existing benchmark classification schemes such as KNN, SVM, AdaBoost and Li's 
CNN model. We performed 10-fold cross-validation and calculated the average of 
all runs, resulting in the final result. Scott Knott ESD's mean ranking comparison 
of the proposed approach and other presented ML approaches shows that the 
proposed approach achieves the highest ranking. 

Future research will focus on time reduction and accelerated network training. Also, 
exploration of other software metrics, aimed at the development of more efficient 
DL models, will be considered. 
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Abstract: Machine learning models have been tested on countless classification problems 

in the past. However, there is little information available on how well they perform when 

the task is learning abstract concepts, that are difficult to understand, even for humans.  

The object of this research was to find the best model for capturing the concepts of white-

collar and blue-collar jobs, based on unstructured job ads, in Serbian. These concepts have 

become very difficult to define in the modern job market, since there are now many factors 

besides the required level of formal education, that determines the category of a job. 

Keywords: document classification; natural language processing; neural networks; support 

vector machines; Serbian 

1 Introduction 

In recent years, different forms and levels of artificial intelligence (AI) have 
become common tools in all areas of everyday life. In industry, data analysis and 
machine learning (ML) are used for automation of several important business 
elements. One of them is personalization of user experience through various 
recommender systems [1] or general improvement of user experience by using 
natural language processing (NLP) to make search by keywords more flexible and 
efficient [2]. Furthermore, data analysis reports can be automatically generated. 
They provide relevant information based on which project managers can create 
business strategies and make important decisions. Search engine optimization is 
another important aspect of business that can benefit from exploiting machine 
learning algorithms [3]. However, automation of some parts or even entire 
production processes within enterprises is the most common application of AI. 

The research that will be presented within this paper is a part of the efforts aimed 
at automating the process for the preparation of job ads, that need to be performed 
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prior to publishing the contents, on job boards. More precisely, the research is 
focused on ads classification to white-collar and blue-collar job positions. Based 
on this classification, each ad is redirected to a suitable portal within a group of 
job boards which constitute the website of the company Infostud Ltd. 

The problem of textual document classification is one of the main contemporary 
tasks of natural language processing. Text classification is the key component of 
spam detection systems [4], automatic user complaints classification for the 
purpose of forwarding them to relevant persons [5], market analysis [6] and the 
acquisition of textual data for subsequent usage, which usually includes some 
machine learning algorithms as well. 

In most cases, the document classes are well-defined and intuitive, making it easy 
for humans to deduce to which class a document belongs to, simply by employing 
common sense and briefly analyzing textual content. In this research, however, the 
document classes are not defined by some obvious features. In the past, blue-collar 
and white-collar jobs were distinguished by the level of formal education needed 
to perform the duties that those positions imply. In the modern job market, the 
situation is much more complicated, since there are new positions being created 
much faster than it is possible to form adequate formal education curriculum. 
Furthermore, the technology allows people with some basic skills to perform 
complicated tasks. On the other hand, for some jobs that do not inherently require 
high levels of education, the opposite applies – the technology dictates the level of 
skills people need to acquire in order to be able to do their work. 

Due to the abovementioned state of the job market, job ads administrators classify 
the ads based on their empirical knowledge about the difficulty level of skills that 
are explicitly or implicitly provided in the text. Analyzing the text in order to 
make this decision takes up significant amounts of time. The administrators also 
need to consult with one another frequently in order to make sure that the ads will 
be classified in a unified manner. Business strategies can also influence the 
classification in some cases. Preparing the data and choosing the right machine 
learning model, as well as tuning the corresponding hyperparameters for 
automation of this task or similar tasks, is a special category of problems that have 
not been extensively explored in the past. 

The rest of the paper is organized as follows. In Section 2, the dataset that was 
used in order to train the models is described. In Section 3, the details on data 
preparation are provided, including the description of tools and text processing 
methods which had to be developed and some specifics of the Serbian language 
which had to be addressed. In Section 4, a simplified description of the system for 
job ads classification based on ML models is provided. Section 5 contains details 
related to the experiments. Several types of ML models – Naïve Bayes, Logistic 
Regression, Multi-Layer Perceptron and Support Vector Machines are examined. 
Finally, in Section 6, some conclusions concerning the potential of ML for 
learning abstract concepts are drawn and future research topics are discussed. 
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2 Data Acquisition and Analysis 

Over the past decade, a collection of around 230 thousand job ads have been 
posted on Infostud job portal poslovi.infostud.com. Roughly 80% of the ads are in 
Serbian. During most of the above-mentioned period, the ads were manually 
annotated for market analysis purposes. Among the structured data that were 
collected, minimal and maximal level of formal education required by employers 
have been noted, as well as standardized names of job positions, job categories 
based on fields of work and other. Around 15% of the ads were contained within 
images, therefore they were not used for training in this research (currently, our 
text extraction module is not accurate enough). 

After selecting the ads suitable for training ML models, the dataset consisted of 
130000 ads labelled as white-collar or blue-collar. The labels were inferred from 
the structured data where possible, and the rest of the ads were annotated 
manually. 

Each ad that was used for the training belongs to one of 55 different areas of work. 
The distribution of job categories that comprised more than 1% of the entire 
training corpus is shown in Figure 1. Within the dataset, 56000 different job 
position names (in further text referred to as positions) were present, each of them 
being annotated as one of 417 standardized position names. Some of the 
standardized position names were good indicators for white-collar or blue-collar 
classification. For example, it was a business decision to treat all information 
technologies (IT) positions as white-collar, due to the wide variety of technical 
skills that each of those positions imply. On the other hand, some standardized 
position names include positions of both blue-collar and white-collar nature, such 
as pharmacist, which is the standardized position name of both pharmacy 
technicians and bachelor degree pharmacists. 

 

Figure 1 
Ad distribution across different fields of work, for the fields that comprise more than 1% of all ads 

http://www.poslovi.infostud.com/
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The most problematic are positions for which it is not clear if they refer to a white-
collar or a blue-collar job. Some of these positions are related to standardized 
position names such as bookkeeper, beautician etc. The ads for these positions 
would need to be annotated one by one by inspecting textual contents of the ads, 
which would be extremely time-consuming. Therefore, these ads were not used 
for the training and the idea was to determine if models can be trained to classify 
them based on textual data provided from other ads related to similar fields. 

Prior to further data preparation, an experiment was conducted in order to 
determine the importance of word order within these domain-specific texts, which 
is helpful in choosing the right text representation as input for ML algorithms. 
Infostud (IS) corpus was compared to a textual corpus that was used for earlier 
research related to language modeling on the Faculty of Technical Sciences (FTS), 
University of Novi Sad. Table 1 shows relevant comparative data for the 
aforementioned corpora. Even though the FTS corpus contains half the number of 
sentences that comprise the IS corpus, the number of tokens is comparable. This is 
due to the specific construction of sentences that are typical for job ads that need 
to reflect short and concise messages. This writing style is similar to journalistic 
functional style. Extensive studies on the impact of functional styles on the main 
features of textual corpora have been conducted for Serbian [7-9]. Furthermore, it 
is an important fact that the vocabulary of FTS corpus is twice as large as the 
vocabulary of IS corpus. However, the perplexity values are the most indicative. 
Perplexity on a test set is calculated as the average perplexity on a sentence level, 
which is calculated as in (1), where m is the length of a sentence, and N is the 
order of a language model. 
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     (1) 

Perplexities have been calculated on test portions of each of the corpora (10% of 
data in both cases) by using previously trained trigram language models.           
The models were trained using the SRILM language model toolkit [10]. These 
values show how difficult it is to predict the following word, when previous words 
are known. The smaller the value, the better the language model. A good language 
model is an indicator of a high-quality textual corpus. It is important here to 
emphasize that all the ads form the IS corpus have been reviewed by professional 
ad administrators, therefore high-quality content is to be expected. From Table 1 it 
is obvious that IS corpus contains textual content that is much easier to predict.   
In addition to perplexities, discrimination coefficients have been calculated as 
well. These values represent perplexities calculated on texts with randomized 
word orders divided with perplexities calculated on authentic texts [9]. It is 
evident that the language model trained on the IS corpus can distinguish between 
natural and random word order very well. 
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Table 1 
Comparative data for textual corpora collected within Infostud and the Faculty of Technical Sciences 

 Sentences Tokens Vocabulary Perplexity 

FTS corpus 985,498 20,320,616 352,304 294 
IS corpus 1,885,625 23,164,550 172,444 16 

The above-described experiment indicated that sentence constructions and word 
orders for job ads are relatively predictable, meaning they do not carry a lot of 
information. This conclusion implied that the presence of specific words is more 
important for storing semantic information than their position within textual 
content. This implied that, within the domain of job ads, bag-of-words (BOW) 
representation of text [11] might be appropriate for document classification tasks. 
One alternative to BOW was topic representation [12], which can be obtained by 
applying Latent Dirichlet Allocation (LDA) [13] to the textual corpus. However, 
while topic distributions are very useful for classifying job ads based on their 
fields of work, they do not contain relevant information for classifying the ads to 
white-collar and blue-collar. Another alternative to BOW was word embedding 
[14]. Unfortunately, that approach requires a large textual corpus for obtaining 
vector representations of words, especially for languages with complex 
morphology, such as Serbian. Therefore, this approach can be taken in the future, 
after the appropriate training corpus is obtained. 

3 Data Preparation 

For any machine learning algorithm, it is necessary to prepare data in a way that 
results in a numerical representation. For the textual content, pre-processing is the 
first step, performed in order to obtain a sequence of words from the original text, 
by removing punctuation and other chunks of content useless for a given purpose. 

Pre-processing for Serbian is not trivial, since there are no customized tools for 
performing this task. The most commonly used tools for text pre-processing such 
as nltk library of codes written in Python programming language support many 
languages, however not Serbian. For this purpose, a Python library called nlpheart 
has been developed within this research [15]. This library, among other features, 
provides the following text pre-processing steps that are relevant for this research: 

• Normalization of symbols (e.g. different forms of quotes need to be 
replaced with their unique representation) 

• Language detection and translation (currently, the language translation 
module does not produce high-quality results, and therefore it is used only 
in the prediction phase; in the training phase, only language detection is 
used to remove content written in languages other than Serbian) 



S. J. Ostrogonac et al. Automatic Job Ads Classification Based on Unstructured Text Analysis 

 – 196 – 

• Separation of words from punctuation (here, various special cases have to 
be addressed, e.g. web and e-mail addresses, filenames which contain 
extensions and telephone numbers need to stay in their original forms etc.) 

• Conversion of text written in Cyrillic into Latin 

• Sentence splitting (not needed for the machine learning algorithm used in 
this research, but it was needed for the experiment conducted in order to 
choose text representation model) 

• Removal of non-word chunks of text 

• Personal data anonymization 

After pre-processing, conversion of text into a numerical representation can be 
performed. For this task, a vocabulary needs to be defined. The vocabulary should 
include as many of the words that hold useful information for a specific task, but it 
should not be too large, in order to avoid ‘the curse of dimensionality’ [16].      
The domain-specific vocabulary for Serbian has been extracted from the training 
corpus. All the words that appeared less than 9 times in the corpus (an empirically 
determined threshold) have been removed, leaving the resulting vocabulary of 
40,758 words. Furthermore, a set of 415 stop-words has been extracted and it was 
later used in the experiments in order to determine the impact of presence and 
absence of stop-words on the accuracy of models. 

The conversion of each ad (document) to its numerical representation was done by 
representing the document as a vector which was the size of the vocabulary. Each 
value within the vector represented the number of times a word with the 
corresponding index in the vocabulary appeared in the document (BOW model). 
The vectors corresponding to the documents were, naturally, sparse. Even though 
there are more advanced numerical representations of text, this is still a common 
way of data preparation for ML in enterprise systems. The described conversion of 
text to its numerical representation was performed by using CountVectorizer class 
from a Python library called scikit-learn, which is one of the commonly used tools 
for machine learning, especially for natural language processing [17]. One 
additional step was performed, in order to improve the quality of data 
representations (although, not for all the experiments, as will be explained in the 
following section). This step aimed at giving the words that appear in a small 
number of ads higher significance and giving lower significance to the words that 
appear in many different ads, since it is probable that those words are not as 
important for ad classification purposes. This is performed by employing term 
frequency – inverse document frequency (tf-idf) algorithm [18], which is 
implemented within the scikit-learn library’s TfidfTransformer module.            
The default settings were used as implemented in the library (l2 norm etc.) 

After all the described steps, the data is finally ready for training the models that 
will be used for ads classification. It should be noted that the class labels need to 
be converted to numerical forms as well. In this case, 0 and 1 were enough to map 
the corresponding blue-collar and white-collar classes. 



Acta Polytechnica Hungarica Vol. 18, No. 10, 2021 

 – 197 – 

4 Ads Classification System 

In this section, a brief description of the system for ads classification that is based 
on this research and that is currently being used in Infostud is provided in order to 
better illustrate the contemporary technologies needed for deploying machine 
learning models, and to point out some of the practical problems that need to be 
addressed in the process. 

The deployment of the classifier was performed in three steps. The first step 
presumed creating a web application for serving predictions. For this task, the so- 
called Flask micro framework written in Python was used [18]. Flask is currently 
one of the most commonly used tools for creating a web service based on machine 
learning models due to its simplicity. The second step of the deployment include 
creating a Docker image in order to containerize the environment needed for the 
service to function on another machine [19]. The third step was running the image 
to start a Docker container on local Kubernetes cluster. 

The above-mentioned technologies allow efficient delivery of software and 
automate scaling. Furthermore, Flask application allows the models to be loaded 
into memory once when the application is started, which is important for the 
system responsiveness. Loading the models for the ads classification system takes 
about 850 ms, while the time needed to process the input information and return a 
prediction is between 10 and 30 ms. The entire process, starting with the ad 
administration tool sending a request to the containerized application via an 
exposed port and ending with the tool receiving the response that contains the 
prediction, takes approximately 150 ms, which is acceptable in the sense that the 
ad administrators do not notice a delay. The schematic diagram of the system is 
given in Figure 2. The diagram shows that the classification is performed by 
combining the decisions of two separate models – one that was trained on the 
textual contents of the ads, and another that was trained on job position names (ad 
titles). The models are combined in such a manner that, when they give different 
outputs, final decisions are made by applying some heuristics. This process will be 
described in detail in the next section. 

Each event of an ad administrator changing the decision of the ad classification 
system triggers the subsystem for monitoring the classifier’s accuracy. The plan is 
to use the collected data to retrain the models periodically in order to maintain the 
accuracy, since new jobs are being created and the rules for blue-collar and white-
collar class deduction change over time. With this step the entire project of 
building this enterprise system based on machine learning is completed. 

It is important to note that this system can be used for classifying ads in languages 
besides Serbian, however another service such as Google Translate would be 
needed. Training separate classifiers for each of the languages in which significant 
percentage of ads is present would eliminate the need for a translation service, 
however it would require adequate training datasets. 
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Figure 2 
System for job ads classification to blue-collar and white-collar 

5 Experiments and Results 

The aim of the experiments that will be presented within this section was to test 
different models and combinations of their respective hyperparameters, as well as, 
determining how some data preparation steps influence the quality of the resulting 
classifiers. In other words, in addition to solving the task at hand, the experiments 
were aimed at obtaining best-practice rules or guidelines for future projects. 

The data preparation steps that were tested include the following: 

• Usage (or omission) of stop-words in the vocabulary that served for 
conversion of text to numerical representation 

• Usage of the predefined vocabulary vs. the vocabulary inferred from 
training data 

• Usage of higher-order n-grams for numerical representation of text (in 
addition to using the isolated words (unigrams), sequences of words of 
length 2 (bigrams) and 3 (trigrams) were included in the numerical 
representation) 

• Usage (or omission) of tf-idf scaling of word (n-gram) counts 
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Four types of models were considered in the experiments – Multinomial Naïve 
Bayes (MNB), Logistic Regression (LR), Multi-layer Perceptron (MLPC) and 
Support Vector Machine (SVM). The implementations of all the models that have 
been used are those from scikit-learn library [17]. Deep neural networks (DNNs) 
were initially considered, however the limitations of available hardware and the 
size of the available dataset indicated that such complex models would not be 
beneficial. 

The test set included the ads that were published on the job portal within two 
weeks. This set contained 2123 ads, out of which 1450 (68.3%) were blue-collar 
and 673 (31.7%) were white-collar. The blue-collar and white-collar distribution 
of the ads form this test set does not reflect the distribution on the entire database, 
which is close to uniform. 

The first set of experiments included training of multiple MNB models. 
Considering the fact that Naïve Bayes methods are based on the assumption of 
conditional independence of every pair of features (which would, in this case, 
mean that the words within a single ad appear in text independently of one 
another), it could not be expected that these models achieve the highest 
classification accuracy. However, they were the most convenient for the initial 
experiments because of their training speed. Therefore, they were used to obtain 
information related to the effects of data preparation steps on the accuracy of the 
resulting classifiers. The results of these test are given in Table 2. 

It can be concluded that introducing higher order n-grams to feature vectors 
slightly decreases the quality of classifiers, due to a very large number of 
dimensions of the feature space. Furthermore, applying tf-idf scaling to word 
counts ads to the model’s accuracy significantly, as well as predefining the 
vocabulary. Finally, excluding stop-words from the vocabulary helps to obtain 
better models, but this does not apply to the scenarios in which tf-idf is applied 
and the vocabulary is predefined. The conclusions drawn from this set of 
experiments have helped to narrow the grid search space for the following 
experiments. Some of the data preparation steps influence were, however, 
explored for other models and the conclusions for the experiments with MNB 
models were confirmed. 

The second set of experiments were aimed at finding the best LR model for 
classification. Different values of the parameter alpha (used to compute the 
learning rate in scikit-learn implementation of LR models – SGDClassifier with 
the loss function set to ‘log’) were tested. The best accuracy was obtained for the 
value of alpha 0.001. Furthermore, the maximal number of training iterations was 
varied and it was determined that 5 iterations were enough to obtain optimal 
results. The best LR model reached the accuracy of 78.7%. This is significantly 
lower than the best accuracy obtained with a MNB model – 82.89%. 
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Table 2 
Accuracy of MNB models trained with different data preparation configurations 

n-gram 
order 

tf-idf applied 
stop-words 
excluded 

vocabulary 
predefined 

accuracy [%] 

1-gram 

no 

no 
no 78.38 

yes 81.62 

yes 
no 79.64 

yes 82.23 

yes 

no 
no 81.57 

yes 82.89 

yes 
no 81.62 

yes 82.85 

2-gram 

no 

no 
no 73.05 

yes 81.62 

yes 
no 74.60 

yes 82.23 

yes 

no 
no 78.89 

yes 82.89 

yes 
no 79.31 

yes 82.84 

3-gram 

no 

no 
no 72.30 

yes 81.62 

yes 
no 74.60 

yes 82.23 

yes 

no 
no 78.18 

yes 82.89 

yes 
no 78.70 

yes 82.84 

The third set of experiments were focused on MLPC models. The neural network 
structure which was explored consisted of four layers – the input layer (the size of 
the vocabulary – 40758), two hidden layers and the output layer, which consisted 
of a single neuron that produces the values 0 or 1, that correspond to blue-collar 
and white-collar classes, respectively. The number of neurons in the hidden layer 
varied in order to determine the best structure for this task. Other than that, 
maximal number of epochs and learning rate have also been tested. The results 
showed that relatively small variations in accuracy can be accomplished by 
optimizing the hyperparameters, which can be observed from Table 3. MLPC 
models generally perform significantly better than the previously examined MNB 
models. 

The last experiment included tests with SVM models. When using the 
predetermined best-practice configuration related to data preparation, the model’s 
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accuracy was 87.91%, which is comparable to the accuracy of the best MLPC 
model (87.61%). However, the size of the MLPC model was around 160 MB, 
while the size of the SVM model was around 40 MB, which made the latter better 
suited for the deployment. Since the test data set contained significantly more 
blue-collar than white-collar ads, it is important to obtain more detailed 
information related to the deployed model’s accuracy. The weighted precision of 
the model is 89.86%, and the weighted recall is 87.89%. The most important 
information can be obtained from the confusion matrix, which looks as in Table 4. 

Table 3 
Accuracy of MLPC models 

maximal 
number of 

epochs 

size of the first 
hidden layer 

size of the 
second hidden 

layer 
learning rate accuracy 

10 20 5 

0.001 86.05 

0.01 87.28 

0.5 85.67 

40 

50 

10 

0.001 86.62 

0.01 87.09 

0.5 87.46 

100 

0.001 87.36 

0.01 87.27 

0.5 86.94 

500 20 

0.001 84.49 

0.01 87.61 

0.5 86.05 

Table 4 
Confusion matrix (from the final model, chosen for production) 

 Classified as blue-collar Classified as white-collar 

Blue-collar ad 1230 220 
White-collar ad 37 636 

As it was mentioned in previous sections, in addition to the textual content of the 
ads, position names (ad titles) were also available for the classification task. 
Around 56 thousand of annotated short phrases were not adequate for training e.g. 
a neural network, so MNB model was chosen. The data preparation in this case 
included all the steps that were used in the previous experiments. If the ad text was 
written in Serbian, the position name was used as is. The best accuracy in the case 
when ads were classified based only on the position names was 85.3%. Of course, 
this raised the question about whether we need to model textual content of the ads 
at all. Therefore, some error analysis needed to be conducted in order to determine 
the redundancy of these models. 
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The analysis showed that the model of ad texts misclassified 257 ads, while the 
model of position names misclassified 264 ads. However, only 145 ads were 
misclassified by both models. This meant that there was possibility of gaining 
better accuracy by combining these models and using some heuristics obtained 
from error analysis to choose which model’s decision to consider as final in which 
situations. After defining a set of those heuristics, the accuracy of the system that 
combined the two models was 90.9%. The heuristics included the presence or non-
existence of certain indicative words or phrases in ads (e.g. managed, director, 
scientist, professor, pharmaceutical technician, help desk, etc.). The remaining 
errors were determined to be in fact related to the positions for which there were 
no annotated data in the training set. These positions mostly belonged to the fields 
of bookkeeping, sales and work related to beauty or fitness. However, after the 
inspection of the misclassified ads, it was determined that those were the ads that 
the annotators were not unanimous about when deciding about the class.           
The majority of ads in these fields were easy to classify for the annotators upon 
reading of the entire text, and the model of text handled those ads very well, even 
though it was only given the examples that belonged to the related, but not similar 
fields. The final conclusion of this research was that the created system can 
replace human annotator for the given task. 

Conclusion and Further Research 

The research that was presented herein was aimed at exploiting machine learning 
techniques, to automate the process of job ads classification for blue-collar and 
white-collar ads. The experiments showed that SVM models, as well as, neural 
networks have the potential to learn from unstructured text and successfully 
classify textual documents, based on the concepts that humans cannot easily 
define or explain by creating a set of rules. The research resulted in knowledge 
about best practices related to document classification for the explored domain. 
Furthermore, the work resulted in language resources and text processing tools for 
the Serbian language, for which, there are currently no alternatives. 

Further research on this topic will be directed at automating other steps of ad 
administration, such as, deducing other elements of the structured data, that are 
later used by search engines, advanced spell-checking tools and discrimination 
detection algorithms. Further improvement of the models of textual content will 
include lemmatization of texts and, in later stages, the introduction of semantic 
classes, for which a large textual corpus in Serbian will have to be collected. After 
the implementation of all of the most common text processing tools, the authors 
plan to release nlpheart as an NLP library, for the Serbian language, under GNU 
General Public License. 
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Abstract: Contaminated water became a major issue for our country over the last few 

decades. One of the main reasons behind this scenario is urbanization and industrialization. 

Every industry should have an Effluent Treatment Plant (ETP) for treating industrial 

wastewater and safe disposal to the environment. We implement a system that monitors 

whether an industry uses ETP or not. To monitor ETP, we need to monitor the untreated 

wastewater quality. The traditional way offers us a method that is time-consuming and 

inefficient. To solve this problem, we adopt a model based on Wireless Sensor Networking 

(WSN), which allows us to keep track of the water quality parameters in real-time. This paper 

proposes a water quality monitoring system that uses WSN and Internet of Things (IoT) based 

devices to monitor different parameters of water: temperature by a temperature sensor, 

turbidity by a turbidity sensor, and pH by a pH sensor. Moreover, the microcontroller of 

Arduino Uno R3 collects the parameter values from these sensors and transmits the values 

to the IoT based cloud server using the GSM module. The GSM module is also used to alert 

the supervisors by sending SMS in case of an emergency. Integrating modules such as 

sensors, Arduino Uno R3, GSM module, enhances the purpose of the desired system. Finally, 

we calculate the Water Quality Index (WQI) for the pH and turbidity data to report the water 

quality status. Also, we compare the WQI status with our cloud status, and it shows excellent 

performance. 

Keywords: water quality; wireless sensor networking; IoT; smart sensor; GSM module; 

Real-time; plant monitoring; artificial intelligence 
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1 Introduction 

Water is one of the most vital assets for humankind. Without water, no plants or 
animals on earth would survive. The industry has been growing every year on the 
back of spiraling demand from domestic and export markets. But because of the 
growing rate of industry in developing countries like Bangladesh, water is 
constantly being polluted. Water is mostly being polluted because of the industries 
discharging untreated waste and effluent into the rivers and cannels. Water related 
diseases cause 3.4 million deaths each year across the globe, according to WHO 
Water Day Report. Defiled water is also responsible for the degradation of 
agricultural land, soil fertility loss, and increases pressure on groundwater. About 
200 rivers of Bangladesh directly or obliquely received a large amount of untreated 
industrial wastes. The World Bank claimed that in Bangladesh, approximately $6.5 
billion losses due to untreated water, which is 3.4% of the GDP in 2015. There are 
many factories and industries in our country. According to a Bangladeshi daily 
newspaper (The daily star), the textile industry will be discharging 203 billion liters 
of polluted water into the river’s water every year from 2021. ETP is one of the best 
solutions to sanctify untreated water discharged by industries and factories. 
According to The Daily Star, currently, 5000 ETPs are initiated in factories and 
industries, which cover approximately 70% of the textile units [1]. It also said that 
Bangladesh has around 1,200 weaving mills, 5,000 export-oriented dyeing 
factories, and 450 spinning mills. 

We will monitor the quality of water on the industrial water discharged site.             
To ensure whether the water is contaminated or not, we need real-time data analysis 
because the sample is continuously changing. If we want to monitor this water 
through the lab, then the cost will be high, and efficiency will be lower. In modern 
times, the wireless sensor network is used in many sectors. Wireless sensor 
networks have received considerable attention not only in environmental sectors but 
also in industrial sectors [2-6]. WSN provides a massive advantage on cost because 
the installation and maintenance expenses are low, and the device that we use is 
cheaper, which required no writing [7-11]. That’s why environmental and industrial 
monitoring largely depends on WSN technology [12-14]. We can apply this 
technology in water quality monitoring, which will provide us with the best 
approach to real-time data acquisition, processing, and transmission. In this paper, 
we proposed a complete WSN water quality monitoring system that will allow us 
to monitor the ETP. This system consists of a set of sensors such as pH, temperature, 
turbidity, an Arduino Uno R3 microcontroller, GSM module, IoT based cloud 
server (Thingspeak). This system measures different parameters of water, such as 
pH, temperature, and turbidity. In the results and discussion section, we proved that 
the system has a great prospect in industrial ETP plant monitoring. In this paper, 
Section 2 discusses the literature survey on surveying water quality. Then, Section 
3 illustrates the method we have implemented. After that, our data collection 
procedure is in Section 4. Section 5 discusses the results obtained through this 
system and finally, Section 6 brings a conclusion. 
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2 Literature Survey 

In this paper, our fundamental goal is to monitor the effluent treatment plant in real-
time using a wireless sensor network. So, our primary concern is to examine water 
to determine the water quality parameters such as pH, temperature, and turbidity. 
The following papers proposed various methods to check the quality of water.     
This study delineated an efficient IoT-based system for measuring water quality by 
determining temperature, pH, turbidity, and water level [15]. Here, the data is 
transmitted to a webpage using GPS and GPRS modules. Another work proposed 
an intelligent sensor interface for industrial WSN in the IoT environment.            
They monitored water purity in the pond using a light intensity sensor, digital 
temperature sensor, turbidity sensor by distributing multiple nodes in different 
areas. They utilized ZigBee wireless communication, a short communication 
method, for communication purposes [16]. Further, this paper claimed a cost-
effective, low-power transmission system for water quality monitoring in lakes 
around ANNABA reagent. They considered different parameters such as pH, 
conductivity, temperature, oxygen concentration, measured by other Arduino-based 
sensors. The authors suggested a personal computer (PC) as a base station and 
developed a GUI using MatLab software for visualizing data [17]. This study 
described an automated agricultural monitoring system (iAgriMon) that uses a 
hybrid IoT and WSN architecture to monitor temperature and humidity parameters 
in a greenhouse setting [18]. For improving agricultural ecosystems, a web portal is 
used to analyze the obtained data. In addition, the researchers propose an intelligent 
irrigation control system that uses wireless sensor networks, a customized server, 
and a Wemos D1 small (as the main microcontroller) [19]. They applied the T-test 
statistical tool to see if the results are acceptable. They also compared their method 
to the traditional approaches, where results suggested that the proposed method 
outperformed all the other methods. This research described a system that employs 
WSN technology in the IoT platform for water resource irrigation and proper water 
resource usage in Precision Agricultural Farming (PAF) [20]. According to IoT-
based applications, these studies presented the novel framework based on leading 
technologies such as Blockchain, Software-defined networks to innovative fields 
through IoT platforms [21, 22]. Another research claimed that throughput 
maximization, latency reduction, a high signal-to-noise ratio, a low mean square 
error, and increased coverage area promote communication between different IoT 
sensors. They showed that their outcomes outperform traditional IoT-based farming 
methods [23]. In similar work, Temperature, dissolved oxygen, and pH are 
measured by the system, which sends the data to a cloud internet platform via a 
router gateway and can be tracked by smart devices in real-time. This studied 
offered an upgraded WSN that applies a proposed algorithm in a tomato-growing 
greenhouse [24]. They monitored Temperature, humidity, Carbon Monoxide, 
Carbon dioxide, and light intensity and let users set minimum and maximum 
setpoints and time and date-based irrigation management. They focused on tomato 
crop yield has grown by 30%, while Methane Gas, water, and electricity use have 
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lowered by 30%, 24%, and 10%, respectively, compared to the conventional 
method. This research examined an innovative agricultural system based on a WSN 
and IoT with numerous goals, including implementing a real-time approach to 
reduce data loss when transmitting and receiving signals and improving the 
automation system [25]. Furthermore, this research suggested a clustering 
methodology based on a fuzzy method used in agriculture to increase node density 
and coverage area and optimize data link and energy consumption.                           
They demonstrated that the strategy is realistic through simulation because it 
outperforms scalable conditions in the dead final node and half of the node dead 
[26]. Again, this study deliberated a wireless sensor-based approach named cluster 
head selection process into the IoT network [27]. They applied the clustering 
process with low energy consumption to manage the sensor data over the desired 
IoT network [28]. Furthermore, this paper proposed a system to inspect the quality 
of water of Lake Victoria Basin (LVB) in real-time by checking water temperature, 
dissolved oxygen (DO), pH, and electrical conductivity in real-time, using an RF 
transceiver and GPS receiver for transmitting data in real-time [29]. Similarly, this 
study proposed a real-time water quality monitoring system for the River Nile by 
measuring pH, turbidity, and Temperature. They show a prototype that includes a 
temperature sensor, pH sensor, turbidity sensor, Raspberry Pi, some communication 
technologies, a dynamic website, and a mobile application for visualization [30]. 
Additionally, it provided a Water Quality Monitoring System, which uses a 
turbidity sensor, pH sensor, temperature sensor, and DO sensor integrated into an 
Arduino Uno board. For transmitting and receiving values, they considered the 
LoRa module, which uses the LoRa WAN protocol. They visualized their resulting 
data on the Thing Speak IoT platform [31]. Their work is based on three 
fundamental blocks: the water quality monitoring stations, the GPRS data 
transmission modem, and the monitoring station. They employed an A/D converter 
to convert the analog signal into a digital signal. To read digital data, they use IPC. 
The data is sent through the GPRS modem to the monitoring station for analysis 
purposes [32]. Another research [33], a WQM system in which the sensor nodes are 
placed within the riverbed and data is transmitted to the base station using GPRS. 
They allow Raspberry Pi over the SPI interface for interfacing ADC. For enhancing 
efficiency, they use a one-wire communication protocol in temperature sensors. 
Moreover, a water quality monitoring process uses an uncrewed aerial vehicle 
(UAV) robot, which used four propellers. This UAV robot is made of an ATMega 
2560 microcontroller, a temperature sensor, a ph sensor, a water turbidity sensor, a 
GPS sensor, a dissolved oxygen sensor, a 3DR radio telemetry transmitter.          
They developed a GUI at the base station for visualizing the performance of 
different parameter values of water [34]. Similar work, a system that uses a pH 
sensing module, Arduino UNO Board, Temperature Sensing Module, and RF 
Module. They presented Arduino Ethernet Shield as IoT Module, which pushes data 
to cloud storage. An Android OS platform-based mobile application was developed, 
which shows the latest Ph value, temperature, and time stamp. A GUI is also 
extended to show the graphical interpretation of those data for visualizing.      
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Finally, they compared the proposed system result with a standalone RFID system 
[35]. In addition, they considered a sum throughput technique to present the joint 
maximization of energy harvest and information transmission rate where wireless 
information and power transfer are used to harvest the energy from radio frequency 
sources [36]. Similarly, they propose an online monitoring water quality system 
using WSN in Indonesia [37]. They evaluated water quality using Zigbee wireless 
communication. The pH and turbidity sensors determine whether water quality is 
good or bad [38]. They observed flood and water quality using IoT. They combined 
various sensors such as weather monitoring, soil moisture monitoring, and fire 
alarm to implement their method [39]. They projected an intelligent water quality 
monitoring system to prevent the contamination of the water. They build a 
monitoring center where data is analyzed. For data transmission, they used the 
GPRS method [40]. Furthermore, they planned a low-cost and real-time water 
quality monitoring system used in remote lakes, rivers, and other water bodies.  
They proceeded with DO and pH sensors and developed a mobile application to 
check the system efficiency [41]. On the other hand, these studies focused on 
machine learning and deep learning methods to classify water quality conditions. 
They also calculated the water quality index from various sensors [42, 43, 44, 45]. 

3 Materials and Methods 

Wireless sensor networking is used to collect data about various applications, for 
example, residential security, surveillance, and ocean monitoring. The IoT 
motivates the rapid advancement of modern wireless telecommunication and is 
expected to bring avails to a legionary number of application areas, including the 
industrial WSN systems. The proposed system, “IoT and WSN based Effluent 
Treatment Plant Monitoring System,” performs real-time water quality monitoring. 
This section represents the structure of WSN and IoT with their corresponding 
equipment. This system simply includes WSN sensor nodes, Microcontroller, and 
IoT platforms. Figure 1 expresses the simple way to monitor the water quality, 
where the wireless sensors module sent the data to the microcontroller module, and 
the microcontroller module sent the data to the central server. 

 

Figure 1 

Basic Diagram for Water Quality Monitoring System 
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3.1 WSN Sensor Node 

The sensor node plays the main role in our proposed WSN system. It is sorted with 
four sensors and microcontroller units. In this system, four sensors measure pH, 
temperature, turbidity, and flow, which determine the general characteristics of 
water. However, this method allows using more sensors depending on needs.        
The pH, temperature, and turbidity sensors are interfaced with the Arduino mi-
crocontroller to measure the water quality parameter values. Figure 1 shows the 
basic diagram of our proposed system, where Figure 2 shows the schematic diagram 
of the sensor node unit of this system. The sensors are connected to the Arduino 
Uno board to the correct pin, which ensures correct operation and gives the result 
of a different parameter value of water correctly. 

 

Figure 2 

Real-Time Water Quality Monitoring System using WSN 

3.1.1 pH Sensor 

A pH sensor is a scientific device that is used to measure the hydrogen ion activity 
in water. The pH sensor determines pH by measuring the voltage level or the 
difference of the solution in which it is immersed. The logarithmic scale of pH starts 
from 0 to 14. At level 7, we find the water source level is natural. When the level is 
less than seven, then the water has acidic solutions, and if the level is greater than 
seven, then the water has alkaline solutions. A pH sensor got two electrodes, which 
are the measuring electrode and the reference electrode. The positive end of the 
battery is paired with a measuring electrode, and a negative end is paired with a 
reference electrode. The reference electrode will not be changed because it always 
provides a fixed voltage when the pH meter is dipped into the solutions.                    
The measuring electrode provides voltage and sensitivity to the hydrogen ion. If the 
temperature changes, then the differential voltage of the electrode also 
changes.Therefore, we need a temperature sensor. 
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3.1.2 Turbidity Sensor 

The turbidity sensor is the measurement of water transparency. It is used to measure 
total suspend solids (TSS) in water by sending the light beam into the water body. 
This light will then fling by any suspended particles such as soil, silts, clay, which 
enter the water and affect the water body. A light detector is used to measure the 
amount of light that is being reflected back at it. Turbidity is measured in 
Nephelometric Turbidity Units, which is known as NTU. Turbidity values from the 
turbidity sensor can be higher or lower. Higher turbidity means there are lots of 
suspended solids in the water, and light cannot pass through it, which means the 
water is impure. Lower turbidity means the water is pure because there are fewer 
suspended solids in the water, and light can easily pass through it. 

3.1.3 Temperature Sensor 

Temperature is measured through an electrical signal in the temperature sensor.     
As the voltage differences of electrodes change with temperature, a temperature 
sensor is needed. The correction for changing in voltage can also be done by this 
sensor. It requires RTD (Resistance Temperature Detectors) and a thermocouple. 
The RTD is a variable resistance that will change the electrical resistance indi-rectly 
proportional to the change in the temperature in a linear manner where the 
thermocouple is made by two dissimilar metals which are used to generate the 
electrical voltage indirectly proportional to the change in the temperature. For pure 
water temperature value is 27 degrees Celsius. Table 1 represents the pH, 
temperature, and turbidity value and shows in which condition water is pure or 
polluted. The general guideline of pH, temperature and turbidity value in pure water 
is suggested by WHO [46]. 

Table 1 

WSN PARAMETERS VALUE 

Parameter Treated Water Polluted Water 

pH 6.5-8.5 <6.5 and >8.5 

Temperature 20-35 °C <20 °C and >35 °C 

Turbidity <10 NTU >0 NTU 

3.1.4 Flow Meter 

Flow meters measure how much water has gone across it. There are different types 
of flow meters. Among them, Krohne’s electromagnetic flowmeters can be used to 
measure both flow volume and flow rate. This flow meter consists of the sensor and 
converter where the sensor consists of measuring tubes, poles, induction coils, iron 
core, and shell. It works on the principle of Faraday’s law of electromagnetic 
induction. Here, digital pulses act as flow volume and can be paired with a 
microcontroller using a digital I/O pin. We can set 2 flow meters in our proposed 
system. One in the discharging point of ETP and the other in the discharging point 
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of the water tank. Then, we will compare the total amount of water passed through 
them. If their volume is significantly different, then an emergency SMS can be sent 
to the base station. 

3.2 Microcontroller Module 

Arduino Uno R3 isused as a microcontroller module for this system, which includes 
a microcontroller and a C program that determines the behavior of the WSN sensor 
node. Arduino Uno R3 Microcontroller is a free platform that is flexible, convenient 
hardware, and easy operable software which is used to acquire sensor data. Arduino 
Uno Board will analyze and process the data and send it to the server. Whenever 
the pH value goes beyond the 6-8.5 range, Arduino will send an SMS to the 
authority via the GSM module. Similarly, whenever turbidity value goes beyond 
the range, as shown in Table 3, the GSM module will send a message about the 
status of the water quality to the authority. 

3.3 SIM900 GSM-GPRS Module 

A GSM or GPRS module is a circuit or chip which is used to establish 
communication between a mobile device or a computer with a GSM or GPRS 
system. To send the sensors data from the Arduino to the pc, we need a GSM 
module that is compatible with the Arduino. It allows sending SMS via UART using 
AT commands. We can create a send SMS() function in the Arduino 
microcontroller board by using AT commands. This function uses the AT com-
mands such as AT+CMGF=1 ̊and AT +CMGS to send the SMS. A SIM-CARD is 
attached to the module and is used to send the message to the authority. This module 
can connect to the internet over the GPRS network. GPRS network provides 
moderate-speed data transfer using unused time division multiple access (TDMA). 
SIM900 GSM-GPRS module can transfer sensors data from the Arduino to the IoT 
cloud server platform using HTTP POST-GET request. 

3.4 IoT Platform 

An IoT platform is a technology which got more than one layer. It communicates 
data between a hardware device and cloud storage [47]. Currently, the IoT platform 
gives users a built-in feature, which makes it easy to create program applications 
for connected hardware devices, and it also takes care of cross-device compatibility, 
data security, and scalability. Key technologies that are related to the IoT are sensor 
node technologies, including wireless sensor networks, miniaturization, and nano-
technology. As IoT is related too many wireless sensor devices, it produces a large 
number of data, which is also processed by IoT. Basically, IoT consists of three 
layers 1) Application layer 2) Network layer 3) Perception layer [48]. The data 
acquisition interface is designed by the perception layer of IoT, which includes 
sensors, cameras, RFID readers, and various data collection terminals. The data 
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acquisition interface plays a vital role in the collaboration and integration of 
environments and for collecting the sensor’s data. Effluent Treatment Plant can be 
monitored by the water quality monitoring method. Water quality monitoring is one 
of the major IoT application fields because it adopts sensors to determine the water 
quality factor value and detect pollution. That collection of sensors data can be 
transmitted to the IoT cloud server using the GSM module. 

3.4.1 Thingspeak 

There are so many IoT platforms that we can use to store, process, and analyze the 
sensor’s data. Some of the IoT platforms are Microsoft Azure IoT,Amazon Web 
Service or AWS, Google Cloud Platform, Thingspeak, Thingworx, Cisco to IoT 
CloudConnect, etc. Among them for our method, we use the Thingspeak cloud 
server, which is an open data platform and API for the IoT, which will help you to 
store, collect, process, analyze and act on data from sensors. It is also user-friendly 
and provides data security and free access to the cloud. The sensor node will send 
data to the cloud to store in the channel of Thingspeak. Thingspeak channel supports 
eight channels in which we use three channels, such as pH, Temperature, and 
turbidity. Through this process, we can analyze, visualized, and calculate new data 
and also interact with social media. The data are coming from the sensors  organized 
in the cloud in the form of plots, charts, graphs using analytical tools online. 
Thingspeak also provides access to MATLAB to provide sensor data. One can react 
both in new data and the raw data in each channel and also can help the devices to 
execute by using the commands. Thingspeak cloud server can send the data to the 
PC in an EXCEL form which is real-time. The collection of the sensor data in real-
time is shown in the data collection section. 

3.5 WSN Power Supply 

In the WSN system, sensor nodes are situated at a remote distance. So the power 
supply becomes a major issue here. There are many methods to power the sensor 
node. Using a battery is one of them. But the battery energy is limited, and replacing 
batteries is not easy. Different energy harvesting methods like solar panels can be 
used to recharge the battery. This system uses a 3.7 V 6 AH rechargeable polymer-
lithium-ion battery, which is used to power the sensor nodes. This battery has a 
longer lifespan and also has an excellent self-discharge rate. We will use a solar 
panel in the future to recharge the battery so that it can save battery power. 

3.6 WQI Calculation 

A detailed method of WQI calculation can be found [49], but a brief discussion of 
this method can be found here. To evaluate water quality, we use the scale, which 
is proposed by Ramakrishnaiah et al. [50] that is shown in Table 2. 

 



I. Khan et al. IoT and Wireless Sensor Networking-based Effluent Treatment Plant Monitoring System 

‒ 214 ‒ 

Table 2 

Water quality scale based on WQI 

Water Quality Class WQI value 

Excellent <50 

Good 50-100 

Poor 100-200 

Very poor 200-300 

Unsuitable >300 

WQI can be calculated using the following equation (Brown et al. 1970) [51] 

                                         𝑊𝑄𝐼 = ∑ 𝑤𝑖𝑞𝑖∑𝑤𝑖𝑛𝑗=1                                                                (1) 

Where, wi=unit weight of jth water quality parameters, qi= Quality rating for the 
jth parameters. 

For calculating the WQI, four steps are required. 

Step 1: We have selected two variables pH and turbidity for calculating the WQI. 
We use the standard value of the water quality recommended by WHO [46]. 

Step 2: Quality rating(qi) can be calculated using the following Equation 2. 

                                        qi = (Va−Vi)(Vs−Vi)×100                                                               (2) 

Where, qi =Quality rating for the jth water quality parameters, Va : The monitored 
value of the (jth) parameterat a given sampling station, Vi : ideal value for the jth 
parameters. For pH, the ideal values is 7.0 and for the turbidity variable the ideal 
value is 0, Vs : the standard value of jth parameters. 

Step 3: Unit weight (wi) can be calculated using the following Equation 3. 

                                         𝑤 = 𝐾𝑆𝑖                                                                              (3) 

Where, w : unit weight for the jth water quality parameters, Si : standards value for 
the jth water quality parameters, K: relative constant. 

Step 4: The calculated WQI values are classified into five groups. Good water 
quality is given a low range, and bad water quality is given high range of WQI 
value. 

4 Results Analysis 

In this section, we show how we collect sensors data from our experiment. We also 
show a hardware simulation of how the temperature, pH and turbidity sensors are 
connected to the Arduino Uno R3 board. For collecting the data from the sensor 
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node, we use a Thingspeak IoT cloud server. The addition of the GSM module 
allows the system to be more robust and flexible. GSM module allows the sensors 
to send data to the IoT cloud server. The data collection procedure is shown in 
Figure 3. 

 

Figure 3 

Data Collection Procedure 

The optimum pH range for treated and untreated water are shown in Table 1.           
IoT cloud server will send the data to the corresponding PC in real-time, which is 
shown in Table 3. Table 3 shows the CSV file generated by the Thingspeak server 
once data from the GSM module is retrieved. Because of the Thingspeak server-
internal mechanisms, the header of this CSV file is fixed to field1, field2, and field3.        
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Here, field 1 indicates pH (ranges from 0 to 14), field 2 indicates temperature (in 
degrees Celsius), and field 3 indicates turbidity (in Nephelometric Turbidity Unit). 

Table 3 

Experiment Value 

created_at entry_i field 1 field 2 field 3 status 

2020-01-24 11:41:00 +06 1 9.242 26.095 0 Treated 

2020-01-24 11:46:00 +06 2 9.344 25.73 0 Treated 

2020-01-24 11:51:00 +06 3 9.444 26.277 0 Treated 

2020-01-24 11:56:00 +06 4 9.648 25.182 0 Treated 

2020-01-24 12:01:00 +06 5 9.545 25.73 0 Treated 

2020-01-24 12:06:00 +06 6 9.495 25.365 0 Treated 

2020-01-24 12:11:00 +06 7 9.091 25.182 0 Treated 

2020-01-24 12:16:00 +06 8 8.99 24.818 445 Untreated 

2020-01-24 12:21:00 +06 9 8.889 24.635 620 Untreated 

2020-01-24 12:26:00 +06 10 8.485 24.635 1942 Untreated 

2020-01-24 12:31:00 +06 11 7.929 24.635 3 Treated 

2020-01-24 12:36:00 +06 12 8.232 24.453 1093 Untreated 

2020-01-24 12:41:00 +06 13 8.737 24.635 2204 Untreated 

2020-01-24 12:46:00 +06 14 8.737 39.599 3036 Untreated 

2020-01-24 12:51:00 +06 15 8.333 43.613 3004 Untreated 

2020-01-24 12:56:00 +06 16 7.727 28.102 0 Treated 

2020-01-24 13:01:00 +06 17 9.293 25.365 1518 Untreated 

2020-01-24 13:06:00 +06 18 9.404 24.635 0 Treated 

2020-01-24 13:11:00 +06 19 9.646 24.635 1685 Untreated 

From this Table, we show that data is coming to the PC in real-time. The graphical 
representation of pH, temperature, and turbidity value is shown in the discussion 
section. For hardware simulation, we use Fritzing software, which is used primarily 
for performing schematic capture and allow us to simulate the circuit we design. 
Using Fritzing software, we simulate how the LM35 temperature sensor, SEN0161 
pH meter, and SEN0189 turbidity sensor sends data to the ArduinoUno R3 board. 
The simulation process is shown in Figure 4. In the simulation process, we con-nect 
the LM35 VCC pin to the +5V of the Arduino board. As the LM35 output pin 
produces analog data, so this pin is connected to the ‘A1’ pin of the Arduino Uno 
Board. This pin will allow receiving analog values from an exterior origin.             
The other pinis paired with the GND of the Arduino Uno board. Since pH and 
temperature sensors are also produced output as analog data, the pH sensor is 
connected to the ’A0’ pin, and the turbidity sensor is connected to the ’A2’ pin of 
the Arduino Uno Board. The other pin is connected to Arduino Uno as the LM35 
temperature sensor is connected. We use a serial monitor from the Arduino IDE 
software in PC, which is used for checking the values of temperature, pH, and 
turbidity. The serial monitor looks like the LCD monitor, which is also used for 
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showing the parameter values. The calculated WQI values for some of the sample 
data are shown in Table 4. Comparing the result with our cloud status, it shows an 
excellent result. 

 

Figure 4 

Hardware Simulation Process of Sensors 

Although some of the cases can cause problems such as when the cloud server 
reports that the water quality is treated, but after calculating the WQI, we find that 
the quality of the water is very poor. 

Table 4 

WQI values for sample data 

pH Turbidity WQI Status 

9.242 0 224 Very Poor 

7.929 3 106 Poor 

8.99 445 2177 Unsuitable 

8.485 1942 8780 Unsuitable 

7.727 0 73 Good 

9.646 1685 7753 Unsuitable 

5 Discussion 

The proposed method can be implemented in the industry to check water quality in 
real-time. The results of the method are analyzed and discussed in the context of 
each scenario. Wireless sensor nodes act as a major role in the whole proposed 
system. Arduino Uno R3 collects the data from the sensor node. Here, we developed 
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a program and uploaded it to the microcontroller, which allows the system to collect 
data every 5 minutes. Once the data is calculated, the data is passed to the 
Thingspeak IoT cloud server using a GSM-GPRS model. IoT cloud server will send 
the data to the PC in real-time. The performance of the pH, temperature, and 
turbidity sensor data in the Thingspeak IoT cloud server is shown in Figure 5, 6, 7, 
which represents how data from the sensor node coming to the Thingspeak IoTcloud 
server in real-time. Compare to the other methods used for water quality monitoring, 
our method shows an excellent result and proved to be more effective. Here, our 
fundamental goal was to monitor the ETP. To monitor the ETP, water quality 
monitoring is also required. Most of the method used previously is based on just 
water quality monitoring. In industry to monitor industry wastewater, it is 
completely a different scenario. Here, we have to consider the environment and also 
calculate the value in real-time, but most of the methods like paper [15], [16], [31], 
they use light intensity sensor or turbidity sensor for water quality monitoring.         
In our method, we use the turbidity sensor, which is more effective in the industry 
and shows the exact result. Another method like paper [31] they use an ESP32 Wi-
Fi module to send the data to the IoT cloud server. For the wifi module, it requires 
a router to get internet, which may not be possible in the industry. But in our 
proposed system, we use a GSM module where a SIM-CARD is attached. We can 
send data to the cloud using the GSM module easily. Thi IoT cloud server is 
connected to the internet, which uploaded the data into the PC. Using the data, the 
authority could easily monitor the quality of water. In our program, we also build 
an emergency situation, when the water quality crosses the danger limit, an 
emergency SMS will be sent to the corresponding mobile phone. The proposed 
system gives authorities the ability to check water quality parameters at the 
industrial water discharge site in real-time. Thus authority can easily monitor 
whether a particular industry discharged water is polluted or not. 

 

Figure 5 

pH Data in Cloud 
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Figure 6 

Temperature Data in Cloud 

 

Figure 7 

Turbidity Data in Cloud 

The status of the data is shown in the Figure 8. 

 

Figure 8 

Status 
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Conclusion 

In this work, our goal was to monitor the Effluent Treatment Plant using a wireless 
sensor network in real-time. This proposed system shows an approach for water 
quality monitoring using a wireless sensor network, which is automated, cost-
effective, real-time, server-based, and more effective. We already demonstrated our 
field test result with appropriate calibration, which proves that the system can 
monitor water quality parameters tirelessly and send those data to the cloud server. 
Current procedures that are used in Bangladesh are expensive, non-real-time, and 
time-consuming. The problems that can affect our system are if the internet speed 
is slow, then the system will take time to send data. In the future, we will use 
machine learning to detect whether the water is clean or polluted. We will use more 
advanced software for our simulation purpose. 
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Abstract: Li-ion batteries have become a widespread solution for modern energy storage 

systems, both for e-mobility and stationary storage. SOC and SOH estimation of batteries 

has great importance from both technical and economic aspects. There are many ways to 

estimate SOC and SOH with different complexity and accuracy rates, our paper focuses 

mostly on SOH. At first, this paper gives a brief review of possible methods of SOH 

determination. From these methods, one way is developed to measure an indicator related 

to SOH, and from the indicator estimating it. In our paper, we analyzed the connection 

between SOH and self-discharge for different time periods. The capacity degradation was 

measured with a high current, that closely resembles modern e-mobility applications. After 

that, from our experimental data, with the measured self-discharge, the final best-estimated 

SOH value in the range of ± 3% is achieved. 

Keywords: battery; Li-ion; state-of-health; self-discharge; degradation 

1 Introduction 

Nowadays, it is becoming a more and more important task to estimate battery cell 
SOC (state-of-charge) and SOH (state-of-health), both in e-mobility and stationary 
energy storage systems. The main focus of these is application dependent, though 
there are some basic criteria in accuracy, speed, and robustness. It is application 
dependent as in the case of SOC there are several electrochemical-based 
differential equations accurate enough, but they cannot be implemented on 
microcontrollers or FPGA due to their limited calculation capacity. There are 
simplified equations based on equivalent circuits or coulomb counting algorithms 
combining SOC estimation with other measurable quantities such as OCV (open-
circuit voltage). However, some basic difficulties can be handled differently. First 
of all, there is the problem with the non-linearity of the SOC-OCV relationship 
that can be solved either by different methods, like the Kalman-filter-based 
method [1] or piecewise linear interpolation method [2]. An issue with these 
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methods is that they may require information on the individual cell that is not 
available as manufacturers keep them as an industrial secret. From an economic 
point of view battery degradation cost shall be considered in the design phase of 
an energy storage system as shown in [3]. 

Battery health is usually connected with capacity fade and internal impedance 
increase, in the case of direct measurements. For capacity measurements, a precise 
current measuring device is required, as the SOC is an open-loop integral.            
In addition, the measurements shall be carried out with low current in terms of     
C-rate. Impedance measurements depend on the used battery model. One of the 
most complex ways is the electrochemical impedance spectroscopy (EIS) that 
gives the impedance values for a great range of frequencies [4]. In the case of a 
2nd order, that was presented in [5] and used in many applications for example in 
[6]. Considering two RC branches the question is the determination of R0, R1, and 
R2 (R1 and R2 are sometimes named short and long referring to the time constant). 
In the advanced model, the hysteresis of these values is also considered, which 
means these values are dependent on the current direction (different resistance for 
charge and discharge). An indirect often used method is based on the investigation 
of OCV or pseudo-OCV curves. OCV is the no-load voltage of a battery, after a 
given relaxation period. This measurement takes time, therefore sometimes a so-
called pseudo-OCV curve is used, constant current discharge with current below 
C/25. All these measurements require time and a proper testing device, for 
application the latter is sometimes not available, and in this case, the self-
discharge measurement could present an acceptable estimation of the SOH. 

This paper has the following structure, following the Introduction. In Section 2, 
State-of-Health Estimation, existing SOH estimation methods will be presented. 
Then in Section 3, Self-Discharge is presented, the authors present the most 
common literature concepts for self-discharge modeling and present a model for 
which the estimation will be applied. Following, in Section 4, Measurements 
experimental setup will be presented including the measurement devices and the 
selected cells and the measurement process will also be discussed. After this, in 
Section 5, the measurement results will be presented and evaluated in Section 6, 
the Measurement results. From the measurement results, a method for simplified 
capacity estimation will be discussed in the following Section 7, Estimation. 
Finally, Section 8, provides the Conclusions of our work, with the summarization 
of the measurements and all estimations. 

2 State-of-Health Estimation 

There are several possibilities for SOH estimation. In most cases, SOH decrease is 
connected to either the loss of available capacity or increasing internal impedance 
(especially in equivalent circuits). Most information comes from the post-mortem 
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analysis of a battery cell [7]. In their analysis, D. Aurbach et. al examined a 
18650-size cell from LG chem, with around 1800 mAh capacity [8]. They cycled 
the cells at two different temperatures (25°C and 40°C) for about 250 and 300 
cycles, respectively. At 25°C the cells reached 80% of their capacity after 230-250 
cycles, while at 40°C experiments 140-160 cycles according to their results. They 
observed both the anode and cathodes with SEM (scanning electron microscope) 
and compared the Nyquist plots of EIS measurements. Four possible reasons were 
presented for capacity fading: degradation of active mass on the anode; 
degradation of the solution; degradation of active mass on the cathode; reactions 
on the surfaces of both electrodes elevating their impedance, hence increasing the 
impedance of the whole battery cell. Waldmann et. al [9] examined 18650-size 
NCA/graphite cells with a wider temperature range. Their experiments were 
conducted at 0°C, 5°C, 25°C, and 45°C. In their study, they recorded the voltage 
relaxation for 4 hours from the end of the charge. Their discharge method for the 
3250 mAh capacity cells used a relatively small discharge current, 0.5C. They find 
that at low temperatures (0°C) the main aging factor is Li plating, while at higher 
temperatures (45°C) it is related to SEI growth and adhesive loss of active 
material. In [10] the authors give a review on calendar aging mechanisms of 
different cell chemistries. In their paper, they compared calendar capacity loss and 
resistance increase of the different cell chemistries at different SOC levels and 
temperatures. Results show that different ambient temperature and SOC level has 
different effects on different cell types. As an example, for their paper, an LCO 
chemistry cell tolerates high temperatures from a calendar capacity fade point of 
view around 80% SOC level. On the contrary with 80% maximum SOC a bigger 
battery would be required for the same energy or performance. That would mean a 
serious disadvantage in applications where mass or volume limitations are present 
for example an aircraft. Unfortunately, post mortem analysis can give details only 
after the cell died. For similar reasons, other invasive methods cannot be applied 
as well. For non-invasive methods, there are two major categories either based on 
voltage signal or non-voltage signals. Voltage signal-based measurement methods 
typically use OCV, impedance, electrochemical parameters. Other non-voltage 
signal-based methods are temperature, ultrasound, and force measurement [11].  
In [12] authors used a resistance-based two-tier DC load pattern, and a discharge 
and relaxation method for OCV, and an equivalent circuit real-time estimation 
method. The discharge phase lasted for one hour, while the relaxation was chosen 
to be two hours. In their experiments, Lüders et al. [13] has already examined the 
relation of Li plating and voltage relaxation curves. As indicated previously the Li 
plating occurs at low temperatures, therefore their experiments were performed at 
-2°C. For discharge they used low discharge rates for standard CC-CV (constant 
current-constant voltage) charge varied from 0.05 to 1 C. Voltage relaxation in 
their measurements was recorded continuously for 4 hours. The main goal in 
selected papers was to show the main factors affecting the battery SOH, and the 
methods that help in its estimation. There is another possibility used in measuring 
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SOH, it is based on the voltage change during discharge, Differential Voltage 
Analysis, used in [14] to give a mathematical model for health decrease. 

Usually, in the previously mentioned methods, the basic concept is to find a 
measurable quantity that is closely related to the degradation of the battery. In this 
paper, we observed the self-discharge of a chosen cell that undergoes continuous 
capacity fade during the first half of the cell lifetime. Capacity fade is reached on 
one hand with high C-rate discharge [15] and on the other hand with charging and 
storing the cell around 4.2 V (~100% SOC) [16]. In our measurement, we chose a 
cell that can be used in e-mobility applications, as there is a need for higher C-rate 
discharge in these applications. In their review, Barré et. al [17] compare battery 
aging estimation methods, based on five main aspects (adaptation, precision, 
operation without data, real-time application, and prediction). The compared 
methods: direct measurement; equivalent circuit method; electrochemical model; 
performance models; analytical model and statistical method. From their 
comparison, direct measurement is the best at adaptation and precision, while in 
real-time application and prediction is the worst. From the already developed 
methods, electrochemical models are the most precise, though their adaptation is 
rather challenging. Statistical methods are the easiest to adapt, while cannot 
operate without data. The other methods are between these highlighted ones. 
During the presented measurements, the capacity was directly measured for 
comparison with the estimated values. In our experiments, we analyzed the 
connection between self-discharge and capacity fade. With the presented method a 
new SOH indicating factor is presented, that can be used both for individual cell 
SOH estimation and estimation of battery packs or swappable battery modules. 

3 Self-Discharge 

The self-discharge phenomenon is present for all types of batteries such as lead-
acid, Ni-MH, and of course for Li-ion. As our measurements were performed with 
Li-ion cells, their self-discharge will be discussed in short. The mechanism is 
related to SOC, electrochemistry, electrolyte, chemical reactions, and temperature 
[18]. From the internal reactions point of view, it is strongly related to the so-
called SEI formation [19]. 

This SEI layer consumes intercalated Lithium both during charge-discharge 
reactions and self-discharge [20]. SEI formation is in connection with irreversible 
capacity loss as well. Beyond of SEI layer, in [21] it was discussed how the 
electrolyte can contribute to self-discharge in the case of a solution of LiPF6 in 
linear and cyclic carbonates. Besides the reactions of the electrolyte, there are 
several processes causing self-discharge as well. Reactions such as internal 
electron leakage, dissolution of active electrode materials, corrosion of current 
collectors, and parasitic electrochemical reactions on the electrode surface 
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according to [22]. For simulation of self-discharge, there are semi-empirical 
models developed based usually on the Butler-Volmer equation and Nernst 
equation, as presented in the overview on the self-discharge topic of the authors 
[23]. From those methods, the one developed by Galushkin et al. [24] and adapted 
to Li-ion batteries by Deutschen et. al. [25] is used for estimation. They derived 
two equations for approximate voltage decay one for short term (1), and one for 
long term (3), with switching from short term to long term around the 25th day. 

  (1) 

This short equation is formally very similar to the so-called Nernst equation [26]. 
It has five parameters, from which b can be further expressed (2). 

  (2) 

For Li-ion cells z = 1 (as the number of electrons involved in the electrode 
reaction [26]), F is the Faraday constant, R is the gas constant, and T is the 
absolute temperature. From (2) it is obvious that Vt depends on temperature as 
well, and with knowledge of the temperature value b can be calculated. 

  (3) 

Long-term approximation (3) has similar parameters, the difference is that in (1) 
an initial voltage is given, while here a stationary voltage is used. 

4 Measurements 

In this section, the measurement setup, chosen cell, self-discharge phenomenon, 
and the measurement process are presented. Since the aim of the measurements 
was to observe the degradation of the chosen battery cells that can be used in       
e-mobility applications. For this purpose, the cells were discharged with a high 
constant current rate (4C) as e-mobility applications like electrical aviation 
requires quite high discharge rates, opposing stationary storage systems, where the 
load can be rather low [27]. The selected current rate will be further explained in 
Subsection 2.1 selected cells. 
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Figure 1 

Schematic diagram of the test setup 

Figure 1 shows the measurement setup schematic. The tested cells are connected 
to the iCharger Duo 4010 device for charging and discharging. As the iCharger is 
capable of voltage measurement as well the digital multimeter is not used during 
this phase. For open-circuit voltage (OCV) only the 6½ digit Keysight multimeter 
was used, as it provides more precise values. During the measurements, ambient 
conditions are recorded as well (e.g. temperature). The list of the equipment can 
be found in Table 1. 

Table 1 

Devices used in the measurement 

Device Measurement type 

Keysight 34461A (6 ½ digit multimeter) OCV 

Junsi iCharger Duo 4010 Charge and Discharge voltage and current 

Testo 622 (Scientific Ambient Monitor) Ambient conditions 

4.1 Selected Cells 

The selected cells for the measurements were Panasonic UR18650NSX type [28]. 
These are cylindrical 18650 size cells with a 2.5 Ah rated capacity. According to 
its datasheet, a cell can be discharged with continuous 10C, that is 25 A, tough 
around 20% of SOC the battery temperature reaches 80°C. That is why a 10C 
discharge rate may not be preferable for e-mobility applications, while in the 
range of a bit smaller discharge rate (8C) the cell temperature remains below       
80 °C. In our test method, 4C constant current discharge was selected, as it is still 
a high current value (10 A) and the cell delivers performance as well. Beyond 
power and energy considerations it is also an important factor that the temperature 
of the cells remains certainly at an acceptable level. The manufacturer provides 
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information on the cyclic performance of the battery cell with 4C and 10C 
discharge rates. In the first case, the cells reach 80% of their initial capacity during 
300 cycles, while in the second case during 200 cycles. This also means that a 
higher discharge rate has a negative effect on the cycle life of a cell. The reason 
for choosing this cell is the possibility of high discharge rates that is essential for 
e-mobility applications where the required performance can be very high. Another 
aspect of the selection was the relatively high energy density of the cell, 
approximately 204 Wh/kg gravimetric and 514 Wh/l in volumetric means 
according to the datasheet. 

4.2 Measurement Process 

These measurements aimed to examine the effects of this high current discharge 
on the self-discharge of the cells. Therefore, the open-circuit voltage (OCV) was 
measured 10 min, 24 h, 48 h, and one week after fully charging the cells. The 10-
minute measurements were done after each charging, but for obvious time 
limitations, the other three (24 h, 48 h, and one week) were done only after 10 
cycles. After charging the cell the voltage decreases relatively fast, due to 
polarization, a 10-minute relaxation time was chosen for OCV measurements 
similar to [29], where the authors used from 6 minutes to 5 hours relaxation times. 
In [30] the authors find that the steady-state is reached in the range of 24 h. In the 
presented measurements one cycle means one full discharge and recharge. 

Altogether 5 Panasonic URNSX cells were tested. Originally there were 6 cells 
but after 35 cycles of testing, one of them had to be terminated due to some 
mechanical damage. The mechanical problem was independent of the test 
procedure. Altogether 100 full cycles were done. 

The test contained three major parts: 

• Charging the cells to 100% SOC (CC-CV) 

• Relaxation 

• Discharging with 4C until 2.65V (CC) 

During the initial phase, before the first discharge, of the test, cells were charged 
to maximum SOC, and for a week. During this initial relaxation period, the OCV 
of the cell was measured after 10 min, 24 h, 48 h, and a week. Then another 
charging started to compensate for the slight capacity loss due to self-discharge. 
The next step was the discharge with 4C, after that charging again and relaxation 
for 10 min, and OCV measurement. These were repeated 10 times, that is 10 
cycles altogether. After the tenth cycle, a longer relaxation period started for a 
week, measuring voltage the same way in the initial phase. The charging step was 
performed according to CC-CV protocol, wherein CC phase 1C (2.5 A) was used. 
In the CV phase the target voltage was 4.2 V. In cases of charge after the relaxing 
period, only the CV phase was performed. For discharge, as mentioned 



M. A. Sőrés et al. Analysis of the Relation between State of Health and Self-Discharge of Li-Ion Batteries  

 – 232 – 

previously, a 4C constant current was used with cut-off voltage 2.65 V as a safety 
limit as opposed to the 2.5 V. During the discharge phase cell voltage [V], current 
[A], and relative time [s] were recoded, while capacity [mAh], power [W], and 
energy [Wh] were calculated from them. During each test step, ambient conditions 
were recorded. These are: temperature [°C], relative humidity [%] and air pressure 
[hPa]. 

5 Measurement Results 

5.1 Capacity Measurement 

During the capacity measurements, the original six cells were cycled. They were 
labeled from S10 to S15. Measurements of S14 were terminated, due to some 
mechanical damage, not related to the charge-discharge cycles. In this section, 
some graphs from the discharge measurements are shown. Capacity was 
calculated by the Coulomb counting (or Amper counting) method. The method is 
described by (4) based on [31]: 

   

 (4) 

According to (4) the state of charge consists of two parts SOC0, the initial SOC (in 
the presented case always 100% at the start of discharge. The other term is an 
integral of the charge or discharges current between the initial time t0 and t. As 
SOC is a percentage the result of the integration is divided by the term Qr, the 
rated capacity from the datasheet. Since the capacity of a new cell usually differs 
from Qr, because of different ambient conditions for example; and in our 
measurement, the used discharge was not the datasheet specified method (not 
measured at 20 °C) therefore the initial capacity was used through the whole 
measurement. The constant η is called the coulombic efficiency, for Li-ion 
batteries, it is very close to 1 [32], therefore it is considered to be constant 1. In 
this paper the capacity of the cell is denoted by Q, to avoid any confusion with the 
current rate C. 

Fig. 2 shows the voltage of one battery cell during 4C constant current discharge 
during the first 20 cycles. The voltage maximum during charge was set to 4.2 V, 
the initial voltage at the start, after 10 minutes relax, was between 4.189 V and 
4.178 V depending mostly on the ambient temperature. The cut-off voltage was 
set to 2.65 V during all discharge cases to ensure a safer operation and not to reach 
deep discharge accidentally. In practice under about 3 V with load, the cell voltage 
drops more and more fast. At this range, the remaining capacity is relatively small, 
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while the temperature increases fast. This temperature rise can be explained by the 
increasing serial resistance at low SOC values from the equivalent circuit point of 
view. From Fig. 2 it can be seen that at the first 20 cycles the cell performance 
slightly decreased, as at the first cycles the discharge took about 830 seconds, 
while at the end of the sequence it took only 820 seconds. The nominal time for 
4C discharge would be 900 secs or 15 minutes. The difference from the ideal 
quarter-hour measurement time, is probably because the voltage did not reach 2.5 
V and the cells themselves have some difference from catalog values. 

 

Figure 2 

Voltage vs. time of one cell during the first 20 cycles 

On the aging of the cells, not the first 20 cycles would give information but all the 
cycles. Since the one-week relaxation occurred only after 10 cycles, therefore, the 
measurements after these relaxation periods are shown in Fig. 3. 

 

Figure 3 

Cell Voltage of one cell during cycling, only every 10th cycle presented 
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Voltages at end of the measurement, only the last 150 seconds, are shown in the 
upper right corner of Fig. 3 as well. It shows that at the first cycle, with fresh cells 
the discharge took the most time, from 10th to 40th the time is very similar to each 
other. From the 50th, the second half of our tests it monotonously shortens from 
around 810 seconds to 785 seconds. 

Figure 4 shows the measured capacity in percentage of all the five cells and their 
average value (red line). The capacity should monotously decrease with cycling, 
but in Fig. 4 there are some local minimums, after which capacity seems to be 
growing a bit. These are because of the so-called overhang effect discussed in 
depth in [33] and [34]. Briefly, as the anode is designed to be slightly wider than 
the cathode, some Li atoms can diffuse to this region in case of longer storage 
periods. The apparent capacity loss is slowly reversible with cycling, that is the 
reason of this curve. The overhang effect is significant in higher SOC ranges. 

For simplification reasons, the measured capacity of the first discharge 
measurement is considered to be 100%. From Fig. 4 and Fig. 5 it can be seen that 
during the first 15-20 cycles capacity fade has a higher slope after that the slope 
decreases and becomes almost constant until the 100th cycle. As the five cells 
follow a very similar pattern in Fig. 5 only the average relative SOC decrease will 
be presented with a linear approximation of their slope. The yellow line is the 
approximation of the slope of the first 15 cycles the orange line is the remaining 
85 cycles. Their equation is presented on the diagram; their color is respective to 
the line color. From the equations it can be stated that the slope of the first 15 
capacity results is almost 3 times bigger, in absolute value (0.159 [% / cycle]), 
than the measurements after that (0.57 [% / cycles]). 

 

Figure 4 

Relative capacity of the cells 
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Figure 5 

Slope of capacity decrease (first 15 cycles yellow; last 85 orange) 

If we neglect the rapid capacity decrease during the few cycles in the beginning it 
is possible to fit a linear curve to the measured values shown in Figs. 5 and 6.   
The orange curve was created with the MATLAB curve fitting tool, and the 
average measured values. The fitting algorithm was set to Linear-Least Squares. 
The equation of the curve is in Eq. 2. 

  (5) 

In Eq. 2 Q is the capacity, cyc is the cycle number, qd (capacity decrease) and q0 
(initial capacity) are coefficients with values -0.0569, 98.67 respectively, with 
95% confidence bounds. 

5.2 OCV Measurement 

In this section, the results of the OCV measurements will be presented.                
As described in section 2.3. the 24 h, 48 h, and 1-week measurements were done 
only after 10 cycles, therefore only 10 measurements results are shown in Fig. 6. 
For simplification reasons, only the average of the cell voltages will be presented. 
In addition to the measured values, a linear trendline is presented as well.          
The trendline was created with MS Excel's built-in function. The measured 
voltages at 30th and 70th cycles were rather outlier values, probably because of 
some errors. Therefore, they are omitted in the following estimation methods. 
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Figure 6 

Measured OCV after different relaxation times 

It can be seen from the figures that the measured voltages have a decreasing 
tendency, as expected. The red plus signs and dashed trendline belong to the 10-
minute measurements, the yellow circles, and the dashed trendline to the 24-hour 
relaxation times. Magenta stars and green crosses and dashed linear trendlines 
belong to the 48 hours and one-week relaxation, respectively. If we compare the 
diagrams it can be stated that the slope decreases with the relaxation time for 24 h, 
48 h, and 1-week OCV data, for 10 min measurements there is a negative slope as 
well, but it is more similar to the 1-week measurements than to the 24 h or 48 h. 
The voltage decrease values are summarized in Table 2. 

Table 2 

Voltage decrease after specified relaxation time 

Relaxation Period vd [μV/cycle] v0 [V] 

10 minutes -27.54 4.171 

24 hours -92.11 4.164 

48 hours -69.84 4.161 

1 week -16.47 4.153 

6 Estimation 

In the previous section, it is presented that both capacity and open-circuit voltages 
tend to decrease with cycling. For the voltages, the decrease is different for 
different relaxation times. This section aims to observe the estimation results for a 
capacity fade with the help of different voltages. As shown in Fig. 6 the decrease 
of the average measured capacity values is around 0.057% (relative to the first 
capacity measurement) per cycle. This information is not available generally, only 
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after long battery cycling processes. On the other hand, manufacturers usually 
provide some information on cycling characteristics for the battery cell, that can 
be used for estimation. This is shown in Fig. 7. 

 

Figure 7 

Cycling characteristics of the Panasonic UR18650NSX cell [28] 

The manufacturer in this case gave two cycling curves for two different discharge 
currents. Blue is for 10 A discharge current, which corresponds to 4C, and red 
curve for 20 A that corresponds to 8C. As our measurements are concluded with 
4C, the blue curve is used. From the datasheet curves Q(1), as the initial capacity 
of the cell and Q(100), capacity after 100 cycles are used. As another point for 
linear estimation Q(100) is chosen as our measurements lasted only for 100 
cycles. From Fig. 7 Q(1) is 2510 mAh, Q(100) is 2360 mAh. Capacity decrease is 
around 150 mAh for 100 cycles, the qd value become 0.06 % / cyc. This value 
aligns with the measured discharge rate quite well. 

Voltage decrease will be estimated based on Eq. 1. As previously mentioned the 
equation has two independent variables t and T. This would lead to a surface 
fitting problem. Unfortunately, the measured temperature values are from a very 
narrow range. The minimum temperature was 23.5 °C, the maximum was 26.6 °C. 
In terms of b, the minimum would be 38.7 the max would be 39.1. That would 
give questionable results regarding surface fitting. Therefore, instead of using 
individual T values for the fitting, the average will be used, it is 25.5 °C. With this 
approximation Eq. 1. will be simplified in a way that it contains only two 
parameters shown in Eq. 5. 

  (5) 

Note that Vt,0 is not changed, b is constant, and p incorporates the original 
parameters I0, V0 and, C. Simplification was necessary because the original 
equation continued four parameters (considering b constant). The measured 
voltages after 10 minutes, 24 hours, 48 hours and, 1-week would make it possible 
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to fit the original curve, however, the 10-minute voltage measurement has to be 
excluded from the curve fitting, as it is not part of the self-discharge period, but 
the relaxation after current flow. From an equivalent circuit method point of view, 
only the terminal voltage (Vt) can be measured without disassembling the cell. 

 

Figure 8 

Li-ion battery model with one RC branch [35] 

That means measured Vt has two terms, open-circuit voltage, and the voltage of 
the R1-C1 parallel term. This voltage decreases to zero in time, according to their 
time constant. A similar idea applies in the case of more parallel RC branches. 
The time these voltages are negligible depends on the model, can last from 
minutes to several hours [36]. 

For estimation and validation the measured cells are split into two sets. Parameter 
estimation was performed on the first set: S10, S11, S12 cells. These cells are 
referred as estimation set. The validation was performed on the second set: S13, 
S14 and S15. Unfortunately, S14 was withdrawn from the measurements, as 
previously mentioned. These cells are referred as validation set. 

With MATLAB Curve Fitting Toolbox, parameters Vt,0 and p were fit to the 
measured voltage points. Table 2 shows the parameters, R-square and, RMSE 
values. 

Table 2 

Curve fitting results 

 Vt,0 p R2 RMSE 

10 4.158 0.001722 1 - 

20 4.16 0.001722 0.9893 0.000430 

40 4.159 0.001825 0.9889 0.000461 

50 4.159 0.001582 0.9885 0.000414 

60 4.16 0.001517 0.9983 0.000151 

80 4.1595 0.001377 0.9391 0.000687 

90 4.159 0.001467 0.9659 0.000675 
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The estimation result shows, that Vt,0 remains constant, while parameter p shows 
a clear decrease. The 1st measurement is omitted because previous results in Fig. 5 
shows that the capacity fade becomes steady between cycle number 10 and 20. 
For the 100th cycle, the voltage result measurement file was damaged therefore, 
these values are omitted as well. A similar p estimation was performed for the 
validation set as well. 

Fig. 9 shows the estimated values for p, and a linear trendline is fitted to these 
values. The slope of the trendline is -4.54 ∙ 10-6 (pd) and the offset is 1.829 ∙ 10-3. 
These p values decline similar to the decline of measured capacity, so the slope of 
the trendline for pd and slope of the capacity qd from the estimation set will be 
used to estimate capacity fade Eq. 6. 

 

Figure 9 
Results of estimating parameter p and trendline fitted to it 

Index v in Eq. 6 refers to values from the validation set of cells and the init index 
is the 10th measured value, or fitted in case of p. 

  (6) 

Note that there were only ten voltage measurements for each period, so for 
pv(cyc), linear interpolation was applied on the measured data. 

7 Estimation Results 

Fig. 10 shows the original capacity vs. cycles curve and the estimated capacity 
curves. 

In Fig. 10 the blue points are the measured capacity values of the validation set, 
the red ones are the estimated capacity values based on Eq. 6. 
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Figure 10 

Measured and estimated capacity 

Estimation Accuracy 

The accuracy of the measurement is presented in Fig. 11. Here the percentage 
error is calculated by Eq. 7 for the nth cycle. 

 

 (7) 

 

Figure 11 

Relative error of the estimated capacities 

In. Fig. 11 it is shown that the relative error of the estimation remains in the range 
of ±3 % for the relevant cycles. Although previously mentioned that the first 10 
measurement results were excluded from the estimation process, their estimation 
result is presented as well in this figure. 
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Conclusions 

In this paper, the authors presented a link between cell SOH (capacity decrease) 
and the self-discharge process of a chosen Li-ion battery cell, suitable for e-
mobility applications. The measurement results involved the first hundred cycles 
of five cells with a relatively high discharge rate. The main purpose of these tests 
was to analyze the effects of this high current discharge on the self-discharge of 
the cells. 

Although effects of self-discharge are considered to be smaller for Li-ion 
technology, the voltage decrease was measurable. Open circuit cell voltage was 
measured four times after charging was finished: 10 minutes, 24 hours, 48 hours, 
and one week. A previously developed self-discharge model was applied to 
investigate aging-related issues. Although a relatively simple estimation method 
was used for calculating SOH, results show that it can give fairly accurate results. 
This can be used on battery modules, that are allowed to have a resting period, for 
example in electric vehicles. All capacity and open circuit voltage measurement 
data is accessible [37]. 
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Abstract: Due to the direct observation of the Heat Transfer Coefficient at the surface of the

metallic components under quenching is practically impossible, indirect methods based on

measuring the cooling curves in certain points inside the workpieces, and numerical integra-

tion of their thermodynamic model mean a viable approach. The complexity of the necessary

calculations can be considerably reduced by the use of symmetric cylindrical samples made of

an alloy of particularly simple thermal properties defined in the standard ISO 9950. In spite

of that the complexity is still large enough. In the present approach it is reduced by apply-

ing a simple formal, qualitative model of the cooling process, the efficient Newton-Raphson

algorithm and a Fixed Point Iteration approach to obtain approximate preliminary results.

This approach requires only very limited computational capacities. Besides for making rough

estimations, due to its simplicity, the method may be useful in the education.

Keywords: Heat Transfer Coefficient; Newton-Raphson Algorithm; Banach’s Fixed Point

Theorem; Fixed Point Iteration; Quenching

1 Introduction

In many technical applications rigorous deduction of the results on the basis of the

available physical models and fundamental principles is impossible due to the high

complexity of these tasks. In quenching of metallic components this complexity of-

ten roots in the complicated initial and boundary conditions, the turbulent flow of the

cooling fluid, phase transitions in the fluid as condensation, evaporation that brings

about heat insulating gas bubbles at the surface of the quenched components. Phase

transitions and simultaneous chemical reactions within the solid sample may serve

as heat sources or sinks, etc. To partly reduce these complexities, in the standard

ISO 9950 [1] a cylindrical sample of well defined shape, size, and material com-

position is applied with internal points in which the temperature can be measured

by thermocouples. The task can be formulated as the determination of the “Heat

Transfer Coefficient” (HTC) on the surface of the sample as the function of the

time, in the possession of the measured cooling curves, the heat conduction model,

and the main thermodynamic data of the component that are available for some key
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engineering alloys [2]. If this task is tackled by assuming explicit HTC-time func-

tions over the surface of the sample, finite element mathematical approximation and

numerical integration of the equations becomes possible to determine the cooling

curves. The so computed curves can be compared with the measured ones, and by

modification of the original assumption on the HTC, efforts can be done to reduce

these differences (e.g. [3]).

Even if the cylindrical symmetry of the probe defined in [1] is taken into account,

the solution of this “Inverse Heat Transfer Problem” needs great computational

power. For instance in [4] gradient-based and genetic algorithm was applied with

complementary utilization of the graphical card’s computational capacities of the

computers.

As an alternative of using high computational power in technical applications the

systematic utilization of certain quantitative numerical values and some available

qualitative modeling knowledge can be mentioned that at first obtained rigorous

mathematical framework in the theory of fuzzy sets [5]. By the combination of the

qualitative and quantitative information simple functions with appropriate “shape

parameters” can be defined, and these parameters can be fitted to the measured data

for obtaining good numerical approximations. In Dombi’s “Pliant Systems” intro-

duced in [6] the so-called “distending function” is used due to which the various

operators are closely related to each other by setting certain form parameters. Simi-

larly, “computationally cheap approximation” of important probability distribution

functions (the normal, epsilon, omega), and the kappa regression function by typical

functions of certain form parameters can be found (e.g. [7]). Similar situation can

be observed in modeling dynamical phenomena having long memory properties:

they can be described only by very high order differential equations containing nu-

merous parameters. However, by using fractional order models (the brief history of

the topic is given in [8]) instead of the integer order ones, only a few free parameters

can be well fitted to the practical problems.

In the present paper a similar approach is outlined by observing the qualitative for-

mal properties of the cooling curves and the calculated HTC vs. time functions

given in [9].

For the approximation of these structures it is assumed that at the surface of the

sample the function HTC vs. time can be expressed as HTC ≡ h(T (r, t)) (variable t [s]

means the time, vector r denotes the location of the point on the surface of the probe,

and T [C] is the temperature). For the single variable h(T ) functions various formal

suggestions are given. Assuming that the length of the probe is long enough for

making the problem symmetric to its centreplane at the half length, the heat transfer

in the longitudinal direction must be zero. Furthermore, by utilizing the cylindrical

symmetry of the probe, the simplified distribution function T (r, t) was considered, in

which r [m] denotes the radial distance from the centreline. The appropriate “format

functions”, the finite element model and the Euler-integration applied, as well as the

methods used for tuning the parameters are discussed in Section 2.

– 246 –



Acta Polytechnica Hungarica Vol. 18, No. 10, 2021

2 Formulation of the Problem for “FEM” Approach

For obtaining curves similar to that given in 2 simple qualitative physical consider-

ations were done. Quenching of metal products is a complex process that is difficult

to precisely describe by physical models. The HTC at the surface of the component

is a parameter that may depend on the nature of the bulk flow (laminar or turbulent),

the temperature, density, viscosity, the latent heat of evaporation/condensation, and

other thermal properties of the cooling liquid, the surface quality, shape, and ther-

mal data of the component under quenching. It is mainly determined by physical

processes as follows: i) Even if the “bulk” of the cooling liquid has turbulent flow

that allows very efficient heat transfer due to “stirring” the fluid layers, at the bound-

ary layer of the quenched sample laminar flow is formed since the fluid sticks on

the surface of the probe. The thickness of this layer is determined by the quality of

the surface of the probe, the density and viscosity of the liquid. In this layer the heat

transfer process mainly is realized by heat conduction, so it is not very efficient. ii)

The viscosity of a liquid normally decreases with increasing temperature, therefore

at higher temperatures thinner films with better heat transfer abilities are expected.

iii) When the temperature achieves the boiling point of the liquid at the pressure

of the operation, at the surface of the probe gas bubbles appear that act as “heat

insulators”, so at higher temperatures some decrease in the HTC value is expected.

This effect clearly can be observed optically in the case of refrigerators where it is a

practical experimental possibility to manufacture the pipes of transparent glass (e.g.

[10]). Though the temperature ranges are considerably different, the main physical

processes essentially are the same. It can be commonly observed that boiling liquid

drops can have relatively long persistence on hot metallic surfaces. iv) When the

hot probe is immersed into the cooling liquid, this liquid comes into boiling nearby

its surface. Though the latent heat of boiling used to be considerable, the heat in-

sulation made by the gas bubbles normally has more significant effect on the HTC,

consequently, in the beginning low HTC values can be expected.

The above argumentation well explains the shape of the curves given in [9]. On this

reason simple form functions that potentially are able to model the “asymmetries” in

h(T ) were investigated as given in (1) in which the parameters hmax, w, Tmax, wle f t , and

wright individually must be set to produce values of order of magnitude represented

in [9]. In (1a) the formal asymmetry was taken from Planck’s radiation law using the

frequency as independent variable. (Certain modification was introduced to elim-

inate the numerically inconvenient behaviour of the original formula at T = 0 that

may disturb the numerical calculations.) In the other formulae the location of the

“centre of asymmetry” is determined by the parameter Tmax, and its extent depends

on the “width parameters” wle f t for the lower, and wright for the higher temperatures.

The parameters given in Table 1 were set by the method of “generate and test”.

Due to the cylindrical symmetry of the problem the use of polar coordinates was

expedient that yields the heat conduction equation for the alloy Inconel 600 as given

in (2) in which t [s] denotes the time, r [m] denotes the radius from the centerline

as the “independent variables” of the problem, T [C] is the temperature, and it is

“formally” taken into consideration, that according to the numerical data published

on the thermal properties of this metal in [2], within the temperature range T ∈
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[27,796.45] [◦C] no observable “source” or “sink” terms appear.

h(T ) =
hmaxT 3

exp(T/w)−1
modified as h(T ) =

hmaxT 3

exp(D+ |T/w|)−1
(1a)

h(T ) = hmax





exp
(
−([T −Tmax]/wle f t )

2
)

if T ≤ Tmax

exp
(
−([T −Tmax]/wright )

2
)

if T > Tmax

(1b)

h(T ) = hmax





D
D+([T−Tmax]/wle f t )

2 if T ≤ Tmax

D
D+([T−Tmax]/wright )

2 if T > Tmax
(1c)

h(T ) = hmax





wle f t

wle f t+[T−Tmax]2
if T ≤ Tmax

wright

wright+[T−Tmax]2
if T > Tmax

(1d)

Table 1

The variable parameters in (1) and their “target” values; in (1a) and (1c) D = 7.5×10−2 was fixed

Formula hmax

[
J

s·m2·K

]
Tmax [K] wle f t [K] wright [K]

(1a) 0.0035 – w = 89.5 –

(1b) 5700.0 680.0 260.0 80.0

(1c) 6000.0 680.0 350.0 100.0

(1d) 10000.0 680.0 3500.0 1000.0

∂

∂ r

(
k(T (r, t))

∂T (r, t)

∂ r

)
+

k(T (r, t))

r

∂T (r, t)

∂ r
= ρCp(T (r, t))

∂T (r, t)

∂ t
(2)

Under the normal environmental pressure and the given temperature range the den-

sity of the alloy is constant ρ = 8420
[
kg ·m−3

]
, while the heat conductivity-temperature

function k(T )
[
J · s−1 ·m−1 ·K−1

]
can be well described by a third order polynomial

fitted to the tabulated data found in [2]. The same holds for the specific heat-

temperature function Cp(T )
[
J · kg−1 ·K−1

]
. The approximations applied are given in

(3).

k(T ) =
3

∑
ℓ=0

aℓ · (T/100)ℓ , ρCp(T ) =
3

∑
ℓ=0

bℓ · (T/100)ℓ (3)

with a0 = 14.398632059, a1 = 1.479338274, a2 = 0.0206104081, a3 = −0.0006946666, b0 =

3660692.67678371, b1 = 466878.975781679, b2 =−120161.302924857, and b3 = 11898.306953622.

Since the location of the temperature sensors in the standard ISO 9950 corresponds

to r = 0 where (2) is singular, for developing “Finite Elements Method (FEM)” for
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computing the HTC and the cooling curves in the calculations the following approx-

imations were done. For the probe of radius R = 6.25 [mm], instead of the exact range

[0,R] the practically computable range [∆r,R] was so considered that the [0,R] interval

was divided into N ∈ N equally long subintervals as ∆r = R
N , and in the role of the

centre line r = ∆r was placed. For the grid points {ri|i = 2, . . . ,N−1} the central estima-

tion of the gradient was used as in (4a). In this manner it was possible to calculate

the 2nd term at the LHS of (2). Again, by the application of the central differences,

the calculation of the 1st term at the LHS of (2) was possible only for the points

{ri|i = 3, . . . ,N −2} in (4b). The temperature in the centreline was estimated according

to (4c). This scheme allowed the estimation of ∂T/∂ t for the same grid-points, and

on this basis, the application of a simple Euler-integration according to the time as

T (ri, t +δ t)≈ T (ri, t)+δ t
∂T (ri,t)

∂ t
.

∇T (ri, t)≡
∂T (ri, t)

∂ ri
≈

T (ri+1, t)−T (ri−1, t)

ri+1 − ri−1
,

i ∈ {2, . . . ,N − 1} (4a)

∂

∂ r

(
k

∂T

∂ r

)
≈

k(ri+1, t)∇T (ri+1, t)− k(ri+1, t)∇T (ri−1, t)

ri+1 − ri−1
,

i ∈ {3, . . . ,N − 2} (4b)

T (r1, t)≡ T (r2, t)≡ T (r3, t) (4c)

The boundary conditions were set by (5)

−k(T (R, t))
∂T (R, t)

∂ r
= h(t)(T (R, t)−Tq) (5)

in which Tq [C] is the temperature of the bulk quenching liquid in turbulent flow,

and h(t)
[
J · s−1 ·m−1 ·K−1

]
is the heat transfer coefficient of the boundary layer of

the liquid at the surface of the probe. Besides the boundary condition equation (2)

must be completed with the initial conditions that have to be compatible with the

boundary conditions, too. This compatibility was guaranteed as follows: to solve

the boundary conditions in (5) a refreshed value T in grid point rN−1 was estimated

by using the 1st backward spatial derivative of the already refreshed points as in (6)

T (rN−1, t)≈ T (rN−2, t)+

(rN−1 − rN−2)(T (rN−2, t)−T (rN−3, t))

(rN−2 − rN−3)
(6)

and T (rN , t) was estimated by the use of the heat transfer coefficient as in (7)

T (rN , t)≈
h(T (rN−1, t))Tq + k(T (rN−1, t))/∆r

h(T (rN−1, t))+ k(T (rN−1, t))/∆r
(7)
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To make the above construction practically useful the number of the grid-points N

and the step-length of the Euler-integration according to the time, δ t, must be deter-

mined. This question is critical due to the singularity in (2) at r = 0. For this purpose

the “trial and error” method was chosen: the cooling curves were calculated for

Planck’s model in (1a) for the pairs {N = 20, δ t = 10−2 [s]}, and {N = 100, δ t = 10−3 [s]},

and the graphs were plotted in the same charts in Fig. 1. It reveals that for the

calculations it is sufficient to use the coarser one that considerably reduces the com-

putational burden and time.
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Figure 1

The cooling curves (a) and the HTC values for Planck’s model in (1a) for the pairs {N = 20, δ t =
10−2 [s]}, and {N = 100, δ t = 10−3 [s]} (b)

3 The basic optimization algorithm

In the suggested approach, to represent the “target cooling curve”, one of the “for-

mat functions” in (1) can be selected with the parameter values given in Table 1.

Then, by applying the FEM method described in Section 2, for the points of the dis-

crete time-grid applied, the cooling curve Tc ∈RL, L ∈N as an array can be computed.

Following that the error of the difference of the arrays defined as E
de f
= ‖Tc −Ttarget‖

ν

can be computed. Finally, the scalar function E(x)≡ E(hmax,Tmax,wle f t ,wright ) : R4 7→ R

can be minimized by varying its 4 independent arguments. Normally, in the prac-

tice using quadratic cost functions (i.e. ν = 2 in the Frobenius norm) happens be-

cause of rather “technical” than “mathematical” reasons. In the present simulation

it was found that the choice of ν = 0.25 produces a “convenient” cost function. If

the local optimum must be approached under constraints, Lagrange’s “Reduced

Gradient Method” can be applied for a given initial argument x0. If there are no

constraints, the Gradient Descent method generates a sequence of approximations

as xi+1 = xi +αi∇Ei , i ∈ {0,1,2, . . .} in which αi is a small negative number if the aim

is to minimize E(x). If no a priori information is available on ‖∇E(x)‖, very small

αi must be chosen. If some assumption is available for the minimum, a big step

can be done in the direction of the gradient that could approach this minimum in

a single step, then the same consideration can be repeated until reaching this mini-

mum “Newton-Raphson Algorithm”. Since this method converges well only if the

available minimum can be precisely estimated in advance, we have the freedom to

choose various αi values.
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The idea of accelerating the Newton-Raphson Algorithm consists of the combina-

tion of various solutions borrowed from already known methods as follows: i) From

the Simplex Algorithm the idea of shrinking the simplex in the vicinity of the local

optimum is borrowed. The speed of the motion of the simplex roughly is propor-

tional to its size. It can quickly approach the local minimum but its drift stops in its

vicinity. After shrinking, the smaller simplex drifts with reduced speed but finds the

optimum with better precision. For this purpose a “Shrinking Parameter” υ ∈ (0,1) is

introduced as α ⇐ υ ·α. ii) From the Particle Swarm Optimization the idea of storing

the values of the already found best solution is borrowed. iii) Similar problem may

happen when the shrinking operation occurs too frequently. This means the appear-

ance of very small factors containing υk → 0 as N ∋ k → ∞, therefore the algorithm

may become very slow. In the calculations υ = 0.6 was chosen.

The Newton-Raphson algorithm has alternatives as e.g. the “Fixed Point Iteration”-

based methods that may work well, too. Their essence is Banach’s Fixed Point

Theorem [11] according to which the solution of certain numerical problems can be

reformulated as finding the fixed point of a contractive map defined over a complete

linear normed metric space. This fixed point subsequently can be approached by a

simple iteration as follows. Consider the (generally nonlinear) real function f : Rn 7→

Rn, n ∈N with the mathematical problem qDes = f (q⋆) in which qDes is a known output

(the “response”) for which we have to find the appropriate input q⋆. Dineva in [12]

suggested the iteration for finding the appropriate input defined as a sequence of

deformed inputs as:

qDe f (i+1) = [F (Ac ‖h(i)‖+ x∗)− x∗]e(i)+qDe f (i) (8)

with the “response error” defined as h(i)
de f
= f

(
qDe f (i)

)
− qDes(i+ 1), and the vector

of unit Frobenius norm e(i)
de f
=

h(i)
‖h(i)‖

. Here Ac ∈ R is the adaptive control parameter,

and F : R 7→R is a real differentiable function with an attractive fixed point F(x⋆) = x⋆.

Evidently, if h(i) = 0 then qDe f (i+1) = qDe f (i), that is the solution of the control task is

the fixed point of this problem. By considering the 1st order Taylor series approxi-

mation of F(x) around x⋆ and f (qDe f ) around q⋆ Dineva proved that an appropriate AC

can be chosen for obtaining a convergent sequence if the real part of each eigenvalue

of ∂ f

∂qDe f

∣∣∣∣
q̈⋆

∈ Rn×n is either positive or negative. In (8) various F(x) functions can be

chosen. Instead of choosing some analytical formula in [13] a special function was

applied that can be realized and well configured in a program block. It transforms

the vector b ∈ Rn into the vector a ∈ Rn (‖a‖ 6= ‖b‖) via so augmenting them with a

physically not interpreted (n+ 1)th dimension that the augmented vectors have the

same Frobenius norm. Then an orthogonal matrix is analytically computed that ro-

tates the augmented variant of b into that of a while leaves their orthogonal subspace

invariant. With an interpolation parameter λ ∈ (0,1) the angle of the full rotation can

be multiplied, and this “moderated rotation” can be applied. The projection of the

rotated augmented vector in the original space suffers simultaneous rotation and

shrinking/dilatation as it approaches vector a. This idea evidently can be applied for

∇E(x) that can be driven to zero by fixed point iteration if in the place of the desired
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value qDes ≡ 0, in the role of qDe f the variable x, and in the role of the realized value

f (qDe f ) the quantity ∇E(x) are written: xn+1 = Φ(∇En,xn,0). Roughly speaking, in the

vicinity of the local minimum, by driving ∇E(x) to zero by a simple fixed point itera-

tion can be applied. In the lack of information whether the actual point is in the basin

of attraction of a local minimum or a local maximum (we wish to evade the calcu-

lation of J := ∂ 2E
∂xi∂x j

), this algorithm may proceed toward a local maximum while its

counterpart based on the Gradient Descent approach always moves towards the lo-

cal minimum. The speed of its migration also depends on the Jacobian J. However,

the behaviour of the fixed point iteration can be better and can be worse than that

of its gradient descent counterpart. To tackle this problem the following procedure

was applied: the Fixed Point Iteration was modified as follows: to evade too big

jumps, in the goal for the step (i+1) instead of 0 the reduced variant of the previous

value κEi has been written with κ ∈ (0,1). In this manner a finite value slowly and

cautiously can be driven toward 0. To speed up the convergence, the next point in

the space of the independent variables was selected as

xn+1 = Φ(∇En,xn +µn(xn − xn−1),κ∇En) ,

µn =
ω4 tanh(1/(ω3 + ‖̃J‖))

tanh(1/ω3)

(9)

in which ‖̃J‖ is a roughly estimated, filtered “Jacobian”. Regarding the filter, by

introducing a “smoothing and forgetting factor” η ∈ (0,1), and utilizing that ∑∞
ℓ=0

ηℓ =

1/(1−η), any discrete time-dependent quantity f (ti) can be replaced with its filtered

value f̃ (ti) = (1−η)∑∞
ℓ=0

ηℓ f (ti−ℓ). This corresponds to the weighted average of the

recent values of f in which the very old contributions are gradually forgotten due to

their small weighting coefficients. In the calculations η = 0.9 was applied. Evidently,

if ‖̃J‖ ≪ ω3, then µn ≈ ω4, that means that for very slow process the “accelerator”

factor has some limit. For ‖̃J‖→∞ µn → 0, i.e. if the process is fast enough, practically

no process acceleration happens. The simple approximation in (10) was applied.

‖̃J‖n =
˜‖∇En −∇En−1‖

˜‖xn − xn−1‖+ω2

(10)

in which ω2 > 0 has the role of evading division by zero. The computation of (10)

evidently means far less burden than the numerical estimation of the real Jacobian.

However, it does not contain information on the direction of the drift of x, so it can be

quite unreliable, and may not result in monotonic decrease of E. However, it sooner

may produce better values than the Newton-Raphson algorithm, and this better value

can be stored and used even if the estimation based on (10) later diverges. In the

computations κ = 0.25, ω4 = 1.0, ω3 = 3.0, ω2 = 10−6, R̃ = 102, and λ = 0.1 were used. For

5 steps the Newton-Raphson method run to create the “antecedents” for the fixed

point iteration, then the computations turned to it. In Section 4 typical numerical

results are provided.
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4 Numerical computations

The time need of the computations depends on the hardware and software applied.

The computations were made on a Dell inspiron 15R laptop operated by the central

processor Intel® Core™ i5-3337U CPU @ 1.80GHz × 4 under Ubuntu ver. 13.04

operating system without using graphical acceleration. The sequential program was

written in Julia Version 1.0.3 (2018-12-18). This program language is developed at

the MIT, it is a free software, it is very similar to the MATLAB, but it runs almost

as fast as a C code [14]. It provides its users with a standard macro that measures

the time of computing the value of a function. It was experimentally found that for

the calculation of E and ∇E approximately 0.9−1.2/s was used, the abstract rotations

were calculated during 45−90/µs. During the research 8 different scenarios were in-

vestigated. In each of them a Newton-Raphson algorithm and a FPI-based solution

were compared according to the already given parameter settings. In the first group

the cases with possible exactly 0 approximation error (each “target” was created by

the same format function using different starting parameters) were considered. It

was found that the occurrence of the exponential function in the definitions (1a) and

(1b) needed quite slow and cautious approximation procedure, therefore their use

was less successful. However, the present settings was successful for the approxi-

mation of the functions in (1c) and (1d) that do not contain the exponential function.

In Fig. 2 the target in (1d) was approximated with the initial element (1d). In this

case the FPI-based approach very early provided the best solution.
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Figure 2

The cost function (Error) (a), the tuned variables x = [Tmax,wle f t ,wright ,hmax] (b), the cooling curve (c),

the heat transfer coefficient HTC (d)
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In the following runs variants in (1c) and (1d) as initial HTC distributions were used

to approximate targets created by some different distribution. When the target (1c)

was approximated by the form function (1d) the Newton-Raphson method provided

the better approximation. The reversed problem, i.e. when the target (1d) was

approximated by the form function (1c) the FPI-based solution was better but the

Newton-Raphson-based approach resulted in quite good approximation, too. Figure

3 corresponds to the approximation of (1a) by the function (1c). In this case the

FPI-based approach yielded a surprisingly good result.
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The cost function (Error) (a), the tuned variables x = [Tmax,wle f t ,wright ,hmax] (b), the cooling curve (c),

the heat transfer coefficient HTC (d)

5 Conclusion

In this paper a simple computational method was suggested for numerically tackling

the inverse heat conduction problem that has great significance in metallurgy. By

utilizing the geometric and thermodynamic simplifications offered by the standard

ISO 9950 a single dimensional space r and the time t variables were considered by

using the thermal data of the alloy Inconel 600. The finite elements approach, deal-

ing with the singularity in the centre of the polar coordinates, the boundary condi-

tions and the initial conditions that must be compatible with the boundary conditions

were discussed in details. For setting the appropriate grid-points in space and time

the method of “trial and error” was applied. A novel solution was outlined that

works with an “entity” that evolves according to the Newton-Raphson Algorithm

with step-by-step reduction of its step length, and also computes the propagation of

an associated “partner entity” that evolves according to a fixed point iteration. While
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it can be taken for granted that the original “entity” converges to a local optima but

its speed of convergence becomes very slow, the “partner entity” may have very fast

convergence but it may diverge, too. Numerical simulations were elaborated for the

combination of four typical “format functions” that can capture the essential asym-

metry in the HTC(T ) function, and numerically can approach the measured data taken

from the literature. Regarding the computational burden, the requirements of both

approaches are comparable. The computations were realized by a freely available

program language (Julia) that almost as efficiently utilizes the available hardware as

a C code. No any special FEM software was applied. While the computation of the

gradient of the cost function needed the time between 0.9 [s] and 1.2 [s], the time need

of the calculation of the abstract rotation applied by the FPI-based solution was be-

tween 45 [µs] and 85[µs], i.e. it was negligible in comparison with the computational

needs of the error gradient.

The preliminary results indicate that there are more or less plausible possibilities

for further speeding up the recommended approach as follows: a) instead of the

complete array taken from the time grid under consideration more sparse samples

can be used for the calculation of the error function that has to be minimized; b)

instead applying more dense points in the vicinity of the important “segments” of

the target cooling curve, enhanced weighting of the contribution of these points in

the error function may be practical, too; c) due to the special shape of a particular

cooling curve the success of approximation strongly depends on the starting param-

eters of the approximation; it seems to be practical to simultaneously run several

“associated couples” pairs , and finally select the best result. Since the considered

approximations needed very limited running time on a “common” hardware, it can

be concluded that it will be expedient to conduct further modelling investigations.

The present approximation is so simple that it seems to be useful in the education,

too.
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