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Abstract: With new web applications rapid growth in size, the monolithic frontend 
approach has been increasingly challenged over the last years. The micro frontends 
concept has been proposed to match the architectural needs facing increasing complexity, 
e.g. for newly emerging cloud-native solutions. It provides function-level granularity and 
lets the developer adjust each process’s performance. In the majority of relevant cases for 
which the micro frontends paradigm is considered, the system should be migrated, or an 
existing monolith should be converted to new technologies, whereas, the scientific 
community mainly focuses on greenfield designs. In this paper, we validate the paradigm, 
with a case study, in the context of migration for enterprise information systems, in a multi-
vendor environment. Based on our analysis, we propose a method for the migration of 
frontend monoliths, along with guidelines and recommendations for future work. 

Keywords: micro frontends; multi-vendor; migration 

1 Introduction 

Web interaction layers are crucial for rendering a feature-rich browser application. 
The service is deployed online through a pointer like a public web endpoint, 
serving a frontend as a target web application user interface. This layer’s code is 
growing bigger because some of the new logic implementation. The latest 
applications are behavior-driven; the frontend application may also contain some 
business logic. Concentrating on the frontend is reasonable because the 
administered components may affect the global usability of the product. 

Some frameworks and principles have been revealed to enhance its general 
effectiveness in recent years, like service composition and web services [1].       
The introduced concepts have delivered software elements for accomplishing the 
business needs based on technology, being controlled by different developers and 
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teams or organizations. Few of the designed architecture components have 
become legacy later because they are built on a deprecated technology or 
framework. 

In enterprise applications, typically, the components have been developed 
evolutionally. It implies that the applied frameworks have been replaced 
continuously. Modern software architectural concepts should sustain the 
coexisting of different approaches. Without a modern frontend framework, 
realizing such an outstanding frontend application involves additional 
complexities [2]. 

The monolithic strategy has been challenged in the last years. In an enterprise 
software system, the code-base can regularly be so huge that it is not maintainable. 
The first advances were the modularization and component-based solutions, 
leading to the service-oriented architecture paradigm [3], where e.g. [4] gives an 
overview. Recently it has evolved further to a micro-service or micro frontends 
architecture (Figure 1) for getting the dynamism of cloud computing [5]. 

 

Figure 1 

Evolution of architectures from the frontend point of view. Monolith – 3 layered – Micro-

services/SOA – Micro frontends. While systems are growing, it involves the growing diversity of 

technology. WS (Web Service), DB (Database), UI (User Interface). 

The current research examines an efficient monolith frontend migration strategy to 
the cloud by using a compound approach to find a cost-effective way to migrate 
the UI tier. 
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2 Frontend Approaches 

2.1 Micro-Services and Frontends 

Micro-services are getting more and more popular. Some corporations have 
preferred this architecture against the conventional monolithic one. Initially, this 
strategy was more or less restricted to backend services. It was intuitive, splitting 
the entire backend logic into miniature independent services. Each service is 
accessible through the API, realizing the REST principle. Although, a comparable 
breakdown had not proceeded with the frontend tier. 

The growth of the frontend was also commenced but barely on the code level. 
After server-side rendering, contemporary JavaScript-based frameworks were 
becoming popular. Nowadays, some organizations attempt to realize their Single 
Page Application (SPA) based software in their landscape, presenting a single 
HTML page with dynamically loaded page content [2]. 

In brief, the monolithic frontends survived, along with service-oriented 
architecture and micro-service backend design, where they were still generally 
used [6]. In that case, the backend was innovative, but the frontend tier remained 
conventional. The frontend code had not evolved; it used just the traditional 
modular strategy, a bright compilation of tiny applications. The deployment of a 
complex bundle was challenging as well. 

The micro-service architecture advantages are formulated, but why does the 
industry not use it on frontend projects [5]? It might have some positive 
consequences, producing the features of the same domain by a single team. 
However, there are still some dependencies between the frontend and backend.     
It makes it more complicated to discover a bug in the productive system if there is 
no transparent responsibility for the business domain’s set of features [6]. 

An uncomplicated solution to the dilemmas discussed above is the micro frontend 
design, which complements the micro-services architecture in the presentation 
layer. Each company has its resolution to this obstacle, using the equivalent 
principle as micro-services. They were directed to the same outcome while 
producing micro-apps using isolated endpoints; they experienced some positive 
attributes [5]. The isolated applications can be merged into a portal-like single 
page application as well. From the user perspective, it remains only one 
application, but architecturally, they are self-governing entries. 

By the micro frontends pattern, the frontend element synthesis is done in the 
client’s browser. Frontend services are implemented by the frontend (JavaScript) 
code; through the web applications, the backend services can be requested.        
The host application assembles the components as services, qualified only for the 
routing, component selection, and communication [7]. 
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2.2 Frontend Monolith 

As the brand-new web applications are getting bigger and bigger, it serves 
unusual, unique difficulties to the architects. For example, the monolith frontends 
may suffer performance issues because it is not a trivial task to fine-tune each 
unit’s performance. 

The deployment of such a big client bundle is also challenging since DevOps 
pipelines are not well supported by the monolith architecture [8]. Moreover, the 
reusability of each unit is also not irrelevant. As a result, the complexity remains 
high compared to the well-structured applications. 

The introduction of new technologies is not trivial in this landscape. Some parts 
must be reworked before a different element has been injected. The platform 
dependencies are potential bottlenecks in massive projects. 

2.3 Main Features of Micro Frontends 

The functional division has its benefits. The main one is scalability. This concept 
fits well into the latest cloud-native solutions [9]. A function can be scaled freely. 
The architecture remains on the frontend side as adjustable as on the backend side. 
A process with a more extraordinary load (request number) can take more extra 
resources by allocating more instances. It could be achieved in a “self-driving” 
manner through modern auto-scaling solutions [10]. 

The advantages of this pattern are identical to working with a cloud-native 
architecture. Each project can be managed by separate repositories (multi-repo 
approach) [11]. The separation, on the code level, establishes the final software 
structure. An arrangement by autonomous repositories makes it attainable to have 
a well-defined system in the organization [11]. A product could be developed in a 
flat structure; the teams can be systematized according to their business domains. 
Only a thin architect layer is obliged to define the direction of the entire 
application. It also decreases the business dependencies between teams. It has 
some privileges in grouping the functionalities by areas [6]. 

The deployment is also a necessary aspect. The micro frontends concept fits not 
only into cloud-native landscapes but also into DevOps philosophy [12].               
It promotes the more durable build and release cycles natively. The small chunks 
have another positive characteristic as well, more satisfying testability. Atomic 
automatized tests can be executed if the complexity is low. 

The application can handle different technologies (Figure 2), but the synthesis 
remains manageable. Each team is free to use its own preferences to formulate its 
unique user interface. From a product point of view, the implementation of each 
micro-app is hidden. The provided application does not depend on the built-in 
technologies. The micro apps are framework agnostic, but following some usual 
guidelines and naming conventions is advised for the complete picture. 
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Figure 2 

Frontend as a set of applications from different endpoints 

2.4 Micro Frontends in a Cloud-Native Environment 

Cloud-native solutions, like Kubernetes, provide their open-source container 
orchestration services [13]. Scaling and deploying the application is sufficient 
with multiple instances, allocating further resources for business-critical 
processes. This method actively supports the micro frontends theory because the 
well-defined granularity lets the orchestrator adjust each process’s performance. 

2.5 Drawbacks 

This approach with multi-repositories involves a complexity baseline.                
The communication between each micro application has overhead; the polyrepo is 
recommended only for huge enterprise solutions, providing the choice of organic 
evolution [11]. Because of built-in complexity, some expertise is required for the 
micro frontends. 

Debugging such an intricate and fragmented landscape is a complicated task.        
It may take time to locate a bug among dependencies, and they might easily get 
outsourced. Issues seldom occur during the authentication (single sign-on) 
mechanism because the creation of the tokens’ transportations can be problematic. 
Since current browsers could apparently handle several built-in applications on the 
same screen, it might suggest different logins claiming three authentication 
mechanisms. For fixing this issue, introducing the backend for the frontend (BFF) 
layer is recommended (Figure 3). BFF can regulate the backend API calls [14]. 
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Figure 3 

Backend for frontend pattern 

Standard guidelines are required. In a portal-like structure, the apps should follow 
the same design principles. Redundancy in the source code may occur because the 
framework elements and base controllers could be bundled together in each micro 
application. 

2.6 Domain-driven Approach 

Assume an application that has some sovereign functionalities. Despite having 
enough developers, it could be challenging to handle it. Providing the necessary 
business knowledge for each developer is a hurdle, but it is possible to organize 
the human resource according to business domains or architectural layers during 
the preparation. 

The micro frontends concept is a modern approach where teams own the feature 
sets of business areas. They are independent or loosely coupled, oriented by 
business domains and specialists. The teamwork is full-stack, affecting each layer, 
from the database until the user interface. 

The implementation is effective. The team can use the DevOps features at their 
full capacity [12]. The micro applications are detached; they may have their 
versions. The versions are independent of the other releases. The micro-app can be 
introduced individually. 

The procedure is matching well the agile methodology. Achieving in increments is 
also a potent compound with micro frontends architecture. The combination of 
new features or redesigning the traditional ones is feasible in tiny increments.   
This mixture continuously contributes business value through the project [15]. 
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3 Integration Techniques 

3.1 Multiple Endpoints 

The original approach of multiplied endpoints is not an imperative section of the 
micro frontends idea, but historically it is the main root and initial trigger.             
It means a set of applications, which live under different endpoints (for example, 
each route is provided by reverse proxy). This approach does not use the 
advantage of Single Page Application. After switching the route, complete side 
reloading is required. 

3.2 Iframes in a Single Page Application 

The first, native HTML5 based approach uses Iframes [16]. They can split a 
compact web application into smaller elements; the components get isolation and 
security by the Iframe. These parts are assembled into a frame-like formation. 
Currently, it is one of the most generally used solutions. It realizes the simple 
combination of technologies, by providing a certain degree of sovereignty among 
Iframes. 

Through its native API, communication between components is feasible. While 
providing separation, the event flow is also possible. The Event bus (like message 
queue) is the state-of-the-art recommendation for extending the communication 
between Iframes [16]. 

The usage of Iframes is not such a universal solution [7]. It can provide a remote 
endpoint as a built-in frame, but it is not such a flexible structure. Providing a 
responsive modern application requires some additional structures and 
complexities. The usage of other solutions based on the modern JavaScript 
frameworks is recommended because some unexpected issues may occur during 
the routing and navigation between Iframes [7]. 

3.3 Web Components 

Since 1995, JavaScript became the number one language of the web. Currently, 
the websites frequently use one of the three main JavaScript frameworks: Angular, 
React, and Vue [17]. Since enterprises frequently choose an Angular framework, 
its features as a web component supportive framework will be described. 

The Web Components concept is a standard by W3C; some modern browsers 
have already implemented it, providing a run-time integration possibility for the 
components [7]. The web component concept is the remote extension of the 
original components approach. According to the DRY (“Don’t Repeat Yourself”) 
principle, any web application can easily import the frontend components.        
This way, the entire frontend application can also be imported from diverse 
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remote locations; like serving a remote resource, the pieces are encapsulated apart 
from the host code. 

The User Interface components provider is a service, which is not just a 
conventional REST endpoint; it also publishes the required User Interface 
components. The web component can encapsulate various technologies and 
frameworks, as well. Through the provided UI component, the business logic is 
also available by calling the backend services. 

Since the web components use the browser API, some compatibility issues may 
occur [18]. It is not guaranteed to be compatible with all possible browsers. If too 
many components are imported from remote sources, some network performance 
issues may occur. Since the implementation may involve some complexities, 
popular UI frameworks are recommended, like Angular Elements [18]. 

By custom elements, each micro frontend service can be converted into 
components [6]. A published element is a reusable component with its CSS and 
JavaScript logic. It could be installed directly on the shell web application. Each 
team can develop its traits and declare them as a pure service. They can also be 
extended by lifecycle hooks, as call-backs. It is possible to assign properties to 
them. The events are triggered if DOM’s manipulation occurs. DOM (Document 
Object Model) means the abstract tree-like model of the HTML page, where the 
injected components are inserted or rendered. This technique includes some 
intercommunications with DOM; each element fits into the original DOM by 
using namespaces. 

If the micro applications are Angular applications, they can be pushed as angular 
libraries (like NodeJS modules) into a shared repository. The published modules 
can be loaded in a lazy loading manner to reduce network traffic [19]. 

4 General Frontend Migration Use-Case 

4.1 Problems with the Frontend Migration 

Enterprises try to realize efficiency gains by using cutting-edge technologies once 
they are mature enough to compensate for the attached efforts. A new frontend 
framework serves some advantages. It increases the user experience, making the 
developer’s work more efficient and effective [17]. 

Upgrading the existing landscape is challenging; it slows down the introduction of 
new business features. Some new functionalities can be restricted by technology 
constraints on the frontend side as well. Getting rid of legacy factors is never 
simple because they include complexity based on last years’ developments. Since 
the implementation is growing over the years based on new technologies, the 
complexity mirrors this trend because its volume is more significant.                 
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The migration use case was increasingly crucial for service-oriented concepts [4] 
and has gained further momentum nowadays [14]. 

In most cases, when the micro frontends pattern is under consideration, the system 
should be migrated, or the existing monolith should be converted to new 
technologies. This pattern allows continuous modernization by operating the 
legacy components until they have been replaced. 

The migration of monolith systems is not a trivial task. Some necessary backend 
services might belong to the frontend applications, not only strongly UI 
applications. One migration methodology fits well to the backend dependencies; 
another one might be better for the UI use-cases. Businesses need to be cost-
conscious. The migration to the cloud is managed cost-effectively. The migration 
to the new technology involves potentially cost-savings. 

Our research question targets the effective frontend migration strategy. Based on 
our literature research, the various frontend applications can be handled as a micro 
frontend portal. To identify the appropriate method for migration, we investigate 
the different approaches in the area of migration to synthesize a compound one for 
our use case. The applied strategy needs to improve the company's overall 
productivity. 

4.2 Proposed Solution 

At the beginning of the product lifecycle, a single frontend monolith method is a 
popular strategy. It’s suitable until the volume becomes too huge. After a critical 
size, the structure becomes a limitation; the development becomes unscalable.   
The introduction of modern cloud-based solutions could not cooperate with a 
frontend monolith. It involves some difficulties to the development. Domain 
separation presents independence for the developers. 

The preparation for the migration and transformation between the monolith and 
micro frontends should begin with identifying bounded contexts and domains.   
The domain-driven design is an undecayed approach for discovering monolith 
landscapes. It involves some code investigations as well. After the modeling of the 
AS-IS landscape, the granularity of the migration can be defined. The costs are 
critical because the granularity of the redesign is considerably influencing it. 

The commonly used migration strategies are mainly applied in cloud migration 
projects: lift-and-shift, re-platforming, refactoring [20]. Lift-and-shift is the most 
straightforward and cheapest strategy. State-of-the-art public cloud services can 
practically automate it. The combination with other techniques is also possible 
since the remaining two methods could be more effectively managed if the 
application is hosted by the cloud initially. The primary rehosting by lift-and-shift 
approach is a good milestone before the notable restructuration while using the 
public cloud services as soon as possible. The re-platforming involves a few 
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modifications on the application level as well. The cloud services frequently 
require at least a few changes on the application’s side, setting the necessary 
interfaces. The re-architecting necessitates an in-depth business review to fulfill 
the function and non-functional requirements. Since the reimplementation takes 
some time, the operation and implementation costs are higher. 

The migration is advised when the previous application turns too complex or 
architectural modernization is essential. The agile mindset is vital in cloud 
migration projects, bypassing the big bang implementation style. The Minimum 
Viable Product (MVP) milestone is a valid option for collecting the customers’ 
feedback. The migration projects strive to minimalize the expenses, pushing the 
lift and shift approach [21]. This could also be performed by re-platforming the 
original applications. The refactoring is costlier, but provides the option to use the 
serverless technology that makes it possible to hide the dependency of the servers 
by the services of the public cloud providers, providing a more affordable and 
productive usage of cloud computing. The contemporary design methods fit well 
in the event-driven logic. 

5 Frontend Migration Case-Study 

We will validate the applicability of the approach for migration in a case study.     
It is structured as proposed in [22] with the following sections: Situation Faced, 
Action Taken, Results Achieved, and Lessons Learned. 

5.1 Situation Faced 

According to the global decommission program, a particular location of a multi-
national company gets rid of the legacy software elements. This process has been 
made together with infrastructural modernization and cloudification. The demand 
is to migrate the legacy on-premise service-oriented architecture to the united 
micro-services-based architecture. The examined work-stream focuses on 
migrating the presentation layers to find an adequate way to migrate frontend 
monoliths. The existing monolith frontend applications should be reconstructed 
for a more stable usability. The outcome of the study is discussed in the following 
sections. 

During the migration, the critical measurement is the costs. A superior but costly 
solution can be achieved by reapplying each feature as a new project based on 
recent technologies. In real-world projects, the budget is restricted. Bound 
resources should realize the relative best technology level. It comprises some cost-
effective methodologies. 
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Based on the existing design documents, and architectural snapshot has been 
created for having an input for the migration (Figure 4). The architecture is high 
level, focuses only on the separation of layers and endpoints. 

 

Figure 4 

High-level enterprise AS-IS architecture. Each monolith frontend application has its backend for the 

frontend provider. Through middleware, the backend for the frontend layer can communicate with 

databases. On the database layer, some logic has been implemented. 

The system is service-oriented and on-premise. The service-broker middleware 
element provides the services. The backend functionalities are accessible through 
the backend for the frontend layer for consolidating the API. The migration of the 
backend part is not part of the scope, but the new frontend must connect to the 
legacy and new backend services. The original goal is the migration of the full set 
of business processes. Current research focuses only on the frontend; this paper 
will not describe the migration of the backend side. 

5.2 Action Taken: Target-Architecture Design 

The proposed target architecture will serve as a target solution for global technical 
requirements. The main requirement is cloud-nativeness for implementing a 
modern architecture in the location. The frontend layer needs to support and 
extend cloud-based approaches. The new architecture should be compatible with 
the guidelines and cost-effective as well. 

During the preparation, the potential approaches of the scientific literature have 
been investigated. The architectural guidelines already determined the set of 
concepts. The combination of a portal-like frontend as a collection of micro 
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applications has been chosen. The related proof of concepts has clarified the 
implementation details. 

Functionally, the applications are getting united. Owning only one application has 
a tremendous user experience and business value. The frontend codes are 
behavior-driven; they contain some JavaScript parts as well. However, it increases 
the complexity and the size of the bundle in the browser. Lazy-loading is 
necessary for satisfactory client-side performance. The required modules should 
be loaded if they are necessitated. Reusability is also a fundamental aspect; some 
frontend functionalities might be served directly to the various platforms. 

Previously discussed integration methodologies have already been reviewed: route 
level separation by reverse-proxy, Iframe, Web Components, Angular specific 
web-components implementation. For this business need and baseline 
architecture, the introduction of Angular-based web components serves potentially 
a robust solution. A Proof of Concept has proved this statement. It is possible to 
handle the existing applications as independent components by web components, 
but they are merged into a portal frame. Transformation of each element to web 
components is not challenging. Its micro frontend service can host this 
component. Each frontend service must provide the UI with the exact design 
requirements. The introduction of an ordinarily used framework or style is 
reasonable. 

The Angular framework is often used in enterprise-grade complex frontend 
solutions. Some organizations have built their application portfolio like islands, 
having separate web endpoints for each service or just navigating between them, 
but managing a massive monolith might be less productive. 

With micro frontends, merging the whole distributed application portfolio is 
conceivable by implementing a single portal for all purposes (Figure 5). 
Therefore, the research has been looking for the best option of merging some 
individual applications into one modern single-page application. 

First of all, the project manager should clarify the scope. The AS-IS architecture 
probably contains some legacy or deprecated elements. Over the years, some 
processes or components might be deprecated from a business perspective.        
The management can cut unnecessary costs by planning the migration precisely. 
The detailed plan contains the migration schedule of each dependency as well. 

Concerning scheduling, providing results as early as possible is essential.           
The migration must start with the core modules or the low complex ones.          
The minimal viable product involves some support from the management side. 
This approach is strongly supported by micro frontends architecture. By them, old 
on-premise applications and modern cloud-based ones can be served together in 
the same portal shell. At the early stage, the portal can publish the old on-premise 
applications; after each sprint, they can be replaced easily without effort. 
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Figure 5 

The proposed high-level target architecture in a cloud-native environment [13]. Each application 

provides its user interface. Each app is integrated into the portal frame. The applications can use the 

backend API through a consolidated gateway (Backend for frontend pattern). 

The Micro-services approach supports the usage of different technologies for each 
component. The simplest method is the implementation of web components. They 
created independent web components that can be easily injected into a Single Page 
Application Container [16]. 

For building such a system, some other dependencies are needed. The modern 
JavaScript ecosystem natively supports the implementation of micro frontends by 
web components. Each component is a different app; they listen to different ports. 
The Single Page Application Container (host or shell application) will merge and 
serve them as a single website. From the user perspective, the fragments seem to 
be a homogeneous web-application. 

Modern JavaScript frameworks can create components. They need to be 
encapsulated into web components, to publish them through the network.             
In Angular, the AppModule root module should export the whole (micro) 
application as a web component. In React and Vue, the implementation is a bit 
more complicated than in Angular, but each frequently used framework has its 
solution. Angular has another added benefit: Angular CLI supports the whole 
build – the deployment process natively. For other modern frameworks, some 
build and deployment tools are required, like webpack. 



I. Pölöskei et al. Enterprise-Level Migration to Micro Frontends in a Multi-Vendor Environment 

 – 20 – 

There are many possible ways to build micro frontends based portal applications. 
The most obvious choice is the usage of Web Components or Iframe with an event 
transmitting system. These native elements can fulfill this goal, but some 
bottlenecks may occur, like the poor communication between elements and code 
redundancy. For avoiding the weaknesses, some frameworks were introduced 
[17]. 

The Angular elements library was created for sharing components between 
applications; it provides simple integration for the micro frontends. Angular is a 
well-known product in the industry. It is a battle-tested solution from Google for 
enterprises because unknown open-source libraries and frameworks might contain 
some security vulnerabilities. A possible alternative of Angular Elements is the 
injection of Angular modules for reaching additional code-level features. In that 
case, both applications should use the Angular framework [19]. 

The cloud-native techniques are used to reach the cloud goals, based on a 
containerized infrastructure, not being dependent on a cloud provider. The cloud-
native deployment can be effectively supported by DevOps tools, serving the 
demand of high deployment frequency [12]. The migration tries to minimize the 
development costs, applying the lift-and-shift approach as many times as possible 
[21]. For the introduction of a container-based platform, the refinement of the 
modules is needed. The modules contain the backend for frontend (BBF) parts as 
well. In a frontend project, the BBF layer is mainly responsible for serving the 
frontend code and applying the authentication mechanism, transforming the 
middleware services into REST API. In our case, the processes’ refinement is just 
optional because the containers can be launched without any problems. 

The pages and applications should have the same design. The integration from the 
user perspective should be smooth. The inconsistencies might damage the 
customer’s satisfaction. In our case, the design of each application should be the 
same based on a shared library. The library provides common design elements and 
components. 

5.3 Results Achieved 

The current enterprise’s primary goals are cloud migration, merging frontend 
applications supporting a portal-like structure; each built-in application will be 
rendered in the same style. The migration is driven by cost optimization; it 
involves a low amount of resources for attaining the goals. 

The migration of frontend applications uses different migration strategies to 
combine lift-and-shift, re-platforming, and refactoring. Since the core backend 
services contain an inefficient and difficult code basis, the lift-and-shift strategy 
was the only option. Without the necessary expertise of the legacy services, their 
migration will be done at a later stage. The frontend application migration offers 
more extensive flexibility. Without much risk, the User Interface can be re-
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architected according to a different approach. It also gives the possibility to 
present functionally noticeable results directly to the end-user. 

Angular-based web components support the theory of micro frontends.             
The application can be bundled into a single JavaScript file, and each backend 
serves it for the frontend instance. The portal frame on the client-side can manage 
the provided applications like a native angular component, merging them, hide, or 
make them visible according to the client’s credentials. 

This architecture can use the cloud native’s full potential on the frontend side as 
well. The migration to cloud-based micro frontends architecture lessens the 
calculated operational costs in the above-discussed case. 

The accomplished proof of concept is built on Angular Elements web 
components. The elements are united into a portal structure. The main benefit of 
the polyrepo approach is separation. The idea extends the micro-services, 
providing a platform for accessing the old and new functionalities together. 

Strengths: 

 The newest Angular versions support the Ivy compiler; the generated 
components are reusable by other frameworks 

 Only the relevant apps are loaded in the portal frame 

 Independent repositories can manage the project. Repositories have their 
version number 

 Short deployment cycles 

 The flexibility of the structure 

 There are no compatibility problems with the frame’s Angular-based 
logic 

 The effort for the integration of the existing applications is reduced 

 Project security is improved, the repository access can be limited to the 
application, which is helpful in a multi-vendor environment 

 Applications can have their dependency versions 

 Legacy and modern can live together 

Weaknesses: 

 Some dependencies are redundant; each web component may include its 
own 

 Memory and the network load are higher because of redundant 
dependencies 

 Analysis of the issues is challenging because of dependencies 

 Merging the application’s frontend code into one bundle makes 
debugging challenging 
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Modifications made: 

 The applications are being embedded into an Angular shell application 

 Usage of shared libraries. They are registered in the global scope 

5.4 Lessons Learned 

The above-discussed proposal is a good fit for the migration use case. Current 
applications are behavior-driven, a huge code-base for complex business logic is 
demanding for the client and network. 

The containerization-based lift-and-shift approach provides a valid option for 
promptly migrating the core standard services, like having a suitable wrapper 
around the application. It gives a further granularization, after the central cloud re-
platform step since the lift-and-shift initially doesn’t reach the cloud-natives 
principal gains. Like breaking down the software into services and bigger units, 
several elementary modifications can serve the scalability. For the most cloud-
optimized result, strong refactoring is needed. 

The approach supports the incremental delivery natively, being a good 
combination with the agile paradigm. Having a flexible software structure is a real 
advantage. Old on-premise frontend applications can be integrated into a micro 
frontends frame as non-native components instead of navigating to a new tab in 
the browser. The legacy components can be replaced later by a native sub-
application if the feature has been migrated to the cloud. Resource constraints 
sometimes limit migration projects. The project manager needs to find the 
simplest solution for realizing the target. Part results and milestones are essential 
for getting the support of project sponsors. 

Conclusions and Future Work 

During our research, the polyrepo micro frontend solutions were investigated.   
The principal goal was to determine the optimal solution for our migration use 
case. For being cloud-native and having some separate applications on the 
frontend side, the implementation needs to follow the micro frontends pattern, 
with a polyrepo approach. This approach provides a run-time native integration in 
the browser. The cloud-native multi-instance environment can allocate additional 
resources to each process, giving a dynamic response to higher request quantities 
at any point of the designed system. This guarantees higher efficiency and lower 
costs. 

The case study presents an example of the potential use-case of the micro 
frontends pattern. In an enterprise, each application can be delivered by vendors. 
In a multi-vendor environment, each legacy app has its restricted know-how. If the 
target is a common standardized portal, the baseline diversity makes the designing 
troublesome. The micro frontends concept grants freedom for the implementation 
teams, but it has its obligations as well. The standardization of the UI design and 
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having a well-defined integration methodology is a necessity. The teams are 
limited to their domain by their own repository. It provides built-in security, in a 
multi-vendor environment. 

The web components have been used in the case study. For an enterprise-level 
Angular project with distinct teams, the micro frontends pattern should be 
considered. The benefits concerning the separation of applications could be 
helpful to migration and re-architecting projects. 

The concept of micro frontends is a business-oriented strategy. Business domains 
separate teams and applications. The members of each team are specialists. Since 
the micro frontends provide flexibility, each business need could be realized 
through the best fitting technology. 

The micro frontends pattern is used in industry, but still, there is room for 
improvement. Based on the careful evaluation of the state-of-the-art and the 
above-discussed case study, a new generic strategy could be introduced, for 
micro-frontends-based migration. 
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Abstract: The application of torsional vibration dampers is reasonable in every internal 
combustion engine with high performance output, where the unbalanced gas and inertial 
forces cause harmful torsional oscillations on the crankshaft. These oscillations can lead to 
the fatigue and damage of engine components. A visco-damper is a type of torsional 
vibration damper. Temperature represents one of the highest effects, on the lifetime of its 
operational fluid, in this case, silicone oil. Design solutions are proposed and realized for 
increasing cooling capabilities and the durability of the silicone oil. The heat transfer 
processes inside and outside of the damper are determined by coupled fluid dynamics and 
heat transfer simulations. The plausibility of the results is confirmed by using a modified 
version of the Iwamoto equation. A temperature-based lifetime prediction method has been 
used for determining the lifespan of the synthetic damping medium. The proposed 
geometrical modifications, decrease the level of the temperature distributions and thereby, 
improve the durability of the silicone oil. 

Keywords: torsional vibration damper; silicone oil; design modifications; thermal and life-
time management; CFD 

1 Introduction 

Nowadays, the Transportation and Vehicle industry are some of the most 
dynamically evolving sectors; significant amounts of research is going on, not 
only in the area of e-mobility – including autonomous driving [1] – and traffic 
safety [2] but in the field of structural mechanics, as well, to provide longer 
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lifetimes and higher levels of reliability and availability for vehicle systems and 
components in present and future. 

Amongst the many different structural parts, torsional vibration dampers are found 
in the piston engines with the aim of damping torsional vibration of the 
crankshaft. Torsional vibration dampers are widespread from maritime 
applications through sports cars to heavy-duty vehicles due to their simple 
construction, high degree of reliability and relatively long lifetime. Considering 
the development trends in the field of internal combustion engines (ICE), they 
would eventually become smaller with a requirement for higher power output 
leading to an increase in the load on torsional vibration dampers in the future.   
Due to this evolution, there is a certain need for accurate methodologies and 
analyses to simulate the damper’s function, as well as the lifespan influencing 
factors to be able to design the most suitable damper for any type of engine 
application. This is especially important for viscous torsional vibration dampers or 
shortly visco-dampers, which use silicone oil as operational fluid. The temperature 
is one of the most dominant factors for influencing its durability. Conducting 
thermal analysis on the silicone film situated inside the visco-damper poses a 
challenge as there are no practical and real time reliable techniques available so 
far. However, numerical methods – catering to the complex geometry and 
multidisciplinary physics – provide a plausible range of thermal distribution and 
can be replicated for various designs and their modifications. 

This article provides an insight into the research and development process of 
visco-dampers, utilizing the relationship between the temperature of the silicone 
oil during operation and its effect on service life. Two different visco-damper 
geometries are considered in the presented analysis, both being in their early 
design phase. 

1.1 Torsional Vibration Dampers 

According to Figure 1, as the fuel burns in the piston cylinders of an ICE (1), 
thermal energy is released and converted into mechanical load (torque) by 
connecting rods (2) on the crankshaft (3). The continuous repetition of momentary 
angular acceleration (determined by the ignition and injection sequence) causes 
irregular and periodic oscillations on the shaft and significant mechanical stresses 
in the drivetrain. These oscillations are responsible for noise, higher stresses and 
ultimately, engine failure. Fatigue occurs when the frequency of the oscillation 
corresponds to the natural frequency of the crankshaft and driven components. [3] 
[4] 

To prevent this failure and reduce the amplitude of vibration, a torsional vibration 
damper (4) can be mounted onto the free-end of the crankshaft or integrated into 
the flywheel (5). Several types of torsional vibration damper are available such as 
frictional, spring, rubber and viscous [3]. 
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Figure 1 

Torsional vibration damper mounted on the free-end of crankshaft [3] 

Visco-dampers are some of the simplest devices, in damping technology. They 
consist of a closed annular space, called a housing, with a freely moving inertia 
ring within it as seen in Figure 2 (left). The inertia ring is guided by polymer slide 
bearings and surrounded by a thin film of damping medium. Regarding the 
operation of the device, the damping effect can be explained as follow. In the case 
of undisturbed rotation of the crankshaft without superposed oscillations, the 
inertia ring rotates together with the housing without any slip. With the onset of 
torsional oscillations, a relative motion between the housing and the ring occurs, 
which causes tangential shear stress in the damping medium. The damping effect 
is the sum of the shear stresses developing on the friction surfaces between the 
housing and the ring. Silicone oil is a non-Newtonian fluid and it has a different 
response to external forces compared to other conventional (Newtonian) fluids. 
Because of this characteristic, the relative velocity between the housing and the 
inertia ring influences the viscosity and thus the damping characteristics of the oil. 
During operation, the damping fluid is exposed to high thermal load originating 
from the friction and shear of the oil layer and from the engine and surrounding air 
as heat sources. The viscosity of the silicone oil varies with the change in 
temperature, thus cooling fin plates may be mounted onto the housing or onto the 
cover in one or two rows (see Figure 2 (right)) to keep the operational temperature 
within the designed range. [3] [5] 

 

Figure 2 

Structure of a visco-damper (left) [3] and cooling fins in two rows on the damper (right) [6] 
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There has been much research in conjunction with torsional vibration dampers in 
recent times. Homik [7] investigated the torsional and longitudinal vibrations of 
crankshafts of vessels and discussed the possibilities for vibration damping 
thoroughly. The characteristics of shaft amplitudes for rubber and viscous type of 
torsional vibration damper were analyzed and compared through resonance 
measurements. 

Do-Kwan et al. [8] in their study provided an insight into the multidisciplinary 
design process of vibration dampers, in which a visco-damper for high 
performance crankshaft system of a transporting machine was developed by using 
reverse engineering, structural stability analysis and manufacturing techniques. 
Several prototypes were made with inertia rings of different sizes and masses and 
profound performance tests were conducted. 

Damping properties play an important role in the determination of dynamic 
response of a crankshaft and a visco-damper however, these damping parameters 
are very scarce and cannot be deduced deterministically from other structural 
properties. Thus, experiments must be conducted on complete devices of similar 
characteristics. One such parameter is the damping coefficient. In the work of 
Navale et al. [9] a test rig was developed to find out the damping coefficient of a 
viscous damper. The verification of the experimental results was performed by 
comparing them with analytical results. The damping coefficient (obtained from 
the test setup) can be used to check the quality and the usage of a damper with 
ease. 

A different type of torsional vibration damper – known as magnetorheological 
damper – has been recently investigated. This damper is filled with 
magnetorheological fluid (MRF), which is controlled by a magnetic field 
generated by an electromagnet. As the intensity of the electromagnet increases, the 
viscosity of fluid changes (increases) as well. Ehab et al. [10] developed a hybrid 
torsional vibration damper incorporating conventional centrifugal pendulum 
absorber and magnetorheological damper and demonstrated the superior 
performance of the proposed design. More details can be found about MRF 
technology for visco-dampers in Anant et al.’s work [11]. 

1.2 Silicone Oils for Torsional Vibration Damping 

Silicone oils belong to the silicon-based lubricants and include every type of 
polymerized liquid siloxane, in which the molecules contain organic side chains. 
[12] Polydimethylsiloxane (PDMS) is a special type of silicone oil, which is one 
of the most suitable materials for visco-dampers due to its favorable tensile 
strength, density and low friction properties. It mitigates efficiently the unwanted 
oscillations in a wide frequency range. Its chemical formula is (𝐻3𝐶)3[𝑆𝑖(𝐶𝐻3)2𝑂]𝑢𝑆𝑖(𝐶𝐻3)3 where 𝑢 is the number of repeating monomer 
units. The higher this number, the higher is the viscosity of the oil sample. [13] 
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Today, the viscous behavior of the silicone oils has been well studied and is 
relatively well understood. Czirják and Kőkuti [14] [15] made efforts to describe 
the non-linear viscoelasticity and thixotropy of silicone oils in mathematical way 
and they created different rheological models for research and development 
purpose. 

Several scientific researches deal with thermal and material stability, 
improvements and the response of PDMS molecular structure to high temperature. 
As it turned out from the study of Camino et al. [16] [17], thermal volatilization 
and weight loss of PDMS oil occurs during a molecular mechanism at lower 
temperature with formation of cyclic oligomers through Si-O backbone scission. 
This kind of decomposition of the investigated material is directly proportional to 
the rate of heat increase that takes place and is determined by the diffusion and 
evaporation of produced oligomers following first order Arrhenius behavior and 
having activation energy of ~ 27 kcal mol-1. At higher temperatures, a radical 
mechanism occurs through homolytic Si-CH3 bond scission followed by hydrogen 
abstraction and leads to the formation of methane. The flexibility of PDMS chain 
is reduced by the cross-linking of macro-radical groups and further splitting of 
cyclic oligomers is restricted. The oxidative cross-linking and the reorganization 
of split bonds improve the thermal stability of the material and produces ceramic 
silicon-oxycarbide. 

Different methods were developed to improve the thermal stability and resistance 
of PDMS. Dongzhi et al. [18] for example described a way to enhance the 
properties by preparation of PDMS composites using polyvinyl silsesquioxanes 
(PVS) as reinforcing agent by hydrolytic condensation in the presence of 
organotin catalyst. Experimental results show that the thermal and mechanical 
properties of the novel composites were improved greatly by adding PVS and 
their resistance to thermal oxidation in nitrogen, increased as well. However, no 
differences, in the case of the air environment, were observed. 

For damping applications, there are some uncertainties in the preliminary design 
phase of visco-dampers related to operation such as the rate of change of viscosity 
of PDMS oil in the damper, heat generated and dissipated, damping performance 
and the temperature distribution. In Wang et al.’s report [19] an engine-damper 
matching calculation method is introduced based on the heat equilibrium.          
The accuracy and the validation of the implemented calculation process were 
demonstrated by measurement results on a real diesel engine equipped with an 
operational visco-damper. 

The present introductory chapter primarily dealt with an overview about the types, 
the structures and the general operation of torsional vibration dampers with a 
special focus on visco-ones. Background on the damping medium (in our case, 
silicone oil), the general effects of temperature change and the continuous 
research and development on increasing the operational temperature range were 
also discussed. However, in case of extreme operational conditions, where power 
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dissipation and the ambient temperature both are high, a special design 
methodology is required to limit the oil temperature to tolerable values. Hence, a 
computational fluid dynamics-based (CFD) methodology has been introduced 
during the design phase of torsional visco-dampers to control the thermal 
degradation process and thus the service life of silicone oil. 

1.3 Iwamoto Equation for Temperature Estimation 

A half empirical analytical expression, developed by Shoichi Iwamoto, is applied 
for preliminary thermal analysis of viscous torsional vibration dampers to estimate 
the outer surface temperature of the damper housing under operation. 

A modified version of the original Iwamoto Eq. (1.1) [5] is considered in the 
present case. The calculated value by the equation will be used in the plausibility 
analysis of the CFD results. The circumferentially averaged temperature 
distribution of the case will be compared with the results of the numerical analyses 
described in the forthcoming part of the article and conclusions are going to be 
drawn about the reliability of the analyses. 𝑇𝑐𝑎𝑠𝑒 = 𝑄𝑑𝑎𝑚𝑝−𝑐 ∙ 𝐴𝑟𝑖𝑛𝑔𝑑 ∙ (−𝑔 ∙ 𝐷0𝐷𝑟𝑖𝑛𝑔+ℎ) ∙ 𝑛𝑐𝑎𝑠𝑒𝑘  ∙ (𝑝 ∙ 𝐴𝑟𝑖𝑛𝑔)𝑟 + 𝑇𝑎𝑚𝑏𝑖𝑒𝑛𝑡  (1.1) 

The parameters in Eq. (1.1) are next: 𝑄𝑑𝑎𝑚𝑝 is damping performance which converts into heat [W]; 𝐴𝑟𝑖𝑛𝑔 is inertia ring 
wetted surface [m2]; 𝑛 is crankshaft rotational speed [RPM]; 𝐷0 is damper outer 
diameter [m]; 𝐷𝑟𝑖𝑛𝑔 is inertia ring inner diameter [m]; 𝑇𝑎𝑚𝑏𝑖𝑒𝑛𝑡 is ambient 
temperature [K]; c, 𝑑, 𝑔, ℎ, 𝑘, 𝑝, 𝑟 are Iwamoto parameters [-]. 

2 Degradation of Silicone Oil 

The best method for monitoring the degradation of the silicone oil is determining 
the viscosity change. The viscosity is one of the most important properties of the 
damping media; it describes the degree of internal friction among the fluid layers, 
which in turn result energy loss. 

Based on static degradation measurements, the viscosity and the lifespan of 
PDMS oil depend strongly on the operational temperature. The following 
technical factors can be considered to influence the operation of a torsional visco-
damper: [20] 

 Type of silicone oil (initial viscosity) 

 Speed of rotation (damping performance) 

 Gap-sizes between the housing and the inertia ring (gap-size investigation) 
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 Positioning of the cooling fins (cooling fin mounting investigation) 

This paper investigates the effect of different gap-sizes and the side-positions of 
the cooling fin geometries on thermal load and on the service life of PDMS oil.     
It also considers the material aspects integrated into the lifetime of the oil 
discussed below. A theoretical variable, called Degradation Factor (DF), is 
introduced for lifetime calculations. DF provides information about the rate of 
change of viscosity of a given silicone oil under continuous thermal load at 
constant operational temperature for one day as shown by Eq. (2.1) [20] 𝐷𝐹 =  𝜂0 − 𝜂1𝜂0 ∙ 100 (2.1) 

where DF is the degradation factor [%/day]; 𝜂0 is the initial dynamic viscosity [Pa 
s] and 𝜂1 is the changed dynamic viscosity after one day [Pa s]. 

Since DF is the function of the temperature [20], the temperature distribution in 
the damper, especially in the silicone oil, must be determined to calculate the 
degradation factor of the PDMS oil. The maximum change in viscosity allowed ∆𝜂𝑎𝑙𝑙𝑜𝑤𝑒𝑑 [%] can be calculated by Eq. 2.2 by using the values of the initial 
viscosity 𝜂0 [Pa s] and the minimum allowed viscosity 𝜂min  [Pa s]. ∆𝜂𝑎𝑙𝑙𝑜𝑤𝑒𝑑 = 𝜂0 − 𝜂min 𝜂0 ∙ 100 (2.2) 

As the degradation (considering in the range from the oil’s initial state to the 
allowable degree of degradation state) is linear function of time, dividing the 
maximum change in viscosity allowed ∆𝜂𝑎𝑙𝑙𝑜𝑤𝑒𝑑 [%] by 𝐷𝐹 [%/day] will provide 
the service life 𝑡𝑠𝑒𝑟𝑣𝑖𝑐𝑒  [day] of the fluid as presented in Eq. 2.3. 𝑡𝑠𝑒𝑟𝑣𝑖𝑐𝑒 = ∆𝜂𝑎𝑙𝑙𝑜𝑤𝑒𝑑𝐷𝐹     (2.3) 

3 Design Methodologies, Numerical Analyses and 

Silicone Oil Durability 

The enhancement of effectiveness in the vehicle industry is a general expectation, 
there are several innovative researches in this field [21] [22]. In the last decade, 
the attention of product development is focused more on technical modelling and 
simulation activity including CFD, which are becoming an essential part and a 
powerful tool for design, development and researches as it is shown by [23] and 
[24]. 

Bicsák et al. [25] used CFD techniques to introduce a minimum requirement 
demanding method for investigating the effect of an aircraft propeller in low Mach 
number flow regime. The results of Actuator Disk Method (ADM) with induced 
velocities and total pressure were compared to a reference solution generated by 
Rotating Domain Model (RDM). It turned out from the numerical investigation 



M. Venczel et al. Design Modifications and Thermal Analysis of Visco-Dampers for  
 Extending Silicone Oil Durability 

 – 34 – 

that ADM with total pressure boundary condition provides acceptably close 
results to RDM solution. In terms of computational time, ADM with total pressure 
boundary condition required less time by 95% to provide converged simulation 
results compared to RDM simulation. 

Kátai et al. [26] performed CFD analysis on a novel mobile refrigerated container. 
The cooling air velocity distribution in empty and fully loaded cases was 
investigated while the shape of inlet air profile and the necessity of auxiliary 
ventilator installation were also tested. The outcome of the CFD calculation was 
supported by hydrodynamic experimental small-scale test. Both the CFD 
calculation and the experimental model proved the fact, that the original container 
design is not suitable for proper cooling due to the lack of generated air 
circulation. By applying multijet technology with auxiliary fans installed on 
bottom of the partition wall and directed evaporator blow-out, the quality of 
cooling can be improved. 

CFD is an appropriate tool not only for investigating flow characteristics but to 
understand the combustion phenomena and pollution composition of an ICE as 
well. Akbarian et al. studied in their work [27] the effect of fuel combination 
(natural gas and diesel fuel) on the performance and emissions of a dual-fueled 
engine under constant speed with different loads. According to the results, the 
dual-fueled mode of the engine causes lower CO2, NOx and particle materials 
(PM) emission under all load conditions compared to the diesel mode. The authors 
suggest to use the engine in the dual mode at 30% and 50% of the pilot fuel 
(diesel) ratio in full and half loads respectively for significant reduction in 
emission and fuel consumption. 

Fabio et al. [28] used CFD method for proposing and testing an alternative wall 
function model to calculate more reliable heat fluxes on the wall of high-
performance spark ignition engines. Four currently produced and direct injection 
spark ignition turbocharged engines had been selected with different operating 
conditions for heat transfer model improvement purpose. Experimental engine 
thermal survey and point-wise temperature measurement data were used to 
validate their developed wall heat transfer model. 

CFD enables also damper developers to better understand the complex fluid flow 
and the detailed thermal distribution inside a visco-damper during operation. 
ANSYS CFX commercial code has been used in this work for numerical 
modelling and analysis. The general conservation law for mass, momentum and 
energy are discretized into a system of algebraic equations. Time discretization is 
achieved by ‘First or Second Order Implicit Backward Euler’ scheme, which 
solves a multidimensional nonlinear algebraic equation in each iteration.           
The discretized system of algebraic equations is then determined numerically over 
the predefined control volumes through iteration steps with the ‘Multigrid 
Accelerated Incomplete Lower Upper Factorization’ technique to render the 
solution field. [29] 
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3.1 Geometry – Design Modifications for Lifetime Extension 

As discussed in Chapter 2, the service life of silicone oil is heavily dependent on 
the temperature. The goal of the visco-damper developments is to design 
appropriate geometry in such a way that the operational temperature remains in 
favorable range, prolonging the lifetime of the lubricant. The temperature 
distribution of the oil can be influenced either by properly selected gap-sizes, 
which determine the amount of fluid and the film thickness between the moving 
components (housing and inertia ring) and by application of advanced cooling fin 
plates on the outer surface of the damper (either the housing or the cover side). 
The goal of the present investigation is to decide, whether the smaller gap-sizes 
improve or degrade the service life of the silicone oil and which side of the 
housing is suitable for mounting the cooling fin plate to hold the temperature of 
the visco-damper at a lower degree. 

In terms of gap-sizes, the axial (X) and radial (Y) gap-sizes of the initial model 
(INIT1) are shown in Figure 3 (left). Besides keeping the design specifications, 
the operational temperature can be affected by the gap-sizes as the heat is 
generated in the silicone oil due to the dissipated energy and spread to the 
environment by heat transfer. The reduction of the distance between the inertia 
ring and housing (if the expected wet lubrication of surfaces is ensured) allows 
less amount of fluid stored in the damper and makes the oil film thinner. In case of 
the modified damper geometry (MOD1) (see Figure 3 (left)) the axial gap size (X) 
is reduced by 18.6% and the radial gap-size (Y) is decreased by 12.5% thus the 
amount of stored oil in the damper is reduced by 9.6%. Due to this modification, 
the oil content inside the damper is expected to store less amount of heat and keep 
the inner components at a comparatively lower temperature. 

As far as cooling fin mounting is concerned, several cooling fin designs were 
tested previously, and it turned out that not the shape but the length, the height and 
the mounting position of the fins have a significant effect on the heat transfer 
process and thus on the cooling efficiency. [5] The initial model (INIT2) for 
mounting investigation with ‘tunnel type’ cooling fins assembled on the engine-
side is shown in Figure 3 (right). In this case the gap-sizes remain unchanged. 
Considering the proximity of the engine and the heat transfer characteristics of the 
cooling fins, it would be advisable to relocate the fin plate onto the other side 
(free-side) of the damper housing. 

As the damper rotates together with the engine crankshaft, free-stream of ambient 
air cools the fins more efficiently and more amount of heat can be discharged 
from the fins compared to the engine-side of the housing where the air close to the 
fins is rather stagnated with limited ventilation. Figure 3 (right) also shows the 
modified cooling fin mounting model (MOD2) for CFD investigation. 
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Figure 3 

Initial and modified geometries for gap-size (left) and for mounting investigation (right) 

To reduce the calculation time but maintain the accuracy of the results, only a 
sector of the whole damper-shaft-engine geometry is investigated considering the 
rotational periodicity. In case of gap-size simulations (INIT1 and MOD1) the 
investigated sector angle is β1 = 6° while in case of cooling fin mounting 
simulations (INIT2 and MOD2) a sector angle of β2 = 15° is considered.            
The greater β2 provides enough width for fulfilling the periodicity conditions for 
the flow field including fins. 

The geometries are prepared by Creo Parametric. The simplified geometries with 
the crankshaft, engine and flow fields are finalized in Ansys “Design Modeler” 
submodule. The slide bearings are removed since their effect on the oil has 
already been considered in the lifetime analysis. The housing and cover are 
merged (called case or casing in the following subchapters) because they are made 
of the same material and welded. The boundaries of the ambient are set far away 
from the investigated damper-shaft-engine system to protect it from the flow-
disturbing effects of the structure. 

3.2 Numerical Mesh 

Generating mesh is the crucial part of numerical calculations. The smaller the 
mesh size, the more accurate the results would be, resulting in, however, a longer 
calculation time. Results can also be influenced by properly selecting and creating 
mesh elements. Hence, mesh size sensitivity and quality analysis has been 
completed to find the most suitable mesh configurations, keeping in mind the 
accuracy (maximum acceptable skewness, aspect ratio, etc.), the optimum cell 
number (for resolving heat transfer processes) and effort needed for mesh 
generation. 

As denser mesh at the wall (or inflation layer) has a prominent role in modelling 
heat transfer processes accurately, preliminary calculations for Reynolds number, 
dynamic and kinematic viscosity, shear velocity, wall shear stress, skin friction 
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coefficient, first cell height and the boundary layer thickness are determined and 
used as described in [30]. 

The final mesh, in case of INIT1 and MOD1, is built up from approximately 11 
million elements, whereas, in the case of INIT2 and MOD2 (see Figure 4), the cell 
number is approximately 15 million. In each case the y+ (dimensionless distance 
from the wall) is less than 1 and the boundary layer is split up to 15 sublayers, 
resulting in the CFD software using „Near-Wall Model Approach” technique.      
In this approximation, the discretized form of the transport equations is solved 
directly till the wall and provide more accurate results unlike using logarithmic-
based wall functions. 

The surrounding of cooling fin plate is called fin-zone, where a finer mesh must 
be used to take full advantage of the wall resolving approach. This region of air 
moves together with the fin plate and forms a transition between the static ambient 
domain and the rotating fins. 

3.3 Boundary Conditions and Program Settings 

After importing the final mesh into Ansys CFX submodule, the next step is 
defining material properties, boundary conditions and solver settings. 

Silicone oil and air gap (rotating volumes) in the damper are modelled as solid 
domains (with density, viscosity, specific heat, thermal conductivity and 
considering energy conservation law) for two reasons. On the one hand, the effect  

 

Figure 4 

Numerical mesh (MOD2) with inflation layers for mounting investigation 

 
Boundary layer 
mesh around 
the cooling fin 



M. Venczel et al. Design Modifications and Thermal Analysis of Visco-Dampers for  
 Extending Silicone Oil Durability 

 – 38 – 

of heat convection is negligible due to the rather stiff silicone oil at an elevated 
centrifugal force, thus heat can only be conducted as in a solid domain. On the 
other hand, calculating solid domain requires a shorter calculation time if the 
scope of the simulation is to determine the temperature distribution inside the 
damper. Shaft, case and ring (rotating solid domains) are defined with density, 
specific heat, thermal conductivity and with considering energy conservation law 
also. Ambient (stationary domain) and fin-zone (rotating domain) are set to flow 
domain with SST turbulence modelling, automatic wall function and with 
considering total energy conservation law. The applied material properties are 
found in Table 1. 

Table 1 

Materials and parameters used in the simulations 

Material Air Silicone fluid Steel components 

Density [kg/m3] 1.185 973 7854 

Specific heat capacity 
[J/kg/K] 

1004.4 550 434 

Thermal conductivity 
[W/m/K] 

0.0261 0.15 60.5 

1500 RPM speed has been applied at silicone oil gap-size investigation and 1900 
RPM is considered at cooling fin mounting investigation for the rotating domains. 

The heat source (defined on the oil domain segment) is calculated by Eq. (3.1). 𝑄𝑉 = 𝑄𝑑𝑎𝑚𝑝𝑉𝑜𝑖𝑙 ∙  360°𝛽  (3.1) 

where  𝑄𝑉 is oil segment heat source [W/m3]; 𝑄𝑑𝑎𝑚𝑝 is damping performance 
[W]; 𝑉𝑜𝑖𝑙  is oil segment volume [m3]; 𝛽 is investigated sector angle [deg]. 

2000 W damping performance is considered at silicone oil gap-size investigation 
and 1000 W is at cooling fin mounting investigation. 

Interface connections are defined between the adjacent surfaces of the relevant 
domains as follows. Each domain connecting with itself circumferentially has 
rotational periodicity interface; there is a heat resistance free contact between case 
and shaft; fin-zone has a rotating wall interface at the connection with ambient air 
while the shaft and case are in a rotating solid wall interface connection with the 
ambient air. Finally, perfect heat transfer interface is defined between fin-zone and 
case, oil and case, air gap and case, air gap and oil, oil and ring, and air gap and 
ring. These connections are shown in Figure 5 (right) for cooling fin mounting 
investigation. 

The boundary conditions for cooling fin geometry investigation case are presented 
in Figure 5 (left). The ambient domain contains stationary walls (next to the 
surfaces of the engine with a constant temperature) and rotating walls (next to the 
surfaces of the damper, the fin-zone and the shaft). The far field surfaces of the 
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ambient domain are set to be Opening (Entrainment) with constant static 
temperature 50° C, relative static pressure 0 bar and „Opening pressure and 
Direction” option. 

   

Figure 5 

Boundary conditions (left) and interface connections (right) for mounting investigation 

The turbulent intensity is set to be medium (5%). Nine monitoring points (in the 
function of radius) are defined on the casing to monitor the convergence of 
temperature and the area-averaged temperature during the numerical calculation. 
The last step is the solver settings in the software setup. ‘High resolution’ 
advection scheme is used, while turbulence numeric is defined to be ‘First order’. 
The number of maximum allowed iteration steps is 5000. 

Timescale control is specified by a timescale factor of 30 for fluid domains and 10 
for solid domains. Convergence criteria are given by the residual target of RMS 
10-6 and the conservation target of imbalances is 1%. 

3.4 Evaluation of Numerical Results 

3.4.1 Gap-Size Investigation 

Figure 6 shows the convergence curves of temperatures at different monitoring 
points in case of INIT1 analysis. The graph proves the convergence; the constant 
temperatures are reached after 2500 iterations for INIT1. The convergence-
increase around 1800th iteration can be explained by the fact that the time scale 
factor in the solver has been changed to improve convergence and reduce the 
calculation time. The convergence is also reached for the MOD1 simulation after 
1000 iterations. MOD1 simulation needed less iteration steps to reach 
convergence because of the fact, that the calculation has been initialized from the 
converged results of INIT1 simulation. In each analysis results the residuum 
reached the residual 10-4 and each imbalance goes below 1% conservation target at 
the end of the calculation. 
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Figure 6 

Temperature convergence of INIT1 analysis at gap-size investigation 

Figure 7 shows the normalized temperature distribution in the dampers (on the 
left) and the heat flux on the outer side of the case (on the right) for INIT1 and 
MOD1. The outside area-averaged temperature of the case shows 1.7% difference 
from the pre-calculated value by Eq. (1.1) at the same conditions, thus the 
presented simulation results are plausible, and the simulation is suitable for further 
engineering purpose. The location of the heat source and a stagnant flow region of 
air between the engine and the damper can be identified in the left side of the 
figure. This latter region has poor cooling efficiency; the average temperature here 
is higher than the ambient temperature by 11.7%. That can be proven also by the 
intensity of heat transfer on the outer side of the case (see Figure 7 (right)). It turns 
out that the pattern of cooling intensities shows similarities for both geometries 
and they are the function of radius. 

 

Figure 7 

Normalized temperature distribution (left) and heat flux of the case (right) at gap-size investigation 

Figure 8 shows the temperature distribution in the oil region for INIT1 (on the 
left) and for MOD1 (on the right) geometries. There is a difference on the inner 
side of the oil rings. In case of MOD1 geometry, the temperature is lower, and the 
peak temperature of the oil is less by 1% compared to the baseline geometry.     
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The temperature values of both oil domains have been exported and a DF value 
has been calculated for each exported temperature based on [20]. After averaging 
the gained DF values in both oil domains, the lifetime for each investigated case 
has been determined by Eq. 2.3. The results present that the suggested gap-size 
modification (corresponds to less amount of oil by 9.6%) causes a lifetime 
increment by 25.8% compared to the initial geometry (INIT1) on average. 

 

Figure 8 

Temperature distribution in the oil rings at gap-size investigation 

3.4.2 Cooling Fin Mounting Investigation 

INIT2 and MOD2 simulations provided similar convergence curves to Figure 6. 
The calculation is converged for INIT2 when the constant temperatures are 
reached after 5000 and for MOD2 after 1400 iterations respectively. In both 
calculations the residuum reached 10-4 and each imbalance goes below 1% target 
at the end of the iteration steps. 

Figure 9 shows the temperature distribution in the dampers (on the left) and the 
heat fluxes on the outer side of the case (on the right) for INIT2 and MOD2 
variants. The outside area-averaged temperature of the case shows 2.6% 
difference from the pre-calculated value by Eq. (1.1), so the presented simulation 
results are suitable from plausibility point of view. The heat generation domain 
and the stagnant flow conditions between the damper and the engine are well 
visible also in the figure. Here, in this enclosed zone, the flow temperature is 
higher by 7.1% in average compared to the ambient temperature. The cooling fins 
show a poor cooling efficiency when they are mounted on the engine side.        
This can also be seen by the intensity of heat transfer on the outer side of the case 
(see Figure 9 (right)). The temperature varies along the radius of the case, from 
higher (near the center) to lower on the periphery, and hence, the cooling intensity 
can be determined to be a function of the radius of the case also. With the cooling 
fins mounted on the free side of the case, the overall temperature observed is 
lower as compared to when the cooling fins are situated on the engine side, so this 
variant has higher cooling efficiency. 
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Figure 9 

Normalized temperature distribution (left) and heat flux of the case (right) at cooling fin mounting 

investigation 

Figure 10 shows the temperature distribution in the oil segment for INIT2 (on the 
left) and for MOD2 (on the right) geometries. There is a significant difference 
both on the outer and inner sides of the oil regions. In case of MOD2, not only the 
peak temperature of the oil is lower but the temperature distribution throughout 
the oil region is less compared to INIT2. Similarly, to the gap-size investigation 
case, the temperature values of both oil domains were exported and lifetime 
calculations were performed based on [20] with help of Eq. 2.3. It turned out that 
the suggested cooling fin mounting modification (MOD2) causes a lifetime 
increment of 133.2% in comparison with the initial geometry (INIT2). 

 

Figure 10 

Normalized temperature distributions in the oil rings at cooling fin mounting investigation 

Conclusions 

Viscous torsional vibration dampers are essential accessories of high performance 
and/or downsized piston engines and are exposed to complex mechanical, thermal 
and chemical loads, within their componentry. The lifespan of visco-dampers is 
influenced, primarily, by the usage of its working medium, which is strongly 
affected by the operational temperature. Hence, it is always necessary, in the 
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preliminary design phase, to properly estimate and control the oil temperature for 
slowing down the thermal degradation process. Analytical and numerical methods 
have been used in this work to determine the temperature distribution and its 
plausibility. Design modifications have been suggested and thoroughly analyzed, 
by coupled fluid dynamic and heat transfer simulations, to check their effect on 
the temperature and service life of the damping medium. 

The influence of gap-sizes and positioning of the mounted cooling fins on the 
lifespan of the silicone oil, has been brought to light, with the help of CFD 
simulations. MOD1 geometry with smaller gap-sizes and lesser quantity of 
silicone oil by 9.6% provides longer lifespan by 25.8% compared to the original 
INIT1 geometry. The MOD2 geometry places the cooling fins on the free side, 
away from the engine, providing a lower temperature level and a lifetime is 2.33 
times longer as compared to the INIT2 geometry. 

The visco-damper technology depends strongly on the degradation properties of 
the silicone oil. Thus, the improvement of recently applied lifetime estimation 
method, is indispensable for increasing accuracy. Hence, the next step within the 
framework of the present study, is to update the available lifetime prediction 
method, by means of completing further degradation measurements, at lower 
operational temperatures. Future simulations are planned, including validation 
under different operational conditions, including advanced cooling fin geometries, 
to better understand and improve thermal behavior and therefore, the durability. 
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Abstract: This paper examines the issues of domain-specific hierarchical data structures, 
based on directed acyclic graphs, dedicated to the representation of the geometry of three-
dimensional scenes. In this paper, the authors introduce two versions (out-of-core and 
semi-out-of-core) of an algorithm to transform hierarchical data structures – pointerless 
sparse voxel directed acyclic graphs, into sparse voxel directed acyclic graphs. Pointerless 
sparse voxel directed acyclic graphs are not suitable for immediate traversing, due to the 
absence of pointers to the child nodes; however, they are suitable for archiving and 
streaming, as they have a more compact binary-level representation. Sparse voxel directed 
acyclic graphs, on the other hand, allow quick traversing during visualization or other 
forms of processing, since their nodes include pointers to child nodes. The disadvantage of 
this, is that the binary-level representation, requires more operating memory or secondary 
storage space. Both hierarchical data structures – sparse voxel directed acyclic graphs and 
pointerless sparse voxel directed acyclic graphs – and both versions of the proposed 
conversion algorithm are described in the first part of the paper. Results of tests, performed 
on various models – previously surface polygonal models, stored in the Wavefront 
Technologies geometry definition file format (OBJ) – now voxelized to the respective 
resolutions, are summarized in the second part of the paper. The binary-level 
representation lengths of both data structures, along with the time consumption of both 
versions of the proposed conversion algorithms, are detailed in the last part of the paper. 

Keywords: pointerless sparse voxel octrees; PSVO; sparse voxel octrees; SVO; pointerless 
sparse voxel directed acyclic graphs; PSVDAG; sparse voxel directed acyclic graphs; 
SVDAG; hierarchical data structures; volume dataset; three-dimensional image; lossless 
data compression 

1 Introduction 

Hierarchical data structures (HDS), based on the use of octant trees (octrees) and 
Directed Acyclic Graphs (DAGs), are popular solutions to represent the geometry 
of three-dimensional scenes, especially if the scenes are voxelized from three-
dimensional polygonal surface models [1]. In voxelized scenes, the uncompressed 
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geometry is represented as a three-dimensional regular grid, using 1 b per voxel – 
active (filled) voxels are encoded as “1” bits and passive (empty) voxels are 
encoded as “0” bits. In such scenes, most voxels are passive (often, these represent 
99.99% of all voxels, or even more). 

Hierarchical data structures, based on octrees and directed acyclic graphs, can 
cope with this sparsity and use it in lossless data compression, and that is why 
they can store scene geometry using unprecedentedly small space. A compression 
level of 10-5 bits per voxel (b/vox) can be achieved in case of a 64 K3 scene 
(65536 × 65536 × 65536 voxels), using 315.3 MB of space to store the particular 
scene geometry [2] [3]. In comparison, to store this geometry in its uncompressed 
form, as a regular three-dimensional grid of 1b/vox, one needs 256 TB of space. 
Another common feature of voxelized scenes based on polygonal surface models 
is the high probability of occurrence of identical subspaces. Hierarchical data 
structures use this feature to achieve lossless compression, via Common Subtree 
Merging (CSM). Applying this technique, octrees are transformed into DAGs. 

There are octree-based hierarchical data structures allowing space-saving 
representation of the scene geometry without having any child node pointers 
encoded in their nodes – these are Pointerless Sparse Voxel Octrees (PSVOs). 
Pointerless hierarchical data structures are suitable for archiving and streaming 
purposes, but are less suitable for immediate traversing. Their disadvantage is that 
they don’t allow using the CSM technique. Sparse Voxel Directed Acyclic Graphs 
(SVDAGs) include pointers for quick traversing and CSM. Pointers, though, 
require a significant amount of space in SVDAGs. However, the possibility to use 
CSM can outweigh this disadvantage. That is why, in total, SVDAGs can be more 
space-efficient, compared to PSVOs. 

In our previous research, we developed Pointerless Sparse Voxel Directed Acyclic 
Graphs (PSVDAGs) [4] – hierarchical data structures incorporating advantages of 
both PSVOs and SVDAGs [5]. Due to pointerless encoding, this data structure 
saves space, and, due the concept of variable-length Labels/Callers, it allows the 
use of CSM. PSVDAGs can exceed the compression ratio of PSVOs and 
SVDAGs. However, the absence of pointers makes this data structure unsuitable 
for quick traversing. That is why the PSVDAG data structure incorporates a 
feature – active child node count (ACHNC) – allowing quick transformation into 
SVDAGs. In this paper, we propose and describe two versions of the conversion 
algorithm allowing the transformation of PSVDAGs into SVDAGs: an out-of-core 
and a semi-out-of-core version. 

The contribution of the paper is in the following: 

The design of two versions of the PSVDAG – SVDAG conversion algorithm: an 
out-of-core and a semi-out-of-core version. 

Section 2, hereof summarizes the related works in the field of multi-dimensional 
data linearization, hierarchical data structures used to represent the geometry of 
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three-dimensional scenes and out-of-core algorithms for the creation of those data 
structures. Due to the vast number of papers published in the field, only closely 
related works are mentioned. 

Section 3, provides a description of the SVDAG and PSVDAG hierarchical data 
structures, not only their formal description using the Backus-Naur Form, but also 
a brief explanation of their fundamental properties. 

Section 4, is an introduction to the main contribution of the paper, i.e. the out-of-
core and semi-out-of-core versions of the conversion algorithm that transforms 
PSVDAGs into SVDAGs. 

Section 5, describes the results of the tests performed on various three-
dimensional scenes, originally stored in the Wavefront Technologies geometry 
definition file format (OBJ), subsequently voxelized to the respective resolutions 
and then stored as PSVDAGs. Using the algorithm described in Section 4, the 
transformation of their representation from PSVDAG into SVDAG was tested. 

Section 6, the last section of the paper, draws conclusions from the test results 
stated in the previous section of the paper. 

2 Related Work 

Due to the vast number of papers published in this field, this section lists only the 
closely related works. 

Linearization of multi-dimensional data. Space-Filling Curves (SFC), introduced 
by Peano and Hilbert at the end of the 19th Century [6] [7], are used to linearize 
multi-dimensional data. Very popular in computer graphics is the Morton order 
[8]. Hilbert Space Filling-Curves (HSFCs) are used in computer science for better 
locality preserving [9]. Examples of linearization of a two-dimensional space 
using Morton order and Hilbert SFCs of levels 1 and 2 are depicted in Figure 1. 

Hierarchical data structures for three-dimensional data representation. Octrees – 
hierarchical data structures – have been used for representation of three-
dimensional scenes for decades. Works from the 1980s include Srihari [10], Rubin 
and Whitted [11], Jackins and Tanimoto [12] and Meagher [13] [14] [15], to name 
only a few. Different encoding schemes of child node header tags in PSVO 
leveraging fixed-length and variable-length header tags appeared in [16]. 

Not only homogenously empty subtrees, but also homogenously filled subtrees 
were removed: PSVOs – hierarchical data structures allowing the removal of not 
only homogenously empty subtrees, but also those homogenously filled with any 
symbol from a defined set of symbols – were proposed in [17]. The symbol set 
can be encoded using a fixed-length or variable-length binary-level representation. 
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Figure 1 

Linearization of the two-dimensional space of various levels,  

using a, b) Morton order and c, d) Hilbert curves 

Efficient Sparse Voxel Octrees (ESVOs), introduced in 2010, are sparse voxel 
octrees, in which whole subtrees may be efficiently replaced with 32 b-long 
contour information (i.e. a 24 b-long contour pointer and an 8 b-long contour 
mask) [18]. 

High Resolution Sparse Voxel Directed Acyclic Graphs (SVDAGs), proposed in 
2013, are DAGs incorporating pointers to the child nodes into their internal nodes 
and allowing common subtree merging, when two or more child node pointers 
point to the same node of the data structure [5]. Child node pointers are 0 b and 32 
b-long, respectively. Each part of the data structure is 32 b-aligned. In 2016, 
Symmetry-aware Sparse Voxel Directed Acyclic Graphs (SSVDAG) were 
introduced in [2] [3]; these incorporate pointers to the child nodes of 0 b, 16 b, 32 
b and 33 b lengths, which is why 2 b header tags of the child node mask with an 
overall length of 16 b are used. Three bits of child node pointers are used to 
encode a reflective symmetry transformation (separately, in each main axis of the 
scene) when common subtree merging is used, for improved lossless compression 
of the data structure. CSM is applicable not only to identical subtrees, but also to 
subtrees identical after applying reflective symmetry transformation. 

SSVDAG* is a small modification of the SSVDAG data structure, proposed in 
2019 in [19], replacing 33 b-long pointers with another 16 b-long pointer without 
the symmetry transformation representation. This allows a higher compression 
ratio but smaller overall size of the binary representation of the data structure, due 
to the smaller overall addressing space of pointers in each level of data structure. 

Pointerless Sparse Voxel Directed Acyclic Graphs (PSVDAGs) were proposed in 
2020 in [4]. This hierarchical data structure allows common subtree merging using 
the concept of Labels/Callers, with variable-length and their frequency-based 
compaction. See subsection 3.2 for further details. 

Out-of-core construction of Sparse Voxel Octrees (SVOs) from triangle meshes 
was introduced in [20] [21]. The algorithm consists of two basic steps. The first is 
a voxelization process, in which the triangles representing the scene form an 
intermediate product – a high-resolution three-dimensional voxel grid. In the 
second step, this intermediate product is transformed into SVOs. The algorithm 
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allows the size of the binary representation of the input triangle mesh, the output 
SVO, and the intermediate product – a three-dimensional voxel grid generated at a 
high resolution and represented by a Morton order – to exceed the available 
computer memory by far. Compared to the in-core algorithm, it uses only a 
fraction of the memory and has comparable processing time. 

3 Hierarchical Data Structures 

This section describes the SVDAG and PSVDAG data structures – the formal 
description in the Backus-Naur Form (BNF) is accompanied by a brief 
explanation of the basic features of those data structures. 

3.1 Sparse Voxel Directed Acyclic Graphs 

The formal description of the SVDAG hierarchical data structure using Backus-
Naur Form is as follows: 

SVDAG ::= (n) <NODE> 

NODE ::= <INODE> | <LNODE> 

INODE ::= <CHNM> (p) <BIT> <PTS> 

LNODE ::= <CHNM> (q) <BIT> 

CHNM ::= (8) <HT> 

PTS ::=(1) * (8) <PT> 

PT ::= (r) <BIT> 

HT ::= <BIT> 

BIT ::= “0“ | “1“ 

 

 

 

 

(1) 

Where the following applies: 

<SYM> - mandatory non-terminal symbol SYM, 

“sym“ – terminal symbol sym, 

(n) <SYM> - symbol SYM, concatenated n times, 

(n)*(m) <SYM> - symbol SYM, concatenated from n to m times 

| - alternative 

Juxtaposition – concatenation. 

SVDAGs represent the three-dimensional grid of voxels R that comprises N3 
voxels, where N ≥ 2; N = 2m. If N = 2, the root node of the SVDAG data structure 
is constructed as the leaf node LNODE. If N >2, the root node of the SVDAG data 
structure is constructed as the internal node INODE. 
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Each internal node (INODE) of the data structure comprises a Child Node Mask 
(CHNM) and an array of pointers (PTS). The CHNM comprises 8 b, where each 
potential child node is represented by a 1 b header tag (HT). If HT is set to 0, the 
related subDAG of the grid R is homogenously filled by passive voxels and there 
is no need for pointer representation, because the subDAG is pruned out. If HT is 
set to 1, it represents the subDAG of the grid R, in which at least one of the voxels 
is active, and therefore the child node is present in the data structure and the 
related pointer PT is included in the PTS. The CHNM is concatenated with p 
reserved bits, to align the size of this part of the node. The next part of the node is 
the PTS, containing 1 to 8 pointers PT, each of them r bits long. The order of HTs 
in the CHNM and that of the pointers in the PTS depends on the selected 
linearization. 

Two or more pointers from different nodes at the same level n of the data structure 
and even from the same node may point to the same address and therefore to the 
same node (their child node) in level n + 1 of the data structure. This allows 
common subtree merging and further lossless compression without any 
decompression overhead in comparison to the octree version of the data structure, 
which does not allow two pointers to point to the same node. In SVDAGs 
proposed in [5], each part of the node and therefore each node and the overall data 
structure is 32 b-aligned, when parameters p and q are set to 24 and r is set to 32. 

Figure 2 shows an example of a two-dimensional (for the sake of simplicity) grid 
of pixels and the corresponding directed acyclic graph that can be transformed 
into a binary-represented SVDAG. Each node has four potential child nodes in the 
Morton order [8]. Passive pixels are set in white, active pixels in red. Two 
subgrids of 4×4 pixels are pruned out along with four 2×2 subgrids. Each of the 
two other subgrids of 2×2 pixels is represented in the grid twice; that is why 
common subtree merging is performed two times. For linearization, we used the 
Morton order. 

  

a) b) 

Figure 2 

Example of a) a two-dimensional grid of pixels with passive voxels (white) and active voxels (red); 

and b) a directed acyclic graph that can be transformed into a sparse voxel directed acyclic graph using 

common subtree merging 
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3.2 Pointerless Sparse Voxel Directed Acyclic Graphs 

The formal description of the PSVDAG hierarchical data structure using the 
Backus-Naur Form is as follows: 

PSVDAG ::= <NODE> 

NODE ::= <INODE> | <LNODE> 

INODE ::= <ACHNC> <CHNM> 

ACHNC ::= (3) <BIT> 

CHNM ::= (1)*(8) <HT> 

HT ::= “00“ | “01“ <LAB> <NODE> | “10“ <CAL> | “11“ <NODE> 

LAB ::= <SIZ><VAL> 

CAL ::= <SIZ><VAL> 

SIZ ::= (5)*<BIT> 

VAL ::= (1)*(32) <BIT> 

LNODE ::= (8) <BIT> 

BIT ::= “0“ | “1“ 

 

 

 

 

(2) 

A PSVDAG represents a three-dimensional grid of voxels R comprising N3 
voxels, where N ≥ 2; N = 2m. The PSVDAG data structure comprises the root node 
(NODE) that represents the overall 3D scene. If N = 2, the root node of the 
PSVDAG data structure is constructed as the leaf node LNODE. If N > 2, the root 
node of the PSVDAG data structure is constructed as the internal node INODE 
and is further iteratively decomposed into 8 child nodes, dividing the scene into 8 
suboctants. Each node can be either an INODE or an LNODE (if the node is 
located in the last level of the hierarchical data structure). 

The INODE consists of the Active Child Node Count (ACHNC) and the Child 
Node Mask (CHNM). The ACHNC is a 3 b unsigned integer value showing the 
number of active child nodes of the particular node (using a value decremented by 
1). It allows potential lossless compression of the CHNM. The ACHNC facilitates 
the reconstruction of pointers in the PSVDAG–SVDAG transformation process. 
The Child Node Mask comprises header tags HT ordered according to the selected 
linearization. All HTs indicating passive child nodes (set to “00”), placed beyond 
the last active child node HT (the active child node indicator HT is encoded as 
“01”,”10” or ”11”) in the CHNM are omitted, as it can be seen in Figure 3, in 
which 4 HTs are omitted. 

 

Figure 3 
An example of the node structure, where ACHNC set to 1 indicates 2 active child nodes (here: HT0 and 

HT3) and four omitted HTs (HT4 to HT7). For the sake of simplicity, only HT indicators are 
represented, without concatenated Labels and Callers. 
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The meaning of HT indicator values is as follows: 

 00 – a passive child node header tag indicating that there is no active voxel in 
the corresponding suboctant of the grid R. There is no further information 
concatenated (the passive subtree is pruned out). 

 01 – an active child node header tag indicating a child node being the root 
node of a subtree present in the data structure multiple times. The header tag 
indicator is concatenated with the Label along with the representation of that 
child node. 

 10 – an active child node header tag indicating a child node being the root 
node of a subtree present in the data structure multiple times. The HT is 
concatenated with the Caller. No other information is needed, because the 
whole subtree is pruned out. 

 11 – an active child node header tag, concatenated with the root node of the 
subtree, present in the data structure only once. 

  

a) b) 

 

c) 

10 00 01 000000 01 11 1001 00 00 01 000000 0101 10 000000 11 00 10 000000 

d) 

Figure 4 

An example of a) a two-dimensional grid of 8 8 pixels, b) a quadtree with labels and callers marked to 

illustrate the relation to the PSVDAG, c) the structure of PSVDAG nodes and d) the final binary 

representation of the PSVDAG data structure in its version for 2D where only two bits are used for the 

active child node count (ACHNC) 
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PSVDAGs are pointerless data structures allowing merging of common subtrees 
(CSM). If two or more subtrees are identical in the data structure, only one full 
decomposition of the subtree is present in the data structure: in its root node, the 
HT is set to “01”, concatenated with the Label. For all other instances of this 
subtree, the HT is set to “10” and a Caller (with the same binary representation as 
the Label) is used, but the subtree is not decomposed (its root node and whole 
decomposition is pruned out and the Caller represents the link to the template 
subtree used instead when traversing the data structure). This way, complete 
representations of subtrees can be referenced in PSVDAGs, multiple times. When 
depth-first traversing the PSVDAG, to the first occurrence of this common 
subtree, the Label is assigned and to all other occurrences, the Caller. 

The Label has two components – label size ( ), which is a 5 b unsigned integer 
and value (VAL). SIZ represents the length of the value VAL in bits, decremented 
by 1. If SIZ is n, the length of value is n + 1 bits. VAL can be from the range of 
<0; 2n+1-1>. For each level l of the data structure nodes, the labels are generated 
separately, from the smallest value of SIZ and VAL (SIZ = 0 and VAL = 0).       
For each following label in a particular level, the value of VAL is incremented and 
when the capacity of this size of VAL is filled, size SIZ is incremented and VAL is 
set to 0 for the next label. Taking only SIZ and VAL into account, each Label 
within level l is unique. Considering level l, SIZ and VAL, each label within the 
whole data structure is unique – see Figure 4. 

The Caller structure follows the same principles as that of the Label, when it 
comprises SIZ and VAL. A Caller with the same values of l, SIZ and VAL as the 
particular Label points to the subtree labelled with this particular Label.            
This allows common subtree merging, using the concept of variable-length 
Labels/Callers. 

To each level l of the data structure, frequency-based compaction is applied, when 
all nodes referenced from level l - 1 more than once are ordered by their frequency 
of referencing in descending order and labels generated for this level of nodes are 
ordered by their binary-representation length SIZ and value of the VAL in 
ascending order. The most frequently referenced node in the level is therefore 
assigned the label with the shortest binary-level representation and vice versa. 
This allows to obtain the lowermost possible number of bits forming 
Labels/Callers for this principle of Label/Caller-encoding. 

Leaf nodes (LNODE) contain one bit per voxel – active voxels are set to 1, passive 
voxels are set to 0. In the leaf node, voxels are ordered according to the selected 
linearization (Morton order [8] in Figure 4). 

For detailed information regarding PSVDAG encoding principles and features, 
refer to [4]. 
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4 The Proposed Conversion Algorithm 

One of the basic features of PSVDAGs is that considering binary-level encoding, 
internal nodes are not encoded as uninterrupted sequences of bits, but quite the 
opposite: binary-level representations of internal nodes are intermittent, when 
child node representations are inserted. Internal node representation can be 
therefore distributed across the whole data structure. Child node pointers are 
absent, while some of them are replaced by Labels and Callers having a variable-
length binary-level representation. 

The CHNM of the internal nodes can have a variable-length binary representation 
and HT indicators are encoded using 2 b. On the contrary, in SVDAGs, internal 
nodes are encoded as uninterrupted sequences of their binary-level representation, 
the CHNM has a constant length with 1b HTs and child nodes are referenced using 
constant-length pointers. 

The conversion algorithm must therefore perform four important tasks: 

 Extract the binary-level representation of the PSVDAGs internal nodes and 
transform them into compact sequences of binary-level representation, as 
used in SVDAGs 

 Transform the PSVDAG CHNM into the SVDAG CHNM, i.e. transform 2 b 
PSVDAG HT indicators into 1b SVDAG HTs 

 Generate child node pointers referencing child nodes in SVDAG internal 
nodes and those that are missing in PSVDAG HDS 

 Replace PSVDAG Labels and Callers by SVDAG pointers to the child nodes 
in SVDAG in the way allowing CSM 

The binary-level representation of the PSVDAG is the linearized form of the 
HDS, obtained as the product of depth-first traversing of the particular directed 
acyclic graph. When processed by the transformation algorithm, it is transformed 
into a SVDAG in one pass, progressively generating particular internal and leaf 
nodes of the target SVDAG, processing only one SVDAG node at a time, for each 
level of nodes. During the processing, we use a data structure having a 
significantly shorter binary representation than the whole input PSVDAG and the 
output SVDAG and store this structure in the main memory of the computer. 
During the transformation, a Label Transformation Table (LTT) – to convert 
Labels/ Callers into child node pointers – is needed; the binary representation of 
the LTT can be considerably larger. Thus, if this table is stored in the main 
memory of the computer, the algorithm is considered to be the semi-out-of-core 
version and if the LTT table is stored in secondary storage, it is considered to be 
the out-of-core version. 

When the conversion of the PSVDAG internal node starts, the nearest free address 
in the SVDAG is assigned to this node as the final address where this node will be 
stored as the new SVDAG internal node; it will be finalized after its conversion. 
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This address is 32 b-long; its value will be used also when child node pointers to 
this child node will be constructed. Using the ACHNC of the PSVDAG node, 
which is also stored in the operating memory during node transformation and 
which was read as the first part of the PSVDAG node when its transformation 
started, it is possible to determine the length of the binary-level representation of 
the corresponding SVDAG node, although not all components of this node have 
been read and transformed yet. Therefore, it is possible to evaluate the next free 
address in the SVDAG for the next node to be transformed. This allows to 
determine addresses and binary-level representation lengths for all nodes 
processed at this time. As soon as one of those nodes gets finally processed, this 
node may be stored at the final address in the target HDS immediately. 

The ACHNC of internal PSVDAG node stores the number of active child nodes of 
the corresponding SVDAG internal node, decremented by 1. In the SVDAG node, 
each active child node will have its 32 b child node pointer and another 32 b will 
comprise the 8 b CHNM of the node and 24 reserved bits (to align this part of the 
node to 32 b). The size of the SVDAG node SVDAGnodesize in bits can be 
calculated from the ACHNC of the related PSVDAG node using this formula: 

SVDAGnodesize = (ACHNC + 2) * 4 [B] (3) 

Another component describing the SVDAG node is an 8 b vector, representing its 
child node mask CHNM. While in PSVDAGs, the CHNM of the child nodes is 
represented using 2 b HT indicators and some of those HTs can be omitted, in 
SVDAGs, there are always eight 1 b HTs in the CHNM. When transforming the 
PSVDAG CHNM, the passive child node – i.e. the node encoded in the PSVDAG 
node as the “00” HT indicator – is transformed into HT “0” in SVDAG. Active 
child nodes – nodes encoded in the PSVDAG node with the “01”, “10” or “11” 
HT indicator – are transformed into HT “1” in SVDAG. HTs omitted in the 
PSVDAG node are inserted into the SVDAG, encoded as HT “0”. Due to the 
selected linearization, the HT order in the SVDAG HDR will be the same as the 
one in the PSVDAG HDR. 

Another part of the SVDAG node is the array of pointers PTS, where each pointer 
has a constant – 32 b – length. Their number varies from 1 to 8. When processing 
PSVDAG nodes, each processed node has an array for 8 potential pointers, each 
32 b-long. Each processed node has also a pointer ptpt showing where the next 
pointer can be stored in the PTS array of the node. 

When constructing a node pointer to the child node that is indicated by HT “11“  
in the PSVDAG CHNM, in the SVDAG, the address of the child node will be – 
after its completion – the next free address, stored in the variable nnadr.           
This address is also used as the value of the pointer to this child node. Considering 
that this child node is referenced by the pointer in the HDS only once, there is no 
need to store the value of this pointer in the operating memory after it has been 
generated and stored into the node and after the child node‘s address has been 
assigned. After this step, the algorithm starts the conversion of the child node. 
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When constructing the child node pointer for the active child node that is indicated 
by the HT set to “01“ in the PSVDAG CHNM, the corresponding Label of the 
child node – containing SIZ and VAL – is read. Level l, representing the level of 
the particular node, is also known. The next free address in the SVDAG, stored in 
the nnadr variable, is assigned to this child node and this child node will be stored 
at this address in the SVDAG after its finalization. This address is used as the 
value of the pointer to this child node and as the value of the corresponding Label 
in the LTT. After the pointer is generated and stored into the node and the address 
is assigned to the child node, the processing of this child node starts. 

During the PSVDAG data structure transformation, there is need to store 
information about addresses assigned to the particular labels, because those 
addresses will be used one or more times when processing the Callers. That is why 
the particular Labels and their addresses are progressively stored in the Label 
Transformation Table (LTT). For each triplet [level, SIZ, VAL] of a particular 
Label, the address assigned to this Label is written into the LTT. If the LTT is 
stored in the operating memory of the computer, the semi-out-of-core version of 
the algorithm is used; if the LTT is stored in the secondary storage of the 
computer, the out-of-core version of the algorithm is used. 

When constructing the child node pointer for the child node indicated by the HT 
set to “10“ in the PSVDAG CHNM, the related Caller of the child node – 
containing SIZ and VAL – is read. Level l, representing the level of the particular 
node, is also known. The value of the pointer to this child node that will be used 
when constructing the SVDAG node is then read from the LTT table, where it 
may be found using the triplet [level, SIZ, VAL] of the Caller when the same triplet 
of the Label is found and the assigned address is used as the pointer. 

For each constructed internal node of the SVDAG, the 32 b target address, stored 
in adr is known. The number of active child nodes, calculated from the ACHNC, 
is stored in the 8 b achnc variable. There is a 32 b chnm variable, representing the 
node’s CHNM. The pts array may store at most 8 child node pointers, 32 b each. 
The number of node pointers actually processed for this node is stored in the 8 b 
ptpt. Each node is therefore represented in memory by the 336 b structure node, 
consisting of adr, achnc, chnm, pts and ptpt. The array nodes comprise one node 
structure for each level of internal nodes of the HDS. After each pointer is added 
to the pts array of the particular node, the algorithm checks if it was the last 
pointer expected for this node. If yes, the node is finalized and stored at the adr 
address in the SVDAG. The related node structure is then initialized and prepared 
for processing another node of the same level. 

The proposed conversion algorithm has three steps. Step 3 is called iteratively. 

Step 1  nnadr = 0; level = 0; 

if (maxl == 1) Step 2; end; 

 if (maxl >1)    Step 3; end; 
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Step 2 readLNODE(); 

 writeLNODE(); 

 nnadr += 4; 

 return; 

Step 3 level++; 

 nodes[level].achnc = readACHNC() + 1; 

 nodes[level].adr = nnadr; 

 nnadr += (nodes[level].achnc + 1) * 4; 

 nodes[level].ptpt = 0; 

 until (nodes[level].achnc > nodes[level].ptpt) { 

      

ht = readHT(); 

     switch (ht) { 

        

case 0:  updateCHNM(nodes[level].chnm, 0); 

 break; 

case 1:   updateCHNM(nodes[level].chnm, 1); 

 [siz, val] = readLabel(); 

 putInLTT(level, siz, val, nnadr); 

 updatePTS(nodes[level].pts[ptpt++], nnadr); 

 if (level < lmax-2) Step 3; 

 if (level == lmax-2) Step 2; 

 break; 

case 2:   updateCHNM(nodes[level].chnm, 1); 

 [siz, val] = readCaller(); 

 adr = getFromLTT(level, siz, val); 

 updatePTS(nodes[level].pts[ptpt++], adr); 

 break; 

case 3:  updateCHNM(nodes[level].chnm, 1); 

updatePTS(nodes[level].pts[ptpt++], nnadr); 

 if (level < lmax-2) Step 3; 

 if (level == lmax-2) Step 2; 

 break; 

     } 

 } 

 writeINODE(nodes[level]); 

 return; 
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The input of the proposed conversion algorithm is represented by the stream of 
bits of the binary-level representation of the PSVDAG (described in subsection 
3.2), and maxl, the number of node levels in this data structure (maxl > 0). Node 
levels are from the range of <0; maxl - 1>: the root node is located in level 0, the 
internal nodes are located in levels <0; maxl - 2>, the leaf nodes are located in 
level maxl - 1. 

Step 1 of the algorithm sets the next node variable nnadr to 0, as well as the 
PSVDAG node level indicator, the variable level. Subsequently, it has to be tested 
if the root node of the PSVDAG data structure is a leaf node or an internal node.   
If the input parameter maxl is set to 1, the root node of the PSVDAG is a leaf 
node, Step 2 of the algorithm is performed and then execution of the algorithm 
ends. If the input parameter maxl > 1, the root node of the PSVDAG is an internal 
node, Step 3 of the algorithm is performed and then the execution of the algorithm 
ends. 

Step 2 processes the leaf node of the PSVDAG, encoded in the PSVDAG as an 8-
bit vector, where each bit represents one voxel. readLNODE() reads 8 bits from 
the input stream. writeLNODE() writes an 8-bit vector representing the leaf node 
of the SVDAG data structure and adds 24 reserved bits to the output stream at the 
address nnadr. The value of nnadr (in bytes) is then incremented by 4. 

Step 3 processes an internal node of the PSVDAG. The level value is incremented 
and the ACHNC, a 3-bit vector, is read from the input stream. Its incremented 
value shows how many child node pointers will the SVDAG node have. Its final 
address is set to the nnadr value and stored in adr. The value of nnadr (next new 
node address) is computed, and pointer ptpt is set to 0. 

Until the last active child node HT is read, the following is repeated: 

ht is read using readHT(). 

If the ht is set to 0 (“00“), chnm in the node structure of SVDAG nodes, stored in 
nodes array, is updated using updateCHNM(), setting the corresponding HT to 0. 

If ht is set to 1 (“01“), chnm in the node structure of SVDAG nodes, stored in the 
nodes array, is updated using updateCHNM(), setting HT to 1. The Label is read 
using readLabel() and LTT table is updated using putInLTT(), using the particular 
level, siz and val values to set the Label address to nnadr. The pointer array pts of 
the particular structure node is updated using updatePTS() – the new pointer is 
written into this array and ptpt, showing the number of pointers stored for this 
node, is incremented. Then, child node construction starts and – depending on the 
level in which it is stored – Step 3 (if the child node is an INODE) or Step 2 (if it 
is an LNODE) is performed. 

If ht is set to 2 (“10“), chnm in the node structure of SVDAG nodes, stored in the 
nodes array, is updated using updateCHNM(), setting the related HT to 1.          
The caller is read using readCaller(), and from the LTT table, the address is 
retrieved for particular level, siz and val values, using getFromLTT(). The pointer 
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array pts of the particular structure node is updated using updatePTS() – the new 
pointer is written into this array and ptpt, showing the number of pointers stored 
for this node, is incremented. 

If ht is set to 3 (“11“), chnm in the node structure of SVDAG nodes, stored in the 
nodes array, is updated using updateCHNM(), setting the related HT to 1.         
The pointer array pts of the particular structure node is updated using 
updatePTS()  – the new pointer is written into this array and ptpt, showing the 
number of pointers stored for this node, is incremented. Then, child node 
construction and – depending on the level in which it is stored – Step 3 (if the 
child node is an INODE) or Step 2 (if it is an LNODE) is performed. 

After all active child node HTs are processed, the particular INODE is written to 
the output using writeINODE(). 

5 Results 

Various 3D scenes, originally stored in Wavefront OBJ geometry definition file 
format (examples of those scenes with their visualizations are in Figure 5), were 
used for test purposes. The “Angel Lucy” model consisted of 488 880 triangles, 
the “Skull” model had 80 016 triangles and the “Porsche” model had 22 011 
triangles. These were voxelized to different resolutions, ranging from 1283 to 
10243 (1 K3). The voxelized scenes were then encoded as PSVDAG hierarchical 
data structures. 

   

a) b) c) 

   

d) e) f) 

Figure 5 

Visualization of voxelized scenes for testing purposes: a) “Angel Lucy” 5123;  

b) “Skull” 5123; c) “Porsche” 5123; d) detail of the “Angel Lucy” 2563 model;  

e) detail of the “Angel Lucy” 5123 model; f) detail of the “Angel Lucy” 1 K3 model 
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Details of particular models and their particular voxelizations to the respective 
resolutions can be found in Table 1. 

Table 1 
Parameters of particular models, voxelized to the particular resolutions and stored as PSVDAGs,  

for test purposes 

  

Active voxels 

Angel Lucy Skull Porsche 

Resolutio

n [vox] 

Voxels 

[×220] [ 103] [%] [ 103] [%] [ 103] [%] 

1283 2 22,48 8,78 74,10 28,95 54,20 21,17 

2563 16 91,52 4,47 298,85 14,59 233,04 11,38 

5123 128 366,58 2,24 1192,04 7,28 969,11 5,91 

By converting PSVDAGs into SVDAGs, the space needed to store the scene 
geometry increased. In case of the particular models and voxelization resolutions, 
the increase ranged from 3.01-fold (in case of the “Skull” model at 1 K3 scene 
voxelization resolution) to 3.70-fold (in case of the “Angel Lucy” model at 1283 
scene voxelization resolution). So, in general, higher voxelization resolutions led 
to smaller inflation rates. See Table 2 for absolute sizes of the PSVDAGs and 
SVDAGs (in KB) for the respective models and voxelization resolutions. 

Table 2 

Size of particular models at various voxelization resolutions,  

stored as PSVDAG and SVDAG hierarchical data structures 

Size [KB] 
Resolution 

1283 2563 5123 

Angel Lucy 
PSVDAG 8.62 35.10 132.37 

SVDAG 31.88 127.01 462.85 

Skull 
PSVDAG 28.11 104.31 366.48 

SVDAG 100.39 356.75 1182.45 

Porsche 
PSVDAG 15.80 61.28 227.13 

SVDAG 56.78 222.41 788.76 

During the conversion process, it was necessary to maintain 32 b addresses 
assigned to the individual Labels in the LTT table. The smallest number of these 
addresses (182) was needed for the Angel Lucy 1283 model, requiring 0.71 KB of 
space. The largest number of these addresses (9179) was needed in the case of the 
Skull 5123 model, requiring 35.86 KB of space. 

The semi-out-of-core version of the conversion algorithm that stores the Label 
Transformation Table in the operating memory, transformed PSVDAGs into 
SVDAGs with a higher data throughput and therefore faster for each model and 
voxelization resolution, in comparison to the out-of-core algorithm storing the 
Label Transformation Table in the secondary storage. 
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Table 3 

Time in seconds and data throughput in MB for particular models at various voxelization resolutions –
conversion from PSVDAG hierarchical data structure into SVDAG hierarchical data structure,  

for the semi-out-of-core (SOoC) and out-of-core (OoC) versions of the algorithm 

Time [s] 

Data throughput [KB/s] 

Resolution 

1283 2563 5123 

Angel Lucy 

SOoC 
0.28*1 
112*2 

1.14 
111 

4.62 
100 

OoC 
0.30*1 
106*2 

1.21 
105 

4.73 
98 

Skull 

SOoC 
0.81*1 
124*2 

3.24 
110 

13.59 
87 

OoC 
0.85*1 
118*2 

3.43 
104 

14.44 
82 

Porsche 

SOoC 
0.44*1 
129*2 

1.97 
113 

7.33 
108 

OoC 
0.47*1 
121*2 

2.04 
109 

7.51 
105 

*1 Conversion time in seconds 
*2 Data throughput measured on the output in KB/s 

The time required for the conversion of the particular models and voxelization 
resolutions ranged from 0.28 s for the “Angel Lucy” model at 1283 resolution and 
the semi-out-of-core version to 14.44 ms for the “Skull” model at 5123 resolution 
and the out-of-core version. The time consumption of the out-of-core version was 
1.024–1.057-times higher than that of the semi-out-of-core version. 

Data throughput was 82 KB/s – 129 KB/s and was strongly affected by the seek 
operation, performed when storing the completed nodes in the final output file. 
Output data throughput at the level of 34.5 MB/s was achieved in the case when a 
fully in-core transformation was performed on the model “Skull“ having a 5123 

resolution. Both the PSVDAG and the LTT structures were stored in the 
computer's operating memory, together with the SVDAG hierarchical data 
structure, which was consecutively stored into the secondary storage after its 
finalization. 

Conclusions 

This paper examined the issues related to three-dimensional scene geometry 
representation, using domain-specific hierarchical data structures, building on 
previous work in the field – Pointerless Sparse Voxel Directed Acyclic Graphs. 
This data structure is well suited for archiving and streaming purposes; however, 
quick traversing requires reconstruction of pointers. That is why PSVDAG 
incorporates a feature that facilitates pointers reconstruction. Two versions – an 
out-of-core and a semi-out-of-core – of the PSVDAG–SVDAG conversion 
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algorithm were proposed and introduced as the contribution of this paper, along 
with test results that were performed on different models voxelized to various 
resolutions. 

During the conversion of PSVDAGs into SVDAGs, pointers are generated. 
Pointers take significant amount of space in SVDAGs, so conversion causes 
inflation of the space required for storing this HDS, in the operating memory of 
computer or in the memory of the graphics card. For particular models and 
voxelization resolutions, the resulting inflation ranged from 3.01-fold (in case of 
the “Skull” model at a 1 K3 scene voxelization resolution) to 3.70-fold (in case of 
the “Angel Lucy” model at a 1283 scene voxelization resolution). In general, 
higher voxelization resolutions need more space for Labels/Callers in PSVDAGs, 
which results in a relatively smaller inflation ratio when converting to the SVDAG 
data structure. Considering conversion time, the out-of-core version of the 
algorithm (storing the Label Transformation Table on secondary storage), has a 
disadvantage, compared to the semi-out-of-core version of the algorithm (storing 
the Label Transformation Table in the operating memory of the computer). Thus, 
the out-of-core version of the algorithm was 1.024 to 1.057 times slower than the 
semi-out-of-core version of the algorithm, for all models and voxelization 
resolutions. When testing the in-core version of the algorithm, a data throughput 
34.5 MB/s was achieved. 
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Abstract: Within the digital culture, the increasing internet consumption and the constant 
development of technology, especially smartphones have made cyber awareness turn to be 
increasingly urgent. This study focuses on comparing the level of cyber security awareness, 
knowledge and behavior among university students in general and between Hungary and 
Vietnam in particular. Research data was collected, using a set of questionnaires and the 
313 responses from University Students, in different school years and fields of study, in 
Hungary and Vietnam. Quantitative analysis was conducted using SPSS. Results show that 
all respondents possess a lack of knowledge of cyber security, leading to a low level of 
cyber threat awareness, beyond the differences in respondent countries. However, there are 
minor differences in the behavior, between respondents in Hungary and Vietnam, which 
were measured through four dimensions of cyber security: malware items, password usage 
issues, social engineering and online scam issues. This research helps to raise awareness 
of differences in cyber security mindfulness, due to cultural characteristics, that can be 
considered, when developing global mega-systems, such as, social platforms. 

Keywords: Cyber security; internet security; online threats; smartphone usage; student 
awareness; student behavior; Hungary, Vietnam 

1 Introduction 

The rapid and dramatic development of information technology, over the recent 
decade, cannot be denied. Especially in the current context of the Industry 4.0, the 
massive global rates of internet consumption by individuals and organizations in 
all of governmental, industrial and also academic sectors, together with the diverse 
development of smartphone and digital applications have significantly 
transformed the society as well as daily life [1, 2]. Regarding education sector, the 
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information and knowledge society in the "digital society" has generated 
enormous challenges to universities and academic institutions regarding the 
digitalization in education system such as the comprehensive integration of digital, 
online, e-learning educational forms, the exploration of industrial and business 
academic programs, and the possibility of their complex integration into higher 
education at all levels. Across the globe, the spread of novel coronavirus COVID-
19 since early 2020 has led to profound challenges in social interaction, 
organization as well as the education sector. When the policies on lockdown and 
social distancing are taken place in most of the countries in the world, one of the 
most urgent responses to the pandemic applied to maintain educational activities 
in any higher education institutions is switching all face-to-face forms of 
education to e-learning/digital learning forms. With the emergent current situation 
due to the pandemic, the digital competences, skills and practices are 
indispensable. Along with immediate getting used with the new form of study, 
students' security awareness in the digital learning environment has been raised as 
one of the most concerned issues that need to be addressed recently. 

Based on distinctions in economic, cultural and social aspects, Vietnam is 
currently a developing country which has been strongly stimulated to become a 
high-income economy by 2045 [3]; meanwhile, Hungary is a high-income 
economy, which was transformed from a developing to developed country.        
The paper aims to compile a comparative study on the cyber security behavior of 
students in Hungary and Vietnam. It raises the questions whether in the virtual 
society created by social networks, the internet where global mega-systems can be 
used by anyone all over the world, the differences of nations, cultures and 
educations should be considered at all in relation with cyber security on smart 
phone. The question arises whether there are peculiarities regarding cyber security 
on smart phone in the various cultures and countries among students in higher 
education that must be kept in mind. This paper initially focuses on two different 
cultures, Hungary and Vietnam and makes an effort to show the differences, 
linked to the cyber security on smart phone, between these two cultures, among 
the higher educated students. As a first step, two countries were chosen from a 
developing and transition economy, on purpose, aiming to reveal the differences. 
The research findings would help to compare these countries to countries of 
similar economic and cultural backgrounds. Furthermore, it is expected that the 
research results of this study would provide the input to future research, in which, 
the research scale of countries could be expanded. With this goal, more countries 
with different economic and cultural backgrounds will be compared. 
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2 Literature Review 

2.1 Digital Society in 2020 - the Comparative Context between 

Hungary and Vietnam 

Digital, mobile, and social media have played a vital role in people's everyday life 
all over the world. Digitalization together with information technology has 
revolutionized both products and services [4]. It is emphasized that human lives 
have entered a whole new global age in which countless unfolded opportunities 
would touch every aspect of life. According to the international official report on 
digital world in 2020 [5], over 4.5 billion people have been using the internet 
which account for 59% of total population in the world, meanwhile social media 
users have passed the 3.8 billion mark. As stated in statistics from January 2020 
[6], the total number of people around the world using the internet have increased 
by 7% with 298 million compared to the corresponding period last year that make 
the total internet users reach to 4.54 billion. In particular country scale regarding 
this study, compared to the total population of Hungary in 2020 (9.67 million), 
there have been 7.64 million internet users until January 2020 which account for 
79% [7]. In Vietnam, there have been 68.17 million internet users in 2020 which 
make up 70% of total population of the country; Compared to January 2019, the 
number increased by 6.2 million (10.0%) [8]. Thanks to the huge number, 
Vietnam is ranked as the top 9th worldwide for the internet growth. It is claimed 
that mobile phone has accounted for over half of total time that people spent on 
when being online using the internet of people [6]. Specifically, nearly 246 
million mobile connections in Vietnam in January 2020 (equivalent to 150% of 
the total population) in which up to 93% of the total internet users aged from 16 to 
64 using smartphone. It is noticed that the daily time accessed the internet via 
smartphone by internet users aged from 16 to 64 in Vietnam is 3 hours 8 minutes 
which is considered as a half of the worldwide average time per day spent using 
the internet by the same age range of respondents. Regarding the mobile 
connections in Hungary in 2020, there have been more than 11.6 million mobile 
connections until January that increased by 2.2% compared to the corresponding 
period last year (equivalent to 120% of the total population) [7] [8]. According to 
Figure 1, there is a big difference in the rate of smartphone owners, the average 
download speed for fixed internet connections (MBps/100), and in mobile 
connections between Hungary and Vietnam. 
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Figure 1 

Digital 2020: Comparison of Hungary and Vietnam [5-10] 

2.2 The Impact of Internet and Cyber Risk on Society and 

Individuals 

An evolution of the internet, followed by a booming of digital media has brought 
about drastic changes in learning, information access and knowledge construction. 
Particularly, cyberspace has facilitated the way people communicate and socialize. 
Because of the increasing connection with high technology, people use internet for 
more social connecting in both personal and professional environments such as 
daily conversation, business work, online services (banking, education and virtual 
healthcare, etc.). In this line, even operation manner of businesses has been 
changed thanks to the emergence of the internet and high technologies. It is 
certain that internet became the fastest-growing communications medium in the 
last decades [11]. This means that the internet consumption buttressed by 
information technology improvements has been increasing dramatically. However, 
being continuously connected, also causes more cyber security risks, which could 
be cyber threats against a critical infrastructure and economy. To individual 
internet users, cyber security risks can result in threats to confidential identity, 
identity as well as privacy [12]. Furthermore, the existence of cyber risks also 
emerges which are explicitly cybersex, pornography, personal information 
exposure, cyber addiction, online fraud, addiction towards gaming and gambling, 
which have negative effects on adults and children [13]. The authors of the study 
[14] emphasized the effect of the cyberspace toward the daily life: “In our 
technology and information-infused world, cyberspace is an integral part of the 
modern-day society. In both personal and professional contexts, cyberspace is a 
highly effective tool in, and enabler of, most people’s daily digitally transposed 
activities.” In the meantime, another study [2] has emphasized that the majority of 
internet users still lack sufficient awareness of various internet threats/ cyber 
hazards. 
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Online study has become an integral part of higher education thanks to the 
availability of internet resources and constantly has been critical for the future of 
higher education [15, 16]. At the same time, it is emphasized that internet access 
together with information technology provide a great extent of flexibility and 
autonomy for the students [17]. Thus, attitude and perception of the students to 
cyber security would play a vital role in their self-protection from online threats to 
their daily online activities. It is noticed that people are recently more dependent 
on the internet technologies for their daily tasks which have facilitated the 
extending scale of the involvement in cyber-related activities; whilst the 
fundamental knowledge needed for preventing from cyber threats correspondingly 
is lagging [18]. Furthermore, it is also argued that even the basic level cyber 
security awareness is not sufficient enough for mitigating cyber risks and threats 
[2, 18]. A study [19] found out that cyber security in mobile phone using has been 
largely studied in technical aspect while the role of the human aspect who interact 
with technology is overlooked. As such, further studies cause concern regarding 
more insights and practices would be critical, to not only individuals, but also the 
educational sector and other related organizations. 

Regarding research topics on cyber security and individual cyber engagement, 
individual attitudes and behaviors concerning cyber threats have attracted the 
attention of both academic scholars and practitioners [20, 21]. There have been 
also a number of studies about cyber security awareness of individual and 
organization, and the effect of cyber-attacks to internet users. To be more specific, 
studies on information security awareness in both governmental organizations and 
private sectors on the level of individual resilience with cyber security awareness 
as a cause of job stress [22, 23]. Similarly, studies [24, 25] provided more insights 
about understanding of how employee awareness and attitudes contribute to a 
company or organization’s cyber security, as well as focusing on cyber regulations 
and the establishment of security policies. Regarding studies on cyber security 
awareness in education sector, authors of the research [26] have measured the 
influence of a cyber-security awareness campaign for school youth. After 
conducting their study based on carrying on the campaign, they found a great 
impact on cyber security awareness of the targeted school youth when compared 
with their existing knowledge related to cyber security hazards. However, authors 
in the study [2] strongly emphasizes that lack of cyber awareness is still a serious 
global problem while there is still little attention to research on the relationships 
between individual cyber security awareness, knowledge and behavior which is 
based on comparative analysis between countries; especially, in smartphone using. 
In fact, the comparative approach for studies in this area plays a crucial role for 
the creation of intervention programs [27]. Furthermore, the new milestone in the 
development of smartphone thanks to the endless innovation in its technology and 
convenience could not be denied. Simultaneously, the number of internet users 
who access the internet via smartphone has been constantly increased with up to 
91% until January 2020 [6]. This implies that more potential cyber threats could 
attack not only individuals, but also organizations, education institutions as well as 
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governments at any time and this could be the most concerned topic than ever. 
Therefore, further research on cyber security in smartphone use, particularly as a 
comparative evaluation of the level of awareness across different countries, is 
crucial, not only for individuals, but, also, the educational sector and other related 
organizations and governments. 

3 Research Methodology and Research Questions 

This study was conducted, seeking to answer the following research questions: 

1) What is the different state of cyber security awareness of higher 
education students between Hungarian and Vietnamese students? 

2) What are the main factors impacting on the difference level of cyber 
security awareness of students between Hungary and Vietnam? 

3) How similarly do university students behave between the two countries 
regarding using smartphone through cyber security dimensions? 

4) What segments of students regarding cyber security awareness can be 
found and which are the most influential factors in creating the 
segments? 

Quantitative research method is applied in this study which uses both primary and 
secondary data for the analysis. Specifically, the statistics analysis is chosen for 
this study to collect primary data through online questionnaire surveys.             
The respondents are selected using samples of target population and the purpose. 
The research population for this research comprised university students in the two 
countries: Hungary and Vietnam. Because of the large population sizes, researcher 
was unable to test every person in the total population due to some contrasts in 
time and budget, especially under the current circumstances of Covid-19. 
Therefore, this research relied on sampling and applied non-probability, 
convenience sample. The research data was collected using a set of online 
questionnaires answered by 313 university students in different school years and 
different field of study in Hungary and Vietnam in which 191 respondents are 
students in Hungary (61%) and 122 respondents are from Vietnam (39%). 

The targeted respondents received the survey via social media and e-mail, and 
they were asked to spend from 5 to 7 minutes on this questionnaire.                   
The questionnaire included three parts, (a) personal demographic information, (b) 
a set of 15 questions on the awareness of cyber security on smartphone – both 
parts comprise both types of Yes/No and multiple choices questions – (c) 
respondents were requested to indicate their rate of agreement with statements on 
cyber security dimensions. The instrument in part three was structured in the 
Likert fashion, on a 5–point scale, ranging from: 
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1 - Totally disagree 

2 - Partly disagree 

3 - Neutral 

4 - Partly agree 

5 - Strongly agree 

A pilot testing for confirming the validation of the questionnaire was done by a 
number of random students at university level in different countries such as 
Australia, Hungary, the USA, the United Kingdom and Vietnam excluded from 
the targeted audience group who actually participated in the study’s result 
contribution. 

For the purpose of the study Pearson’s Chi-squares test of independence, 
independent samples t-tests and the decision tree method were applied to reveal 
the similarities and differences in the cyber security behavior of students in 
Hungary and Vietnam when using smartphones. 

4 Results and Analysis 

4.1 Demographic Profile 

The study respondents were university students of Óbuda University in Hungary 
and the University of Danang in Vietnam. In the total 313 respondents of the 
survey, up to 99.7% of respondents are using smartphone. Table 1 displays the 
respondents’ demographic information. Regarding gender, it is shown that in 
general, female students make up the highest percentage which is 53.7%, followed 
by male student with 45.4% and others with 0.9%. In both Hungary and Vietnam, 
the majority of respondents are in the age between 19-22 years old which account 
for 63.6% of total number of respondents. The second highest percentage in age 
range of the respondents in both countries is 24.9% which represents for students 
in the age of 22-25 years old. This number has illustrated that the survey has 
approached well to the targeted respondents who are the most suitable research 
objectives for this study. Regarding the fields of study, up to 70.9% of total 
respondent percentage are studying in the field of Economics or Business 
Management. In addition, Engineering, Mathematics or Natural Sciences is the 
field of study that is second most studied by total respondents (13.7%), followed 
by other fields (11.8%), Medicine (3.2%) and Laws fields (0.3%). Due to the fact 
that the majority of the respondents study economics, not engineering or 
informatics, the behavioral attitude is expected to give valuable results. Further 
studies will be conducted to extend the sample to make it representative. 
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The duration of time using smartphone taken into account in this study could be 
an important factor affecting the experience of cyber security issues. Accordingly, 
there are up to 101 students using smartphone in 7-10 years in Hungary which 
account for the highest rate in all four periods of time with 32.3%. Meanwhile, the 
majority of respondents in Vietnam have been using smartphone in 3-6 years and 
7-10 years, which account for 37.7% and 35.2% respectively. It is to be noted that 
up to 24% of total respondents in Hungary and 21% of total respondents in 
Vietnam who are in the range age of under young adults have experienced 
smartphone for over 10 years. 

Table 1 

Respondent’s demographic information (in %) 

Country Hungary Vietnam Total 

Gender: Male  50.0% 38.1% 45.4% 

 Female 49.0% 61.9% 53.7% 

 Others 1.0% 0.0% 0.9% 

Age: Under 19 2.1% 5.9% 3.5% 

 19 - 22 63.4% 63.9% 63.6% 

 23 - 25 25.8% 23.5% 24.9% 

 Over 25 8.8% 6.7% 8.0% 

Smartphone Usage: Yes 100.0% 99.2% 99.7% 

       No 0.0% 0.8% 0.3% 

Fields of Study: Economics or Business 
Administration 

82.0% 52.9% 
70.9% 

Engineering, Mathematics or Natural Sciences 10.3% 19.3% 13.7% 

Medicine 0.5% 7.6% 3.2% 

Law 0.0% 0.8% 0.3% 

Other fields 7.2% 19.3% 11.8% 

Duration of using smartphone: Under 3 years 2.1% 6.1% 3.5% 

           3-6 years 21.1% 37.7% 27.5% 

           7-10 years 52.8% 35.2% 46.0% 

           Over 10 years 24.0% 21.0% 23.0% 

Based on the responses of the question about online activities, all the respondents 
claimed that they spent most of the online time via their smartphone.                 
The respondents were asked to choose at least three activities that they spend time 
the most daily. As shown in Figure 2, accessing social networking sites is the 
activity that most of respondents in both Hungary and Vietnam choose, which 
means they are heavy social networking users. 
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Figure 2 

Online activities participated by the respondents in Hungary and Vietnam (in %) (Source: edited by 

authors) 

Specifically, over 70% of total respondents in Hungary use smartphone to access 
social networking sites such as Facebook, Instagram, etc., and up to 66% of total 
respondents from Vietnam chose the same activities. In Vietnam, there have been 
up to 67% of total population using social media [8]. According to a research on 
Vietnamese students using social-internet-network [28], 100% of respondents 
ascertained that they got more than one social network accounts and the majority 
of students spend time on social networking from 1-3 hours per day. Furthermore, 
Figure 1, also shows that University Students in both Hungary and Vietnam, use 
their smartphones for mostly, entertainment activities (listening to music/watching 
videos) and communication (texting, chatting, video calls); instead of, for study 
purposes (emailing, reading book, online study, accessing websites). 

Together with Figure 3, it is stated, that up to 70.2% of total respondents in 
Hungary and 61.5% of total respondents in Vietnam, are not willing to use a 
smartphone for accessing online study systems/applications or even getting online 
materials for their study. Preferences of students in Hungary and Vietnam are 
similar regarding the access of online learning management system via 
smartphone, as justified by the CHI2 test supposing relationship between the 
preference and the country of origin (CHI2=2.529, p=0.112). 

 

Figure 3 

The intention of students to use smartphone for only study activities (Source: edited by authors) 

The difference between online activities pursued by students in Hungary and 
Vietnam proved to be significant, despite the close percentages and some 
individual similarities, regarding certain activities (CHI2=39.222, p=0.000). 
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4.2 Findings on Awareness of Cyber Security on Smartphone 

The general awareness of cyber security of all respondents was analyzed with the 
question “Have you ever heard/ known about the term of cyber security?”. Figure 
3 shows the results of this question for comparing the knowledge of respondents 
in Hungary and Vietnam combined with the responses on the question of “desire 
to learn more on cyber security”. Accordingly, it could be clearly seen, that the 
number of respondents in Hungary who know about cyber security is higher than 
in Vietnam, accounting for 84.8% of total respondents in Hungary; while the 
percentage of university students knowing about this term is 73.8%. When asked 
about their willingness to learn more about cyber security, 89.3% of respondents 
in Vietnam answered “Yes” while only 69% of respondents in Hungary gave the 
same answer. It is to be noticed that up to the nearly 40% of the “No” answers for 
this question to all respondents in Hungary is a relatively high ratio, which ought 
to be taken into account when 100% of them use smartphone daily and can face 
unexpected cyber threats from their phone at any time. Testing and comparing the 
difference of student behavior in Hungary and Vietnam on the above two 
questions a significant difference was detected between student behavior 
(CHI2=26.963, p=0.000), which is due to the difference in the wish to learn more 
on cyber security being either aware of the term or not. The difference can be 
captured in Figure 4 illustrating how knowledge of cyber security leads to the 
desire to learn more on cyber security in Hungary, Vietnam and in total.             
The difference is well manifest in the “No” groups. In total, a larger proportion of 
students who answered “No” for the knowledge of the term Cyber security wishes 
to learn more about it, while the path is the opposite in Vietnam but similar in 
Hungary. It has to be highlighted that students who learnt about the term cyber 
security wish to learn more on it in both countries. The balance swings based on 
student awareness of the importance of cyber security. There is a higher 
awareness, in the case of Hungary, since student behavior shows that those who 
already knew about cyber security and might have realized the importance of 
being prepared for unpredictable cyber threats, are willing to study more about 
cyber security. 

 

Figure 4 

Knowledge of cyber security leads to desire to learn more on cyber security (Source: edited by authors) 

The source of difference is shown in Table 2, stating that balance is turned to 
Hungary for the knowledge while it is turned to Vietnam for desire to learn. 
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Table 2 

The significant difference in student behavior on the knowledge of the term Cyber security (Source: 

edited by authors) 

Comparisons of Column Proportions 
Country 

Hungary 
(A) 

Vietnam 
(B) 

Cyber 
security 
knowledge 

Q14_Have you ever heard or known about the term 
of “Cyber security”? 

B (0.000)  

Q16_Do you desire to learn more on security?  A (0.000) 

Results are based on two-sided tests. For each significant pair, the key of the category with 
the smaller column proportion appears in the category with the larger column proportion. 
Significance level for upper case letters (A, B, C): .05 

a. Tests are adjusted for all pairwise comparisons within a row of each innermost sub-table 
using the Bonferroni correction. 

Furthermore, the awareness of respondents to cyber security while using 
smartphone and the difference between respondents in the two counties are also 
presented by analyzing the answers to specific questions. Accordingly, even 
though respondents are with their phone every day and spend time on them with 
many purposes (Figure 1), about half of all the respondents, in both countries, are 
not sure about their smartphone being virus infected, when their phone is not 
responding correctly, while 32% and 21% of respondents in Hungary and 
Vietnam, respectively, have no idea about this issue. For the aim of comparing the 
behavior of students in Hungary and Vietnam a significant difference was detected 
in case of the belief of the need of protection on smartphone (CHI2=11.713, 
p=0.003) as shown in Table 3. The percentage of respondents in Vietnam is higher 
for “Yes” (76.2%) which implies that they are more skeptical about security 
protection while students in Hungary trust more their smartphones and care less 
about security protection with up to more than 40% of respondents are unsure and 
deny the necessity of security applications in their smartphone. 

Table 3 

Awareness of respondents on the need of smartphone security 

Q18_Do you think that your smartphone needs security protection? (e.g.: antivirus 
application)  * Country Crosstabulation 

Country Hungary Vietnam Total 

Do you think that your smartphone 
needs security protection? (e.g.: 
antivirus application) 

Yes 113a 93b 206 

No 58a 17b 75 

Not sure 20a 12a 32 

Total 191 122 313 

Each subscript letter denotes a subset of Country categories whose column proportions 
do not differ significantly from each other at the .05 level. 
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Regarding the questions on the “possibility of a virus affected device in case of no 
response of smartphone” and “auto saving login information in smartphone”, in 
both countries students behave similarly and approximately half of the students do 
not believe saving auto login information in smartphone as a good action from a 
security perspective (CHI2=4.298, p=0.117 and CHI2=5.797, p=0.055, 
respectively). With a significance level smaller than 5.5% there is a difference in 
auto login behavior of respondents between the two countries. A larger proportion 
of students in Vietnam compared to Hungary is not sure about the relation of 
security breach and auto login data savings meanwhile 54.5% and 48.4% in 
Hungary and Vietnam respectively are sure about the security concerns.         
What affirms the need of cyber security education is the relatively high percentage 
of students (28.3% and 23% in Hungary and Vietnam respectively) trusting saving 
auto login information. On contrary to the similar behaviors in case of the two 
questions above, students’ approach to the need of smartphone security protection 
(e.g. antivirus app) in these two countries differ significantly (CHI2=11.713, 
p=0.003). This significant difference makes the behavior different in the 
combination of the three concerns (CHI2=8.232, p=0.041) as shown in Table 4. 

Table 4 

Students approach to security protection on smart phone (Column N %) 

Country Hungary Vietnam Total 

Q17_Have you noticed that when your smartphone is 
not responding, it is most probably considered as a virus 
infected device? 

27.7% 29.7% 28.6% 

Q18_Do you think that your smartphone needs security 
protection? (e.g., antivirus application) 

82.5% 92.1% 86.6% 

Q19_Do you think that saving auto login information in 
your smartphone is good from a security perspective? 

39.4% 27.7% 34.5% 

The table contains a multiple response set with “Yes” answers as percentage of group totals 
exclusively. 

Together with the improvement of smartphone, mobile banking has developed by 
the diffusion of mobile communication technology to become an innovative and 
essential service to people around the world. Mobile banking is defined as “the 
financial services delivered via mobile networks and performed on a mobile 
phone” which is the recent trend in banking transition [29]. The era of mobile 
banking has arrived; applications can be downloaded for the simplest mobile 
banking facilities onto mobile phones. Pop-up windows often induce one to save 
credit card information for future online services without calling attention to its 
dangers. Students in Hungary and Vietnam behave similarly in the use of mobile 
banking and submission of credit card information (country comparison: 
CHI2=2.831, p=0.304) i.e. the more students use mobile banking the more they 
save their credit card information (Hungary: CHI2=34.392, p=0.000; Vietnam 
CHI2=9.923, p=0.000 and Cramer’s V equals 0.421 and 0.289 respectively). 
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4.3 Cyber Security Dimension Items 

Table 5 describes the summative descriptive analysis of the variables in the four 
dimensions applied for evaluating the cyber security behavior of respondents.    
The present analysis shows the Mean, Median, Mode and the Interquartile Range 
(IQR) in descending order. The dimension on password and online scam issues 
were the most relevant while in the other two dimensions, there were some 
constant items. It could be seen that all the respondents in general show their 
highest awareness in the case of not considering any amount of money for services 
offered by an online site. Due to the number of constant responses, university 
students in both countries have shown the least aware behavior in the dimension 
of social engineering issues. 

This study applied the Cronbach’s alpha to assess the reliability of the instrument. 
The statistical validation was performed for each item as well as for the overall 
model as shown in Table 5. The Cronbach’s alpha values were in the range from 
0.782 to 0.791 (Table 5) in which each item had a Cronbach’s alpha coefficient 
over 0.78. The overall Cronbach’s alpha value, of all four dimensions in Hungary, 
was 0.79 while the value, when texting all respondents in Vietnam, only was 
0.804. Reliability is considered acceptable when this score exceeds 0.70 (Hair et 
al, 1998). The overall reliability is 0.794 with all the items included. 

Table 5 

Descriptive analytics and reliability of Cyber security dimension items 

Item Mean Median Mode IQR 

Cronbach's 

Alpha if 

Item 

Deleted 

Dimension 1. Cyber security behavior on malware items 

29. I prefer to update information on my 
study via computer 

3.78 4 5 2 Deleted 

27. I trust any information sent from my 
university online learning management 
system 

3.59 4 4 1 0.786 

24. I can sense something is wrong if 
my smartphone runs extremely slow. 

3.55 4 3 2 0.788 

26. I will apply security patches to my 
phone as soon as possible. 

3.38 3 3 1 0.791 

28. I prefer to update information on my 
study via my smartphone 

3.03 3 3 2 0.789 

23. An interesting subject line makes me 
open an email attachment. 

2.42 2 1 2 0.790 

25. I’m willing to download materials 
from unsecure sites. 

2.30 2 1 2 0.790 

22. I’m willing to open email or 
message attachments from strangers. 

2.18 2 1 2 0.786 
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Dimension 2. Cyber security behavior on password usage issues 
30. My password consists of lowercase, 
uppercase, numbers, special characters. 

3.87 4 5 2 0.789 

30. My password doesn’t follow 
keyboard pattern. 

3.35 3 5 3 0.790 

36. I do use the “Remember my 
password” option in my phone. 3.15 3 4 2 0.785 

32. I use a similar password for different 
applications. 

3.12 3 4 2 0.782 

34. My passwords are based on my 
personal information. 

2.71 3 1 3 0.786 

35. I never change passwords. 2.55 3 3 2 0.784 

37. I keep my password somewhere in 
my phone. 

2.41 2 1 3 0.789 

31. I can share passwords with other 
people. 

1.86 1 1 2 0.790 

Dimension 3. Cyber security behavior on social engineering issues 
44. I wouldn’t reveal any confidential 
information under any circumstances. 

3.73 4 5 2 0.787 

42. I check the authorization or identity 
of someone before talking on any issues. 

3.55 4 3 1 0.788 

43. I wouldn’t communicate with a 
stranger although his/her looks warrant 
sympathy. 

3.35 3 3 1 0.787 

41. I’m not willing to respond to calls, 
SMS, or email messages to friendly/ 
non-threatening strangers. 

3.28 3 3 2 0.785 

40. I think I’m not a target of social 
engineering attacks due to student 
status. 

2.78 3 3 1 0.785 

39. I’m not interested in reading social 
engineering issues. 

2.76 3 3 2 0.785 

Dimension 4. Cyber security behavior on online scam issues 
47. I never trust strangers identity 
information given on the Internet. 

3.45 3 3 2 0.791 

49. I’m aware of and able to identify the 
latest online scams. 

3.38 3 3 1 0.785 

48. I never consider any amount of 
money for services offered by an online 
site. 

3.19 3 3 3 0.786 

50. I wouldn’t hesitate to meet internet 
friends in person. 

2.75 3 3 2 0.788 

45. I established trusted online 
relationship with strangers. 

2.36 2 1 1 0.786 

46. I respond to SMS announcing 
contests involving huge sums of money. 

1.96 1 1 2 0.794 
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The visual representation of the mean responses (Figure 5) shows a slight or weak 
difference between the responses of the students in the countries separately (the 
numbers represent the index of the statements in the Table 6). The correlation of 
mean responses for the items between Hungary and Vietnam, is r=0.985, which 
also suggests similar behavior, so further tools ‒ independent samples t-test and 
the CHAID decision tree method for segmentation of categorical data ‒ helped to 
find similarities and differences between the countries. 

 

Figure 5 

Student responses on cyber security dimension questions (source: edited by authors) 

4.1.1 Significance of Cyber Security Dimension Items 

The comprehensive reliability of the items in the dimensions of cyber security on 
smartphone for the two countries in question and the reliability of the individual 
items allow a comparative analysis between the students in these countries.          
In order to find the significant items in the dimension’s independent samples t-
tests were conducted on the items to compare the behavior in Hungary and in 
Vietnam (Table 6). 

Table 6 

Significant differences between Hungary and Vietnam 

Independent Samples t-test 

Levene's Test for 
Equality of 
Variances 

t-test for Equality of 
Means 

F Sig. t df 
Sig. 
(2-

tailed) 

23. An interesting subject line makes 
me open an email attachment. 

1.030 0.311 -3.022 311 0.003 

26. I will apply security patches to 
my phone as soon as possible. 

0.091 0.763 -1.965 311 0.050 

30. My password doesn’t follow 
keyboard pattern. 

3.608 0.058 3.515 311 0.001 

31. I can share passwords with other 
people. 

3.379 0.067 2.271 311 0.024 
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34. My passwords are based on my 
personal information. 

0.491 0.484 -4.715 311 0.000 

42. I check the authorization or 
identity of someone before talking on 
any issues. 

0.481 0.488 -2.060 311 0.040 

Out of the 27 items the behavior of students showed significant difference in case 
of 6 questions. Two items came from behavior on malware items, three from 
password usage and one from social engineering. Regarding the individual online 
scam issue items students behave similarly in these countries. In each case the 
variances proved to be equal in the population and in each case the p value for the 
independent t-test was below 5%, thus the test was significant. Most of the 
statements were on private and very personal aspect of cyber security like 
curiosity, personal password practices and trust in unknown individuals, which 
statements rather belong to cyber safety and there was only one statement 
specifically belonging to cyber security. The significant difference was confirmed 
with CHI2 analysis due to the ordinal scale nature of responses in which process 
item 23, 30 and 34 also showed significant difference in the behavior. 

5 Discussion on Behavior toward Cyber Security on 
Smartphone 

The next step in the comparative analysis was to confirm these significant 
dimension items and to reveal further ones along which the behavior of the 
students is different in these two countries. For the specific analysis the CHAID 
(CHI-squared Automatic Interaction Detector) decision tree method was applied, 
which is a multivariable recursive classification process that can be used for 
categorical variable and can also be a segmentation process [30, 31, 32].            
The categorical variable in this case is the country while the independent variables 
are the dimension items. The decision tree is applied because it provides a visual 
representation of the significant dimension items and represents the relationships 
between the dependent and the independent variables in a tree structure and makes 
the interpretation easier. The advantage of the CHAID method is that there are no 
restrictions on the measuring scale of the variables and their distribution, 
categorical variables can be used, as well as numerical variables for dependent and 
independent variables. Splitting is based on CHI2 tests, and the algorithm first 
unifies the categories that are the least different concerning the categorical 
variable then splits according to the strength of the dependent variable. It stops 
when it finds an optimal tree depth and no relevant changes would happen in the 
segments. The Exhaustive CHAID method differs from CHAID by not having a 
stopping criterion. The decision tree method is used in the research to reveal the 
significant differences between Hungary and Vietnam. The splitting variables will 
be used to characterize the different behavior of students and identify the areas. 
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The SPSS program was used for growing the tree. All the statements were used as 
independent variables and the target variable was set to Hungary (Vietnam was set 
as target variable for a second running and resulted in the same decision tree), 
with the following criteria: the splitting node significance level was set to α=0.05, 
the minimum number of cases in the parent node was set to 30 while that of the 
child note to 10 due to the fact that the number of students from Vietnam was 124 
and the goal was to gain a decision tree with sufficient depth. The maximum tree 
depth was set to 5 in order to gain as many significant splitting variables as 
possible. Even though, the decision tree grew 3 levels (Figure 6). 

The decision tree levels show the significant items and also gives a priority order 
of significant items in the cyber security behaviors of students on smart phones. 
The 0 level presents the percentage and the numeric distribution of the students. 
The algorithm step by step selects the most significant items and creates segments 
in which the distribution of students from the two countries can be found. It can be 
concluded that students are split into three groups by item 34, then 2 items (24 and 
30) with the same impact became the splitting items. 

 
Figure 6 

Splitting statements concerning behavior of students in Hungary and Vietnam 
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The level 1 splitting (34) put only 10 students from Hungary in the group more 
characteristic to the Vietnamese group. The leftmost group at level 1 is dominated 
by the students in Hungary which group is characterized by high awareness of 
non-personal data for passwords and skeptical behavior with slow running of 
smart phones. The rightmost leaf is the least aware of password usage, which 
group is assigned to Vietnamese students. The second group, which pays 
attention to password usage on smart phones, avoids using keyboard patterns     
(a second splitting item at level 2) but still uses personal information is also 
assigned to students in Hungary, in which case the less careful are further split 
into 5 groups by the item 41 linked to social engineering. At level 3 two groups 
are assigned to students in Vietnam and three groups to students in Hungary, and 
their behavior does not follow a consistent pattern. The behavior of students in 
this particular branch calls for the highest degree of education and awareness 
raising. It has to be noted that with the application of CHAID instead of 
exhaustive CHAID algorithm, the rightmost group at level 1 is further split by 
item 35 (I never change password) which further confirms this group’s lower level 
of awareness of password usage. (The tree is not presented in the paper due to its 
length). At the same time in case of the most unsure group being either from 
Hungary or from Vietnam at level 3 (item 30 <= Partly agree) a new variable has 
become influential (item 31 – I can share passwords with other people.) and 
segments two groups one assigned to Vietnam (<= Neutral) and one to Hungary 
(>=Neutral). 

Most of the students belong to the uncertain branch. The Exclusive CHAID 
algorithm reduces the decision uncertainty from 39% to 17.89% by level 4 
([6+8+20+11+11]/313=0.1789) which is a 21% reduction in uncertainty (i.e. 
error) compared to level 0. Table 7 gives the representation of the decision tree. 

Table 7 

The representation of the decision tree 

Node 
Hungary Vietnam Predicted 

Category 
 

N Percent N Percent Sig.a Split Values 

0 191 61.0% 122 39.0% Hungary 
  

1 65 78.3% 18 21.7% Hungary 0.000 <= Totally disagree 

2 116 58.0% 84 42.0% Hungary 0.000 
(Totally disagree, 

partly agree] 

3 10 33.3% 20 66.7% Vietnam 0.000 > Partly agree 

4 41 69.5% 18 30.5% Hungary 0.022 <= Partly agree 

5 24 100.0% 0 0.0% Hungary 0.022 > Partly agree 

6 78 51.7% 73 48.3% Hungary 0.014 <= Partly agree 

7 38 77.6% 11 22.4% Hungary 0.014 > Partly agree 

8 10 62.5% 6 37.5% Hungary 0.035 <= Totally disagree 

9 8 33.3% 16 66.7% Vietnam 0.035 
(Totally disagree, 
partly disagree] 
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10 34 63.0% 20 37.0% Hungary 0.035 
(Partly disagree, 

Neutral] 

11 11 35.5% 20 64.5% Vietnam 0.035 
(Neutral, partly 

agree] 

12 15 57.7% 11 42.3% Hungary 0.035 > Partly agree 

a. Bonferroni adjusted 

Table 8 gives information about the leaves in the decision tree. The “node” 
information is the number of students in the segmented group and the proportion 
to the total number of students. The “Gain” shows the number of students 
segmented to the target group by the algorithm and the proportion to the total 
number of students in Hungary. The “response” is the proportion of students 
segmented by the target within the group and the “Index” is the ratio of the 
response % and the root target %. The higher the index the impact of the rule 
leading to that group is larger. 

The model used to find extra significant variables that cause a different behavior 
of students in Vietnam and Hungary related to cyber security on smart phone is 
69.6% accurate so there is a 30.4% probability of misclassification. 

Table 8 

Final segmentation by the decision tree 

Node 
Node Gain 

Response Index 
N Percent N Percent 

5 24 7.7% 24 12.6% 100.0% 163.9% 

7 49 15.7% 38 19.9% 77.6% 127.1% 

4 59 18.8% 41 21.5% 69.5% 113.9% 

10 54 17.3% 34 17.8% 63.0% 103.2% 

8 16 5.1% 10 5.2% 62.5% 102.4% 

12 26 8.3% 15 7.9% 57.7% 94.5% 

11 31 9.9% 11 5.8% 35.5% 58.1% 

3 30 9.6% 10 5.2% 33.3% 54.6% 

9 24 7.7% 8 4.2% 33.3% 54.6% 

The decision tree method used allowed the researchers to identify two-two (item 
24 and 41, and item 31 and 35) extra significant variables by the CHAID and the 
exhaustive CHAID methods while the significance of three variables that make 
the behavior of the students different were confirmed. Most of these variables 
belong to password usage while one belongs to smart phone security and 
protection and one to social engineering. 

To answer the hypotheses questions, concerning the comparison of cyber security 
behavior of students in Hungary and Vietnam on smart phones, three methods 
were used and certain similarities and differences were found. Student behave 
similarly concerning the use of LMS on smartphone as well as using mobile 
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banking services and saving credit card information or auto saving login 
information. Analyzing the four dimensions of cyber security, student behavior 
proved to be relatively similar in the dimension of online scam, the differences 
cropped up regarding password usage – students in Vietnam tend to be less aware 
of cyber secure password usage than students in Hungary, on smartphone security 
issues and their knowledge of cyber security and intention to learn more on it 
(Figure 7). 

 

Figure 7 

Differences in overall student behavior in three questions (item 23, 30, 34) 

At the same time, the more uncertain students, tend to behave similarly both in 
Hungary and Vietnam and their behavior on certain social engineering issues 
proved to be significantly different. The exhaustive CHAID decision tree enables 
student segmentation identifying highly aware students (Hungary), the least 

aware students (Vietnam) and the uncertain group (partly Hungary and partly 
Vietnam) mainly segmented by password issues and social engineering. 

The results confirm the need of education and training, at an early age, and also 
confirms that there are cultural differences in cyber security practices, in these two 
countries. 

Conclusions 

This study has targeted University Students’ self-evaluating issues, in relation to 
cyber security dimensions, through survey for the purpose to investigate the level 
of awareness and behavior in cyber security via using smartphone. By choosing 
Hungary and Vietnam as the two countries for comparative analysis, the similarity 
and differences in the level of existing knowledge of cyber security, the level of 
awareness and behavior in cyber security, using smartphones were discovered and 
discussed. The findings of this study have shown results in all aspects, chosen for 
evaluating the current level of awareness and behavior in cyber security of 
respondents in both countries. It should be noted, that without any barriers of the 
different countries, the majority of all respondents, who are currently University 
Students, in different fields of study, are lacking not only a fundamental 
knowledge of cyber security, but also, good practices in their daily experiences 
while using their smartphones, beyond the differences in respondent’s country. 
Importantly, the respondents have also shown their neglect of self-protection from 
threats of cyber security, by ignoring minor potential risks, while using their 
smartphone while connected to the Internet. Based on the research results, as 
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discussed herein, the study emphasizes the importance of a cyber-security formal 
education, that could directly support young users with a fundamental knowledge 
of this global issue, for self-prevention, from cyber threats. Through a 
comparative analysis between Hungary and Vietnam, it is shown that the findings 
of this research, contribute to the International Academic scheme, especially in the 
field of cyber-security for smartphones, using a different lens. Finally, the 
information in this study, can also provide basic data, for further relevant research, 
particularly in any comparative research for this emerging global issue. 
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Abstract: Internet of Digital Reality (IoD) is a concept that extends the Internet of Things (IoT)

with the management, transmission and harmonization of digital realities. IoD covers aspects of

connectivity, accessibility and usability with respect to different cognitive entities present in the

digital world, via a confluence of technologies including virtual reality, artificial intelligence and

2D digital environments, in a way that recognizes human factors and cognitive aspects as key

issues. Devices, interfaces, and interacting entities can be enabled through IoD to share digital

realities and to thereby build a new level of reality, using intelligent connections mostly based on

immersive virtual scenarios and multi-modal interactions in both public and private networks.

In this paper, we look into the infrastructural requirements of and challenges behind the Internet

of Digital Reality, which must be solved in order to deliver a high-quality user experience while

keeping the increasing complexity of these networks at bay.

Keywords: Digital Reality; Future Internet; Internet of Things; Internet of Everything; Internet

of Digital Reality

1 Introduction

The term ‘digital reality’ was discussed by the authors in Part I of this paper [1].
There, digital reality was defined as “a high-level integration of virtual reality (includ-

ing augmented reality, virtual and digital simulations and twins), artificial intelligence

and 2D digital environments which creates a highly contextual reality for humans in

which previously disparate realms of human experience are brought together”.

Internet of Digital Reality (IoD) is a set of technologies that enables digital real-
ities to be managed, transmitted and harmonized in networked environments (both
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public and private), focusing on a higher level of user accessibility, immersiveness
and experience with the help of virtual reality and artificial intelligence. Connec-
tions among various cognitive entities also have to be handled not only at the end
user level of virtual reality displays and software, but also at the levels of network
protocols and network management, physical media (wired or wireless), hardware in-
terfaces, and other equipment. AI is a key component of both digital reality and IoD,
that enables a cohesion of context-driven content and intelligent network routing to
emerge.

Internet of Things (IoT) introduced the world of networked “things” – e.g. sensors
and actuators, wearables, digital twins – by integrating distributed computation with
intelligent connections. Digital representations of physical entities in the real world
can thus be connected, interacted with, managed, and they are able to communi-
cate with each other even without constant human supervision. However, as artificial
Intelligence, algorithms, and software robots are becoming sophisticated, reaching
levels of partial or full autonomy, making decisions, and being able to evolve and
mimic human actors in the virtual world, new possibilities are emerging, based
on which the borders between users, operators and digital entities without physi-
cal counterparts are becoming blurred. These trends in intelligent data processing,
curation and communication, together with the enhanced visual (and increasingly
multi-sensory) experience provided by virtual reality technologies (including VR,
AR and MR solutions, as detailed in Part I), IoT is gradually evolving into IoD [1].
This in turn raises aspects relevant to network infrastructure and capabilities, as well
as various cognitive / human factors aspects, as well as legal and business issues, as
described later in this paper.

To better understand the place in history and significance of IoD, it is important
to consider how the means of interaction based on which humans can access infor-
mation has evolved. In the earliest days of commercial IT, up until the late 1980s,
the dominant means of interaction with digital systems happened through command-
line interfaces (evolved from line terminals), like MS DOS. Then, in the 1990s,
2D graphical user interfaces became widespread (e.g., MS Windows) and the rapid
adoption of 2D graphical web pages led to the dotcom boom. A natural next step of
this evolution today seems to be to move forward and create 3D operating systems
and the 3D Web – in fact, several recent papers clearly show that interactions, com-
munication and analytics in 3D can be considerably more effective than in 2D. This
transition, which we may refer to as the “DOS – Windows – Spaces transition” will
require us to extend our view and understanding of the key terminologies that are in
circulation today 1. Adopting such a broader perspective is all the more important
when we consider how artificial intelligence (AI) and the Internet-based network
of AI systems are increasingly becoming a defining feature of our everyday digital
environment. In order to increase the effectiveness of AI systems, it is important
to enhance the level of communication between humans and AI – after all, data is

1 It should be noted here that although Windows is the name of a proprietary operating system, here we
use the word in its most general sense, to refer to the common experience of accessing applications
through a 2D windowing system
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often referred to as “the new oil” [2], without which even AI is powerless. Thus, it
is suggested that today’s Internet-based economy could benefit from merging with a
new kind of 3D digital world enmeshed in big data, digital twins and AI.

In this paper, it is argued that besides changes in the relationship between natural
cognitive systems (i.e. humans) and digital devices, a newly emerging, pervasive net-
work of digital cognitive representations is also being formed, which is grounded on
a combination of physical, biological and even virtual realities, but also supersedes
them in important ways. This network is poised to become so deeply ingrained into
daily life that it can be expected to radically alter the basic human experience, and
can therefore be referred to as the Internet of Digital Reality. Further, in addition
to this general notion of reality being altered, ‘digital reality’ in this paper is also
used in a particular sense of multi-modally accessible integration of VR, AI and 2D
digital environments.

2 Evolution from IoT to IoE

Internet of Things (IoT) describes the network of physical objects – “things” –
that are embedded with sensors, software, and other technologies for the purpose
of connecting and exchanging data with other devices and systems over the Internet
[3, 4, 5, 6].

Through time, the “things” underlying IoT have evolved due to the convergence of
multiple technologies, capabilities for real-time analysis / machine learning, com-
modity sensors, and embedded systems. Traditional fields of embedded systems,
wireless sensor networks, control systems, automation (including home and build-
ing automation), and others all contribute to enabling the Internet of Things. Today,
smartphones and smart “things” each have a cloud representation. Not only for
data but year by year more complex AI support. Therefore, whereas Internet of
Things (IoT) was one of the first widespread terms used to focus on the connection
between “non-human things” from simple sensors to complex highly integrated sys-
tems [7, 8, 9, 10, 11, 12], it is also a concept that is rapidly evolving and changing.

As a result, the concept of IoT has been and continues to be extended / qualified
in many different ways. The Internet of Nano Things (IoNT) is a related concept
in which the communication exists between nano-scale devices. The Internet of
Mission-Critical Things (IoMCT) is used in critical missions such as rescue opera-
tions and on battlefields. The Internet of Mobile Things (IoMT) refers to commu-
nication between devices using mobile sensors [12].

The Internet of Everything (IoE) was defined by Cisco in 2013 as “bringing to-

gether people, process, data, and things to make networked connections more relevant

and valuable than ever before, turning information into actions that create new capa-

bilities, richer experiences, and unprecedented economic opportunity for businesses,

individuals, and countries” [13, 14]. In this sense, IoE is the intelligent connection
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of people, processes, data and things. It describes a world where billions of objects
have sensors to detect measure and assess their status; all connected over public or
private networks using standard and proprietary protocols. There is a fine line of
difference between IoE and IoT and that is the intelligent connection. IoT is mostly
about physical objects and concepts communicating with each other but IoE is what
brings in network intelligence to bind all these concepts into a cohesive system. IoE
is an extension of IoT which includes people, process, data and things in network
connections.

Pillars of IoE are:

• People: Connecting people in more relevant, valuable ways.

• Data: Converting data into intelligence to make better decisions.

• Process: Delivering the right information to the right entity at the right time.

• Things: Physical devices and objects connected to the Internet and each other
for intelligent decision making (IoT) [7]

However, IoE still does not deal with human factors, as the most important part, and
other non-technological issues such as business, legal issues, and only partly with
safety, security, ergonomics etc. Furthermore, it creates a hard boundary between
“people” and “things”.

The proliferation of fields called ‘Internet-of-X’ (X being something different in each
case) somewhat resembles the proliferation of more traditional fields focusing on
different kinds of interactions – e.g. human-computer interactions, human-machine
interactions, human-robot interactions etc. The emergence of such fields with similar
concepts and methodologies (albeit applied to different contexts) was part of the
impetus behind the definition of cognitive infocommunications (CogInfoCom) [15,
16, 17]. Similarly, we propose the term ‘Internet of Digital Reality (IoD)’ to partially
integrate, partially complement and more importantly augment earlier notions of the
form ‘Internet-of-X’. After all, it can be argued that the real motivation behind all
of these technological directions was always to merge, augment and share realities
– an idea that is already present (excluding the network aspects) in Digital Reality.
An overview of the relationship between IoT, IoE and IoD is shown in Figure 1.

3 Internet of Digital Reality – Technological Challenges

In one sense, IoD supersedes IoT and IoE where not only physical “things”, but also
complete digital reality are connected via a (public or private) network.

Today, cognitive entities and virtual / digital twins are strongly based on Internet
connections [18]. Pillars of the Internet of Digital Reality include:

– 94 –



Acta Polytechnica Hungarica Vol. 18, No. 8, 2021

People

Data
storage

Computing 
Capacity

Network

DataCenter,  
Cloud,  
Edge,  

Fog

Process (e.g. Digital Twin)
IoT

IoE
People

Data
storage

Computing 
Capacity

Network

DataCenter,  
Cloud,  
Edge,  

Fog

Process (e.g. Digital Twin, AI, higher level org.)
IoT

Access interfaces 
(HMI, AR/VR/MR)

IoD

Access Interface (HMI)

a, b,

DIGITAL REALITY

Cognitive level

Figure 1
Overview of the different philosophies of IoT, IoE and IoD

• Cognitive entities (such as people, machines, "things", sensors, AI, digital
twins, avatars, algorithms, bots, RPA, higher level organizations etc.) interact-
ing in the digital realm.

• Information (data, web content, control).

• Communication networks (intelligent connection, wired and RF physical lay-
ers, public and private networks).

• Artificial intelligence, which gains new significance as a global network capa-
ble of distributed learning and continued evolution as digital realities become
connected and shared across the globe

• Access devices and interfaces (headsets, tactile devices, AR/MR/VR spaces,
360-degree immersive scenarios, mobility and navigation)

• Cognitive infocommunications (sensation and perception, human factors and
human-ICT co-evolution)

• Safety and security (data, information, or even the physical safety of the user
etc.)

• Digital business and legal issues

• Digital Society (education, acceptance of technology, digital work, e-government,
digital arts and gaming)

However, the most relevant aspect of IoD is that it connects digital realities, that
is, combinations of technologies and data that create a higher-level functional inte-
gration. For example, IoD is the network through which combinations of 3D virtual
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spaces and their real-world counterparts can be shared, together with all relevant
data and interactive support for extended capabilities.

Since physical things may have digital twins, and in fact any single physical thing
can have any number of digital twins, the connections between physical and digital
can explode exponentially, causing “Big Data” and intelligent network management
to play a crucial role in this equation. As a case in point, the volume and quality
of internet traffic requires various improvements and new technological directions.
For instance, today a remote cooperation on medical operations requires a very so-
phisticated and special internet solution in order to overcome latency and safety
problems, however, when collaboration on 3D objects will grow increasingly com-
mon in VR environments, this technology will need to be generalised for popular
cases, which also necessitates the integration of big data, AI and intelligent internet
traffic management including the ability to address various security questions.

3.1 Cognitive Entities in the Digital World

Cognitive entities represented digitally are the basis of IoD. Cognitive entities can
be conceived of as unique capabilities to effect change that arise via a merging and
co-evolution of artificial and natural cognitive systems. This can include human be-
ings, sensors, intelligent algorithms and more. The main characteristic of a cognitive
entity is that its capabilities cannot be broken down along the borders between its
constituents [16, 19, 20].

Cognitive entities can interact with each other, can be accessed (some only limited or
by permission), and are able for transmit and/or receive information. Furthermore,
they are present and "visible" in the virtual reality, thus, they offer access and
communication interface of the highest level (e.g. during navigation and movement
in the virtual space, via speech or any other interface suitable for communication in
the virtual reality).

3.2 Communication networks

IoD can be implemented on a variety of communication networks, typically on
multi-layered telecommunication networks, but high-speed wired or wireless con-
nection will be a prerequisite. Currently available wired internet networks based on
fibre optics, WLAN access points or the growing penetration of 5G (and beyond)
mobile internet will serve as a network. Moving toward a future of being online and
connected 24/7, RF networks providing access to the internet with mobile devices
will stress the importance of 5G solutions for IoD [21, 22, 9].

It is important to emphasize, however, that not only does IoD depend on specific
network technologies, it is also expected to shape them in novel ways, given the new
requirements for e.g. QoS, logical network slicing and more, as detailed in Section
4.
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3.3 Human Factors behind Accessing Devices and Interfaces

Cognitive infocommunications as a field integrates many aspects of human factors
and users’ perspective [23, 15, 24, 17]. Cognitive functions create boundaries and
limitations around usability and accessibility and system designers have to deal with
such issues by adopting a human centered approach.

Interfaces and devices that enable and establish the connections are also important
from ergonomic and usability perspective. Especially in the case of headsets (audio
and video playback) and VR gloves that give access to a fully tactile experience
in IoD, issues of audio/video coding, spatial rendering, 3D vision, multichannel
audio playback, sonification, speech production and recognition, spatial resolution of
stimuli, latency, ergonomic design, sensation and perception of multimodal excitation
signals are just some issues [25, 26, 27, 28].

Human factors, including how human users orientate, navigate, or get access to
information influence the accessibility and usability of systems, especially if there
are cognitive entities acting like other humans even when they have no human
component.

IoD deals not only with the human perspective but also with all the other “needs”
for cognitive entities to be operational. Even more importantly, IoD can be expected
to shape what is meant by the concept of human factors in a way that is more
integrated with the contextual details of daily life – e.g. where a user is situated,
what devices a user has access to, what information the user is capable of providing
as feedback.

3.4 Safety and security

Every communication system, including its components, raises safety issues, and
therefore the need for security checks, authentication processes etc. [11]. In the
case of IoD this is especially relevant, due to the personal or otherwise sensitive
nature of the data involved, and the large variety of different cognitive entities
interacting, often without knowing if they are human, artificial, a legal entity or some
combination of these. A simple bank transfer that is currently effected on an internet-
banking portal of a bank using credit card numbers can be later made in digital
reality using gloves or speech communication with a virtual agent. Authentication,
verification, transfer of sensitive data is therefore a point behind IoD applications.
Furthermore, besides cybersecurity, people’s physical safety during operation is a
key part in immersive virtual environments (people can fall and get injured, or
suffer from simulator sickness etc. [29, 30, 31]).
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3.5 Digital Business and legal issues

From a non-technical point of view, a variety of business cases based on Digital
Reality (trademarked by Deloitte) have emerged. According to Deloitte’s definition,
“Digital Reality represents the next digital transformation. It changes how we engage

with technology, through augmented-, virtual-, and mixed-reality, 360 video, and im-

mersive experiences that are at once intuitive and data-rich, and which put the human

user at the center of design.” - with a strong focus on business cases using AR/VR
[32, 33, 34, 35, 36, 37].

A recent analysis of cross-border e-commerce has revealed not only changes in
costs related to trading goods but also changes in how people shop, consume, react
to online ads and expect goods to be delivered [38]. As IoD is increasingly becoming
a centerpiece of such services, new problems related to (and solutions to) various
legal aspects are brought to light [39, 40, 41].

First of all, liability and responsibility in the digital world must be maintained, in
order to increase trust in and acceptance of the technology [42, 43]. This aspect
is clearly shown e.g. by the case of autonomous driving (i.e. who is to be held
responsible when an accident occurs?).

The problem of intellectual property, copyright, original artwork vs. copies is even
more significant in the digital and virtual world than before, given the ease with
which artifacts can be copied. Virtual money (Bitcoin, Ether and others) and non-
fungible tokens (NFT) – all of which are based on blockchain technology (see
https://opensea.io/) – are expected to play a key role in this regard. An NFT is a unit
of data that certifies a digital asset to be unique and therefore not interchangeable.
NFTs can be used to represent the integrity and ownership of various types of digital
files. While copies of these digital items are available for anyone to obtain, NFTs
are tracked on blockchains to provide the owner with a proof of ownership that is
separate from copyright and independent of how many copies of the digital item are
made.

In immersive digital reality, where algorithms, deep learning solutions and more
broadly speaking artificial intelligence have an active role to play, the question of
who has the right to make certain decisions has far-reaching implications. If it is
difficult to decide what kind of digital content and cognitive entities are present, and
communicating with each other, there is an enormous risk for illegal activity from
fraud to international terrorism and other activities.

3.6 Digital Society

Acceptance of new technology is a wide area to explore. Society includes not only
technically educated individuals and experts, but also children, elderly users and
people who are generally not familiar with and wary of new technologies. Increas-
ing users’ acceptance levels is a key point in all digital fields, not to mention in IoD
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applications. Use cases in education, work, healthcare, e-government and adminis-
trative solutions etc. can help show the positive side of digital realities [44].

A Digital Society is a group of people who can use digital technologies to their
benefit. The recent Coronavirus pandemic has shown how important it is for groups
of people to be familiar with the same technological possibilities, whether they be
related to education, shared working and / or home office environments, or whether
they be simple tools of communication (as in the case of Zoom, Teams or Google
Meet) [45, 46, 35]. Applications related to the fine arts and performing arts can also
help familiarize soceity with the technological possibilities and far-reaching impacts
of Digital Reality.

4 Connecting Digital Realities

Efficiency in communication is a key factor in any network. Efficiency can be in-
creased if the network management is optimized for the requirements of common
use cases and if the network can understand what entities are present and connected
in the network. Network design and management optimization can be enhanced if
the components of a digital reality can be grouped by some logic and functions in
an actual task. Furthermore, they can be re-grouped or be a part of different set(s)
of realities [47].

As an example, consider an ‘integration’ of a physical refrigerator, microwave oven,
smart stove and deep fryer along with their corresponding digital twins, together
with various further virtual objects in a shareable VR space, which also includes a
2D digital environment of collaborative cookbooks, cooking notes, cooking blogs,
and video chats with a connection to the most renowned experts in the culinary arts
– an example already detailed in Part I of this paper [1]. In such a scenario, the
oven, stove and deep fryer, along with the various sensors, tablet displays etc. share
the same physical network and instead of being independent or loosely connected,
they may be logically grouped under the “cooking” label. At the same time, the
smart fridge can be a member in the “what to buy at the grocery” group and the
tablet can stream music as a member of the “infotainment” group. This might fit
into the usual smart home and IoT concept, but IoD extends this in order for all
of these components to be present in the same, integrated reality such that the
user has access to all the relevant information and capabilities through AR/MR/VR
glasses and/or haptic/tactile devices, voice commands and speech feedback and even
AI-driven interfaces (e.g. chatbots) in a fully immersive way.

If the network is “smart” enough to be able to understand logically grouped compo-
nents, it can be configured dynamically (and in an autonomous way), providing easy
access for the user. The specific level of safety and security, communication and
network management capabilities and key performance metrics (data rate, latency
etc.) can be tailored to current requirements at any given time.
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Increasing user experience relies also on reducing latency (increasing speed of con-
trol and feedback) in the system. By latency here we mean the time needed for
handling an event initialized by inner status change of a component in Digital Re-
ality, including the time for accessing, processing and transmitting of data over the
network.The latency can be mission critical in some cases (real-time surgery, self-
driving vehicle) in the order of milliseconds, but it can be also in the order of
seconds, where time is not a limiting factor of the outcome.

Nowadays, different methods exist in computer networks for decreasing latency. In
the case of IoD the following methods can be used or reconsidered, adapted to the
needs of the network:

• QoS: different data types are sensitive to latency in different ways. The Quality
of Service depends on the type of data (audio, video, etc.). In the scope of
IoD QoS could be extended by differentiating network traffic not only by
data-stream type, but by taking into account the logical grouping of entities.

• Logical Network Slicing: it would be beneficial, if logically grouped and ge-
ographically co-located digital entities shared the same physical network if
possible allowing the shortest path for data transfer. Furthermore, fully digital
entities such as algorithms, AIs not necessarily are near or of known origin.
From the network side, a Software Defined Network can be helpful (that is a
first class citizen in 5G), and from teh computing/resource side Cloud, Edge
and Fog Computing.

• Multipath routing: in order to ensure low latency and add redundancy different
network endpoints (e.g. WLAN, Mobile broadband and wired LAN) can be
grouped and used together to transmit a single data stream [48].

• CDN: the idea behind a Content Delivery Network is that a logical digital
entity (e.g. a movie file with audio and video) can be copied and multiplied.
Copies then will be stored at different locations (servers), and users access the
nearest provider for download or streaming. The question of copying is not
only a technical problem (how do we make a replica of an AI?), but also a
legal problem (property rights, copyright).

Conclusions

Part I of this paper introduced the concept of Digital Reality, which allows users to
access, manipulate and interact with integrated sets of content – whether on display
screens, immersive settings or overlaid on physical objects – that represent concepts
and / or objects that can be both physical or digital, as well as both real or imagined.
In Part II, an overview was given on Internet of Things and Internet of Everything,
followed by a detailed discussion on the concept of Internet of Digital Reality. The
discussion covered aspects relevant to technology, business use cases, legal issues
and societal factors.
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Abstract: This paper highlights ethnocentric food consumption or the favoring of 
domestically produced food products. One of the theoretical pillars of the study is the trend 
toward ethnocentrism. Several studies proved that consumers are more positive about 
products from their own region. We would like to examine the Hungarians’ opinion 
concerning their own products within the Hungarian food market. The other pillars of the 
theoretical background of the study are general food consumer behavior models and 
theories within the frame, of which, we analyzed the most important changes of the mindset 
of food consumers and the main structural diversion of food preferences. In the primary 
research, quantitative strategy, has been used, with the help of a pre-tested standardized 
questionnaire and snowball sample taking methods, 1447 questionnaires were evaluated. 
These research tools typically include closed-ended questions: selective, combinative 
semantic differential scales and ranking in the form of question types. The main aim of the 
research was to analyze the Hungarian consumers’ preferences, for case of food 
consumption and characterize the most important target markets of the Hungarian food 
industry. We examined the attitude of the respondents toward Hungarian foods, from 
affective, cognitive and conative aspects. We also investigated the general food-consumer 
preferences of our respondents and the main elements of preference for Hungarian food 
consumption. As a result, we could characterize the most important features that 
Hungarian food-consumers associate with Hungarian food, we could also understand the 
advantages and disadvantages of various Hungarian foods. In addition, we could 
distinguish food consumer patterns, based on food consumption preferences. The results of 
this work can serve as an orientation for the players in the Hungarian food markets, to 
characterize their potential target markets and access the most important consumer 
groups, for the case of Hungarian food promotion. 
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1 Introduction 

Food consumer behavior is a part of the human behavior spectrum. A variety of 
cultural, psychographic and personal factors affect the consumer's, final decision. 
As a result, in several cases, it is important to use a multidisciplinary approach 
when studying consumer behavior, so we can understand and explore the system 
of correlations that underlie consumer decision-making only by considering these 
variables together. Ethnocentricism, which serves as the study's theoretical 
foundation, is a term that can be explained in a variety of ways, including cultural, 
emotional and/or value system differences. We aim to briefly summarize these 
theories and present their connection points, supplementing it with generation 
specific consumer behavior characteristics. 

1.1 Consumer Behavior of Hungarian Foods 

Based on the literature, we can examine the consumer behavior of Hungarian 
foods on two levels. On the one hand, our image of the given product or brand is 
influenced by the country of origin, the “country-of-origin” image, a part of the 
image of a product, which is based on the origin of the product in a given country. 
On the other hand, research proves that the role of regional origin can be 
demonstrated on the levels of the purchasing decision process. 

The factor related to the concept of country of origin image is the so-called 
consumer ethnocentrism, according to which ethnocentric consumers rely more on 
country-of-origin information, consider purchasing products from abroad incorrect 
because it endangers the domestic economy while non-ethnocentric consumers 
judge both domestic and foreign products on the basis of its quality. This effect is 
the strongest in the case of food purchases as consumers also develop a kind of 
nostalgia-based emotional attachment to Hungarian food brands (e.g. Túró Rudi) 
and, based on tradition, these products are also attributed to good quality [1]. 

According to the research of Verlegh and Steenkamp [2], if the consumer is 
confident enough that the origin of the product, the country of origin, guarantees 
good quality, then this factor demonstrably participates in the evaluation of the 
product. Otherwise, the consumer evaluates the product features one by one before 
making a purchase decision. 

Although consumer ethnocentrism itself, belongs to the field of social psychology, 
its marketing-oriented consumer approach, has also provided the basis for a 
number of studies. Several consumer behavior surveys have shown that 
ethnocentrism influences purchasing decisions, affects both product evaluation 
and buying intentions [3, 4]. The consecutive ethnocentrism studies looked at 
buying intent and attitudes [5, 6]. 
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It is essential to emphasize that both economic growth and consumer welfare have 
an effect on ethnocentrism [3, 7]. 

Consumers in economically developed countries have a higher level of confidence 
in goods made in their own country, so ethnocentrism is stronger while consumers 
in less developed countries have a much lower level of confidence in products 
made in their own country [8]. 

To understand consumers’ motivations, they need to know their goals and 
knowledge of a particular product, as well as their attitudes, which together 
influence the decision-making process. 

Some of the researches [9, 10] show that consumers have a more positive attitude 
towards products from their own region. The likelihood that a regional product 
will be included in the purchasing decision process depends to a large extent on 
how the consumer identifies it in the information gathering phase. Information 
about a regional product can be retrieved from memory when a purchasing 
problem occurs (internal information retrieval) or when the consumer encounters 
the product during the information retrieval phase (external information retrieval). 
Ittersum [9] found that consumers are interested in the region, information about 
the region, and therefore the increasing interest may enhance the likelihood of 
encountering the regional product. The perception of regional products is also 
related to culture: the more consumers are attracted to the culture of a given 
region, the more positive they are to regional products. 

According to Chaney’s [11] lifestyle model, food consumption is part of socio-
cultural status, so food and drink are also indicators of taste, fashion, and 
demandingness among lifestyle traits. Regional foods also evoke nostalgia for the 
past when consumers were even younger or when they left, they spent his holiday 
in pleasant company. Especially people living in the city can evoke nostalgia for 
traditional flavors for rural holidays and rural pastimes. Local products re-evaluate 
the individual's cultural identity, these values and symbols contribute to the 
relocalization of culture [12]. 

The final conclusions of a series of Hungarian research were in line with the 
international findings. Hungarian products were normally devalued in Hungary at 
the time of the regime change, as opposed to those from Western countries [13, 
14]. 

Berács and Malota [15] found that Hungarian respondents were generally positive 
about domestic products ten years later, but that the perception of products from 
developed countries was still more favorable. 

Szakály et al. [10, 16] analyzed consumer habits and attitudes in the traditional 
Hungarian food market. Based on the results of the research, consumers 
understand the term traditional Hungarian food to be prepared only with 
Hungarian-flavored dishes prepared on the basis of an old recipe. 97% of the 
respondents consume some traditional Hungarian food, those who do not, they do 
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not buy the products due to the high price. The consumption of traditional foods is 
influenced by the taste and constant quality associated with the product, family 
preference and the quality guarantee brand. Further research has proved that the 
consumption of Hungarian food is part of everyday meal and cannot be linked to a 
specific festive or special occasion. People over the age of 40, one- and two-
person households, and southern Hungarians are more likely to consume 
traditional foods. 

In terms of food quality, it has also been shown that the quality of traditional 
foods is valued higher by consumers than by foreign products. More than 40% of 
the respondents think that the quality of Hungarian food is better than that of 
foreigners, and more than 80% of the respondents consider the average quality of 
traditional food to be good or excellent [17]. 

Median's [18] research has shown that Hungarian consumers make food choices 
based on the following order of importance: price, quality, health, Hungarian 
origin. 

1.2 Generational Peculiarities in Consumer Behavior 

The second literature pillar of our study is generation marketing. 

As in our primary research we focused on the differences in food consumption due 
to age, we had to make a short overview of the most important features of 
Generation Z and Y, which were overrepresented, in our sample. 

The values and ways of thinking of Generation Y and Z are characteristic only of 
them and different from the previous generations. Their consumer behavior and 
financial decisions can be influenced by the application of the appropriate 
communication strategy [19]. 

Törőcsik [20] examined the generational differences in food shopping in primary 
research, and found that young women shop with great enthusiasm and impulse, 
but store loyalty does not characterize them. Young men prefer to shop online 
rather than shopping in real life. Female members of the middle-aged generation 
either buy food with an action-sensitive, emotional charge, or in a functional, fast, 
goal-oriented way. 

Examining the consumer habits of the Y generation, it can be said that compared 
to the previous generation, they have already grown up in the consumer society, 
all products have become available to them, they do not know the concept of a 
“shortage item”. The motivations of their consumer habits move on several levels: 
on the one hand, they look for novelties, new experiences and are characterized by 
impulse buying. On the other hand, brand loyalty is not typical of them, they do 
not necessarily buy the most expensive, prestigious product. They prefer 
personalized options, comfort and flexibility in their decisions. Environmental 
awareness and social responsibility are also very important to them [21]. 
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Based on the research of Varga [22] the offline purchasing decision of Generation 
Z is greatly influenced by the experience gained in the store. If they are attentive, 
they are kind in the store with them, if they feel they are an important customer, 
they value it more than gifts. The most popular and influential promotional tool is 
the discount but the need for entertainment, the shopping experience strongly 
influences the product choice of young people. 

Generation Z has a strong purchasing power, but compared to members of 
Generation Y, the relationship with their parents is stronger, so their purchasing 
decisions are often made with them [23]. 

2 Method 

In this study, in addition to the systematic processing of relevant domestic and 
international literature, we present the partial results of our primary research.    
We conducted quantitative research in the framework of primary data collection in 
the form of a pre-tested, standardized online questionnaire. 

Subjects were recruited using a snowball sampling procedure, which resulted in 
1447 questionnaires. 

The research tool included only closed-ended questions, nominal measurement 
levels, single- and multiple-choice selective questions, Likert scale and a semantic 
differential scale to analyze consumer attitudes and values. Scale questions used a 
scale from 1 to 4. The reason for this is, on the one hand, the individual scale 
preference, which is typical of Hungarian respondents: due to the school 
classification system, our Hungarian respondents can interpret the scale up to five 
grades most stably against the 1-7, 1-9 or 1-10 scales. 

We chose the even scale because in the case of the odd (1-5) scale, the mean value 
(3) is a kind of escape route, for the respondents. In the analysis of the attitude, in 
the case of those who choose the average value, the balance does not tilt in either 
direction, resulting in an excessive proportion of “indifferent” consumers, thus 
making it difficult to statistically and professionally evaluate segmentation [24]. 
Therefore, we opted for the even scale, which, by excluding the mean value, 
forces the respondent to take a more definitive position, thus better contributing to 
the successful segmentation. In addition, for the questions analyzed using the odd 
scale, it was not necessary for the mean, indifferent value to give either the          
“I don't know“ choice, because the cognitive level was filtered using separate 
questions. 

The development of the topics of the research tool was realized as a result of the 
relevant secondary data analysis. Each response alternative was finalized ‒ pre-
tested of the research tool ‒ in the light of qualitative results. As part of this 
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qualitative research phase, we conducted 10 mini-focus group interviews using a 
semi-structured interview outline. Qualitative sampling was also performed using 
the snowball method. The mini-focuses were group-directed conversations with a 
heterogeneous composition in terms of gender and age, with the participation of  
3-4 people each. The main goal of the qualitative research was to establish the 
quantitative research, finalize the standardized questionnaire and outline the 
research hypotheses. 

The topics of the quantitative research tool finalized as a result of the qualitative 
phase were the following: food buying habits, food consumption preferences, 
Hungarian food buying habits and domestic food consumption preference, 
assessment of Hungarian food (cognitive, affective and conative phase), socio-
demographic data. 

In the present study, we focus on the partial results of the quantitative phase of our 
research project. Within that, we also gave priority to food purchasing habits, 
possible segmentation opportunities based on preference, and the relationship of 
each food shopping segment to Hungarian food. 

In the framework of quantitative research, we formulated one main and two sub- 
hypotheses. These are based on food consumer behavior theories [25, 26], that 
explain the buyer’s decision, ethnocentric consumer behavior in the context of 
values [27, 28, 29]. What these concepts have in common is that an individual’s 
consumer and consumer decision is interpreted as an external projection of their 
value system. [30, 31]. These hypotheses are: 

(H1)  There is a correlation between food customer preferences and 
attitudes towards Hungarian food. 

(H1/a)  Distinct consumer groups can be defined according to food consumer 
preferences 

(H1/b)  There is a statistically verifiable correlation between the segments 
formed according to the preferences of certain food buyers and the 
attitude towards Hungarian food. 

In order to process the quantitative results and test the hypotheses, we used 
descriptive statistics, bivariate analyzes using SPSS 22.0 software. In case of the 
bivariate analyzes significance and F values were considered in the correlations 
examined by analysis of variance. In the case of Chi-square analyses, each 
relationship was subject to an internal correlation analysis based on the values of 
the corrected standardized residues (AdjR), which were interpreted as follows: 
Adj.R> = 2 indicates a positive deviation from the expected value with a 95% 
confidence level; Adj.R> = 3 indicates a positive deviation from the expected 
value with a 95% confidence level. In the case of a negative sign, the deviation 
from the expected value is negative at these value intervals [32]. 
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3 Findings 

3.1 Sociodemographic Characteristics of the Sample 

60% of the respondents were women and 40% were men. 

By age, 16-20 year olds had the highest proportion of respondents (31.1%), 
followed by young people aged 21-25 years. (24.5%). That is, more than half of 
the sample (55.5%) were respondents younger than 25 years, i.e., a member of 
Generation Z. 

Unsurprisingly, in terms of age, 42% of respondents are single and 54% are 
married or in a cohabiting relationship. 42% of the respondents are residents of the 
capital, 38% live in cities and only 20% are residents of villages. In terms of 
educational attainment, those with secondary qualifications were absolutely over-
represented (70%). 

3.2 Food Shopping Habits 

First, we examined the food buying habits of the respondents. 

Sample members typically (32.8%) buy food themselves, and not surprisingly, the 
second most populous group (28.4%) who buy food with their parents in relation 
to the over-represented young target audience. 

Table 1 

Sample distribution by food purchasers 

Those who buy food 
Relative frequency % (several 

answers could be accepted) 

Especially me 32.8 

Typically my parents 28.4 

Most of the time my spouse / partner 6.3 

Typically me with my parents  12.2 

Specialty shop 20.3 

Especially me with my spouse / partner 32.8 

Source: authors’ own research, 2020 N= 1447 

43.3% of respondents 27.3% buy food several times a week and 26.2% buy food 
twice a week. 

The largest share (30.6%) was made up of those who spend between HUF 21,000 
and HUF 30,000 on food on a monthly basis. The second most populous group of 
respondents (26.9%) spend between HUF 10,000 and HUF 20,000 for food. 
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The results show that respondents prefer discounts when buying food, and buy 
food at a specialty store the least. 

Table 2 

Food shopping locations in the sample 

Type of market  Average (1= most often) Standard deviation 

Hypermarket 2.33 1.09 

Supermarket 2.20 1.04 

Discount 1.85 0.95 

Convince store  2.68 1.09 

Specialty shop 3.38 0.94 

Traditional market  2.90 1.04 

Source: authors’ own research, 2020 N= 1447 

The system of food preference was also examined separately. Based on the results, 
we observed the absolute dominance of comfort aspects, which, in our view is 
largely related to the fact that the majority of the sample members were young 
consumers under 25 years of age. 

The durability, content value and easy accessibility of the food were the main 
aspects in the consumer preference system. The cheapness of food has also been 
relegated to the background in relation to these aspects. Given that discounts were 
preferred by subjects among the places where food is purchased, it can be 
assumed that the role of price already dominates in business choice and therefore 
additional considerations come to the forefront, in the case of product preference. 

Table 3 

Food purchase preference system in the sample 

Aspects of food purchasing 

Average (where 1 = 
not important at all,  
4 = most important) 

Standard 

deviation 

Content values (taste, smell, calorie content) 2.84 1.02 

Geographical origin (place of origin of the food) 2.26 0.98 

Food must be cheap 2.50 0.92 

Food must be on sale 2.34 0.93 

Attractiveness of packaging 2.04 0.90 

Food made exclusively from Hungarian ingredients 2.18 0.95 

Brand 2.34 0.94 

Practicality of packaging 2.22 0.90 

Food durability, shelf life 3.06 0.96 

Have a trademark on the packaging 2.25 1.00 

Be easily accessible 2.69 1.00 

Food advertising 1.75 0.86 

Source: authors’ own research, 2020 N= 1447 
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In terms of food shopping habits, overall, the majority of respondents buy food 
themselves, and prefer discounts. On a monthly basis, most respondents spend 
between HUF 21,000 and HUF 30,000 on food, the durability, content values and 
easy availability, are the main aspects in their selection, pushing the criterion of 
cheapness into the background. 

3.3 Buying and Judging Hungarian Food 

In the case of Hungarian foods, we also examined the criteria of food purchase 
separately, considering that our hypothesis H1 shows a difference compared to the 
normal food purchase preference. According to the results, the preference system 
for Hungarian foods has changed slightly: in the first place in this case, as well ‒ 
although with a lower average value ‒ the durability of the food came. In the case 
of Hungarian foods, the importance of the content values is more dominant 
compared to the general food purchase preference system, as well as the fact that 
it is made exclusively from Hungarian ingredients. Our respondents also pay more 
attention to the geographical origin when buying Hungarian food, but the 
cheapness of food is pushed into the background when buying Hungarian food 
compared to general food. 

Table 4 

Consumer preference for Hungarian foods 

Aspects of 

purchasing 
Aspects of food purchasing Aspects of Hungarian food 

purchasing  

Average (where 1 = 
not important at all, 
4 = most important) 

Standard 

deviation 

Average (where 1 = 
not important at all,  
4 = most important) 

Standard 

deviation 

Content values 

(taste, smell, 

calorie content, 
2.84 1.02 2.94 1.09 

Geographical 

origin (place of 

origin of the food 
2.26 0.98 2.51 1.05 

Food must be 

cheap 
2.50 0.92 2.40 0.97 

Food must be on 
sale 2.34 0.93 2.27 0.97 

Attractiveness of 
packaging 2.04 0.90 2.01 0.89 

Food made 

exclusively from 

Hungarian 

ingredients 

2.18 0.95 2.74 1.05 

Brand 2.34 0.94 2.35 0.96 

Practicality of 
packaging 2.22 0.90 2.16 0.90 
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Food durability, 

shelf life 
3.06 0.96 3.00 0.98 

Have a trademark on 
the packaging 2.25 1.00 2.25 0.97 

Be easily accessible 2.69 1.00 2.64 1.01 

Food advertising 1.75 0.86 1.69 0.83 

Source: authors’ own research, 2020 N= 1447 

In terms of the frequency of Hungarian food purchases, it surpasses normal food 
among the respondents: 47.5% of the respondents buy Hungarian food every day, 
36% several times a week. According to the sample members, on average 30.33% 
of the food they buy is Hungarian food, which, in our opinion represents a rather 
large proportion. 

We analyzed the opinions of the samples regarding Hungarian food, we were 
interested in how Hungarian food is perceived by consumers compared to normal 
food. According to the results, a significant part of the respondents (40.2%) do not 
perceive a difference in quality between Hungarian and normal food. However, 
there were a significant number (39.5%) who said that the quality of Hungarian 
food was better. 

Table 5 
Judging the quality of Hungarian food 

The quality of Hungarian food compared 

to normal food 
Frequency (%) 

Right  39.5 

Worse 5.7 

Same 40.2 

I do not know 14.7 

TOTAL  100.0 

Source: authors’ own research, 2020 N= 1447 

Regarding the reliability of Hungarian food, we obtained a similar value: the 
highest proportion was formed by the respondents who think that the reliability of 
normal and Hungarian food is the same. In this case, however, the range of those 
for whom Hungarian food is better was also significant in the case of reliability. 

Table 6 
Assessing the reliability of Hungarian food 

Reliability of Hungarian food compared to 

normal food 
Frequency (%) 

Right  37.5 

Worse 5.2 

Same 44.0 

I do not know 13.3 

TOTAL 100.0 

Source: authors’ own research, 2020 N= 1447 
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Based on the affective component of the attitude towards Hungarian food, we 
could see that the vast majority of the sample is happy to buy Hungarian food 
because it supports domestic jobs. 

Table 7 

Judging Hungarian food 

I like to buy Hungarian food because with this I support 
Hungarian jobs 

Frequency (%) 

Yes 75.3 

No 27.7 

The price of Hungarian food compared to normal food Frequency (%) 

Higher 44.3 

Lower  13.4 

Same 28.7 

I do not know 13.5 

Altogether  100.0 

I only buy Hungarian food if it is cheaper than normal food Frequency (%) 

Yes 25.2 

No 74.8 

TOTAL 100.0 

Source: authors’ own research, 2020 N= 1447 

The price of Hungarian food was considered high by a significant part of the 
sample. 

In comparison, it is not even typical for the sample to buy Hungarian food at a 
special / cheaper price. Based on these answers, that is the reason, not the price or 
the price discount in the case of Hungarian food. 

In the light of the results, it is also not typical for our respondents to buy 
Hungarian food out of fashion or to follow the behavior of their parents or friends. 

Table 8 

Motives of buying Hungarian food 

Motives 
Frequency (%) 

Yes No  

I buy Hungarian food because it is fashionable and trendy 3.3 96.7 

I buy Hungarian food because my parents buy it, too 20.7 79.3 

I buy Hungarian food because my friends buy it ,too 9.5 90.5 

Source: authors’ own research, 2020 N= 1447 
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3.4 Purchase and Assessment of Hungarian Food as a Factor 

of Age 

In order to test our hypothesis H2, we analyzed whether there is correlation 
between age and the extent of Hungarian food purchases. According to the results 
of the variance analysis (sig = 0.000) there is a statistically verifiable correlation 
between the two variables. Based on the values of the ANOVA table, it can be 
seen that the proportion of Hungarian foods purchased monthly increases with 
age. 

Table 9 
Proportion of Hungarian foods within the monthly level of food purchased (average) 

Age groups N (person) 
Proportion of Hungarian foods within the 

monthly level of food purchased (average) 

16-20 year 417 26.48 

21-25 year 333 25.61 

26-30 year 88 26.73 

31-35 year 58 34.58 

36-40 year 182 34.14 

over 45 year 230 41.24 

Source: authors’ own research, 2020 N= 1447 

In the course of the research, we also examined whether there is a correlation 
between the age of the respondents and the perception of Hungarian food. For this, 
we performed a Chi-square test, during which, the correlation could be detected 
based on Pearson's significance value (sig = 0.000). The corrected standardized 
residual (Adj.R) was used to analyze the internal correlations. In light of this, we 
could state that the proportion of respondents under the age of 25, i.e. Generation 
Z, was lower than expected or than those who rated the quality of Hungarian food 
as being better. However, among the respondents older than 36 years, i.e. 
belonging to Generation X, a larger proportion of respondents consider the quality 
of Hungarian food to be better than expected. Among those who considered the 
quality of Hungarian food to be the same, the proportion of young people was 
higher than the expected value and that of the older generation was lower.         
The same relationship is true for uncertain subjects (“don’t know” answers). 

According to the results of the research, we were able to establish a statistically 
verifiable correlation between age and the assessment of the reliability of 
Hungarian food (sig = 0.000). Based on the results, among the members of the 
older generation over the age of 45, those who considered Hungarian food to be 
more reliable were present in a higher percentage than expected, while in the case 
of young people (aged 16-20) they showed a smaller proportion than expected.     
In this case, too, the proportion of young people who considered the reliability of 
Hungarian food to be the same as normal food was higher than expected, and the 
proportion of young people over 45 was lower. 
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Table 10 

Judging the quality of Hungarian food as a function of age 

The quality of 

Hungarian food 
compared to 
normal food 

Age groups 
SUM 
(%) 

16-20 

year 
21-25 

year 
26-30 

year 
31-35 

year 
36-40 

year 
over 

45 
year 

Better  

row %  21.8% 20.0% 7.6% 4.4% 17.2% 28.9% 100.0% 

column %  27.6% 32.3% 43.0% 41.0% 47.3% 60.4% 39.4% 

Adj.R -6.1 -3.1 0.8 0.3 2.5 7.8   

Worse  

row %  29.3% 34.1% 8.5% 3.7% 11.0% 13.4% 100.0% 

column %  5.4% 8.0% 7.0% 4.9% 4.4% 4.1% 5.7% 

Adj.R -0.4 2.1 0.6 -0.3 -0.9 -1.3   

The 

same  

row %  37.4% 26.8% 6.3% 4.9% 12.3% 12.3% 100.0% 

column %  48.3% 44.0% 36.0% 45.9% 34.6% 26.3% 40.2% 

Adj.R 4.2 1.7 -0.9 0.9 -1.8 -5.2   

I do 

not 
know 

row %  39.5% 26.2% 6.7% 2.4% 13.3% 11.9% 100.0% 

column %  18.7% 15.7% 14.0% 8.2% 13.7% 9.3% 14.7% 

Adj.R 2.9 0.6 -0.2 -1.5 -0.4 -2.8   

Source: authors’ own research, 2020 N= 1447 

Table 11 

Reliability of Hungarian food as a factor of age 

Reliability of 
Hungarian food 

compared to normal 
food 

Age groups 
SUM 

(%) 
16-20 

year 
21-25 

year 
26-30 

year 
31-35 

year 
36-40 

year 
over 

45 
year 

Better  row %  23.9% 23.0% 6.9% 4.9% 14.4% 26.9% 100% 

column %  28.8% 35.1% 37.0% 42.6% 37.6% 53.3% 37.4% 

Adj.R -4.5 -1.0 -0.1 0.9 0.1 6.0   

Worse  row %  37.3% 29.3% 6.7% 5.3% 12.0% 9.3% 100% 

column %  6.3% 6.3% 5.0% 6.6% 4.4% 2.6% 5.2% 

Adj.R 1.2 1.0 -0.1 0.5 -0.6 -2.2   

The 

same  
row %  35.0% 26.0% 7.0% 4.3% 13.9% 13.9% 100% 

column %  49.4% 46.6% 44.0% 44.3% 42.4% 32.2% 43.9% 

Adj.R 2.8 1.2 0.0 0.1 -0.5 -4.3   

I do not 

know 
row %  35.8% 21.8% 7.3% 2.1% 16.6% 16.6% 100% 

column %  15.5% 12.0% 14.0% 6.6% 15.6% 11.9% 13.5% 

Adj.R 1.5 -0.9 0.2 -1.6 1.0 -0.9   

SUM (N) 445 350 445 350 100 61 205 

Source: authors’ own research, 2020 N= 1447 
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Conclusions and Recommendations 

As a conclusion of the research results, we could state that convenience factors 
increased, during food purchases and plays a more important role in the sample, 
than the price. The preference system of the Hungarian food purchase, shows a 
difference compared to the criteria of normal food purchases: The importance of 
the content values is more dominant as is the geographical origin and the fact that 
the food is made from Hungarian ingredients. However, the criterion of 
“cheapness” is pushed into the background when buying Hungarian food 
compared to general food (H1 has been confirmed). 

We also examined how Hungarian respondents perceived Hungarian food 
compared to normal food. Based on the results, we found that a significant 
proportion of respondents (40.2%), do not perceive a difference in quality and 
most of them (44%), consider the two categories to be the same in terms of 
reliability. 

Examining the motives for buying Hungarian food, we found that neither fashion 
nor following a pattern, within the family, characterizes the respondents. 

Analyzing the correlation between the purchase of Hungarian food and age, in the 
light of the results, we were able to state that the proportion of Hungarian food in 
the consumer basket increases with the advancement of age (H2 / a). As we were 
able to prove statistically, that there is a correlation between age and the 
assessment of the reliability and quality of Hungarian food (H2 / b confirmed). 
Typically, the respondents belonging to Generation X, considered Hungarian food 
to be better and more reliable, the respondents of Generation Z (16-25 years old), 
rated Hungarian food as of the same quality and reliability, or they could not 
typically make a judgment. 

According to the results, it can be said that the customers of Hungarian food, 
normally come from the members of Generation X, so according to age, they form 
the main target group. These consumers typically have a mature system of 
preferences and sufficient financial resources. In the case of the younger 
respondents (Generation Z), we could see many still insecure customers, the 
immaturity of their preference system, may be one of the main reasons why they 
do not statistically prefer Hungarian foods. Just as buying them is not considered a 
fashion pursuit, this trend would be worthwhile changing, knowing the values of a 
given generation. After all, trendy pattern-following, is dominant in their case, 
they are also looking for reference persons, samples, role models. 

In our opinion, a communication campaign aimed at young people and involving 
them, could do a lot to promote Hungarian foods, among Generation Z. This can 
also be an important aspect, because the members of this generation, may soon 
represent a potential, solvent target group, with an independent income. In this 
form, they could play a significant role among Hungarian food consumers, in the 
future. 
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Abstract: Demand forecasting for business practice is one of the biggest challenges of 
current business research. However, the discussion on the use of forecasting methods in 
business is still at the beginning. Forecasting methods are becoming more accurate. 
Accuracy is often the only criterion for forecasting. In the reality of business practice or 
management is also influenced by other factors such as runtime, computing demand, but 
also the knowledge of the manager. The goal of this article is to verify the possibilities 
demand forecasting using deep learning and statistical methods. Suitable methods are 
determined on based multi-criteria evaluation. Accuracy according to MSE and MAE, 
runtime and computing demand and knowledge requirements of the manager were chosen 
as the criteria. This study used univariate data from an e-commerce entity. It was realized 
90-days and 365-days demand forecasting. Statistical methods Seasonal naïve, TBATS, 
Facebook Prophet and SARIMA was used. These models will be compared with a deep 
learning model based on recurrent neural network with Long short-term memory (LSTM) 
layer architecture. The Python code used in all experiments and data is available on 
GitHub (https://github.com/mrnavrc/demand_forecasting). The results show that all 
selected methods surpassed the benchmark in their accuracy. However, the differences in 
the other criteria were large. Models based on deep learning have proven to be the worst 
on runtime and computing demand. Therefore, they cannot be recommended for business 
practice. As a best practice model has proven Prophet model developed at Facebook. 

Keywords: demand forecasting; deep learning model; TBATS; Prophet; SARIMA 

1 Introduction and Literature Revue 

At present, demand forecasting is gaining prominence in business economics 
research. Demand forecasting is now an integral part of corporate management, 
both operational and strategic management. Today, companies have to forecast a 
number of variables to be successful in the market, whether it is the number of 
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passengers for train seat planning [3], air traffic demand [28], electricity demand 
[10], demand forecasting in bike-sharing system [31], performing arts [25], 
forecasting call centre arrivals [23], LCD monitor market [17], or tourism [1]. The 
analysis of sales and demand is now insufficient and correct forecasting is a key 
source of information for companies. 

This area of business management is also constantly expanding and increasing 
demands are being placed on the accuracy of forecasting. In this sense, researchers 
around the world have been developing new and expanding existing methods. 
Increasing studies are addressing the question whether methods based on machine 
learning can overcome the existing statistical models. An important contribution 
in this discussion is a study conducted by Makridakis [19], which has pointed out 
that machine learning methods cannot itself beat the statistical models in the 
accuracy of the forecasting. Another study [25], which focuses on the comparison 
of forecastign methods of COVID-19 active cases, also confirms the above-
mentioned results. On the other hand, a study [7] conducted at the University of 
Porto concluded that the study presented by Makridakis is biased with low sample 
size. Each of the studies used different types of time series for its results. 

Statistical methods are still used in business practice, namely, more complex or 
simple naïve methods or exponential smoothing. The ARIMA method is an often 
used example for forecasting in tourism in [1]. Already in the last century, 
statisticians have looked at whether simpler methods are better or worse than more 
complex ones [15], and at the beginning of this century, Zellner wrote about the 
need for simplicity of models in practice [32]. In 2018, Makridakis reopened this 
idea [19]. Time series forecasting is a topic that connects many disciplines [2], 
[26]. So far, no research has clearly identified the most appropriate method. 

The goal of this article is to verify possibilities demand forecasting using deep-
learnign and statistical methods. This methods will be used for of the company's 
90-days and 365-days demand forecasting. 

In this work, the naïve method will be used, it will also serve as a benchmark. 
Second method used is TBATS based on a study by DeLivera [8]. Another 
method used is Prophet, developed in practice by a team of experts from Facebook 
[29], and subsequently verified, for example [23]. Next method which will be used 
is SARIMAX, which is based on the Box-Jenkins model [6] and is used in 
pandemic predictions, for example H1N1 [16]. The last model, which will be 
used, is a deep learning model based on recurrent neural network with Long 
Short-Term Memory (hereafter only LSTM) layer architecture. 

It is also important to mention that the resulting accuracy of the prediction is not 
necessarily a sign of the quality and usability of the model, but it is necessary to 
look at other factors, such as the computational demand of the prediction or the 
financial cost of maintaining such a model in real business operations. Gilliland 
[9], for example, states in his published discussion that even possibly increased 
accuracy of prediction, when using highly complex machine learning models, may 
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not have its justification in practical use, due to the above-mentioned factors. 
Among other things, this study aims to point out that future forecasting 
competitions should include more evaluation criteria and should focus more on 
real business usability. 

2 Data Description and Methodology 

The selected data set is divided into training data set and test data set, in the ratio 
2/3: 1/3. As benchmark are used forecasting by the seasonal naïve forecast.       
This method are used to evaluate other advanced models. 

All forecasts are modelled using Python. Python is being developed as an open 
source programming language with a number of other packages. It is an 
interpreted general-purpose project. It is often used for data analytics, but is also 
used for backend applications. For retrieve data is applied Pandas library, it is 
developed by Wes McKinney [20]. 

Pandas operate with the Numpy package, is is array-processing package and 
fundamental tool for Python scientific research. Used stucture is caled data frame, 
it can used a table or a two-dimensional array-like structure. 

StatsModels and PmdArima (also called PyramidArima) libraries were also used 
in this study. Statsmodels was used for statistical tests and statistical data 
exploration. 

2.1 Data Description 

This study uses data from an e-commerce entity. E-shop is focused in the outdoor 
supplies for professional athletes. This company organizes outdoor training 
courses, seminars and competitions too. A lot of customers are in the B2B. 

Individual daily demand form a data set. It is started at 1st September 2014 and 
ended 22th August 2020. Data set is geted using Google Analytics. Data set 
contains daily data of demand (number of conversions per day). Data is available 
at https://github.com/mrnavrc/demand_forecasting. All values was divided with 
the secret coefficient for trade secret, leading to a reduction in the size of demand 
in absolute terms. Does not change the trend, cycles and parameters necessary for 
forecasting. This was confirmed by the decomposition of the data.                    
This decomposition confirmed the growing demand in the observed months in the 
summer months and in the period before Christmas. The cyclical development did 
not change throughout the observed period. Historical demand is graphically 
shown in Figure 1. 
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Figure 1 

Demand of e-commerce entity from 1st September 2014 to 22th August 2020 

Before forecasting, it is necessary to perform a statistical description and analysis 
of missing values and outliers. Missing values do not appear in the selected data 
file. There are some outliers. After analysis of the robustness of the selected 
models we decided let the outliers in the data set. In the histogram in Figure 2 we 
see the distribution of data around its mean value. 

 
Figure 2 

Histogram of demand of e-commerce entity 

2.2 Applied Methods 

The seasonal naïve forecast is based on the idea that the forecast will be equal to 
the previous period according to the selected time frame of the forecast. It is 
declarated [22]. This method is based on a simple formula (1). 

 , where      (1) 

m is the seasonal period and k is the integer part of (h−1)/m (i.e. the number of 
complete years in the forecast period prior to time T+h.) 
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We make a demand forecast for the outdoor equipment, so can be expected a 
strong seasonal character. This could mean that this method will be too simple and 
less suitable for this data [12]. 

TBATS is acronym from the other models: Trigonometric seasonality, Box-Cox 
transformation, ARMA errors, Trend and Seasonal components [14]. This 
designation must be supplemented by appropriate arguments (ϖ, ϕ, p, q, m1, 
m2………mT) to define Cox - Box parameters and damping parameters p and q to 
express the parameter of ARMA models and seasonal periodicity is expressed by 
arguments m1, m2………mT. TBATS for modelling prediction automatically 
considers different models Box-Cox transformation. The best accuracy model will 
be chosen using Akaike information criterion [22]. The TBATS model is 
described by the relation (2). 

, where   (2) 

L is the lag operator, is det(I−F∙L),  = w∙adj(I−F∙L) g∙L+det(I−208F∙L), 

 and  are polynomials of length p and q. 

For this forecast we need around 298-461 seconds. TBATS is known for its high 
computational demand. The model applied grid research and no genetic evolution 
to set parameters faster. 

Prophet is an open source library designed especially for business data 
forecasting. The prophet was developed by Facebook and has already been used in 
research [23]. Prophet uses the scikits-learn (SKlearn) library. It´s open-source 
library and contains functions for machine learning and statistical modelling. The 
model comes from a relationship (3). 

, where      (3) 

 is the trend function,  is periodic changes,  is the effect of the holiday and 

 is error. 

It is possible to import public holidays and other events that affect demand into 
the Prophet model. 

Based on the decomposition, it was found that this e-shop is significantly affected 
by Christmas, so it is included in the model. Other factors influencing the demand 
for sporting goods are sporting events such as the championship, Olympics, etc. 
The event can also be entered in prophet as an interval, many sporting events have 
an impact on demand many days before and after the event. 

Model Prophet accuracy is based on a cross-validation function. In the model we 
can used accuracy by mean squared error (hereafter onlyMSE), root mean squared 
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erron (hereafter only RMSE), mean absolute error (hereafter only MAE), mean 
absolute percentage error (hereafter only MAPE) and coverage. 

The PmdArima library contains the auto_arima function, which was used to 
calculate the SARIMA model. The model is based on arima models according to 
the relationship (4). 

    (4) 

Auto_arima work like grid-search. Defines a model in the form SARIMA (p, q, d). 
It means, that various sets of p and q (also P and Q for seasonal models) 
parameters are tested. The company sets whether it wants to select a model based 
on minimizes the Akaike information criterion (hereafter only AIC) or Bayesian 
information criterion (hereafter only BIC). 

The parameters p and q are selected by the function itself using an automated 
iterative procedure. Parameter d must be set according to the stationarity tests, 
which are also part of the package. Prophet, for example, offers the augmented 
Dickey-Fuller test to test the stationarity and the Canova-Hansen test to test the 
seasonality. 

This approach model parameters making is very time-consuming. It is better the 
stepwise function use. This stepwise function is definated by the strategy provided 
by Hyndman and Khandakar [13]. This model is currently considered to be the 
best model for step-in training process. 

After determining the best model according to auto_arima, the SARIMAX function 
is used. This is part of the Statsmodels library. The result of SARIMAX is a 
diagnostic overview that can find a mistake or shortcoming in the 
semiautomatically approach [22]. After the diagnostic verified, a separate demand 
forecasting can be created. 

The next model used is Deep Learning. For a deep learning model demand 
forecast it is used the Keras library. Keras library is high-level neural network 
application programming interface (hereafter only API). This library is created in 
Python. Keras supports convolutional networks, recurrent networks and their 
combinations too [22]. 

For demand forecasting by a deep learning using Keras, is difficult to adjust input 
data. Data set must be preprocessing and it must be converted to tensors. This is 
done by using the time series generator function. The deep learning model for 
demand forecasting can be demanding expertise and computing-time. 
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2.3 Multicriteria Approach to Method Evaluation 

As mentioned, the prediction calculations will be performed for a period of 90 
days and then for 365 days. The final evaluation is carried out on the basis of a 
multicriteria approach. The first evaluation criterion will be the degree of accuracy 
of the model. 

Accuracy expresses the basic criterion for evaluating the quality of a model.        
In business practice, several indicators MAE, RMSE, MAPE and many others are 
used. The degree of accuracy decreases with the length of the forecast period. 
Forecasting can never be completely accurate, there is a certain amount of random 
component in each time series. MAE and MSE will be used in this study. 

The mean absolute error (MAE), described relationship (5). 

       (5) 

Some authors [18] point to the impossibility of comparing accuracy results 
between different time series. The MAE result is in units of original demand.       
In this paper, however, we have a time series of the same parameters, so the use of 
this criterion is possible. 

The second accuracy used is MSE. This indicator is described by the relation (6). 

.      (6) 

In the business situation, where the big error exponentially increases financial 
costs, is this parameter very important [4]. 

Another of the parameters of multicriteria comparison are runtime and computing 
demand. Not only the best accuracy is necessary to select the most suitable 
forecasting methods. Businesses usually do not have unlimited runtime or 
computing demand. Sometimes what can be calculated and predicted on campus, 
with the potential of using supercomputers and excellent computer equipment, is 
not realistic for business practice. These parameters are therefore crucial for 
evaluating the effectiveness of the methods used. 

The last criterion is the complexity of the researcher's knowledge. Not all 
companies have top statistical experts and systems engineers. It is therefore 
necessary that financial and logistics managers be able to interpret or set methods 
in the company. Today, it is common for methods to be created by companies 
themselves (such as Google or Facebook), mainly due to the complexity of 
methods created in academic research. 
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3 Results 

The results of the 90-days demand forecast according to the seasonal naïve 
method are shown in Figure 3 and Figure 4 for the 365-days demand forecast. 

 

Figure 3 

Results of 90-days demand forecasting using seasonal naïve method 

 

Figure 4 

Results of 365-days demand forecasting using seasonal naïve method 

Demand forecasting in Figure 4 shows, it will be very difficult to overcome the 
seasonal naïve forecast. Since the last period the demand changed only a little on 
data set and the seasonal patterns in demand stay constant. This is a problem with 
a change of weather in different seasons. This could mean a significant demand 
shift. Subsequently, there could be insufficient or, on the contrary, excessive 
supply and subsequent logistical problems. 

When forecasting according to the TBATS method, an estimator including 
settings to handle multi-seasonality was selected based on the Akaike information 



Acta Polytechnica Hungarica Vol. 18, No. 8, 2021 

 – 131 – 

criterion, estimator = 7,365. Annual and weekly seasonality are including in 
estimator. 

The results of this forecast are shown in Figures 5 and 6. Figure 5 expresses a 90-
day demand forecast, Figure 6 for 365-days demand forecast. 

 
Figure 5 

Results of 90-days demand forecasting using TBATS method 

 
Figure 6 

Results of 365-days demand forecasting using TBATS method 

Based on the Prophet model, 90 and 365-days demand forecasts were again 
performed. The results are shown in Figures 7 and 8. 
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Figure 7 

Results of 90-days demand forecasting using Prophet method 

 
Figure 8 

Results of 365-days demand forecasting using Prophet method 

According to the methodology, the SARIMAX model was created. When 
evaluating the models, a model with parameters for 90 days, 

SARIMAX (0, 1, 1) x (1, 1, 1, 7) 

was selected by an automated process. For 365-days forecast, 

 SARIMAX (0, 0, 2) x (0, 1, 1, 7). 

The resulting forecast is shown in Figures 9 and 10. 
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Figure 9 

Results of 90-days demand forecasting using SARIMAX method 

 

Figure 10 

Results of 365-days demand forecasting using SARIMAX method 

For Deep learning models, it is necessary to set more parameters. The calculation 
is therefore relatively demanding on the researcher's experience. Two models were 
chosen to solve the forecast using deep learning. The model A is based on shallow 
layers. Model B contains multiple hidden layer, so it is a deep neural network 
model to be able to compare both deep learning models. The only thing that will 
change will be the number of layers, and at the same time, both models must set 
around 360,000 parameters. This model should include more information, and be 
better to forecast demand curve [30]. This has not been confirmed. The model 
parameters are listed in Table 1. 
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Table 1 

Parametrs Deep Learning models 

batch size hidden layers neurons dropout optimizer epochs

10 1 300 0.1 Adam 100

batch size hidden layers neurons dropout optimizer epochs

10 3 405 0.1 Adam 100

batch size hidden layers neurons dropout optimizer epochs

10 1 30 0.1 Adam 100

batch size hidden layers neurons dropout optimizer epochs

10 2 80 0.1 Adam 100
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The result of the deep learning MODEL A – shallow layer model for the 90-days 
forecast is shown in Figure 11 and of the deep learning MODEL B – deep layer in 
Figure 12. 

 
Figure 11 

Results of 90-days demand forecasting using Deep learning MODEL A – shallow layer method 
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Figure 12 

Results of 90-days demand forecast using deep learning MODEL B – deep layer method 

The results of demand forecasting show that deep neural networks are not suitable 
for a simple univariete time series. Those models can be better for complex 
forecasting problems with mutlivariate data. The calculation of this model is even 
on an univariate date too time consuming, for this particular forecast the total 
computer time was 56 minutes. Therefore, it is not effective to continue 
optimizing for a possible improvement in accuracy. 

For 365-days forecast and shallow layer, the results are shown in Figure 13 and 
deep layers in Figure 14. 

 

Figure 13 

Results of Deep learning MODEL A – shallow layer method for 365-days demand forecast 
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Figure 14 

Results of Deep learning MODEL B – deep layer method for 365-days demand forecast 

All models were evaluated on the basis of a multicriteria approach. Those criteria 
were the evaluation of MAE, MSE, runtime and computing demand and the 
knowledge and experience requirements of the researcher. All models based on 
the evaluation of accuracy (MAE, MSE) exceeded the benchmark of seasonal 
naive method. The individual criteria were evaluated in the order they received in 
the given criterion. Subsequently, the sum of the results of the individual orders 
was performed (lower is better). 

As already mentioned, 5 criteria were evaluated, namely MAE, MSE, runtime, 
computing demand and researcher's expirence, namely on 90-days demand 
forecast and 365-days demand forecast. 

In Table 2 are the results of multicriterial approach, which was applied in this 
study, based 90-days demand forecast. The Prophet model is under these criteria 
the best. 

Table 2 

Results of multicriteria evaluation models for 90-days demand forecast 

MAE Rank MSE Rank Runtime Rank

Computing 

demand -

rank

Researcher's 

experience - 

rank

Total 
Rank

4.81 5 40.3 6 0.03s 1 1 1 14

2.59 2 10.84 2 461.91s 4 4 2 14

2.51 1 10.63 1 5.18s 2 2 2 8

2.94 3 12.98 3 17.94s 3 3 2 14

Shallow Layers 2.94 3 14.6 4 2550.10s 5 5 3 20

Deep Layers 3.94 4 24.09 5 3400.00s 6 6 3 24

Model

Deep 

Learning

90-days demand forecast

TBATS

Prophet

SARIMA

Seasonal naive model
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Prophet also showed great results in the 365-days demand forecast, as shown in 
Table 3. In addition, the practical use of the Prophet model is supported by the 
conclusions of the already mentioned study, which suggested that information on 
promotions, holidays and events is very useful. This information can be very 
easily implemented into Prophet, so it further increases the possibility of use in 
practice. On the other hand, the exogenous time series that must be predicted 
(weather, macroeconomic data, etc.) did not bring any significant benefits [5]. 
And this is an area that needs more testing. 

The worst results by this conditions achieved Deep learning model based on 
shallow layers and deep layers too. Especially for the 365-days demand forecast 
models using recurrent neural network showed the worst results, see Table 3.     
By 365-days demand forecasting is the best model Prophet, as well as by 90-days 
demand forecasting. 

Table 3 

Results of multicriteria evaluation models for 365-days demand forecast 

MAE Rank MSE Rank Runtime Rank

Computing 

demand -

rank

Researcher's 

experience - 

rank

Total 
Rank

5.38 6 48.5 6 0.04s 1 1 1 15

3.2 2 17.99 2 298.28s 4 4 2 14

3.22 1 17.69 1 5.39s 2 2 2 8

3.64 3 24.84 3 88.62s 3 3 2 14

Shallow Layers 5.27 5 46.33 5 1600.00s 5 5 3 23

Deep Layers 4.85 4 37.5 4 3000.00s 6 6 3 23

SARIMA

Deep 

Learning

365-days demand forecast

Model

Seasonal naive model

TBATS

Prophet

 

Conclusions 

The goal of this article was to verify the possibility demand forecasting using deep 
learning and statistical methods. Suitable methods are determined based on 
multicriteria evaluation. Accuracy according to MSE and MAE, runtime, 
computing demand and knowledge requirements of the manager were chosen as 
criteria. In this study was counted the forecast based on a deep learning method 
and based on statistical methods. Was realized by the e-commerce company 90-
days and 365- days demand forecasting. Statistical methods Seasonal naïve, 
TBATS, Facebook Prophet and SARIMA were used. These models will be 
compared with a deep learning model based on recurrent neural network with 
Long short-term memory (LSTM) layer architecture. 

The seasonal naïve model was chosen as a benchmark in this study. Visual 
presentation of the prediction indicated that it would be difficult to overcome this 
benchmark in univariate data. However, based on accuracy measures, the seasonal 
naïve model was eventually surpassed by all models. 
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The Propet model appears to be the most advantageous model for a company in 
the category of small and medium-sized enterprises. His demands for runtime, 
computing demand and researcher's experience were at a very good level. These 
parameters were surpassed only by the seasonal naive method, which had the 
worst accuracy. Prophet accuracy was the best for both the 90-days and 365-days 
demand forecast models. Therefore, the resulting multi-criteria comparison rated 
Prophet as the best. 

The TBATS model according to the results can be called the second best.            
Its accuracy is comparable to the best model. However, TBATS is generally more 
computationally intensive and therefore its practical business use is likely to have 
its limitations. 

Furthermore, this demand forecast indicate that SARIMA dont capture multi-
seasonality and daily data. This is declareted other researches too [11]. SARIMA 
is also not suitable for practical use for demand forecasting due to its high degree 
of expertise of the processor and the manager working with the results of the 
model. Even though the resulting forecasting error is not so large, SARIMA 
cannot be recommended for wider business use. 

The deep learning models exceeded the benchmark in the evaluation of accuracy 
measures and from this point of view they seemed applicable. However, their 
runtime and the need for high expertise put them in the last place. Small and 
medium-sized companies, such as the analysed one, usually do not have such 
computing capacity or relevant knowledge. The deep learning model can be 
improved. One option may be, setting better parameters as a study, which 
analysed Kaggles forecasting competitions, pointed out that a key to good 
performance of many machine learning models is the appropriate selection of 
hyperparameters and features [5]. However, this is not the subject of this study, 
because this study focuses only on comparing models in the basic setup without 
further optimization. 

It may also indicated that machine learning models are not suitable for practical 
use in small and medium-sized companies due to high demands on finance and 
knowledge. 

This is in in accordance with the results of the previous study by Makridakis [19]. 
His study declareted that on univariate time series classic statistical models is 
better to use than machine learning models. 

Thus, this study supports the conclusion of a study that analysed Wikipedia web 
traffic and found that one of the weaknesses of recurrent neural networks is in 
modelling long-term dependencies such as yearly seasonality [5]. However, large 
multinational companies and companies engaged in professional forecasting 
invest a lot of money in the development of demand forecasting models. 
Therefore, neural networks may not be completely excluded now, their further 
development and possible further use for univariete data can be expected.           
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For smaller companies, however, this is not feasible. It is possible for them to use 
models only in the basic settings. Therefore deep learning models can be very 
helpful in predicting complex time series data with many exogenous inputs. 
Especially with the simultaneous use of statistical methods. After all, this was also 
confirmed by the M4 forecasting competition, where the best models include 
those based on a hybrid approach. In addition, another study suggests that the 
requirement for a successful use of machine learning models is cross-learning. 
That means using many time series to train a single model [27]. 
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Abstract: Three-dimensional (3D) printing is an astonishing technology that has enabled 
the manufacturing of complex structures, with comparatively shorter times and the least 
material consumption. Currently, Graphene is gaining remarkable attention, as a filler 
material, used for the reinforcement of metal and polymer composites. In this paper, the 3D 
printing system, based on the digital light processing (DLP) method, is employed for the 
fabrication of bio-based resin specimens, to estimate their dynamic mechanical properties. 
For this purpose, two graphene concentrations (0.5 and 1 wt%) were mixed in resin 
(matrix) by a vortex mixer/shaker. The resultant mixture, in addition to the neat resin, was 
utilized for producing the test pieces, at three different layer thicknesses (35, 50, 100 µm). 
A comparison of the mechanical properties, between the DLP-printed neat resin and 
graphene/resin composite materials, was accomplished, to illustrate the impact of filler 
(graphene nanoplatelets) and the printing process settings (layer thickness). These 
determinants were assessed according to the microstructure and tensile characteristics of 
the examined materials. The results of scanning electron microscopy (SEM) showed a fairly 
even dispersion of graphene in the resin matrix. Moreover, it was found that smaller layer 
thicknesses provide a higher tensile strength. Further, a decrease in Young's modulus, 
tensile strength and elongation can be observed, with higher graphene concentrations. 

Keywords: Photopolymerization; 3D Printing settings; Graphene platelets; Polymer 
composites; Tensile strength; Young’s Modulus 
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1 Introduction 

A universal method for enhancing the mechanical properties of machined items 
has not yet been suggested, despite the reports of numerous attempts. Thus, the 
investigation and development of new materials that demonstrate high potential 
outcomes are still being pursued. Graphene is one of the new materials exhibiting 
an extraordinary prospect for mechanical property enhancement. It has attracted 
considerable attention in the materials field over the last decade [1]. 

Due to the multi-functionality of this 2D-atomic crystal which combines unique 
properties, such as, high electron mobility (250,000 cm2/Vs) at room temperature, 
elevated thermal conductivity (5000 W/mK), large surface area in the order of 
2630 m2/g, good electrical conductivity and a high modulus of elasticity, roughly 
1 TPa, making it attractive for use in a broad range of applications [2]. The list of 
potential applications includes electromechanical systems, high-end composite 
materials, solar cells and supercapacitors [3]. 

Simultaneously additive manufacture (3D printing) is gaining more and more 
momentum owing to its versatility [4]. The ability of 3D Printing to create solid 
bodies layer by layer is magnificent [5] [6]. In mechanical engineering today's 
world, the applications of additive manufacture are very useful for the 
development and research of various components, covering from simple structures 
utilized in everyday life, up to complicated elements, in aerospace applications 
[7]. 3D printing supplies many advantages, such as, precision, simplicity, 
reliability, etc. [8]. 

One of the earliest additive manufacturing techniques was Stereolithography (SLA 
or SL) also known as optical fabrication, stereolithography apparatus, resin 
printing, or photo-solidification, which was invented by Chuck Hull in 1984 [9].   
It harnesses the power of light, especially the ultraviolet light (UV), to cause 
chemical monomers and oligomers, to cross-link together, to create polymers, this 
process is called polymerization [10]. Digital light processing (DLP) is an additive 
manufacturing technology, also based on the photopolymerization principle, as 
SLA [11]. This method uses photocurable resins (polymer) to rapidly build an 
individual layer, of the desired 3D object, through spatially controlled 
solidification, using ultraviolet projected light [12]. It is characterized with less 
shrinkage, high resolution, produces smooth surface elements and fast 
performance [13] [14]. 

The study of graphene-based composites' mechanical properties is becoming 
increasingly common in academia and industry. Three techniques are being used 
to prepare graphene-composite or graphene oxide-composite:  

In situ intercalative polymerization, where graphene or graphene oxide is 
first swollen (in the liquid monomer), then a suitable initiator is dispersed and 
polymerization reaction progresses by heat or radiation [15]. 



Acta Polytechnica Hungarica Vol. 18, No. 8, 2021 

 – 145 – 

Melt intercalation, graphene or graphene oxide is mechanically mixed with 
polymer (thermoplastic) at raised temperatures [16] 

Solution intercalation, which involves three steps: dispersion of graphene or 
graphene oxide in a suitable solvent, polymer addition, and removal of 
solvent [17]. 

The previous studies have reviewed the mechanical properties of 
graphene/polymer composites. The melt intercalation technique is usually used 
because controlling mixing and printing parameters are simple. The graphene has 
done a tremendous job in enhancing the mechanical properties of the polymers 
using the fused deposition modeling (FDM) technique [18-21]. Showing an 
increase in Young’s modulus, stiffness, thermal and electrical conductivity. Some 
other researchers used powder bed fusion technology and added graphene to a 
metallic matrix [22]. 

Implementing graphene into photopolymerization technology (such as SLA/DLP) 
is very complex to control the homogeneity of the graphene within the polymer 
matrix (solution intercalation). This resulting in a nanocomposite material which 
is a perfect condition where layers of graphene are completely dispersed into the 
polymer matrix. The main challenge is how to diffuse graphene or graphene oxide 
equitably within the bulk. As a result, the number of published articles, is not 
sufficient to make a concrete conclusion concerning the effect of graphene on 
mechanical properties. 

In all the previous work, especially using the photopolymerization method, the 
researchers were using sophisticated techniques to mix the graphene or the 
graphene oxide into the polymer matrix. The proportions that were used were 
under 1 wt%, in a controlled temperature. In this work, the effect of graphene on 
the mechanical (tensile) characteristics of graphene/resin composite 3D printed 
specimens, by the DLP technique, was studied. Meanwhile, robust industrial 
measures were carried out to mix the graphene within the resin using a relatively 
higher graphene percentage compared to the previous work. The composite 
mixture was with two graphene concentrations (0.5 and 1 wt%). The 3D printing 
was performed employing three printing layer thicknesses (35, 50, 100 µm).        
In addition, the microstructural features of graphene/resin composite were 
examined. Based on the obtained results, the influences of graphene existence and 
varying process parameters (layer height) on the mechanical properties of the 
composite were investigated. 
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2 Materials and Methods 

2.1 Materials and Preparation of Composite 

The Bio-based Photopolymer resin (eResin PLA) supplied by Shenzhen Esun 
Industrial Co., Ltd (China) was used as a matrix for the composite filler. This resin 
is a light-curable chemical liquid, with a white color. It could be cured at a 
wavelength range from 395 to 405 nm, to convert to a solid state. At 25 °C, it has 
a viscosity of 200-300 MPa.s, meanwhile, its density is 1.07-1.13 g/m3.             
The chemical composition of the utilized photopolymer resin material as specified 
in the datasheet of the product is presented in Table 1 [23]. 

Table 1 

Chemical ingredients of the employed photopolymer resin material [23] 

Chemical name Percentage by weight (wt%) 

Polyurethane acrylate 30% min 

Monomer 30% min 

Photo initiators 5% max 

Color pigment 5% max 

Graphene nanoplatelets purchased from Nanografi Nano Technology Co. (Ankara, 
Turkey) [24] consisting of platelet-shaped graphene sheets (short stacks) in a 
planar form. This nanomaterial is colored black and with a purity of 99.90%.      
Its particles having a diameter of 1.5 μm and an average thickness of 3 nm besides 
a surface area of 800 m2/g. Due to their pure graphitic composition, the graphene 
nanoplatelets are characterized by excellent thermal and electrical conductivity 
(1500-1980 s/m) [24]. 

The flowchart displayed in Figure 1 represents the sequence and steps of the 
experimental work that was accomplished in the present study. The experiments 
were conducted at Szent István Campus, MATE University, Gödöllő, Hungary, 
specifically in 3D printing and mechanical testing laboratories. Both 3D printing 
resin material (matrix) and graphene (filler) were used to prepare the composite 
and then fabricating the specimens. These materials concentration was weighed by 
means of a Sartorius brand laboratory scale (Sartorius AG Co., Gottingen, 
Germany) which has an accuracy of 0.001 g. Thereafter, the materials were put 
into a container to prepare the mixture. This container is a centrifuge tube (50 ml 
in volume) made of polypropylene plastic with a conical bottom shape. Further, 
aluminum foil was used to fully cover the tube and make it opaque to avoid any 
light transmission from the lab room into the resin which may cure it. A vortex 
mixer shaker (FOUR E's brand, FOUR E's Scientific Company, Guangzhou, 
China) device has been used to mix the components of the composite material 
(resin with graphene) put in the centrifuge tube at 3000 rpm shaking speed.    
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When the tube's conical bottom press onto the rubber piece of vortex mixer which 
is in contact with an electric motor, the rubber cap oscillates immediately in a 
circular motion owing to the motor running (See the vortex mixer/shaker in 
Figure 1). Thus, a vortex is created inside the tube as a consequence of the motion 
conveyed to the liquid. The mixture converts to fully black colored in a couple of 
seconds after starting the mixing process by the vortex mixer, despite the neat 
resin is white. This intimates the dispersion of graphene nanoplatelets throughout 
the resin. In order to increase the likelihood of a homogeneous mixture, the 
mixing process lasted for five minutes. Using this mixture (graphene/resin 
composite) as well as the neat resin (to determine the effect of graphene), the 
tensile testing specimens were fabricated with different parameters by 3D printing. 

Moreover, post-processing was performed after the samples were printed to ensure 
that the resin was entirely cured. The post-printing process included heating the 
specimens for 30 minutes in the oven up to 60 °C. Then, these objects were 
exposed for 30 minutes to ultraviolet light (UV) at a wavelength of 405 nm as per 
recommended by Formlabs [25]. A schematic diagram of the UV light cure unit 
used is depicted in Figure 2a. This UV cure chamber was made from scratch 
where a nail salon UV lamp with 36 watts was modified to fit into a box for 
holding up the specimens. Aluminum (foil) mirror was employed for lining the 
box from inside to decrease the light losses by increasing the reflectivity. In 
addition, a transparent plastic sheet was added, as a shelf inside the box, to ensure 
UV light exposure, to all sides of specimens, at once. 

 

Figure 1 

Flowchart for the experimental work sequence 
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Some graphene/resin composite samples were examined by scanning electron 
microscope (SEM) to inspect whether the graphene platelets were successfully 
incorporated. To this end, an EVO 40 SEM (Carl Zeiss AG Co., Oberkochen, 
Germany) was used to take many images for the surface morphology of the 
samples at various magnifications. Finally, the tensile tests were carried out for all 
manufactured specimens. More details about the 3D printing of specimens and 
tensile tests are described in the subsequent sections. 

2.2 3D Printing of Test Specimens 

Tensile test samples were produced with the WANHAO D7 V1.5 3D printer 
operating, according to a digital light processing (DLP) 3D printing method, that 
uses a photo-polymerization mechanism. AutoCAD program was utilized to 
design the specimens’ 3D model. CreationWorkshop software which has as its file 
extension format, “.cws”, was recommended by the manufacturer for the purpose 
of slicing the model. The course of action (procedure commands) of the sliced 3D 
model was uploaded into the 3D printer in accord with the parameters set during 
the slicing. 

The tensile test pieces were the dog-bone shape modeled according to the standard 
ISO 527-2: 2012 type 1BA [26]. The specimens were built at an On-edge 
orientation (see Figure 2c) owing to the reliability of this build orientation as 
confirmed in literature [27-29]. These samples were fabricated at three layer 
heights (100, 50, and 35 µm) to investigate the influence of print layer thickness 
(see Figure 2d) on the mechanical properties. In terms of the printing materials, 
neat (pure) resin as well as graphene/resin composite with two different graphene 
concentrations (0.5 and 1 wt%) were used for the manufacture of specimens.    
This was done to assess the effect of graphene platelets' existence. At least, four 
identical specimens were printed for each print condition, i.e., for each individual 
manufacturing parameter, four similar pieces have been prepared. The actual 
physical appearance of the printed samples is pictured in Figure 2b. 

Due to the diversity of parameters (different materials and print thicknesses), the 
specimens were highlighted with a description code for each one using various 
numbers and colors for easier traceability. The description included the layer 
height, graphene content, and the order of the sample within the same set. These 
identifying codes were manifested at the top face of the test pieces as displayed in 
Figure 2b. The tensile test specimens of graphene/resin composite material still 
fixed on the printing platform (after printing directly and before post-processing) 
are shown in Figure 2e. 
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2.3 Tensile Tests 

As mentioned in section 2.2, the tensile test pieces were modeled following ISO 
527-2, type 1BA, with an overall dimension of 75 mm × 10 mm × 2 mm (length × 
width × thickness, consecutively) for the measurement of tensile 
strength/modulus. Prior to measurement, the samples were conditioned for 24 
hours in a room with a climatic of 23-25 °C and 45-50% as temperature (T) and 
relative humidity (RH), respectively. The tensile mechanical properties were 
examined for all printed specimens by a universal testing machine (Zwick / Roell 
Z100, Germany) with employing the standard for tensile testing of polymers ISO 
527 [30]. During the test, both ends of the sample were attached to the grip, and 
testing was performed at a velocity of 5 mm/min until the test piece broke down. 
In order to yield confident data, four samples were tested for each condition and 
their average was calculated. The essential mechanical properties including 
Young's modulus (modulus of elasticity), ultimate tensile strength (UTS), 
elongation at break, and elongation at UTS were obtained from each specimen's 
stress-strain curve. The modulus of elasticity (E) was calculated using Hooke’s 
law, in all stress-strain points: 

E = σ/ε (1) 

where σ is the tensile stress (applied force/cross-sectional area) and ε is the tensile 
strain (change in length/initial length). For reliable results, the Young's modulus 
was determined by taking the gradient of the line on two points fitted at the 10% 
and 60% in the stress-strain plot. The stress-strain curves gained from specimens 
were compared to investigate the variance in specimens' mechanical properties 
fabricated in different conditions (layer height and graphene concentration).   
Table 2 provides a summary of the tensile specimen dimensions used and 
parameters performed throughout the tests. 

Table 2 

The specimen dimensions and the implemented parameters during the tensile tests 

Parameter Value 

Specimen 
dimensions 

Overall length 75 mm  

Gauge length 25 mm 

Gauge cross-section  
Width 5 mm 

Thickness 2 mm 

Testing standard ISO 527-1:2012 

Tensile velocity, v  5 mm/min 

Relative humidity, RH  45-50 % 

Ambient temperature, T 23-25 °C 
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Figure 2 

(a) Schematic of the used ultraviolet light unit. (b) The 3D printed tensile test specimens with different 

graphene content. (c) Screenshot from the slicing software for the tensile sample printed at On-edge 

build orientation. (d) Illustration for print layer height of test piece during the manufacture. (e) 

Specimens after printing instantly. 
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3 Results and Discussion 

3.1 Microstructure Investigation 

After mixing the graphene platelets with resin by the Vortex mixer/shaker, some 
pretest specimens were printed. The morphology and microstructure of these 
samples’ surfaces were investigated by taking SEM images (Figure 3a-d). It was 
mentioned in Section 2.1 that the graphene platelets have a diameter of 1.5 μm and 
an average thickness of 3 nm, thus they are quite tiny. Figure 3a&b displays the 
surface morphology of the graphene/resin specimen where it can be seen that the 
graphene nanoparticles were successfully incorporated into the eventually printed 
structure. The graphene nanoplatelets seem to be spread throughout the matrix 
fairly. Some pits are also visible at the surface which indicates the existence of 
porosity that might be more prominent in the internal structure of printed pieces. 
The interior morphology of a fractured specimen is depicted in Figure 3c&d. The 
graphene nanoplatelets were also found and have appropriately integrated within 
the bulk. 

In other respect, increasing the graphene addition to the polymer matrix made it 
somehow arduous to be printed especially beyond 2 wt%. This is due to the 
graphene nanoparticles give rise to scattering the UV light which causes difficulty 
to the resin for being fully cured. Numerous research in literature have reported 
that the photopolymerization 3D printing (light-based systems) of 
graphene/polymer composite could be only achieved with a low concentration of 
graphene, reached up to 0.1 wt% in these works [31] [32] and 0.5 wt% in others 
[16, 33]. However, for this study, the preparation method of the graphene/resin 
composite (by Vortex mixer/shaker) sounds excellent, as the composite material 
was efficiently printed with even a graphene concentration of 1 wt%. 

3.2 Mechanical Behavior 

The mechanical behavior of DLP 3D printed components is discussed in this 
chapter. To investigate the effect of strengthening the polymer composite, using 
graphene, on the mechanical properties, tensile test samples were 3D printed 
under different printing conditions. The variables of the experiment included the 
print layer thickness (height) and the graphene concentration to resin. Three print 
layer heights (35, 50, and 100 µm) were examined and two graphene ratios (0.5, 
and 1 wt%) were assessed. An average of four identical test pieces was taken for 
each inspected condition. The mechanical properties were reviewed through 
evaluating the stress-strain curves which implicitly assisted to obtain Young's 
modulus, ultimate tensile strength (UTS), elongation at break, and elongation at 
UTS for each specimen's data. The subsequent sections present the influence of 
layer thickness firstly, and then followed by the impact of graphene attendance. 
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Figure 3 

The morphology of graphene/resin specimen (a) & (b) at the surface; (c) & (d) in the interior structure 

after fracture 

3.2.1 Impact of Layer Thickness 

The stress versus strain curves under a load of tensile testing for different layer 
thickness (35, 50, and 100 µm) specimens are demonstrated in Figure 4. These 
curves for the test piece materials of 0 (neat resin), 0.5, and 1 wt% graphene 
concentration are displayed in Figure 4a, b, and c, respectively. In general, the 
highest tensile strength attitude was observed in the layer thickness of 35 µm 
(lowest height). This is because the strength of 3D printed objects enhances with 
the increase in the number of the layers [34], as the lower the layer height the 
more the number of layers. Therefore, the neat resin specimens reported a 
reduction of 11.62% and 22.1% in the average values of the tensile stress for 50 
and 100 µm layer thickness, consecutively, as compared to the 35 µm. Further, a 
decrease of “7.25% and 25.78%” for the 50 µm layer height and “23.13% and 
35.52%” for the 100 µm was noticed in the 0.5 wt% and 1 wt% graphene content 
samples, respectively, against the 35 µm specimens. This improvement in the 3D 
printed parts’ tensile properties when the printing layer thickness reduces was also 
observed in other published research [35] [36]. They attributed the weaker 
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mechanical properties of the greater layer thickness to the bigger existed gaps. 
Which in turn prompts the porosity to develop in the element's cross-section and 
accelerates the failure. 

Figure 4 

Tensile stress-strain curves of various layer thickness specimens at (a) Neat resin material; Composite 

with graphene concentration of (b) 0.5 wt% and (c) 1 wt% 

3.2.2 Influence of Graphene Existence 

Two different graphene concentrations of 0.5 and 1 wt% were tested. The charts in 
Figure 5 demonstrate how the addition of graphene, has affected the tensile stress 
and strain of DLP 3D printed resin, at various layer heights. The layer thickness 
specimen curves of 35, 50, and 100 µm are drawn in Figure 5 (a), (b) and (c), 
respectively. Moreover, Figure 5 (d) displays a comparison of stress-strain curves 
among all examined conditions. Based on these results, Young’s modulus, UTS, 
elongation at UTS and elongation at break were calculated and represented in 
Figure 6 (a), (b), (c), and (d), consecutively. Furthermore, the values of all results 
with their standard deviation (SD), were summarized and tabulated in Table 3. 
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Figure 5 

Tensile stress-strain curves of various graphene concentration (0, 0.5, 1 wt%) specimens at layer 

thickness of (a) 35, (b) 50, and (c) 100 µm; (d) comparison among all the used conditions 

 
Figure 6 

Comparison of mechanical behavior under different graphene concentrations and printing layer 

thickness in terms of (a) Young’s modulus, (b) ultimate tensile strength (UTS), (c) elongation at UTS, 

and (d) elongation at break 
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Table 3 

Average values aside with their standard deviation (SD) of Young’s modulus, ultimate tensile strength 
(UTS), elongation at UTS, and elongation at break of samples manufactured in all tested conditions 

Despite the graphene is characterized with high mechanical qualities, however, it 
can be seen throughout the whole obtained results that the mechanical behavior 
was not improved when the graphene nanoplatelets were integrated. Also, it was 
noticed that with increasing the graphene concentration further, a much worse 
mechanical attitude was acquired. This might be attributed to the bubbles created 
within the matrix bulk during the DLP 3D printing due to the addition of 
graphene. Considering that the graphene contributes to scattering the UV light and 
decreases the curing which results in the presence of adjacent unpolymerized 
regions. In turn, played a role to boost the porosity existence, and subsequently, 
the effects of graphene platelets' stiffening and strengthening were critically 
hampered [31]. Markandan and Lai have observed large pores at higher graphene 
content (through microscopy images) of SLA-printed graphene/polymer 
composites. These pores caused an increase in the porosity in consistence with 
graphene concentration increment, where the overall porosity was generally 
around 8% [31]. 

On the contrary, the neat resin prototypes reported better mechanical properties 
(as compared to the graphene/resin composite) irrespective of the layer heights. 
The Young's modulus and UTS have revealed a difference of 33.41% and 62.92%, 
respectively, between the highest (in 35 µm neat resin) and lowest (in 100 µm 
graphene 1 wt%) given values (See Figure 6 (a) and (b)). Meanwhile, the 
distinction between the highest (in 100 µm, neat resin) and lowest (in 100 µm, 
graphene 1 wt%) values were approaching 41.97% and 57.01% for the elongation 
at UTS and elongation at break, sequentially (See Figure 6 (c) and (d)). The 
reduction values (variance) overall reviewed mechanical characteristics (Young’s 
modulus, UTS, elongation at UTS, and elongation at break) in terms of the effect 
of layer thickness and the graphene incorporation are listed in Tables 4 and 5, 

Printing parameter 

Young's 

modulus 

[MPa] 
SD 

(±) 
UTS 

[MPa] 
SD 

(±) 

Elong. 

at UTS 
[%] 

SD 

(±) 

Elong. 
at 

break 
[%] 

SD 

(±) 
Material 

Graphene 

content 
(wt%) 

Layer 

height 
[µm] 

Neat resin 0 

35 917.66 116.80 49.17 3.96 5.39 0.49 6.79 2.17 

50 847.46 1.81 45.17 3.31 5.33 0.38 7.40 0.73 

100 841.78 132.46 45.16 4.88 5.48 1.44 7.42 2.45 

Graphene 
composite 

0.5 

35 890.87 98.25 28.74 3.30 3.23 0.27 3.24 0.28 

50 864.79 132.81 34.82 0.79 4.09 0.59 4.09 0.59 

100 807.09 63.90 26.66 2.80 3.30 0.15 3.31 0.16 

1 

35 715.85 101.54 29.76 1.96 4.23 0.78 4.27 0.82 

50 635.78 65.69 20.53 3.82 3.22 0.36 3.22 0.37 

100 611.06 221.48 18.23 4.22 3.18 0.72 3.19 0.72 



M. M. Hanon et al. Investigations of the Mechanical Properties of DLP 3D Printed Graphene/Resin Composites 

 – 156 – 

consecutively. The 35 µm layer thickness specimens (in Table 4) and neat resin 
specimens (in Table 5) of each used parameter were considered the reference for 
comparing. 

Table 4 

Variance in values regarding the layer thickness effect as compared to the reference specimen (35 µm 

layer thickness, highlighted with blue color) of each condition 

Table 5 

Variance in values concerning the graphene addition effect as compared to the reference specimen 

(neat resin material “0 graphene concentration”, highlighted with blue color) of each condition 

A similar attitude was recognized by some researchers in recently published 
studies when mechanical properties of 3D printed graphene/polymer composites 
were investigated. A reduction in the tensile strength, the flexural strength, the 
tensile modulus of elasticity, and the flexural modulus of elasticity was detected 
with the increase in the graphene nanoplatelets (GnP) concentration [37] uploaded 
to ABS polymer. The mechanical response and tensile strength of a pure 

Printing parameter Variance in values 

Graphene 

concentration 
(wt%) 

Layer 

thickness 
[µm] 

Young's 

modulus 
UTS 

Elongation 

at UTS 

Elongation 

at break 

0 

35 917.66 [MPa] 49.17 [MPa] 5.39 [%] 6.79 [%] 

50 -7.65 % -8.14% -1.11% +8.98% 

100 -8.27% -8.16% +1.67% +9.28% 

0.5 

35 890.87 [MPa] 28.74 [MPa] 3.23 [%] 3.24 [%] 

50 -2.92% +21.15% +26.63% +26.23% 

100 -9.40% -7.24% +2.17% +2.16% 

1 

35 715.85 [MPa] 29.76 [MPa] 4.23 [%] 4.27 [%] 

50 -11.18% -31.01% -23.88% -24.59% 

100 -14.64% -38.74% -24.82% -25.29% 

Printing parameter Variance in values 

Layer 

thickness 
[µm] 

Graphene 

concentration 
(wt%) 

Young's 

modulus 
UTS 

Elongation 

at UTS 

Elongation 

at break 

35 

0 917.66 [MPa] 49.17 [MPa] 5.39 [%] 6.79 [%] 

0.5 -2.92% -41.55% -40.07% -52.28% 

1 -21.99% -39.48% -21.52% -37.11% 

50 

0 847.46 [MPa] 45.17 [MPa] 5.33 [%] 7.40 [%] 

0.5 +2.04% -22.91% -23.26% -44.73% 

1 -24.98% -54.55% -39.59% -56.48% 

100 

0 841.78 [MPa] 45.16 [MPa] 5.48 [%] 7.42 [%] 

0.5 -4.12% -40.97% -39.78% -55.39% 

1 -27.41% -59.63% -41.97% -57.01% 
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thermoplastic PLA proved a better performance as compared to graphene/PLA 
composite [38]. The addition of 0.5% of graphene oxide (GO) to the matrix of 
DLP 3D printed resin caused a decrease of the mechanical features, as a higher 
amount of GO negatively influenced the curing process [33]. Several parameters 
can influence the mechanical characteristics of graphene-based composites 
including the preparation method, the structure of the filler, the dispersion of the 
graphene in the matrix, the orientation of the nanoplatelets (filler), and the filler 
matrix interactions [3]. In terms of the preparation methods effect, many studies 
have reviewed the mechanical properties of graphene-based polymer composites 
prepared with various procedures other than 3D printing. Vallés et al. have 
incorporated graphene oxide (GO) into an epoxy resin (matrix) at loadings from 
0.5 to 5 wt% using sonication bath and then mechanical stirring. Tensile testing 
revealed moderate reinforcement of the polymer up to an optimal loading of 1 
wt%. However, higher loadings beyond 1 wt% caused the mechanical features of 
the composites to deteriorate due to agglomeration of the GO flakes [39]. Another 
published research reported a comparable approach when polyurethane (PU) 
nanocomposites incorporated with graphene sheets (D-Graphene) by solution 
blending method. For this composite (D-Graphene/PU), the tensile strength 
enhanced up to a certain limit of graphene loading (0.24 vol%) but then reduced as 
loading increased [40]. This indicates that neither 3D printing nor other 
preparation methods can be considered free of disadvantages while graphene 
incorporated in a composite form. As 3D printing suffered from porosity existing 
whereas other methods showed filler flakes agglomeration which both contributed 
to weakening the mechanical features. Nevertheless, 3D printing has the 
advantage of manufacturing complex structures with a relatively shorter time and 
less material consumption. 

Conclusions 

In this work, the mechanical properties of 3D printed, neat resin and 
graphene/resin composite, using the DLP printing method were studied. Three 
printing layer thicknesses (35, 50, 100 µm) were used, during the fabrication of 
specimens and two different graphene concentrations (0.5 and 1 wt%) were tested. 
The effect of 3D printing layer thickness parameters and graphene nanoplatelets 
subsistence, were evaluated. Based on the experimental results, the following 
conclusions can be formed: 

 The SEM images revealed that the graphene nanoplatelets were 
successfully incorporated into the printed structure. Furthermore, the 
graphene was properly dispersed throughout the specimen’s bulk. 

The highest tensile strength attitude was observed in the lowest layer 
thickness (35 µm) specimens, due to the increase in the number of layers. 
The greatest decrease (35.52%) was noticed in the 100 µm layer 
thickness, against the 35 µm (at 1 wt% graphene content samples). 
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 The graphene contributed to scattering the UV light and decreased the 
curing, which resulted in the presence of adjacent unpolymerized regions. 
As a result it played a role in boosting the porosity of the material. 

The mechanical properties was not improved, when the graphene 
nanoplatelets were integrated throughout the obtained results. Also, a 
much worse mechanical attitude was gained when increasing the 
graphene concentration further, owing to the porosity increase. 

The neat resin test pieces reported better mechanical properties (in terms of 
Young’s modulus, UTS, elongation at UTS, and elongation at break) as compared 
to the graphene/resin composite, irrespective of the layer heights. The greatest 
difference of 33.41% and 62.92% concerning Young's modulus and UTS, 
respectively, between the highest (neat resin) and lowest (graphene 1 wt%) 
obtained values. Meanwhile, the variance was approaching 41.97% and 57.01% 
for the elongation at UTS and elongation at break, sequentially. 

Obviously, with the addition of Graphene, as the rigid reinforcement to the 
polymer, caused a decrease in ductility. However, this can lead to the proposal, 
that the resultant graphene/polymer composite, may be a potential material, for 
sliding bearing applications, where the tribological properties, are much more 
important than the mechanical properties. 
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Abstract: Herein, a disturbance observer is designed for linear non-minimum phase 
systems. A Smith Predictor is added to the system, using Recursive Least Squares (RLS), 
with a forgetting factor algorithm. The combination of both approaches, eliminates the 
restrictive feature of the classical disturbance observer, for non-minimum phase systems 
and removes the necessity for precise delay measurements, for the Smith Predictor 
structure. The results show that the proposed design procedure preserves system stability, 
in the presence of disturbances and time delays. 

Keywords: Disturbance Observer; Recursive Least Squares; Smith Predictor 

1 Introduction 

Disturbances often occur in real systems and this has a negative effect on system 
stability and performance. In the past, a number of remedies have been proposed 
to enhance the stability and performance characteristics of feedback control 
systems [1]. 

The classical disturbance observer (DOB), estimates disturbances acting on the 
system, utilizing a proper inverse model and eliminates the disturbance from the 
control channel. However, the model inversion for non-minimum phase systems 
leads to unstable control loops, which require a special treatment for the right half 
plane (RHP) zeros [2]. This undesired situation narrows down both the simplicity 
and the capabilities of DOB. 
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Although researchers try to make the system robust by using more complex 
controllers due to restrictive effect of classical DOBs, the designed controllers 
often achieve one control target, making the system robust against disturbances, 
yet sacrificing other control objectives. 

In addition to external disturbances, inherent time delays are also inevitable facts 
observed in dynamic systems, and similar to disturbances, they disrupt the 
system’s stability and deteriorate its operation [3] [4] [5]. Smith Predictor (SP) [6] 
is often used to restore the stability of such systems. In this approach, negative 
feedback is made from the controller output to input by using time delay model 
and the delay becomes a multiplier of the delay free closed loop transfer function. 
However, in order to design the time delay model, the actual time delay must be 
measured precisely, which is usually not possible in practice [7]. 

In this study, the aim is to create a new control design, that removes the above-
mentioned limitations of classical DOB and SP designs and can eliminate the 
negative effects of both disturbance and time delay concurrently. For this reason, 
both the DOB for non-minimum phase systems and the online SP design for 
systems with time delay are proposed to eliminate the negative effects of 
disturbances and time delays. As a non-minimum phase system, the altitude 
control of the Tower Trainer 60 unmanned aerial vehicle [8] is used and H based 
robust control design is preferred as the altitude controller. 

In the first step, the design of a DOB for non-minimum phase systems is 
performed. The minimum phase approximation of the system is found by using a 
constrained optimization approach [9], and the inverse of the system is obtained 
by using this approximation. Then, input and output disturbances are fed to the 
system and the effect of the DOB on the system performance is observed. 

In the second step, the online SP design using the Recursive Least Squares with 
Forgetting Factor (RLSWF) [10] method is proposed. In this phase, it is assumed 
that the nominal model of the system is known and the real system dynamics with 
delay are estimated using RLSWF. In this way the disruptive effect of delay on the 
system is eliminated in an online manner without the need for precise 
measurement of the time delay. 

In the last phase, the studies done in the previous steps are combined to observe 
how the system stability is maintained for cases where the disturbance and delay 
are effective simultaneously. Then the closed loop system with uncertain elements 
is investigated with and without the presence of combination of proposed 
methods. 

According to the results, it is seen that the controller alone is not capable of 
maintaining the stability under time delay and disturbances. On the other hand, for 
non-minimum phase and time delay systems, the response of the system is stable 
and it resembles the nominal system behavior with proposed time delay and 
disturbance estimation methods. 
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As a result, the following features in the presented study are superior to other 
studies in the literature: 

1)  A novel, simple and reliable DOB design has been created for non-
minimum phase systems. 

2)  By making the SP design adaptive, time delay elimination is realized 
without the need for actual time delay measurement. Unlike the 
communication disturbance observer design [11], it can work for non-
minimum phase systems without the need for extra design costs. 

3)  By combining the new SP and DOB designs, both delay and disturbance 
elimination is provided. 4) Both designs can be used both separately and 
in combination based on the system requirements. 

This paper is organized as follows. Section 2 summarizes the previous work. 
Section 3 gives information about the DOB structure designed for linear non-
minimum phase systems and shows the optimization results. Section 4 describes 
how the delay is compensated by combining SP and RLSWF when it occurs in the 
system. Section 5 shows how system works for the case where both methods are 
combined. Finally, Section 6 presents the conclusions. 

2 Literature Background 

In 2004, Chen, Zhai and Fukuda [12] used the least squares method to find the 
minimum phase estimation of the non-minimum phase system and incorporated it 
to the design of the classical DOB. However, this study focuses only on the inner 
loop of the system with DOB structure and the disturbance estimation. Therefore, 
in the presence of a controller, the performance of the closed loop system is not 
considered. 

In 2010, Kim and Son [13] also designed a DOB for non-minimum phase systems 
and demonstrated that the designed observer executes robustly in the presence of 
time delay and time varying disturbance in the input signal. This study is 
important as it provides delay and disturbance compensation by combining non-
minimum phase DOB and classical SP designs. However, the need for actual time 
delay measurement and the insufficiency for time varying delays of classical SP 
are the limitations of the study. 

In 2010, Jo, Shim and Son [14] designed a parallel filter using the H synthesis 
technique for non-minimum phase system. Then, using this technique, they also 
incorporated a robust controller into the closed loop system and showed that 
without the proposed DOB, the corresponding controller can only achieve one 
design goal. Although this design provides the applicability of the classic DOB 
design for non-minimum phase systems, it has two drawbacks: 
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1) The input disturbance affecting the system is not injected the input of the 
parallel filter at runtime. For this reason, this situation leads to a small 
uncertainty in the design. 

2) In order to calculate the parallel filter, a deep robust stability analysis is 
required. 

In 2013, Sarıyıldız and Ohnishi [15] estimated the minimum phase equivalents by 
running an optimization method for the RHP zero(s) in the system and presented a 
study on which constraints should be considered when designing Q filter for such 
systems. In this method, the performance of the DOB is directly dependent on the 
performance of the optimization method used, and an approach with a high error 
rate affects the DOB performance and fidelity of the simulation negatively. 
Therefore, the cost function and optimization method should be selected in 
accordance with the non-minimum phase system to be used. 

In 2014, Wang and Su [16] designed a DOB for non-minimum phase, delayed 
systems and they presented a Q filter optimization using H theory. In this study, 
disturbance rejection control using DOB for stable systems is investigated. 
However, although the study presents a design methodology considering both time 
delay and RHP zeros, the validity of the study only for stable systems and having 
a deep robust stability analysis are the limitations of the proposed method. 

Observers are used quite often, not only for disturbance estimation, but also for 
estimating some system parameters. In 2014, Regaya et al. [17] estimated the 
speed in the induction machine using the sliding mode observer. Thus, they 
provided the control and determination of the unknown rotor speed without the 
need for the speed sensor. The simulation results support that the speed estimation 
was carried out successfully and the chattering in the controller was reduced. 

The time delay problem is encountered in many different fields. In 2016, 
Muradore and Fiorini [18] examined the algorithms that will ensure the stability of 
communication between master and slave systems in dual teleoperation 
technologies and presented the advantages and disadvantages of these algorithms. 
These algorithms are based on passivity theory to guarantee the stability of 
teleoperation in the presence of time delay. Similarly, in 2017, Marton et al. [19] 
presented the modified bilateral control algorithm based on the time domain 
passivity concept, which guarantees system stability in the presence of time 
varying delays. 

Although there exist DOB designs for non-minimum phase and delayed systems 
in the literature, an in depth stability analysis is required for designs using          
H theory [14] [16]. In other DOB designs for non-minimum phase systems, the 
delay is not included in the system [12] [15]. Even so, an accurate delay 
measurement is still required for SP design [13]. In this study, for non-minimum 
phase systems with time delays, delay compensation without precise delay 
information requirement is investigated and a practical optimization study for 
RHP zeros is conducted. 
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3 Disturbance Observer Design for Linear Non-

Minimum Phase Systems 

3.1 Classical Disturbance Observers 

The structure of classical DOB is shown in Figure 1, where P(s) is the real system, 
Pn(s) is the nominal model of the system, C(s) is the system controller and Q(s) is 
a low pass filter. 

As shown in Figure 1, the control signal exposed to the disturbance enters the 
plant via the control channel. The resulting –possibly- noisy output signal passes 
through the inverse of the nominal system dynamics and Q filter, respectively, and 
the estimated value of the disturbance is obtained. 

The performance and stability of a closed loop system with a DOB depends tightly 
on the design of Q filter. In [20], a design procedure, which always guarantees the 
closed loop stability of the Q filter, is proposed. However, the use of inverse 
system dynamics in the design of DOB also requires some special considerations 
for non-minimum phase systems as the inverse of the nominal plant is unstable. 

 

Figure 1 

Classical DOB structure 

3.2 Effect of Non-Minimum Phase Systems on Stability of 

Classical Disturbance Observer 

If the stability condition is examined for the inner loop in which the classical DOB 
is located (See Figure 1), we have the following transfer functions from r to y in 
(1) and from d to y in (2). The measurement noise is denoted by  and the transfer 
function from  to y is given in (3): 

Pry(s) = P(s)Pn(s)
Pn(s)+(P(s)- Pn(s))Q(s)

 (1) 
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Pdy(s) = P(s)Pn(s)(1-Q(s))
Pn(s)+(P(s)- Pn(s))Q(s)

 (2) 

Pσy(s) = P(s)Q(s)
Pn(s)+(P(s)-Pn(s))Q(s)

 (3) 

If P = Pn(1+), i.e. the uncertainty model is multiplicative, the characteristic 
equation of the closed loop system is as given in (4): 

Pn(s)+(P(s)-Pn(s))Q(s) = 0 

Pn(s)(1+∆(s)Q(s)) = 0 (4) 

If (3) and (4) are combined, below transfer function is obtained: 

Pσy(s) = (Pn(s)+(1+ ∆(s)))Q(s)

Pn(s)(1+∆(s)Q(s))
 (5) 

In (5) P, Q and ∆ are can be expressed as the ratio of polynomials such that 
Pn= NPn / DPn , Q= NQ/ DQ and ∆ = N∆/ D∆. Rearranging (5) with these variables 
yields: 

Pσy(s) = NQ(NPnD∆+ DPnD∆+N∆DPn)

NPn(D∆DQ+ N∆NQ)
 (6) 

In order to fulfill the internal loop stability condition, the denominator polynomial 
NPn(D∆DQ+ N∆NQ) specified in (6) must be Hurwitz. In this case, the nominal 
system must be minimum phase because NPn  stands for the numerator of the 
nominal system. 

3.3 Approximation of Non-Minimum Phase Systems 

In order to invert the non-minimum phase system transfer function, minimum 
phase equivalents of the RHP zeros in the numerator of the nominal system that 
make the system non-minimum phase should be found for a certain frequency 
range. For this purpose, the approach specified in [15] is adopted with changes in 
the error function. 

Suppose that the non-minimum phase causal system which we want to invert 
contains RHP zeros and NP represents the polynomial consists of only RHP zeros. 
Also the non-causal, minimum phase transfer function that we calculated as the 
equivalent of NP at the end of optimization is Napprox / Dapprox. In this case, the 
error polynomial can be defined as in (7): 

e:= NP - Napprox

Dapprox
 (7) 

With this definition, the optimization problem can be cast as: 

minimize  

E = xamp(w)|e(jw)|2+xphase(w)(arg(e(jw)))2
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subject to: 

E1: Napprox and Dapprox are Hurwitz polynomials.  

E2: 0 ≤ w ≤ min(Re(zRHP)) (8) 

xamp(𝑤) and xphase(𝑤) represent frequency dependent magnitude and phase 
weights. In the original solution, these coefficients are assumed to be constants.   
In the experiments, it is observed that taking these weights in the form of 
functions varying depending on the frequency yields more accurate results. In the 
minimization of the problem specified in (8), numerical solution is implemented 
by using the off-the-shelf interior point method and the solution is realized for 
frequency points up to the smallest of the RHP zeros. 

3.4 Novel Disturbance Observer Design for Non-Minimum 

Phase Unmanned Aerial Vehicle 

The Tower Trainer 60 autopilot design problem is used to test the new DOB 
method which is designed for non-minimum phase systems. The nominal transfer 
function of the system takes the elevator angle as input and provides altitude 
control. This transfer function’s denominator degree is 5 and it has 3 zeros in total. 
One of these zeros is in the RHP and its value is approximately 12.449088.        
The transfer function coefficients are shown in (9):  Pn(s) = h(s)

δe(s)
 = -34.16s3-144.4s2+7047s+557.2

s5+13.18s4+95.93s3+14.61s2+31.94s
 (9) 

In the first step, using (7), the following error polynomial is defined:  e(s) = (s - 12.449088) - Napprox

Dapprox
 (10) 

Solving the optimization problem in (8) with the error polynomial specified in 
(10), the minimum phase approximation of the non-minimum phase part of the 
transfer function is estimated. xamp(𝑤) and xphase(𝑤) are chosen as exp(-10 * w) 
and 10, respectively. The estimation is realized non-causal by selecting the 
numerator degree 2 and denominator degree 1 of the minimum phase transfer 
function. In order to obtain more accurate results, minimization can be carried out 
for different numerator and denominator degrees by providing the condition of 
being non-causal. Equation (11) shows the minimum phase and non-causal 
transfer function obtained as a result of minimization: 

Napprox

Dapprox
= -0.183s2-5.486s-72.63

s+6.963
 (11) 

In Figure 2, the RHP zero polynomial (s - 12.449088), minimum phase 
approximation and symmetric zero polynomial (-s - 12.449088) is compared in 
Bode diagrams. In this figure, Bode diagrams display acceptable similarity up to 
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the RHP zero frequency, which is used as the maximum frequency point in 
minimum phase approximation. This figure also shows us that the new DOB 
design has a bandwidth of 12 rad/sec and system responses are acceptable at 
frequencies below this value. 

In the presence of new DOB, the robustness of the closed loop system for both 
input and output disturbances is studied after the minimum phase approximation 
of the non-minimum phase autopilot design. H synthesis method is used in the 
design of system controller. In this controller design type, a closed loop weighted 
transfer function is obtained by using the system's sensitivity and complementary 
sensitivity. Then, the optimal transfer function minimizing the norm of this 
weighted transfer function is used as system controller. Sensitivity and 
complementary sensitivity functions of the closed loop system are shaped using 
weights. For this purpose, the weighting method given in [14] is used in the 
control design. Values of weights are given as: 

   

WSensitivity(s) =  s2+1.84s+0.846
0.001s3+1.002s2+1.84s+1.84e-06

  

and 

WCosensitivity(s) =  s
5

× s
s - 0.001

  

The gain and phase margins of the system are calculated as 38.5 dB and 76.1 
degrees, respectively. The reference signal, input disturbances and output 
disturbances are defined as  r(t)= step(t), d(t)= sin(t) and  σ(t) is the output 
measurement noise, which has uniform distribution in between ±1e3, 
respectively. 

 

Figure 2 

Bode diagrams of non-minimum phase, approximate minimum phase and symmetric polynomials. 

Blue, red and orange curves indicate non-minimum phase, approximate minimum phase and 

symmetric polynomials, respectively. 
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In Figure 3 the system response obtained in the absence of DOB when input and 
output disturbances affect the closed loop system is shown. As can be seen from 
the figure, when disturbances are active, the controller becomes incapable of 
alleviating it and this causes oscillations in the system response. 

In Figure 4 the system response obtained in the presence of controller and DOB is 
compared with the system responses obtained only in the presence of a controller. 
As can be seen from the figure, the proposed DOB design used with the controller 
makes the system more robust against disturbances and provides a response close 
to the nominal system’s response. 

 

Figure 3 

Closed loop responses of the system. Red and green curves show system responses in the presence and 

absence of both input and output disturbances, respectively. 

 

Figure 4 

Closed loop responses of the system. Red and blue curves show system responses against input and 

output disturbances in the absence and presence of new non-minimum phase DOB, respectively. 
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4 Smith Predictor Design Using Recursive Least 

Squares 

4.1 Classical Smith Predictor 

SP is a simple yet effective design that ensures a stable response from a closed 
loop system when time delay is available in the loop. In this design, the accurately 
known delay term of the system is removed perfectly from the system’s 
characteristic equation and the negative effect of the delay on the response is 
eliminated. Classical SP structure is illustrated in Figure 5. As shown in the figure, 
the delay that adversely affects the closed loop system is compensated using the 
predictor transfer function P (1- e-τs). 

 

Figure 5 

Classical SP structure 

If the system structure is expressed using the following equations, then: 

U
E

= C

1+PC(1-e-τs)
 (12) 

Y
R

=
U
E YU

1+U
E YU

=
PCe-τs

1+PC(1-e-τs)

1+ PCe-τs

1+PC(1-e-τs)

= PCe-τs

1+ PC
 (13) 

are obtained. Equation (13) expresses the ideal design expected in the presence of 
controller and SP. However, in real systems, SP efficiency depends tightly on the 
exact measurement of delay and correct modeling of the real system. These are 
rather restrictive conditions for a successful application of SP. 

In Figure 6, the delayed real system P(s) e-τs is modeled and Pref(s) e-τrefs is 
obtained. Then the SP design is studied on this new block structure. The transfer 
function of the new SP design is obtained as follows: 

Y
R

= 

PCe-τs

1+PrefC(1- e
-τrefs)

1+ PCe-τs

1+PrefC(1- e
-τrefs)

  (14) 
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Y
R

= PCe-τs

1+PrefC+C(Pe-τs- Prefe
-τrefs)

  (15) 

As can be understood from (15), if the modeling error of the real system with 
delay is minimized and a sufficient level of fidelity is achieved, the ideal SP 

design expressed in (13) is obtained by assuming  (Pe-τs- Prefe
-τrefs)  ≈ 0. 

 

Figure 6 

SP structure by modeling real system and delay 

In modeling the real system with delay, classical mathematical modeling methods 
can be used as well as system identification techniques. In this context, RLSWF 
algorithm, which is a system identification method in time domain, is used in 
modeling the real delayed system. 

4.2 Recursive Least Squares with Forgetting Factor 

RLS algorithm is an iterative implementation of the Least Squares (LS) regression 
algorithm. The method allows the LS algorithm to be dynamically applied to time 
series obtained in real time. Algorithm is a member of Kalman filter family and 
exhibits an adaptive mechanism in terms of execution method. In addition, it is 
adjustable according to time varying input data and it has a fast convergence rate. 
In this respect, it clearly shows a better performance than the LS algorithm. 

The basis of the LS algorithm is the identification of the linear model with 
unknown parameter values by minimizing the square of the difference between the 
real and estimated system outputs. This situation can be defined as optimizing the 
cost function specified in (16). In this equation, T is the sampling time, y is real 
system output, x is identification input and w is the vector of linear system 
parameters we want to obtain at the end of the identification.  ϵ(w)= 1

2
∑ (xT(iT)w-y(iT))

2m
i=1  (16) 

If closed form solution is developed, then: 

dϵ
dw

(w)= ∑ x(iT)(xT(iT)w-y(iT))m
i=1  = 0 (17) 
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∑ (x(iT)xT(iT)w-x(iT)y(iT))  = 0m
i=1  (18)  w ∑ (x(iT)xT(iT))-m

i=1 ∑ (x(iT)y(iT))m
i=1 = 0  (19)  w = ∑ (x(iT)xT(iT))-1 ∑ (x(iT)y(iT))m

i=1
m
i=1  (20) 

is obtained. In the RLS algorithm, it is aimed to recursively update the equation 
given in (20) as the real time data are obtained. If  A(mT)= ∑ (x(iT)xT(iT))m

i=1  and  B(mT) = ∑ (x(iT)y(iT))m
i=1 , then: 

w(mT) = A-1(mT)B(mT) (21) 

is obtained. The aim is to calculate the value of w(mT) using the data we have 
obtained at time (m-1)T. In this case, the value of  w((m-1)T) is obtained as:  w((m-1)T) = A-1((m-1)T)B((m-1)T) (22) 

If the values of A(mT) and  B(mT) are also calculated using  A((m-1)T) and  B((m-1)T), then:  A(mT) = A((m-1)T)+x(mT)xT(mT) (23)  B(mT) = B((m-1)T)+x(mT)y(mT) (24) 

are obtained. However, as specified in (21), A-1(mT) is needed to obtain the  w(mT) value. From the matrix inversion formula: 

A-1(mT)=A
-1

((m-1)T)-
A-1((m-1)T)x(mT)xT(mT)A-1((m-1)T)

1+ xT(mT)A-1((m-1)T)x(mT)
 (25) 

is obtained. If the covariance matrix P(mT)  and Kalman gain L(mT) are shown as 

A-1(mT) and  P((m-1)T)x(mT) (1+xT(mT)P((m-1)T)x(mT))-1
 respectively, P(mT) 

can also be expressed as:  P(mT)=(I-L(mT)xT(mT))P((m-1)T) (26) 

In this case, to find the value of w(mT) recursively, the following equations are 
used:  w(mT)=P(mT)B(mT)  =P(mT) (A((m-1)T)w((m-1)T)+x(mT)y(mT)) 

=P(mT) ((A(mT)-x(mT)xT(mT))w((m-1)T)+x(mT)y(mT)) 

=w((m-1)T)-P(mT)x(mT)xT(mT)w((m-1)T)+P(mT)x(mT)y(mT) 

=w((m-1)T)+L(mT)(y(mT)-xT(mT)w((m-1)T)) (27) 
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The algorithm structure used for RLS is similar to the one used in many recursive 
estimation algorithms. Differences between algorithms are mostly achieved by 
changing the Kalman gain. In cases where the linear system parameters are time 
varying, the RLS algorithm alone may not be sufficient. In this case, the forgetting 
factor, which is a more effective and heuristic approach, is used with RLS.        
This method allows more focus on recently observed data by reducing the 
weighting of old data points used during identification. In this case, the cost 
function used in the RLS algorithm, the covariance matrix P and the Kalman gain 
L are updated in the RLSWF algorithm respectively as follows: 

 ϵ(w) = 1
2

∑ λm-i(xT(iT)w-y(iT))
2m

i=1  (28)  P(mT) = ( 1
λ
) (I-L(mT)xT(mT)) P((m-1)T) (29) 

 L(mT) = P((m-1)T)x(mT) (λ+xT(mT)P((m-1)T)x(mT))-1
 (30) 

The forgetting factor () value varies in between 0 and 1, and this value provides a 
compromise between the stability and tracking performances of the algorithm.    
As this value approaches 0, the tracking capability of the algorithm is improved, 
but negatively affects stability. 

4.3 Combination of Smith Predictor Solution and Recursive 

Least Squares with Forgetting Factor 

In the new SP design, the classical SP structure is combined with the RLSWF 
algorithm, aiming to eliminate the adverse effect of delay without entailing precise 
delay measurement. The structure used in the new SP design is shown in Figure 7. 
Unlike the system shown Figure 6, it is assumed that the nominal model of the 
system is known and only the delayed system is modeled using RLSWF.             
In addition, it is aimed to model only the delayed system by eliminating the 
necessity of modeling the delay separately. 

 

Figure 7 

New SP design 
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In this structure, the RLSWF algorithm uses the inputs and outputs of the delayed 
system for identification and yields the error value between the real and the 
estimated system as output. This value is then subtracted from the reference 
signal. Similarly, the difference between the error signal and the nominal system 
output is given to the system controller as input. The execution performance of the 
new solution is directly dependent on the performance of the RLSWF algorithm. 
As specified in (15), if the modeling of the delayed system is done with a 

sufficient level of fidelity and (Pe-τs- Prefe
-τrefs)  ≈ 0 is obtained, the ideal SP 

design is achieved. Therefore, if the RLSWF algorithm also performs high-fidelity 
identification and obtains the error value between the real and the identified 
delayed systems close to zero, more acceptable delay compensation is achieved by 
approaching the ideal SP design. 

4.4 Novel Smith Predictor Design for Unmanned Aerial 

Vehicle with Delay 

In order to compare the new SP design with the classical SP design, the autopilot 
of the Tower Trainer 60 unmanned aerial vehicle is used, in which the DOB 
design presented in the previous section, is also tested. In Figure 8 and Figure 9, it 
is observed how robust the system is against delays in the presence of a controller 
obtained using the H design method. Delay values are chosen as τ = 0.1 s and 1 s, 
respectively. The reference input is a step signal. As can be seen from the results, 
the controller maintains a very precise tracking under the presence of process 
delay. In this case, there is no need for an external structure other than the 
controller to reduce the deteriorating effect of the delay in the presence of the 
specified delay values. 

 

Figure 8 

Closed loop responses of the system. Red and green curves show system responses in the presence and 

absence of  𝜏 = 0.1 𝑠, respectively. 
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Figure 9 
Closed loop responses of the system. Red and green curves show system responses in the presence and 

absence of  𝜏 = 1 𝑠, respectively. 

In Figure 10 the responses of nominal and delayed real systems are compared by 
choosing τ = 10 s. As can be seen from the figure, the system response loses its 
stability at high delay values and the controller cannot perform the satisfactory 
performance. For this reason, the novel SP design approach created using the 
RLSWF algorithm is added to the closed loop system and responses are examined. 

 

Figure 10 

Closed loop responses of the system. Red and green curves show system responses in the presence and 

absence of  𝜏 = 10 𝑠, respectively. 

In Figure 11, the response of the closed loop system in which this design is used 
and the response of the system obtained in the presence of a controller only are 
compared. As can be seen from the figure, the new design ensures a stable 
response from the system by eliminating the deteriorating effect of the delay 
without the need for the actual delay information, even at high delay values.         
In this design, the performance of the RLSWF algorithm directly affects the 
performance of the SP design. Because as specified in Figure 7, RLSWF identifies 
the real system with delay and uses the identification error value in the closed loop 
system. Therefore, identification should be done at a high level of fidelity and this 
error rate should be kept low. Figure 12 shows both the response of linear system 
with τ = 10 s delay and the estimated system. As can be seen from the figure, the 
closed loop response of the linear system estimated by RLSWF is close to the real 
system response. 
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Figure 11 
Closed loop responses of the system. Red and blue curves show system responses when 𝜏 = 10 𝑠.  
The loop in the presence (blue) and absence (red) of new SP approach produces radically different 

responses. 

 

Figure 12 
Identification results of the system. Blue and red curves show estimated and measured output of 

RLSWF, respectively. 

Finally, in the Figure 13, the performances of the new SP design and classical SP 
design are compared in the presence of τ = 10 s delay. As can be seen from the 
figure, while the new SP design performs better in terms of accuracy and speed, it 
does not require prior knowledge of precise measurement or delay. 

 

Figure 13 

Responses of both classical SP and new SP design. Turquoise and blue curves indicate system 

responses with classical and new SP designs, respectively. 
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5 Online Disturbance and Delay Compensation 

Design 

In this study, the novel DOB designed for non-minimum phase systems and the 
SP design which is implemented without relying on the actual delay measurement 
are combined to create a robust system against both time delays and disturbances. 
The system structure formed when two designs are combined can be seen in the 
Figure 14. Both designs can be developed and used independently, or they can be 
combined as shown in the figure. However, if the two designs are used together, 
the nominal delay value is required for the design of the non-minimum phase 
DOB. Because the process of inverting the delayed non-minimum phase system is 
performed once and before the system is started. For this reason, although an exact 
measurement of the actual delay value is not needed, only for the DOB design, the 
presumed nominal delay value is needed. In this way, for an actual non-minimum 
phase system where the delay occurs, the inverse operation can be performed 
accurately. During the DOB design, the delay model is approximated as 𝑒−𝜏𝑠 ≈1𝜏𝑠+1. The unmanned aerial vehicle model, which is used for testing purposes in the 

proposed SP and DOB designs, is also used as a test system for the case, where 
the two designs are operating together. 

 

Figure 14 

Online disturbance and delay compensation design 

By applying the disturbances to the system with delay, system response in the 
presence of a controller and system responses when two designs are used together 
are compared. R(t)=step (t) is given to the system as a reference input. 
Disturbance is chosen as d=sin (t). Figure 15 shows the case where the delay 
τ=5 s and the input disturbance is given to the control signal of the system. 
Similarly, Figure 16 shows system response where the delay is τ=10 s and with 
the same disturbance signal. As can be seen from the system responses, when both 
designs are used in combination, the system exhibits better tracking performance 
under the presence of delay and disturbances. 
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Figure 15 

Closed loop responses of the system. Red and blue curves show system responses against delay 𝜏 = 5 𝑠 and input disturbance in the absence and presence of new design, respectively. 

 

Figure 16 

Closed loop responses of the system. Red and blue curves show system responses against delay 𝜏 = 10 𝑠 and input disturbance in the absence and presence of new design, respectively. 

Conclusions 

This study combines SP and DOB approaches with an online identification 
mechanism. The following advantages of the proposed approach are as follows: 

 The DOB design developed for non-minimum phase systems is used by 
updating the minimization problem specified in [15], and the requirement for 
the system to be the minimum phase is removed. 

 In systems with delay, the classical SP design, which is proposed to be 
combined with the RLSWF algorithm, eliminates the need for precise 
measurement of the delay. 

 Both designs can be used combined or separately. In this way, the system is 
made more robust when the controller alone is insufficient against delays and 
disturbances. 

However, in cases where both designs are used together, the nominal value of the 
delay is needed, to correctly obtain the inverse of the non-minimum phase system. 
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In future work, we intend to use the RLSWF algorithm, also in a DOB design, in 
order to eliminate the abovementioned delay value dependency. 
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Abstract: Joint torque prediction plays an important role in quantitative limb rehabilitation 
training and the exoskeleton robot. The Surface electromyography signal (sEMG) with the 
advantages of non-invasive and easy collection can be applied to the prediction of human 
muscle force. By utilizing the sEMG, the recurrent cerebellar model neural network 
(RCMNN), which has better generalization and computational power than the traditional 
neural network has been used to predict the joint torque. In this work, a smooth function 
with adaptive coefficient is employed to polish the results of RCMNN, the proposed method 
shows great performance on torque prediction with the correlation coefficient between the 
torque and the estimation result up to 98.43%, such advanced model paves the way to the 
application on the quantitative rehabilitation training. 

Keywords: Torque prediction; ankle joint; sEMG; RCMNN 

1 Introduction 

Joint torque prediction plays an important role in quantitative limb rehabilitation 
training and exoskeleton robots [1]. A number of kinematics and non-invasive 
methods have been proposed to estimate the joint torque, but most of these require 
special measuring apparatus, such as isokinetic dynamometers, which made these 
methods unsuitable for application in patients’ daily lives and operations outside 
the lab. The Surface electromyographic (sEMG) signals are a kind of biological 
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electrical signals recorded on the skin surface, containing movement intentions of 
the human body [2]. Generally, compared with electromyographic (EMG) signals 
collected by needle electrodes, sEMG signals are widely used in rehabilitation 
medicine and sports medicine [3-6] because of their advantages in terms of simple 
operation, non-invasive and multi-point measurement. Moreover, due to the 
transmission time, sEMG signal is generated 30-150 ms earlier than human 
muscle movements, which makes it a valuable signal source for man-machine 
interaction technology [7]. Therefore, it is of significance to use the sEMG signals 
in the joint torque prediction. 

Several nonlinear models have been proposed for estimation of ankle joints torque 
from the sEMG signals, such as artificial neuron network (ANN) and fuzzy model 
(FCM) [8-13], which actually obtained good results in various nonlinear 
modeling. Kim et al. [14] using deep neural network to estimate the torque by the 
sEMG signal. Lu et al. [15] developed an sEMG-based torque estimation control 
strategy for a soft elbow exoskeleton. Xu et al. [16] proposed an sEMG-based 
joint torque estimation strategy combining with hill-type muscle model by using 
radical basis function neural network to make the results of muscular movement 
digitized. Currently, artificial neuron network (ANN) as a nonlinear model is still 
the most popular model used in torque prediction [17-19]. However, the learning 
of the neural network is slow since all the weights are updated during each 
learning cycle. The cerebellar model neural network (CMNN) has been widely 
used in high-precision control fields due to its simple structure, good 
generalization, rapid learning speed and good convergence [20-26]. A recurrent 
unit, which considers the effect of the previous moment on the current moment, is 
added to the CMNN to make it a recurrent CMNN (RCMNN). Since the 
prediction problem is relative to time sequence, the prediction performance of 
RCMNN is better than CMNN. Therefore, utilizing the sEMG and RCMNN to 
predict joint torque is an essential project in a wide range of real-time 
applications. 

In this paper, an sEMG-driven RCMNN is introduced to predict the torque of the 
ankle joint. A group of processed signals consisting of the joint angular velocity, 
accelerometer signals, and sEMG signal related to the joint torque are sent to the 
predictor and then the prediction output result is obtained. At last, a smoothing 
function with the adaptive coefficient is used to process the output result of the 
RCMNN to obtain the final torque prediction result. 

2 Data Acquisition 

To estimate the ankle joint torque, Delsys Trigno Wireless System was used for 
collecting sEMG signals, and BIODEX System 4 Pro Strength Testing System 
was applied for collecting angular velocity, accelerometer, and torque signals  
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(Fig. 1(a)). Five Trigno sEMG sensors were placed on the subject muscles, 
including gastrocnemius, tibialis anterior, peroneus Longus, extensor halluces 
longus, and extensor digitorum longus, for detecting the sEMG signals on the 
disinfected skin surface. Then the subjects were fixed on BIODEX System 4 Pro 
Strength Testing System to swing ankle joint eversion and inversion as described 
in Fig. 1 (b). The raw data from the sEMG and position sensors are sampled at 
rates of 2000 Hz and 418 Hz using a 16-bit A/D converter, respectively. Note that 
all the subjects, ranging in age from 17-42 years participated in this study, are in 
ankle health, and none of them has a history of injuries. 

 
(a)                                                                      (b) 

Figure 1 
The system setup for the experiment 

After data acquisition, a serial of raw sEMG data were collected and shown in  
Fig. 2. 

 

Figure 2 

The raw sEMG signals 

In Fig. 2, from top to bottom are the amplitudes of gastrocnemius, tibialis anterior, 
longus tibialis, extensor pollicis, extensor digitalis longus. 
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3 Data Processing 

3.1 Outlier Processing and De-noising 

Due to the undesirable noise and disturbances, the raw sEMG signals are hardly 
estimated the ankle joint torque. As known, the surface muscle 
telecommunications energy is mainly concentrated between the frequency bands 
of 20 Hz and 500 Hz. For this reason, the raw signal can be filtered by removing 
the uncorrelated frequency band and the 50 Hz power frequency. In this study, the 
signal is processed by Fourier transform using a filter with the amplitude of the 
incoherent frequency at zero. Then, the inverse transform is performed to obtain 
the processed data of tibialis anterior shown in Fig. 3. 

 

Figure 3 

Contrast between raw signal and denoised signal 

It can be seen that the processed signal effectively restrains the noise and 
preserves the peaks and the abrupt part so that it can retain the characteristics of 
the raw signal. 

3.2 De-redundancy 

However, redundancy may exist between the sEMG signals of five muscles [27], 
which will limit the prediction accuracy of the neural network and increase the 
calculation amount and the prediction time of the model. 

In this section, a correlation coefficient is employed to determine the degree of 
coupling among different sEMG signals of muscles. The formula is described as 
follows 
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where 
i  is the standard deviation of the sEMG signal on the i-th muscle surface, 

and 
ijC  and 

ij  are the covariance and correlation coefficients of the sEMG 

signals on the i-th and j-th muscle surfaces. 

Finally, the correlation coefficient of the five muscles is shown in the following 
table. 

Table 1 
Correlation coefficient between muscles 

    Muscle 1 

Muscle 2 
Gas T-A L-T E-P E-D-L 

Gas 1 0.0277 -0.0868 0.2175 0.0589 

T-A 0.0277 1 -0.4539 -0.0684 0.1451 

L-T -0.0868 -0.4539 1 0.0140 -0.1261 

E-P 0.2175 -0.0684 0.0140 1 -0.0898 

E-D-L 0.0589 0.1451 -0.1261 -0.0898 1 

P.S. Gas, T-A, L-T, E-P, and E-D-L represent gastrocnemius, tibialis anterior, Longus 
tibialis, extensor pollicis, extensor digitalis longus respectively. 

Furthermore, to determine whether there is redundancy between the data, a 
method shown as Fig. 4 is used. 

 
Figure 4 

Redundancy decision flowchart 



H-Y Jiang et al. Torque Prediction of Ankle Joint from Surface Electromyographic  
 Using Recurrent Cerebellar Model Neural Network 

 – 188 – 

In this flowchart, all the data is divided into redundant signals and non-redundant 
signals. The first group of data, the gastrocnemius signal, is put into non-
redundant information and a threshold (absolute value is 0.4) is set. Then, the 
second group data is input, and calculate the correlation coefficient between group 
2 and non-redundant information. The correlation coefficient of the data is 
compared with the threshold value. When the correlation coefficients are bigger 
than the threshold value, the data is considered as redundant data, otherwise for 
the non-redundant data. Repeat the second step until all the data is judged. 

According to Table 1 and Fig. 4, the signals of the tibialis anterior and longus 
tibialis are redundant. 

3.3 Resampling 

Because the sampling frequency of sEMG (2,000 Hz) is higher than that of joint 
angle and joint force. In order to match the length of the sEMG signal the in time-
domain, the joint torque data are also re-sampled and are then smoothed. To test 
the effect of redundancy, in this paper, the data set is divided into a redundant 
group and a non-redundant group. The redundant data set includes processed 5 
channels of sEMG, joint angular velocity and accelerometer signals, and the non-
redundant data group includes 4 channels of sEMG except gastrocnemius, as well 
as joint angular velocity and accelerometer signals. The redundant group and non-
redundant group data after resampling are 7-dimensional and 6-dimensional 
feature vectors respectively, and they will be inputted into the RCMNN. 

4 Review of RCMNN 

4.1 Structure of RCMNN 

The schematics of the RCMNN are shown in Fig. 5 with the input space, the 
association memory space, the receptive-field space, the weight memory space, 
and the output space [28]. 

Input Space For a given input data Ii, i=1,2,… ,m, each input variable Ii is 

quantized into n discrete regions (called “elements” or “neurons”) according to 
given control space. The value of neurons n is called resolution. Based on this n 
element, n layers are defined in total. 
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Figure 5 

Architecture of a RCMNN [28] 

Association Memory Space In the space, the Guass function is used as the 
receptive-field basis function, which can be expressed as 

]
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where ikr  represents the output of the k-th receptive-field basis function for the i-

th input, and the mean ikm  and variance ik  represent the center point and width 

of the Gaussian function. In addition, 
ikI  is the result of the recurrent unit and can 

be represented by 

)1()()t(  trwtII ikikiik
 (7) 

where t denotes the time step, and )1( trik
 is the value of ikr  through a time 

delay; ikw  is the recurrent gain, and the size of the value represents impact of the 

information of one previous point to the current moment. 

To further understand ikw  here, a linear function instead of the Gaussian function 

is chosen as basis function and is defined as 

)()( tItr ikik   (8) 

Then, (7) can be expressed as 

)1()()t(  trwtIr ikikiik
 (9) 
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Since 

)2()1()1-t(  trwtIr ikikiik
 (10) 

Equation(9) becomes 
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Obviously, the output of RCMNN in the associative memory space contains the 
information of all previous parameters. 

Receptive-Field Space The k-th multidimensional receptive-field function is 
defined as 





m

i
ikk r

1

b , nk ,...,2,1 , mi ,...,2,1  (12) 

The output of the space indicates the excitation intensity for the last space. 

Weight Memory Space The weight of the receptive-field space with the output 
space is stored in the space and denoted in a vector as 

T
nk wwww ],...,,...,[ 1  (13) 

Output Space The output of RCMNN is the algebraic sum of the Receptive-Field 
Space in the weight memory space and is shown as 
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4.2 Learning Algorithm of RCMNN 

In this section, backpropagation (BP) is applied to update the 

parameters ikm , ik , ikw and w  of RCMNN. While BP is the iterative gradient 

decent algorithm designed to minimize the mean square error of an objective 
function defined as 

22
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eyyE   (15) 

where yye  0 , y0 is the previous known value for the testing data and the 

expected output of neural network. 

The parameter updating rule based on the gradient descent algorithm is derived 
according to 
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where ƞp is a learning rate, and if P is replaced by 
ikm , ik ,

ikw  and w then it 

denotes the updating rule for mean, variance, recurrent gain, and output weight, 
respectively. 

The changed values of the above parameters are calculated by the chain rule 
represented as 
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4.3 Convergence Analyses [29] 

Theorem 1 Let ƞp be the learning-rates for the P in (16). Then, the convergence of 
tracking error is guaranteed if ƞp is chosen as 

2
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Proof Define a Lyapunov functions as 
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Then, the change of the Lyapunov function is obtained as 
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According to the Taylor formula and the chain rule, the error function variation 
can be expressed as 
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From (27), )(NV  can be represented as 
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If 
P  is chosen as 

2

2
0

Y
P  , 0)(  NV  is guaranteed obviously. And easily, for 

any 1)(0 0  Ny , 1)(0  Ny , there is 0)( NV . Therefore, the Lyapunov 

stability of 0)( NV  and 0)(  NV  is guaranteed, which can explain the 

convergence of tracking error. The derivation results prove that the convergence 
of RCMNN model is guaranteed. 
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5 Simulation Result 

In this experiment, the goal of the model training is to find the values of the 

parameters ikm , ik , ikw and w  that minimizes the overall error. We take the     

7-dimensional redundant data set and 6-dimensional non-redundant data set as the 
input data of the RCMNN (Fig. 5) respectively, and the joint signals as output 
data. We randomly selected 80% data for training and verification, 20% data for 
testing. To compare the RCMNN with other methods, we use CMNN, and the 
most popular artificial neural network BP. The performance of trained models was 
subsequently tested by comparing predicted torque values from the model and the 
measured torque values. RMSE (Root Mean Square Error), NMAE (Normalized Mean 
Absolute Error), NRMSE (Normalized Root Mean Square Error), and CC (Correlation 
Coefficient) between the predicted joint torque and the measure joint torque data 
are used to evaluate network performance. 

5.1 The Updated RCMNN 

In the training of RCMNN, in order to make the RCMNN converge faster, the 
learning-rate ƞp is set as 

t

c
p   (29) 

In which c is a constant, and t is the training times. Obviously, the equation is in 
line with the law of error convergence. Because as the number of training 
increases, the error will continue to decrease, and when the error is small enough, 
an excessive learning rate will cause the error to oscillate. Thereby a decreasing 
learning rate accelerates the rate of convergence during model training, making 
the model meet the standard faster. 

After 50 times training, the results are drawn in Fig. 6 (a). Note that the output of 
RCMNN is generally close to the true value with a slight vibration, which is 
obvious at the bottom of the waveform. To smooth the waveform, the smooth 
function is applied in RCMNN, which is represented as follows 

)2()1()()( 321  tfctfctfctf  (30) 

where )(tf  is the data point at time t, and c1 ,c2 ,c3 are set as 0.5, 0.3, 0.2, 

respectively. 
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Figure 6 

Result of training data 

Table 2 

Comparison of the three cases 

Results RMSE NMAE NRMSE CC 

(a) 0.0273 0.1937 0.2299 0.9454 

(b) 0.0239 0.1828 0.2009 0.9582 

P.S. RMSE (Root Mean Square Error) =   

NMAE (Normalized Mean Absolute Error) =  

NRMSE (Normalized Root Mean Square Error) =  

CC (Correlation Coefficient) shown on formula (2) 

As shown in Fig. 6 (b) and Table 2, the frequency and amplitude of oscillation 
have a great reduction compared to the original output (Fig. 6 (a)). 

In the testing of RCMNN, the input data is sent to the predictor, and the prediction 
results and smoothed results are shown in Fig. 7 and the specific parameters are 
shown in Table 3. 

Table 3 

Comparison of the two cases 

Results RMSE NMAE NRMSE CC 

a 0.0281 0.2333 0.2483 0.9555 

b 0.0254 0.2188 0.2248 0.9640 
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Figure 7 

Result of testing data 

Results show the peaks and troughs of the output of the model appear significantly 
earlier than the sample output, while the smoothed RCMNN greatly improves the 
situation of oscillation, proving the validity of RCMNN. 

5.2 Results 

The results obtained by the RCMNN, CMNN, and BP network of the redundant 
group and the non-redundant group are shown in Table 4 and Table 5 respectively. 
Table 4 and Table 5 show that the performance of the RCMNN is better than that 
of BP and CMNN, due to its recurrent unit. In addition, according to Table 4 and 
Table 5, although the redundant group has one more dimensionality information 
related to the torque of ankle than the non-redundant group, the latter generally 
has better performance, like RMSE, NMAE, NRMSE, and CC. Hence, our 
subsequent experiments use the non-redundant data group. 

 

Table 4 

Results of the redundant group 

 

 RCMNN CMNN BP 

RMSE 0.0254 0.0358 0.0254 

NMAE 0.2188 0.3267 0.2157 

NRMSE 0.2248 0.3168 0.2252 

CC 0.9640 0.8826 0.9495 
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Table 5 

Results of the non-redundant group 

In the previous section, equation (30) is employed to smooth the output of 
RCMNN, and make an excellent result with a not suitable enough coefficient.      
In this part, an algorithm is summarized in Algorithm 1 to get a more appropriate 
coefficient. 

Algorithm 1  adaptive coefficient algorithm 

1：Set: X(t)=[y(t-2),y(t-1),y(t)]; Y(t)=y0(t); a weight vector with same number 

to the number of formula (30) coefficient and a threshold m. 

2：Train: Divide X(t) and Y(t) into training data and testing data; train the 

network until the correlation coefficient between the output of BP and is bigger 
than m. 

3：Finish: Assign the weight to the coefficient of formula (30), and use testing 

data to verify whether the coefficient is suitable. 

With the coefficient gotten by Algorithm 1, the non-redundant group shows its 
experimental results as Table 6. 

Table 6 

The results with the coefficient gotten by algorithm 1 

Subjects RMSE NMAE NRMSE CC 

1 0.0023 0.0266 0.0291 0.9864 

2 0.0026 0.0194 0.0235 0.9866 

3 0.0025 0.0364 0.0427 0.9843 

4 0.0028 0.0216 0.0226 0.9867 

In Table 6, after the weights obtained after training by the BP neural network are 
used as the coefficients of Formula (30), the experimental results obtained by the 
predictor are greatly improved. The correlation coefficient between the 
experimental output results and the torque data has been increased by more than 
two percentage points, and the improved performance of other parameters are also 
obvious. One of the curves on training data and testing data is drawn as follows. 

 RCMNN CMNN BP 

RMSE 0.0213 0.0335 0.0233 

NMAE 0.1810 0.2878 0.2056 

NRMSE 0.1881 0.2957 0.2068 

CC 0.9639 0.9035 0.9488 
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Figure 8 

Performance of RCMNN after smoothing 

Conclusions 

In this study, a RCMNN is employed as a predictor to estimate torque of ankle 
joint from velocity, position and sEMG signals. RCMNN shows excellent fitting 
ability in torque prediction, that is the correlation coefficient between torque and 
estimation result reaches 98.43%, and other performance parameters like RMSE, 
NMAE, and NRMSE are also satisfactory. Moreover, RCMNN accelerates the 
torque prediction, making the predictor a control source of the bionic prosthesis 
and rehabilitation robot. Hence, the outstandingly fitting ability of RCMNN has 
great application prospects on torque prediction. 
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Abstract: In this paper, we show that a high-level of correlation exists between a simple 
image feature – mean gradient magnitude and the peak signal-to-noise ratio (PSNR) of the 
first just noticeable difference point for JPEG image compression. On the basis of this 
observation, we proposed a method to estimate the JPEG quality factor which represents 
the effective limit between perceptually lossy and lossless coding as the PSNR of the first 
just noticeable difference point. The goal is optimal image/video coding, at the lowest 
compression bit-rate that ensures perceptually lossless output image quality. We also show 
that this feature can be used to predict higher PSNR just noticeable difference points. 

Keywords: JPEG; just noticeable difference points; peak signal-to-noise ratio; 
perceptually lossless 

1 Introduction 

In recent years there has been a rapid development of systems for digital 
processing, transmission, and display of image/video content [1, 2]. This 
development has led to great interest in efficient image compression techniques, 
which are capable of improving the compression ratio and image quality [3, 4]. 

Various compression standards have been developed for image archiving and 
transmission, such as JPEG and JPEG 2000, and intraframe profiles of H.264, 
H.265, and VVC video coding techniques have been used [5]. Among these 
techniques, JPEG compression is the most common due to its low complexity [6]. 
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Image compression techniques eliminate coding and spatial redundancy, taking 
into account some of the features of the human visual system (HVS) – visual 
redundancy. Thanks to these features, various perceptual quantization schemes, 
and perceptual models have been developed and built into coding systems. Thus, 
by applying just noticeable difference (JND) models, compression efficiency can 
be improved. JND models estimate the maximum degradation of the visual signal 
that the HVS will not notice [7]. Therefore, JND can be viewed as a perceptual 
threshold in image/video processing applications and can be used for perceptual 
image compression. In addition to compression, JND is successfully used in the 
objective assessment of image quality, in all three assessment techniques           
(no-reference [8], reduced-reference [9], and full-reference [10]), leading to 
performance improvements. 

Existing research on JND can be divided into three main areas: 1) subjective 
research with the aim of collecting JND annotations, 2) mathematical modeling of 
the distribution of JND points and 3) prediction of the distribution of JND points 
for a given image or video [5]. The research in this paper can be classified in the 
third area, with the aim of efficiently predicting the first JND point of images with 
JPEG compression. 

2 Related Works 

Traditional JND models can be divided into pixel-wise models, in which the JND 
threshold is determined for each pixel individually, and sub-band models in which 
JND thresholds are determined for each sub-band coefficient after switching to 
one of the transform domains. In most pixel-wise models, the effects of luminance 
adaptation and contrast masking are used, while in the sub-band model, the 
contrast sensitivity function plays a dominant role in determining the visibility 
threshold [11]. As in these models, the JND threshold is determined for each pixel 
or sub-band separately, and which does not properly reflect the total effect of 
image masking, in recent years picture-wise JND has been investigated, which 
measures the maximum image difference that HVS will not notice [12]. 

Recent research shows that observers differentiate between a finite number of 
image quality levels, as well as, that the relationship between perceptual 
distortions and bit-rate/distortion level is not a smooth but rather a step-wise 
function [13-15]. The steps of this function represent the JND points. The first and 
most significant JND point refers to the transition between a pristine and an image 
with visible distortions, or rather the transition from perceptually lossless to 
perceptually lossy encoding [16]. The second JND point was obtained by 
detecting noticeable differences from the first JND point (anchor). Lower JND 
points are used as anchors to determine higher JND points. 
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JND points can be used to determine the satisfied-user-ratio (SUR) curves, taking 
into account that the user is satisfied with the visual test signal in relation to the 
reference visual signal, i.e. the difference in the quality of these two signals is 
below the JND threshold. SUR modeling that reflects user satisfaction is more 
suitable for streaming and coding applications than mean opinion scores which 
generally use a five-level scale (from the worst to excellent) [17]. 

JND-based subjective quality analysis has been conducted on JPEG [13, 18, 19], 
JPEG 2000 [19, 20], H.265 [20] and VVC compressed images [21, 22], and on 
H.264 [14, 15] and H.265 compressed videos [23], with results in publicly 
available JND-based image/video datasets. 

Several JND prediction methods were proposed based on these data. JND 
prediction described in [24] uses local quality and masking models to form a 
feature vector used in a support vector regressor (SVR) with the aim of predicting 
the SUR curve from which the first JND can be derived. This method was 
extended to predict the second and third JND points in [25]. In [23] a feature set 
derived from the non-compressed source is input into a SVR to predict the first 
JND. A deep learning approach in [26] defines the quality factor of the first JND 
based on learning the SUR curve of the JPEG compressed image. In further 
research, the authors from [26] optimized the proposed architecture and applied a 
feature learning instead of a fine-tuning approach, which led to a significant 
reduction in computational cost and performance improvement [27]. A sliding-
window-based search strategy to predict JND based on a deep learning 
perceptually lossy/lossless predictor was proposed in [28]. These prediction 
methods can be used in perceptual quality assessment and adaptive perceptual 
image/video coding [29]. 

Research in this paper is focused on the most widespread type of image distortion, 
JPEG compression. Therefore, the JND analysis was performed on MCL-JCI 
image dataset [13], which contains information on the JND points of JPEG 
compressed images. This database was used to predict JND points in [26-28].    
The mean absolute error (MAE) of the PSNR between the predicted and ground 
truth JND distributions was used as a prediction accuracy measure. In [26] a 
convolutional neural network using a 12,288-dimensional vector trained on 45 and 
tested on the remaining 5 sources over 10 iterations yielded a MAE for the first 
JND point of 0.69 dB. The deep learning approach from [27] uses a 30,144-
dimensional vector, and it achieved an even better result in estimating the first 
JND point with an MAE of 0.58 dB. Through five-fold cross-validation, the deep 
learning approach from [28] reached an MAE of 0.79 dB. 

In this paper, we show that a much simpler approach using the mean gradient 
magnitude (MGM) of the source non-compressed image can be used to reliably 
predict the first JND point of JPEG compression. The method does not require 
complex vision or masking models and determines the optimal JPEG quality 
factor (QF) through a simple rate-distortion function using the computationally 
efficient PSNR metric for objective quality assessment. Reaching the desired 
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PSNR value of JPEG lossy compressed images has been the subject of various 
studies [30-34], and the results can be used here to accelerate the proposed 
approach. 

3 Dataset Description 

Prediction of the first JND (JND #1) was performed on the MCL-JCI dataset, 
which consists of 5,000 JPEG compressed high-resolution images (1080x1920) 
[13], obtained by varying the JPEG quality factor from 1 (worst) to 100 (best 
quality) to generate 100 compressed images for each of the 50 different source 
images. A total of 150 observers evaluated the images using the bisection method 
with at least 30 scores gathered for each image. In this method, observers compare 
compressed images obtained with different quality factors and determine the 
visual threshold when there are no differences between them. Bisection search 
was adopted to speed up the procedure, i.e. to reduce the number of comparisons 
through an iterative procedure with division into half-quality intervals.               
The distribution of multiple JND points was modeled by a Gaussian mixture 
model [13]. 

   
 (a) (b) 

  
 (c) (d) 

Figure 1 
(a) original image with some large homogeneous areas, (b) original image rich with details, (c) and (d) 

are SQF functions of corresponding images above 
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 (a) original (b) original 

  
 (c) JND #1 (QF=46, SQF=0.94) (d) JND #1 (QF=42, SQF=0.90) 

  
 (e) JND #2 (QF=39, SQF=0.92) (f) JND #2 (QF=18, SQF=0.55) 

  
 (g) JND #3 (QF=28, SQF=0.71) (h) JND #3 (QF=10, SQF=0.27) 

Figure 2 
Regions from the original and JPEG coded images (denoted by the red dots in Fig. 1) 
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The subjective trial results are presented through stair quality functions (SQF) 
obtained through analysis and post-processing of raw JND data. They show that 
human observers differentiate between 4 and 8 quality levels. Also, the results are 
mapped into 243 SQF points (linking all quality factors which do not produce a 
noticeable difference), with each original image having at least 3 JND points 
mainly depending on the complexity of the depicted scene. 

For images that are rich in detail, due to the masking effect, the number of JND 
levels (points) will be lower than for images that have large homogeneous regions. 
Examples for two images are given in Fig. 1, one with large homogeneous regions 
(Fig. 1a) and the other rich in detail (Fig. 1b). Along with original images, SQF 
functions (higher is better) are provided – Figs. 1c and 1d. Zoomed versions (blue 
rectangles in Figs. 1a and 1b) of original and JPEG coded images at three lowest 
successive SQF levels (red dots in Figs. 1c and 1d) are shown in Fig. 2. 

From Fig. 2 it can be seen that the images corresponding to JND #1 are of high 
quality and that there is no noticeable difference from the original. On the other 
hand, block effects can be seen in images corresponding to higher JNDs, and the 
difference from the original is noticeable. 

4 Results and Analysis 

As the images from MCL-JCI dataset are in RGB color format, their conversion to 
grayscale (luminance) images was first performed, using the weighted sum of the 
R (red), G (green) and B (blue) components: 

 , 0.299 ( , ) 0.587 ( , ) 0.114 ( , )f n m R n m G n m B n m   . (1) 

We analysed a set of simple features derived from the grayscale images in the 
MCL-JCI dataset – signal standard deviation, entropy, and MGM, and determined 
that MGM has the best agreement with PSNR of the first JND point. Specifically, 
MGM was determined on an NxM grayscale image from the responses to 2D 
Sobel filters applied to it (gx and gy): 

( , ) ( 1, 1) 2 ( 1, ) ( 1, 1)

[ ( 1, 1) 2 ( 1, ) ( 1, 1)]
xg n m f n m f n m f n m

f n m f n m f n m

       
       

, (2) 

and 

( , ) ( 1, 1) 2 ( , 1) ( 1, 1)

[ ( 1, 1) 2 ( , 1) ( 1, 1)]
yg n m f n m f n m f n m

f n m f n m f n m

       

       
. (3) 

From the resulting gx and gy oriented gradient components, MGM information is 
easily obtained according to: 
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2 2

,
max

1 1
( , ) ( , )x yn m

MGM g n m g n m
NM g

  , (4) 

where gmax is the maximum magnitude value, taken as gmax=4.472 for grayscale 
images with a dynamic range 0 to 1 [35] (image f which is an 8-bit unsigned 
integer array with a range of 0 to 255 is linearly scaled to a dynamic range of 0 to 
1 with double-precision 64-bit format). 

Mean gradient magnitude can be viewed as a descriptor of image contrast and 
texture, which are relevant for visibility masking estimation because in regions 
that contain more non-uniform contents more distortion can be tolerated than in 
regions with homogeneous content. This is confirmed in the Fig. 3, which shows 
the original uncompressed images from the MCL-JCI dataset with the smallest 
and largest MGM values. For these two images, the first JND points correspond to 
JPEG compression quality factors of QF=63 and QF=32 [13], respectively. Fig. 3 
also shows JPEG compressed versions of the original images with QF=32, which 
corresponds to the first JND point of the image with the maximum MGM value. 
For this image, no compression degradations are observed, while for an image 
with a minimum MGM value, the image degradations are noticeable in uniform 
regions. 

  
 (а) original image (MGM=0.0122) (b) original image (MGM=0.0902) 

  

 (c) JPEG compressed image (QF=32) (d) JPEG compressed image (QF=32) 

Figure 3 

Original images from the MCL-JCI dataset with: (a) the smallest and (b) the largest MGM values and 

(c) and (d) their JPEG compressed versions with QF=32 
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PSNR is the most widely used full-reference metric and is defined via the mean 
squared error (MSE), computed by averaging the squared intensity differences of 
distorted (d) and reference (f) images, [36]: 

 2

1 1

1
( , ) ( , ) ( , )

N M

n m

MSE d n m f n m
NM  

 d f  (5) 

 2
10( , ) 10 log / ( , )PSNR L MSE d f d f  (6) 

where N and M are the image dimensions and L is the dynamic range of the image. 

Fig. 4 shows the correlation which we obtained between MGM and PSNR of JND 
#1 modelled through a second-order mapping function. Based on this observation, 
we divided the MCL-JCI data into a training set of 25 randomly selected source 
images which we used to train a mapping function between MGM and 
corresponding PSNR of JND #1 points on the condition that it is a falling 
function, which effectively stays constant after reaching its minimum: 

2
1 2 3

min

,
( )

,
c

c

p MGM p MGM p MGM MGM
PSNR MGM

PSNR MGM MGM

   
 


, (7) 

where MGMc is the mean gradient magnitude for which the mapping function 
reaches its minimum value (PSNRmin). 

Obtained least-squares fit parameters, p1, p2, and p3 were then used to predict the 
PSNR of the JND #1 of the remaining 25 source images (test set). Such 
randomised dataset division, training, and evaluation was repeated 200 times. 

 

Figure 4 

Mean gradient magnitude and PSNR of the first JND of the MCL-JCI source images (second order 

mapping function, solid line) 
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Prediction function obtained using mean parameter values over the 200 training 
runs, [p1, p2, p3] = [2115.5, -377, 46.4], is shown on Fig. 5, and is given by: 

22115.5 377 46.4, 0.0896
( )

29.58, 0.0896

MGM MGM MGM
PSNR MGM

MGM

   
 


, (8) 

where for MGM=0.0896 the mapping function reaches its minimum value 
(PSNRmin=29.58 dB). 

 

Figure 5 

PSNR prediction of the first JND point based on MGM 

Agreement between predicted and actual PSNR values of JND #1 over 200 runs 
measured through linear correlation (LCC), Spearman and Kendall rank-order 
correlations (SROCC, KROCC), and MAE is provided in Table 1 (mean 
agreement). The metrics show a high level of agreement between the predicted 
and ground truth PSNR of JND #1 (determined from subjective experiments). 

Table 1 

Mean agreement between the predicted and ground truth PSNR of JND #1 

LCC (%) SROCC (%) KROCC (%) MAE (dB) 

91.54 90.44 75.05 1.21 

This can be compared to five- and ten-fold cross-validation deep learning 
approaches [26-28] which yielded a MAE of 0.69 dB, 0.58 dB, and 0.79 dB, 
respectively. We show that an MAE of just 0.6 dB more can be obtained with a 
significantly simpler and faster approach on a far less favourable 50/50% dataset 
split. 

Fig. 6 shows predicted PSNR values of JND #1, PSNR(MGM), obtained using the 
proposed approach and their relationship to the ground truth of the first three JND 
points, obtained through subjective trials and sorted in ascending JND #1 order. 
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Prediction function used mean parameter values obtained over the 200 training 
runs, Eq. 8. 

 

Figure 6 

Predicted PSNR of JND #1 and PSNR values of the first three JND points  

obtained from subjective trials 

From Fig. 6 it can be seen that the predicted JND #1 PSNR is greater than PSNR 
of JND #2 in 43 out of 50 sources and greater than PSNR of JND #3 in 46 out of 
50, which suggests that a small bias in the predicted PSNR, of ~1.2 dB (MAE in 
Table 1), would eliminate practically all prediction errors and ensure that we 
always obtain an image with no visible compression artifacts. Another way to 
achieve this would be to use a minimum regional MGM instead of a globally 
determined value, which could focus on the most sensitive region but would also 
reduce the achievable compression ratios and thus our method’s efficiency. 

The proposed prediction method trained and validated on the MCL-JCI data was 
tested using independent high resolution (1600x1280) source images from a 
different dataset – JPEG XR [37]. Fig. 7 shows the relationship between PSNR 
and quality factor QF for JPEG XR images woman and p30 with marked target 
JND #1 PSNR and corresponding QF, 38 and 28 respectively. QF is shown in its 
full range, 1 to 100, while in real applications PSNR of JND #1 could be sought in 
iterative procedures over a significantly narrower practical range. 
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 (a) (b) 
Figure 7 

Relationship between PSNR and compression level (quality factor) of test images from the JPEG XR 
dataset: (a) test image woman and (b) test image p30 

Fig. 8 shows JPEG XR test images woman and p30 optimally compressed using 
QF to match the PSNR of JND #1 predicted through Eq. 8 using parameters 
defined above, where no distortions are apparent on normal viewing, as well as 
zoomed 160x160 pixel sections (1.25% of image size) showing that images were 
indeed compressed with blocky artifacts visible only after enlargement – Fig. 8c 
and Fig. 8d. Using perceptually lossless compression preserves the quality of 
source signals while significantly reducing the bit length required to encode them 
from 2 MB to 182 and 102 kB, with compression ratios of 11 and 20 respectively. 
For reference, lossless JPEG encoding on these images achieves image sizes of 
1.36 MB and 1.17 MB respectively. Also, according to some research, websites 
such as Google and YouTube use JPEG compression with a QF of about 75 [5]. 
By applying the proposed method, significant bit-saving performance in signal 
archiving can be achieved, without perceptual loss of information (for the two 
selected images the optimal QF values are 38 and 28). 

The results shown here were obtained for grayscale images, but analogous results 
can be achieved when the proposed method is applied to color images in the 
MCL-JCI dataset. In that case, even greater compression ratios can be achieved 
for pristine images. 

Furthermore, we also found that a good correlation exists between MGM and 
PSNR of the higher JND points – Fig. 9, and we can use this to allow even greater 
latitude in practical systems setting quality/compression compromise 
automatically. Fig. 9d shows second-order PSNR prediction functions for the first 
four JND points, exhibiting a similar trend, with relative differences of 
approximately 1.4 dB (#1 vs. #2), 1.07 dB (#2 vs. #3) and 0.93 dB (#3 vs. #4). 
Linear correlation between the proposed second-order gradient-based prediction 
and ground truth PSNR of JND points #2, #3, and #4 is above 91%. 
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 (a) (b) 

  
 (c) (d) 

Figure 8 
Test images compressed using the quality factor determined by the proposed method: (a) woman image 
compressed using JPEG QF=38, (b) p30 image compressed using JPEG QF=28, (c) top left 160x160 

pixels of image on Fig. 8a and (d) central 160x160 pixels of image on Fig. 8b 
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 (a) (b) 

 
 (c) (d) 

Figure 9 
Predicted PSNR of JND: (a) #2 (LCC=91.87%), (b) #3 (LCC=91.41%), (c) #4 (LCC=93.2%)  

and (d) second order mapping functions for the first four JND points 

One way to reach the desired PSNR value is by applying an iterative procedure 
with multiple compression and decompression, quality assessment, and changing 
the QF value [30]. However, thanks to the orthogonality of DCT, it is possible to 
estimate the PSNR of the spatial domain based on the MSE calculated in the DCT 
domain [31, 32]. This avoids multiple compression/decompression. 

Suppose that for an p-th block (p=1,…,P, where P is the total number of non-
overlapping blocks) reference image has a set of DCT coefficients F(p,k,l) and the 
distorted image has a set of DCT coefficients D(p,k,l), where k=0,…,7 and 
l=0,…,7. F(p,0,0) and D(p,0,0) are the direct current (DC) coefficients that relate 
to the means in the p-th blocks. The differences between coefficients in the block 
are: 

( , , ) ( , , ) ( , , )D p k l D p k l F p k l   , (9) 

and based on them the MSE in the p-th block can be determined: 

 
7 7

2

0 0

1
( , , )

64p
k l

MSE D p k l
 

  . (10) 
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Finally, the estimates of MSE and PSNR in the DCT domain for the entire image 
are: 

 
7 7

2

1 1 0 0

1 1
( , , )

64

P P

DCT p
p p k l

MSE MSE D p k l
P P   

    , (11) 

 2
1010 log /DCT DCTPSNR L MSE  . (12) 

Fig. 10 shows a scatter plot between the PSNR values calculated in spatial (Eq. 6) 
and in DCT domains (Eq. 12) for 243 JPEG images from MCL-JCI dataset (all 
JND points). It is easy to see that the PSNR values calculated in the spatial 
domain are practically equal to the PSNR values calculated in the DCT domain. 

 

Figure 10 

Scatter plot of PSNR vs. PSNRDCT for JPEG MCL-JCI images 

The relationship between the PSNR values calculated in the spatial and DCT 
domains is further illustrated in Fig. 11, using a different degree of compression of 
the same image (test image p30 from the JPEG XR dataset). In the DCT domain, 
compression was introduced using quality factors, on the basis of which 
quantization matrices are determined [4]. In this case, too, it is noticed that the 
PSNR values calculated in the spatial domain are practically the same as the 
PSNR values calculated in the DCT domain. In this way, by determining the array 
of DCT coefficients of all image blocks, it is possible to make a prediction of 
MSE and PSNR. Additionally, by changing the quality factor QF, it is possible to 
adjust the QF to reach the desired MSE or PSNR value without iterative 
compression/decompression. Although in this way an accelerated process of 
reaching the desired value of PSNR has been achieved, in our future research we 
will analyze the achievement of the desired value of PSNR JND #1 without 
iterations [33], through two steps [34] and through the use of a limited number of 
blocks [30]. 
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Figure 11 

Relationship between PSNR and PSNRDCT of test image p30 from the JPEG XR dataset for different 

compression levels (quality factors) 

Prediction of the first JND point for MCL-JCI JPEG compressed images can be 
achieved in the PSNR, QF, and bits per pixel (bpp) domains [28]. Therefore, the 
correlation between ground truth values (determined from subjective experiments) 
and their predictions in these three domains were analyzed (Eq. 8 is used for 
prediction with optimal set parameters [p1, p2, p3] defined above). The scatter plots 
between predicted and ground truth measures values of JND #1 are shown in     
Fig. 12, and quantitative indicators of the degree of their agreement (correlations) 
are given in Table 2. 

Fig. 12 and Table 2 show the lowest degree of agreement between QF ground 
truth and predicted values (LCC=40.58%). In the vicinity of the QF ground-truth 
value of JND #1 there is a very wide region of QF values for which the difference 
between compressed images is very difficult to observe by observers (see Fig. 1). 
The width of this region depends on the content of the image. The wider this 
region, the higher the probability that the predicted values will deviate from the 
ground truth values, so there is a small degree of their mutual correlation.          
The degree of agreement between PSNR ground truth and predicted values are 
significantly higher (LCC=92.02%), so it can be concluded that it is necessary to 
use the PSNR domain to predict the first JND point. 

Table 2 

Agreement between the predicted and ground truth PSNR, bpp and QF of JND #1 

 LCC (%) SROCC (%) KROCC (%) 

PSNR 92.02 91.38 75.18 

bpp 78.71 80.04 61.96 

QF 40.58 48.37 35.37 
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(a) 

 

 (b) (c) 

Figure 12 

Predicted vs. ground truth metrics of JND #1: (a) PSNR, (b) bpp and (c) QF 

Conclusions 

This paper demonstrated that simple to compute mean gradient magnitude can be 
used to reliably predict the PSNR of the first just noticeable difference point as the 
limit between perceptually lossless and lossy JPEG image coding. This allows 
adaptive setting and optimisation of compression ratios meaning the proposed 
method can efficiently reach optimally high compression ratios without visible 
distortions or information loss. Furthermore, it can be used to set optimal 
compression ratios over a wider range of increasingly perceptually visible 
differences points. Additionally, this approach can be used to guide watermark or 
hidden message embedding, allowing the embedded information to remain 
undetected by observers. The agreement (linear correlation) between the proposed 
second-order gradient-based prediction and ground truth PSNR for the first four 
JND points is above 91%. Furthermore, the mean absolute error between predicted 
and ground-truth PSNR values of the first and the most important just noticeable 
difference points is 1.21 dB, which is only 0.6 dB worse than the best result 
achieved by applying a significantly more complex deep learning approach on the 
same image dataset. Also, the paper shows that reaching the desired value of 
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PSNR can be accelerated by its determination in the DCT domain. The proposed 
picture-wise approach can be used in the efficient compression of grayscale and 
color images. 

As different parts of the image (or blocks) may have non-uniform and 
homogeneous content, different just noticeable difference values correspond to 
them. Therefore, one of the directions of further research will be a block-based 
prediction of perceptual visual redundancy. Also, in further work, the possibility 
of applying the gradient magnitude as a feature in the video compression just 
noticeable difference points will be analyzed. 
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Abstract: This paper addresses the case when acoustic energy is applied to plastically 
deformed metals when the “Ultrasonic recovery phenomenon” is observed, which 
manifests itself in a decrease of dislocation density, hardness and yield strength. Based on 
the analysis of the processes occurring in the sonicated material's microstructure, a model 
has been developed within the terms of the synthetic theory of irrecoverable deformation. 
We introduce into the equation governing recovery processes a term for expressing the 
oscillating stress amplitude. The model results show good agreement with the experimental 
data. 

Keywords: ultrasound; plastic deformation; recovery 

1 Introduction 

Ultrasound energy is an effective tool in metallurgy, metal forming, and many 
other industry branches and technological processes. With the effects of 
ultrasound upon metals' deformational properties, the following phenomena can 
be listed: 

(i) Ultrasonic hardening. Acoustic energy propagating through an annealed 
specimen increases the number of crystalline grid defects – mainly dislocations 
and vacancies. As a result, the material's yield strength grows as a function of the 
sonication duration (Fig. 1a). One can see that the yield strength ~ sonication time 
dependency first increases and then reaches a plateau. The yield strength 
increment saturation is explained by the gradual restrain of Frank-Read sources 
caused by dislocations nucleated in preceding cycles. The annihilation of 
oppositely oriented dislocations emitted by sources on parallel atomic planes also 
contributes to the gradual decay in the yield strength's increase. Numerous 
experiments show that the ultrasonic hardening effect is a function of the 
ultrasonic field's intensity [1]-[4]. 
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(ii) Effect of acoustic energy upon the creep characteristics. Creep experiments 
for materials subjected to the preliminary sonication treatment – sonication + 
annealing – show that the ultrasonic treatment exerts a positive impact upon the 
steady-state creep rate. Fig. 1b schematically demonstrates the decrease in the 
creep rate for copper (one minimum) and aluminum (two minimums) caused by 
the dislocation substructure formed during the preliminary ultrasonic treatment. 
As one can see, there are optimal ranges of the sonication duration when the creep 
rate shows low values, which is due to the thermal stability of the ultrasonic defect 
structure. Beyond the optimal ranges, the dislocation substructure loses its 
capacity to impede the creep deformation, and the creep rate tends to its initial 
value. The number of minimums in Fig. 1b depends on the recovery mechanisms 
governing the creep – polygonization for materials with high stacking fault energy 
(SFE) such as aluminum and recrystallization for low SFE (copper) [4]-[7]. 

 

 

 

 

 

 

 

Figure 1 

Schematic plots for the ultrasonic effects upon metals' properties– a) ultrasonic hardening, b) 

dependences of the creep rate upon the duration of preliminary sonication 

(iii) Ultrasonic temporary softening manifests itself when a unidirectional loading 
is coupled with an oscillating one. Fig. 2 schematically demonstrates the effect of 
acoustic energy upon the development of plastic deformation in uniaxial tension. 
When the ultrasound is applied, the value of tensile stress decreases in a step-wise 
manner, and the further development of plastic deformation takes place at lesser 
value of the unidirectional stress. The stress-drop amount is measured to be 
proportional to the energy of acoustic energy or oscillating stress amplitude. 
Although the mechanism of the ultrasonic temporary softening is far from clear, 
researchers use the following suggestions or their combination: 

a) A stress superimposition mechanism implies that ultrasonic waves activate 
anchored dislocations, hardened under ordinary deformation, and decrease 
stresses for further inelastic deformation, 

b) An analogy between the effects of hot deformation and ultrasound action – 
numerous researches suggest that ultrasonic vibration induces sufficient heat 
input to the sample to produce some softening of microstructure. [8]-[15]. 
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(iv) Ultrasonic residual softening or hardening (Fig. 2) are observed after the 
ultrasound is Off, and the material deforms under the action of the static load 
alone. The appearance of one of the phenomenon depends on the changes in the 
material structure during acoustoplasticity. Thus, if acoustic energy induces 
dynamic recrystallization or other softening processes, the residual softening will 
be observed (Fig. 2a). In the case when, e.g., polygonized structure forms during 
the ultrasound-assisted deforming, more significant stress is needed for the further 
development of plastic deformation as ultrasound is Off (residual hardening,     
Fig. 2b) [16]-[18]. 

Figure 2 

Schematic plots for the ultrasonic effects upon the plastic deformation: a) residual hardening,  

b) residual softening 

While the modeling of the phenomena above can be found in Rusinko's early 
works [1] [5] [19], the phenomenon discussed below so far was out of the authors' 
sight. 

(v) Ultrasonic recovery effect. Acoustic energy has a recovery effect upon strain 
hardened materials. 

Kulemin [4] conducted X-ray investigations to study the interference patterns 
evolution during the sonication of plastically deformed aluminum specimens 
( 5 %  ) at 20°C (Fig. 3). Due to the plastic deformation, clear interference 
spots of 0.3-1.0 mm radius of the annealed specimen blur out to 8 mm and 2-3 
mm in the azimuthal and radial direction. After the ultrasonic action, the 
interference spot blurring decreases in both radial and polar directions, which 
testify to the relaxation of stresses of the second kind arisen due to the elastic 
distortions of crystalline grids in plastic deforming. Fig. 4 shows the decrease in 
the dislocation density, caused by the sonication at 20°C of the plastically 
hardened aluminum. As one can see, the dislocation density for the deformed 
material monotonically decreases to its initial value (annealed state) as a function 
of the sonication duration. 
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Figure 3 

X-ray micrograph of aluminum specimen – a) annealed state, b) plastic deformation of 5%,  

c) sonication of the deformed specimen; oscillating stress amplitude 16 MPa, duration 100 min [4] 

 

Figure 4 

Dislocation density vs. sonication time at stress amplitude of 16 MPa [4] 

The ultrasonic recovery is suggested to proceed through polygonization when 
dislocations are built into low-angle boundaries. As a result, the initially distorted 
lattice is rearranging into stress-free blocks separated by the boundaries consisting 
of one sign's dislocations. The formation of the polygonized substructure requires 
the dislocations to leave their slip planes and climb parallel ones. As it is well 
known, the dislocation climb needs vacancies inflow which can be thermally 
activated as it is typical, for example, in elevated-temperature creep or during 
annealing. But since the results from Figs. 3 and 4 are obtained at room 
temperatures, the energy needed for the nucleation and migration of vacancies is 
provided by ultrasound. This result is harmonized with the established fact, that 
one of the features of sonication is an abundant number of point defects 
(vacancies). Fig. 5 confirms the above-considered thoughts about the dislocation-
climb-nature of the ultrasonic recovering. Indeed, the straight slip lines from the 
plastic deformation (Fig. 5a) split into numerous intersected curved lines (Fig. 5b). 
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Figure 5 

Slip lines on the surface of aluminum specimen – a) after plastic deformation, b) after the sonication of 

the plastically deformed specimen, t = 20°C.  400 [4] 

Similar results were obtained at the sonication of cold-rolled steel strips [20], 
which indicate the yield strength decrease in the acoustic field. 

With the intensity of the ultrasonic recovery, the following can be summarizing 
[4] [19]: 

(i) There is a lower limit for the oscillating stress ( m ) beneath which the 

recovery effect is not observed (for example, while 4.3 MPam   and 

5.6 MPam   gives no changes in the hardening-decrease, 8.4 MPam   

already yields the recovery effect [4]) 

(ii) The increase in m  leads to a much steeper decrease of hardness/yield 

strength of the strain hardened material 

(iii) At a given value m , the acoustic energy causes more intensive recovery 

for more significant plastic deformations – the ultrasound-assisted recovery 
mechanisms are accelerating at the greater deformation energy cumulated 
in the material 

(iv) with the sonications time, at significant values of m , the ultrasonic 

recovery can be succeeded by some hardening (in a wave manner), but the 
overall trend remains unchangeable, decreasing hardness/yield strength. 
Such cases are not considered here. 

Our paper is aimed to model the ultrasonic recovery effect in terms of the 
synthetic theory of irrecoverable deformation, which has already shown 
satisfactory results in the analytical description of ultrasonic softening and 
hardening [1] [5] [19] [21]. 
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2 The Synthetic Theory and Its Extensions for the 

Case of the Ultrasonic Recovery 

2.1 Basic Equations 

In terms of this theory [20], plastic deformation at a point of the body – plastic 
strain deviator vector ( e ) – is determined via deformations at the micro-level of 
material, i.e., as a sum of plastic shifts in active slips systems where the Schmidt 
law conditions are met – the resolved shear stress exceeds the material yield 
strength: 

N

V

dV e N  (1) 

N  – plastic strain intensity – is an average measure of plastic deformation within 

one slip system. 

The synthetic theory formulates a yield criterion and strain hardening rule in terms 
of three-dimensional stress deviator space 3S . It does not deal with a yield surface 
itself, but with its tangent planes, i.e., the yield surface is considered an inner 
envelope of the tangent planes. The location of planes is defined by their distances 

( )NH  and unit normal vectors  N . For a virgin state, the synthetic theory works 

with the Von-Mises yield criterion, which results in the set of equidistant planes in 
all directions (Fig. 6a). 

A stress vector ( S ) represents loading, whose coordinates are composed of the 
stress deviator tensor components. During the loading, the stress vector shifts at its 
endpoint a set of planes from their initial positions (Fig. 6b). The planes' 
movements at the endpoint of the stress vector are translational, i.e., the plane 
orientations keep changeless. Planes, which are not located at the endpoint of the 

vector S , remain stationary. The plane's displacement at the stress vector's 
endpoint represents a plastic flow within the corresponding slip system. 
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Figure 6 

Yield and loading surface in terms of the synthetic theory in S1-S2 coordinate plane for uniaxial tension 

(λ = 0) 

We define the plastic strain intensity – the plastic flow rule on the micro-level of 
material – through the carriers of irrecoverable deformation, defect-intensity 
( N ): 

–N N Nd rd K dt    (2) 

where r  is the model constant determining the slope of the stress-strain diagram 
in its plastic portion, and K  is a function of temperature and acting stress, which 
governs the steady-state creep rate [20]: 

   1 2 0 ,K K T K   (3) 
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 1 exp – ,Q
K T

RT

   
 

 (4) 

  2
1 0 0

9 3
.

2 2
kcr

K  


  (5) 

In the formulae above Q  is the thermal activation energy, T  is the temperature, 

0  is the Von-Mises stress, c  and k  are the model constants. 

The hardening rule of a material is defined through the distances to the tangent 
planes 

2 2
2 2 ( ) for planes reached by :  

0            for planes not reached by :   
 

 
S N

N N S

N

S H
H S

H


       
 

S N S S N

S S N
 (6) 

SS  is a radius of the Von-Mises sphere; 2 3S SS  , where S  is the yield 

strength of a material in uniaxial tension. It is clear from (6) that the greater plane 
distance is, the more significant stresses are needed to continue plastic deforming. 

In uniaxial tension, the stress vector ( 2 / 3 ,0,0)S  extends along the 1S  axis, 

and the plane distances are 

1 1 2 / 3 sin cosNH S N      (7) 

For plastic deformation, when the time-dependent term in (2) can be neglected, we 
get from (2) and (6) the following expression 

  2 22 / 3 [(  ) ]N SN sin sr co       (8) 

The loading surface consists of two parts: a) sphere as the envelope of stationary 
planes and b) cone whose generator is constituted by the boundary planes  

(angle 1  in Fig. 6b) shifted by S . 

Now, the integration in (1) gives the component of plastic strain vector component 
as 

1

1

2
2 2

0
0

4
[( ) ] ( )

3 Se sin cos sin cos cos d d a b
r





               (9) 

where 

2

0 ,
9

Sa
r


  (10) 
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2
2 2 2 4

2

1 1 1
( ) [2 1 5 1 3 ln ],

b
b b b b b

bb

 
       (11) 

1sin .Sb





   (12) 

2.2 Post-deformed State, Ultrasonic Recovery 

After the plastic strain is over ( 0Nd  ), Eq. (2) takes the following form 

– .N Nd K dt   (13) 

The solution of the differential equation above gives 

0 exp(– ),N N Kt   (14) 

where 0N  reflects the number of defects cumulated in the material during plastic 

deforming, Eq. (8). 

Formula (14), together with (6), means that the tangent planes start moving 
towards the origin of coordinates (Fig. 6c): 

2
0

3 exp(– ).
2N S NH Kt    (15) 

As it follows from (6) and (15), only the planes translated by the stress-vector 
during plastic deforming take part in the movement. 

To adopt Eq. (14) for modeling the phenomenon that the acoustic energy leads to 
the recovery of work-hardened materials' mechanical properties, we propose the 
following. 

Since the ultrasonic recovery experiments were held at the stress-free state, the 
function K  defined via formulae (3)-(5) is inapplicable because 0K   at 0 0   

and we obtain no change in NH . Further, since the thermally activated processes 

at room temperature exert a feeble effect, we need to insert into the function K  a 
term that expresses the recovery processes induced by ultrasound. 

We replace the function K  from (15) by 

  2

1 max ,
A

U mK K A H   (16) 

where m  is the oscillating stress amplitude, maxH  is the maximum plane distance 

for the whole loading history, 1A  and 2A  are the model constant to be chosen for 

the best fit between the analytic and experimental results. 
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Therefore, now the degree of hardening – the plane distances in terms of the 
synthetic theory – obeys the following relationships: 

  22
0 1 max

3 exp(– ).
2

A

NU S N mH A H t     (17) 

Let us analyze the modification proposed in Eqs. (16) and (17). The appearance of 
a term depending on the intensity of sonication ( m ) in the function that governs 

the decrease of the plane distances reflects the experimental fact that the acoustic 
energy can induce alone the recovery processes in plastically deformed materials. 
It is clear that UK K  in the absence of ultrasonic energy ( 0m  ), i.e., we 

return to the case as with formula (3). Further, we defined UK  via the product 

maxmH  to reflect another experimental fact that the greater values of strain 

hardening (plastic deformation) lead to more intensive recovery during the 
sonication at a given intensity of ultrasound and its duration. maxH  is defined via 

formula (7) at 0   and 0  : 

max 1 1 2 / 3H S N    (18) 

So maxH , via  , bears in itself the information on the degree of plastic 

deformation. 

2.3 Results and Discussion 

To inspect the modifications we proposed above, let us compare model results 
with experimental data [4] on the temporary decrease of Vickers hardness number 
(HV) of aluminum specimen plastically deformed in uniaxial tension on two 
values: 1 3.6 %   and 2 6.8 %   (Fig. 7). The sonication of the strain hardened 

specimen is conducted by the longitudinal oscillation of amplitude 10 MPam  . 

Both the plastic deforming and the sonication take place at room temperature.     
To relate the value of HV to the yield strength in uniaxial tension S , we address 

the results on the correlation between Vickers hardness number and yield strength 
for aluminum, which states that 17.4HV   corresponds to 23.4 MPaS   [22]. 

We preserve the relation / 0.744SR HV    not only for the start of plastic 

deforming but for formula (17) as well: 

  22
0 1 max

3 exp(– ).
2

A

S N mHV R A H t      (19) 

To apply the formula above, first, we need to choose the constant r  to make sure 
that it gives correct HV  for the plastically deformed specimens. For this purpose, 

(i) We utilize formulae (9)-(12), which give  ~  relation 
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(ii) From the  ~  relationships, we take those values of the stresses 
( 1 31.0MPa   and 2 33.6 MPa  ) that correspond to 1 3.6 %   and 

2 6.8 %   

(iii) On the base of (8), we calculate 0N  for 1  and 2  

(iv) Formula (19) at 0t   gives the values of HV  for the plastic deformation 
caused by 1  and 2  

As a result, we obtain two points on the HV ~ t diagram at 0t   

 

Figure 7 
HV vs. sonication time plots for the plastically deformed aluminum specimen: 1 3.6 %   and 

2 6.8 %  .  - experiment [4], lines - model 

The next step is to model the decrease in HV  as a function of sonication time by 
formula (19). Fig. 7 demonstrates the model HV ~ t curves constructed at the 

following constants' values:  2
1214

1 7.136 10 MPa sAA


   , 2 4.0A  . As in the 

experiment, the model curve at 2 6.8 %   shows a quicker decrease in HV  than 

that at 1 3.6 %  . It is in full accordance with the experimental fact that the 

initial strain hardening increase boosts the acoustic field's recovery processes. 

Conclusions 

In this work we developed a model that analytically describes the phenomenon of 
ultrasonic recovery. For the mathematical apparatus, we utilized the synthetic 
theory of irrecoverable deformation, which has shown itself to be an effective tool 
for modelling the various problems that are related to ultrasound-assisted 
processes. We extend the synthetic theory, via the introduction of a new term 
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accounting, for the presence of oscillating stress. As a result, we obtained a plot 
for the micro-hardness of plastically deformed aluminum specimens, that are 
subjected to sonication. The results show a good agreement with the experimental 
data. 
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Abstract: Maintenance is one of the more important processes that affect productivity and 
creates added value, for the main process within every company. The aim of this paper is to 
highlight the process of vehicle fleet maintenance and the evaluate the economic and 
technical benefits, in terms of optimizing the maintenance process. We used economic, 
comparative analysis to evaluate the maintenance process. Pareto analysis on the principle 
(80/20%) presents critical service activities for each type of bus. Critical services of the 
maintenance process are shock absorbers, cooler, planning service, brake lines. Important 
features of the maintenance process are cost optimization, capacity planning, workload 
utilization, optimal material delivery and monitoring the fulfillment of the plan for every 
company, in various areas of industry. The solution to the problems of fleet maintenance is 
the introduction of a proactive maintenance approach, aimed at improving the individual 
activities and capabilities of the vehicles used in the process. 

Keywords: maintenance; efficiency; plan; life cycle; vehicle fleet 

1 Introduction 

Since early 2000, proactive maintenance in Europe, and prognostic and health 
management in the US have been developed to go beyond classical maintenance 
strategies. Both use the monitoring parameters, which allow the failure prevision 
of machines [1]. Preventive maintenance is planned and is performed before the 
machines fail [2] e. g. it prevents the machines from closing due to the degrading 
[3] (deterioration, such as wear, fatigue, and corrosion are common [4]). The aim 
of proactive maintenance is using historical data, empirical tests and statistical 
calculations to avoid machine breakdowns [5]. Urban buses require different 
levels of preventive maintenance. The higher level of the preventive maintenance, 
the more maintenance cost will arise [6]. 
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Buses, in bus transportation companies, are maintained regularly in a fixed time or 
mileage intervals in maintenance depots [7]. The important component in the bus 
transit operations planning process is the scheduling of maintenance activities [8]. 
In work [9] was compared the operational efficiency of the urban buses in various 
stages of their operational life. Work [10] deals with the implementation of the 
prescribed maintenance of buses and the maintenance costs were analyzed by 
Pareto. Maintenance has changed from corrective to preventive to predictive and 
proactive [11]. 

Proactive maintenance is a key instrument for the vehicle fleet of bus transport. 
Her significance is in economic, technical, social, environmental benefits. Industry 
4.0 concept or in integrating the smart system in transport is also an important step 
around the sustainability of bus transport in every state. High costs and high 
energy consumption are factors for changes in the vehicle fleet of bus transport 
areas. Rajput et.al said Industry 4.0 is progressing exponentially and offers a 
productive output in terms of circular economy and cleaner production to attain 
ethical business by achieving accuracy, precision, and efficiency also in the 
vehicle fleet [12]. Preventive maintenance in bus transport is an instrument for 
improvement. Proactive maintenance is a strategy to prevent malfunctions. 
Proactive maintenance has tasks that we divide into three categories: planned 
renewal, planned decommissioning, determining the conditions for monitoring the 
condition [13]. This strategy includes both preventive and predictive maintenance 
(Figure 1). Maintenance is one of the important processes of vehicle fleets.         
All processes affect the efficiency and functionality of the fleet vehicles, for bus 
transport purposes. 

 
Figure 1 

Maintenance according STN EN 13 306 
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The method of maintenance management is an important element of effective 
management of the entire organization. Maintenance is the process of managing 
technical and administrative activities throughout the life cycle of an object 
(Figure 2). 

 

Figure 2 

Economic life cycle of vehicle [13] 

The aim of proactive maintenance is to maintain or restore its condition in which 
it can vehicle perform the required function, considering optimal costs and quality, 
safety, and environmental requirements. Maintenance is a set of activities that 
ensure the technical competence, readiness, and economic operation of the basic 
vehicle. It is a set of measures for securing and assessing the actual condition of 
machinery and equipment, as well as for maintaining and restoring their desired 
condition. The scope of maintenance activities is not specifically specified, this 
includes treatment (maintenance by cleaning and lubrication), inspection, repairs 
in case of equipment failures. Bashar et. al. commented that total productive 
maintenance (TPM), people management (HRM), and organizational performance 
are connected and influence the business profit of organizations [14]. The next 
possibility of bus transport is a hybrid system. Wang et al. [15] presented a hybrid 
system for sustainable cities that contains a combination of a bus system with a 
bike system. It means a low-carbon transport system because the bus system 
creates high CO2 emissions. The hybrid system reaches the most environmentally 
friendly state for big cities. The change of fuel to biodiesel can significantly 
reduce CO2 emission and energy consumption of the current bus system. The next 
problem in the bus transport area is periodic maintenance and long-term plan for 
daily parking, the assignment of bus blocks in the frame of compatibility. David et 
al. [16] have solved the problem with public transit, which aims to assign vehicle 
blocks of a planning period to buses in the fleet of a transportation company. They 
suggest a state-expanded multi-commodity flow network. This model takes bus 
parking constraints into account and assigns preventive maintenance.                  
An important part of bus transport is bus stop and information at the bus stop for 
customers. Intelligent systems create opportunities for improvement in bus 
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transport. These include smart meters, smart street lightings, smart gas stations, 
smart parking lots, and smart bus stops. Kamal et al. [17] said that the advent of 
smart sensors, single system-on-chip computing devices, the Internet of Things 
(IoT), and cloud computing is facilitating the design and development of smart 
devices and services in bus transport. They present major enhancements to the bus 
stops by installing air-conditioning units, but without any remote monitoring and 
control features. They present a smart IoT-based environmentally friendly 
enhanced design for existing bus stop services. Lauth et al. [18] present a 
methodology that addresses the challenges of designing a depot for electric 
vehicle fleets - bus. The wide variety of possible solutions are structured using a 
morphological matrix. A modular simulation and planning tool are introduced 
which takes technical and operational aspects into account. All these changes 
create an innovative approach in bus transport and services like maintenance, 
parking. In cities, public transportation service plays a vital role in the mobility of 
people. Introduction of a new route or increase in the frequency of buses, the 
nonrevenue kilometers covered by the buses increases as a depot and route 
starting/ending points are at different places. This problem is the next opportunity 
for improvement. Mahadikar et al. [19] said, that the reduction of dead kilometers 
is necessary for the economic growth of the public transportation system. They 
obtained information that minimizing dead kilometers depend on optimizing the 
allocation of buses to depots depending upon the shortest distance between the 
depot and route starting/ending points. On the base, this information began to 
solve the reduction of dead kilometers. Regular maintenance, which is performed 
according to a predetermined schedule, represents preventive maintenance.           
A special case of a preventive strategy is predictive maintenance and is focused on 
detecting warning signs of damage that has already begun [20]. Periodic resp. on-
line condition monitoring and maintenance will be performed if the deterioration 
of the condition to a certain specified extent is detected [21]. In this case, 
however, maintenance will only work on parts whose condition has been recorded 
as deteriorated. This prevents the fault, but usually does not eliminate the primary 
cause of the deterioration. 

2 Material and Methods 

As part of the research, we proceeded based on the algorithm of steps (Figure 3), 
which was the basic tool for managing the implemented project. Various methods 
were used in solving the project, such as analytical, simulation, experimental, 
graphical. We deal with the economic life cycle of vehicles in the phase of 
reproduction and the phase of disposal. The economic life-cycle of vehicles in the 
phase of reproduction means the modernization of vehicles, repair of vehicles, or 
buying new vehicles with the same characteristics. 



Acta Polytechnica Hungarica Vol. 18, No. 8, 2021 

 – 239 – 

 
 

Figure 3 

Algorithm of research 

In the area of economic analysis, we used Pareto analysis. In the field of quality 
management, it is one of the most effective, commonly available and easy-to-
apply tools. It states that 20% of the causes, are causally related, to 80% outcomes 
of poor quality. It makes it possible to separate the essential factors of a certain 
problem from the less significant ones and to show which direction to focus on 
efforts to eliminate shortcomings in the quality assurance process. We rank the 
causes from the largest to the smallest value. Let us create a bar graph. 

We determine the percentage of causes based on the formula Structure (S): 𝑆  % 𝑋𝑖𝑆𝑈𝑀 𝑋𝑖 ∗ 100(%) 

                                                                         
(1) 

Then we determine the Lorenz curve using cumulative percentages and plot a line 
graph. According to the Lorenz curve, we determine the maintenance services that 
are critical and that need to be addressed in the transport company, because they 
represent high costs for buses maintenance. 

2.1 Description of the Current State of the Vehicle Fleet 

To carry out the research of the vehicle fleet, it was necessary to prepare a 
description of the current state of the vehicle fleet-buses. The research was 
focused on the fleet of buses operated by the transport company. The aim of the 
research was to determine the condition of the vehicle fleet and the efficiency of 
the bus maintenance process, due to the technical and economic problems of the 
transport company. The first prototype of the SOR NB 12 (Figure 4) bus was 
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manufactured in 2006 by the Czech manufacturer SOR Libchava. It was put into 
operation in 2012. 

 
Figure 4 

Vehicles SOR NB 12 

Iveco Crossway LE 12M (Figure 5) was manufactured in 2008. The buses were 
manufactured at the Irisbus Iveco plant in Vysoké Mýto in Czech Republic. 

 
Figure 5 

Vehicle Iveco Crossway LE 12M 

Iveco First FCLLI buses (Figure 6) were manufactured in Slovakia in the 
company Rošero - P in the year 2008. The reason for purchasing this bus was the 
need to provide transport, more economically, on connections that are unprofitable 
for classic buses. They started in operation in 2009. 
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Figure 6 

Vehicle Iveco First FCLLI 

3 Results 

In the research analytical portion, we focused on the economic analysis of the 
maintenance process in the bus fleet. In the first step, we monitored the activities 
in the maintenance process according to category M1 for selected buses. As part 
of the fleet research, we performed an analysis of service activities (Table 1) in the 
category: Service standard. The basic criteria for the service standard category are 
the distance traveled 40,000 km, complete bus service once a year, or the number 
of bus hours 800 hours. Some service activities are not necessary for the specified 
category M1. 

Table 1 

Analysis of service activities 

Type of service activities M1 SOR NB12 

IVECO 

CROSSWAY 
LE12M 

IVECO 

FIRST 
FCLLI 

Engine oil change   • • • 
Engine oil filter replacement  • • • 
Fuel pre-filter cartridge replacement    • 
Engine blow by filter replacement  • •  

Replacement of the antifouling filter • •  

Checking the fluid level in the hydraulic 
system  

• • • 

Total chassis lubrication   • •  

Checking the condition of various belts   • • • 
External radiator wash   • •  

Checking the effectiveness of the axle vent     • 
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Type of service activities M1 SOR NB12 
IVECO 
CROSSWAY 
LE12M 

IVECO 
FIRST 
FCLLI 

Inspection of tie rods, joints, and steering shaft   • 
Check the tightness of the hydraulic brake 
lines and the cooling system 

• • • 

Check the wear rate of the brake discs and 
brake pads  

• • • 

Check the engine EDC system with E.A.SY    • 
 Ad blue device test using E.A.SY function  • •  

Check on the road   • • • 

Based on detailed economic analyzes for the service activities of the bus fleet, we 
found the activities that are financially the most expensive for the transport 
company (Table 2). These activities include in particular: Planning service, Belts, 
Replacement engine oil, Testing of failure, Oil filter, Radiator wash, Brake lines, 
Cooler, Shock absorbers. In addition to these critical activities and spare parts, 
other important activities are performed in the bus maintenance system, and 
various spare parts are needed. However, they are not that expensive and do not 
pose a significant problem within the fleet maintenance system. Given that the bus 
fleet maintenance system presents both economic and technical problems, it is 
necessary to analyze critical service activities. 

Table 2 

Type of critical service activities 

Type of service activities, 

replacement parts (€) SOR NB12 
IVECO 

CROSSWAY 
LE12M 

IVECO 

FIRST 
FCLLI 

Planning service  1800 850 180 

Belts  1400 560 60 

Replacement engine oil  1200 1100 80 

Testing of failure  800 300 95 

Oil filter  750 600 35 

Radiator wash  500 200 25 

Brake lines  350 750 110 

Cooler  2100 4500 350 

Shock absorbers  2860 3000 460 

3.1 Economic Analyses of the Vehicle Fleet 

Based on the performed Pareto analysis according to formula (1), we found 
critical service services that are very costly for individual types of buses. 
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The type of bus SOR NB12 (Figure 7), based on Pareto analysis, presents critical 
service activities as an 20/80% split, the critical services are shock absorbers, 
cooler, planning service, belts and the replacement of engine oil. The critical 
activity limit is determined based on a point on the Lorenz curve of 80% and are 
perpendicular to the x-axis. The economic aspect is the movement of costs at the 
level from 1200 € to 2860 €. Those activities or spare parts are the critical 
category 20% of maintenance activities and 80% costs of maintenance. 

 

Figure 7 

Pareto analysis SOR NB12 

The type of bus IVECO CROSSWAY LE12M (Figure 8) based on Pareto 
analysis presents critical service activities on the principle (20/80%). They are 
cooler, shock absorbers, replacement engine oil, planning service. The critical 
activity limit is determined based on a point on the Lorenz curve of 80% and a 
perpendicular to the x-axis. The economic aspect is the movement of costs at the 
level from 850 € to 4500 €. Those activities or spare parts are the critical category 
20% of maintenance activities and 80% costs of maintenance. 
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Figure 8 

Pareto analysis IVECO CROSSWAY LE12M 

The type of bus IVECO FIRST FCLLI (Figure 9) based on Pareto analysis 
presents critical service activities on the principle (20/80%). They are shock 
absorbers, cooler, planning service, brake lines. The critical activity limit is 
determined based on a point on the Lorenz curve of 80% and a perpendicular to 
the x-axis. 

 

Figure 9 

Pareto analysis IVECO FIRST FCLLI 
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The economic aspect is the movement of costs at the level from 110 € to 460 €. 
Those activities or spare parts are the critical category 20% of maintenance 
activities and 80% costs of maintenance. 20% of maintenance activities account 
for 80% of maintenance costs and therefore it is necessary to pay attention to these 
activities in the maintenance process. 

3.2 Creation of Model of Proactive Maintenance 

Critical maintenance activities as cooler, shock absorbers, replacement engine oil, 
planning service, brake lines, belts need to be planned as part of preventive 
maintenance. It is important to plan for these critical activities in the maintenance 
process for the bus fleet as part of proactive maintenance (Figure 10) to minimize 
the cost of spare parts and critical activities in the maintenance process. 

 

Figure 10 

Proactive model of maintenance management 
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Proactive maintenance requires the planning of activities that prevent bus 
breakdowns. In this way, they minimize activities related to repairing faults, 
replacing spare parts, and performing regular preventive service activities.         
The proactive maintenance model is based on the use of change management 
approaches in terms of technical and diagnostic control of vehicles - buses, 
maintenance planning focused on preventive maintenance, implementation of 
maintenance activities with a focus on cost minimization. 

3.3 Evaluation of Vehicle Fleet and Improvement 

Based on the above approach, it is possible to achieve changes in the maintenance 
process and create an effective maintenance system in the transport company's bus 
fleet. High bus maintenance costs, lack of spare parts, lack of functional buses are 
problems for the vehicle fleet. Focusing on the new three approaches according to 
the proactive maintenance model will bring the transport company improved 
maintenance planning, improvements in the implementation of maintenance 
activities, improved operational reliability of vehicles-buses, which ultimately 
means satisfying customer requirements. 

4 Discussion 

Proactive maintenance is orientated on new innovative approaches in maintenance 
(TPM, RCM). According to the level of generations of maintenance, all the firms 
can decide, what form of maintenance use from the view of care for vehicles 
(Figure 11). The tendency of maintenance depends on the character of the firm. 
The third generation of maintenance level is orientated on reliability, security, 
quality, costs, environment, and durability of the vehicle. This approach is 
preferred around maintenance management circles today. 

 

Figure 11 
Generation of maintenance management 



Acta Polytechnica Hungarica Vol. 18, No. 8, 2021 

 – 247 – 

Rajput et. al [12] said Industry 4.0 offers a productive output in terms of circular 
economy and efficiency. This approach is used in transport companies so, that 
bring implementation proactive maintenance in vehicle fleet for buses.             
This proactive maintenance brings economic benefit in reduction of costs and 
technical benefit for the realization of maintenance activities and buying new 
spare parts for vehicle fleet buses. Bashar et al. [14] commented that total 
productive maintenance (TPM), people management (HRM), and organizational 
performance are connected and influence the business profit of organizations.    
This connection brought for the vehicle fleet important significance because the 
transport company implemented proactive maintenance, the employees of 
maintenance absolved training, the performance of the transport company was 
improved, and maintenance reduced all cost for three buses of the vehicle fleet. 
Wang et al. [15] presented a hybrid system for sustainable cities that contains a 
combination of a bus system with a bike system. This transport company offer 
service for cities in bus system only. Transport company does not competencies 
for implementation hybrid system, because it is opportunities for the public sector. 
It is possible to create a hybrid system with a bus system, bike system, train 
transport. 

Conclusion 

Maintenance is one of the most important processes that affect productivity and 
creates added value, for the main process, within every company. Proactive 
maintenance is a key instrument for the operation of vehicle fleets of bus transport 
and its significance is in terms of economic, technical, social and environmental 
benefits. High costs and high energy consumption are factors for changes in the 
vehicle fleet of bus transport areas. The aim of this work was to describe the 
process of vehicle fleet maintenance and provide an evaluation of economic and 
technical benefits, in terms of the optimization of the entire maintenance process. 
We used economic, comparative analysis to evaluate the maintenance process and 
the Pareto analysis, based on the 80/20% principle. The results provide critical 
service activities for each type of bus. Critical services of the maintenance process 
are shock absorbers, cooler, planning service, brake lines. Paramount, in the 
maintenance process, is cost optimization, capacity planning, workload utilization, 
optimal material delivery and monitoring the fulfillment of the plan in each 
company and in various areas of industry. The Industry 4.0 concept, or in 
integrating the smart system in transport, is also, an important step in the 
sustainability of bus transport. 
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