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Abstract: This paper presents the solution of multi-objective optimization of the production 
process of an automated assembly line model, where combination of conventional 
mathematical methods and methods of artificial intelligence is used. Paper provides the 
description of methods used in this process, modifications that were realized in the 
computational process of NSGA - II evolutionary algorithm as well as the solution of the 
production process optimization respecting all the defined constraints. The first part of the 
solution, the definition of the set of non-dominated (Pareto optimal) alternatives, is realized 
by the modified NSGA – II evolutionary algorithm. From the Pareto optimal solutions, 
choosing the best solution using various mathematical metrics is presented. Approach for 
the synthesis of the results obtained from various mathematical metrics used to resolve the 
task is also mentioned with the scope of objectivization of the optimization process. 
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1 Introduction 

The optimization process is usually used for choosing the best possible solution of 
a particular task. To ensure that this solution can be found in a qualified manner, it 
is necessary to create a mathematical model as accurately as possible in order to 
describe the optimization task properly. The model itself includes quantifiable 
parameters (objective functions) for measuring the rate of success of optimized 
criteria (e.g. profit). The model may also contain constraints (e.g. maximum 
amount of invested capital). Modelling is followed by finding a solution for a 
given optimization task using a suitably chosen algorithm. It is also necessary to 
verify and evaluate the obtained solution (whether it is a valid solution to the 
resolved task) and to interpret the result correctly. 
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Methods of mathematical programming are used to solve optimization tasks with 
one objective function. Depending on the type of objective function, these 
methods can be divided into linear or non-linear programming methods, integer 
programming methods, parameter programming methods, stochastic programming 
methods, etc. The overview of optimization algorithms for solving various 
optimizaiton tasks can be found in [24]. 

In the process of optimization of production lines, one of the main requirements is 
the definition of optimization goals, what may include the minimizing number of 
workstations (posts), minimizing the time of production cycle, maximizing 
production line efficiency, cost minimization, maximizing profit, maximizing or 
minimizing the various factors affecting operations performed at a weak spots of 
the production line. Each of these objectives should be defined by an objective 
function, which values should be minimized or maximized (depending on the goal 
of the optimization process). [3] 

In most cases, there is more than one objective, which should be optimized to 
satisfy the needs of the decision-maker. There are two basic types of methods used 
for resolving multi-objective optimization (MOO) tasks: 

 Conventional methods – these are represented by mathematical metrics for 
choosing the best solution within the defined portfolio of alternative solutions 

 Methods of artificial intelligence (AI) - represented by a number of 
algorithms VEGA (Vector Evaluated Genetic Algorithms) group, mostly used 
for defining the set of non-dominated solutions. 

For defining the Pareto optimal set of solutions, conventional approaches 
aggregate the objective functions into a simple parametrized objective function. 
Several runs with different parameters of this objective function are realized in 
order to approximate the Pareto front. [31] 

Except for conventional methods, artificial intelligence methods (especially 
evolutionary and genetic algorithms) are also used to solve the problems of MOO. 
Evolutionary algorithms represent the approach for finding the best solutions with 
trying a relatively small number of possible solutions, as the scope of possible 
solutions is very extensive in many cases. Some evolutionary algorithms from this 
group can cope with various forms of objective functions and resolve tasks with 
complicated Pareto sets (MOEA/D or NSGA-II) [18]. This complexity was one of 
the reasons for choosing the NSGA-II algorithm for finding the Pareto optimal 
solutions. The evolutionary algorithm is based on the population of individuals. 
This population usually contains more individuals, often hundreds or even 
thousands. The first population is typically generated randomly. This population is 
then reproduced and the best individuals are kept in the evolutionary process, 
while the worst are excluded. [5] 

For solving multi-objective optimization problems, VEGA (Vector Evaluated 
Genetic Algorithms) are used. Closer description of this group of algorithms can 
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be found in [5] and [1]. The motivation for choosing the combination of 
conventional and AI methods to solve the MOO problem of the production 
process on assembly line model placed within Center of Modern Control 
Techniques and Industrial Informatics (CMCT&II) within DCAI FEEI TUKE 
arose seeing the wide application potential of these methods. In system reliability, 
redundancy allocation problem was resolved using the NSGA algorithm in [28]. 
In assembly line balancing, the use of multi-objective genetic algorithm (MOGA) 
is presented in [19], ant colony algorithms are described and applied in [2] and 
[25], tabu search algorithm is mentioned in [17]. Genetic algorithms can be also 
be used for solving assembly sequence planning, which is shown in [11]. Other 
application possibilities are mentioned in [14]. Other possibilities of using AI 
methods for optimization is described in [29], while the novel AI optimization 
approaches and algorithms are presented in [23], [27], [22]. 

The goal of the MOO process described in the paper is definition of the number of 
different types of products, satisfying the goals (maximizing profit and 
maximizing the amount of saved time) and respecting the constraints (limited 
supplies, limited storage capacity) of the optimization process. Combination of 2 
different approaches used for solving the MOO task, as well as synthesis of partial 
results obtaind by using different conventional methods is considered as a novel 
approach in the field assembly line optimization. 

 

Figure 1 

Schematic view on the assembly line model and the final product 

In the first phase of the multi-objective optimization, artificial intelligence 
methods were used, namely the modified NSGA-II evolutionary algorithm for 
specifying the Pareto front of this multi-objective optimization task. It is also 
possible to use conventional methods to identify the Pareto front, but especially in 
the complex types of objective functions, it is easier to use evolutionary 
algorithms. In the second phase, from the Pareto front solutions, the optimal 
solution to the MOO task is chosen using conventional methods. Since there are 
many optimal solution selection methods, synthesis of solutions obtained by 
various methods was realized and the optimal solution for this task was chosen. 
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Within the paper, methods used for solving MOO tasks are presented in the 
second chapter, where 2 main approaches are described: conventional 
mathematical approach and artificial intelligence approach. Using the combination 
of these approaches for solving the optimal production process of assembly line 
model is presented in the Chapter 3. 

2 Multi-Objective Optimization Task and Methods 

The optimization task generally has the form of minimizing (maximizing) an 
objective function 

1 2{ , , , }nf x x x          (1) 

while taking into account the restrictive conditions (constraints) 

 1 2, , , ,     1,2, ,i ng x x x for i n          (2) 

The multi-objective optimization (MOO) task is defined by the mathematical 
description of optimized system. This system is characterized by the functional 
J(x) = (J1(x), J2(x), ... , Jk(x)), where x= (x1, x2,….xn) is the vector of variables 
used to define the mathematical model of the system. Solution of the MOO task is 
x* ϵ {X}, which is the optimal solution of the functionals J1(x), J2(x), ... , Jk(x). 

2.1 Conventional Methods 

Conventional methods of MOO are closely described in [16]. Solving the MOO 
task using the conventional methods applied on the economical investments is part 
of [7]. 

2.1.1 Methods Defining the Set of Non-Improving Points 

In this group of methods there is no hierarchy of objectives. MOO task can be 
defined as minimization of vector J(x) - J(xα), where xα is the optimal solution of 
αth objective of MOO task. 

Quadratic Metric 

The most common decision parameter using this metric is minimum of the 
squared difference between values of objective functions for solution x and values 
of objective functions for ideal solution xα. 

   
1

2(( ) )
k

R x


 α α αJ x J x  α= 1,2,…,k    (3) 
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Frequently, the deciding parameter of this metric is furtherly divided by values of 
optimal solution, in order to get a result in dimensionless form. The formula for 
this metric is defined as: 

     
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Linear Metric 

This metric is defined as the sum of variations between the values of objective 
functions for every solution and optimal values of particular objective functions. 
Optimal value R(x) is counted as: 

     
1

(
k
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  α α αJ x J x       (7) 
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Generalized Metric 

The formula for finding the optimal value RL(x) is given as 

       
1

1

(
k

L L
LR x



  α α αJ x J x      (9) 

2.1.2 Compromising Methods 

This group of metrics is based on adding the weights of optimized objectives into 
the optimization process. The search for the optimal solution of the MOO task is 
realized by minimizing the function 

     1 1 2 2 k kJ J J   x x x                   (10) 

where β1, …,  βk are weight coefficients. It is recommended to set their values to 
β1=1/J10, β2=1/J20, …, βk=1/Jk0, where Jk0 are values reached by optimization of kth 
criterion. These metrics are used, if the decision maker is able to define the 
importance of optimized criteria before the start of optimization process. Weights 
of particular optimized criterion will be labelled as λ. [16] 
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Weighted Sum of Values of Objective Functions 

The metric is defined as 

   
1

 
k

opt R x opt


  α αλ J x                   (11) 

Optimal solution is represented as the maximum or minimum of the weighted sum 
of values of all objective functions. 

Weighted Sum of Deviations 

Using this metric, the formula for calculating the R(x) parameter is defined as: 

     
1

* (
k

R x


  α α α αλ J x J x                  (12) 

while the optimal solution is the minimum of the R(x): 

 
 

   
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  min *  (
k

X
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




 
  

 
 α α α α

x   
λ J x J x                (13) 

Some other mathematical metrics with their description and usage can be found in 
[7] and [30]. 

2.2 Methods of Artificial Intelligence 

When solving multi-objective optimization problems, an evaluation function is 
used which returns a real number representing the suitability of the solution. The 
higher the value, the better the solution. This function corresponds to the objective 
function of mathematical methods. This function can represent a number of 
criteria, which are frequently in conflict. In this case, the goal is to find the Pareto-
optimal front, which consists of a set of non-dominated solutions. 

Basic evolutionary algorithm process is shown in Fig. 2. 

 

Figure 2 

Fundamental evolutionary algorithm scheme 

In this part of paper, NSGA-II algorithm is presented as algorithm chosen for 
defining the set of non-dominated solutions. This genetic algorithm was developed 
as an improved version of the NSGA genetic algorithm. The algorithm, compared 
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to its ancestor, is characterized by lower computational demands, better 
convergence and diversity. These improvements are reached by non-dominant 
sorting, elitism and crowding distance operations. [30] 

2.2.1 Non-dominated Sorting 

Non-dominated sorting is an operation sorting the chromosomes from the 
population into non-dominant fronts. The non-dominant front is a set of 
chromosomes that do not dominate each other. The dominance of the chromosome 
x above the chromosome y occurs when the value of all evaluation functions for 
the chromosome x is better than for the chromosome y. In the original NSGA 
algorithm, the sorting method was implemented in a way that all possible pairs of 
chromosomes were compared and the first non-dominant queue was found. These 
chromosomes were excluded from the population and the whole process was 
repeated without them. However, this method is computationally demanding. In 
the NSGA-II algorithm, queuing is accomplished by fast, non-dominant sorting - 
FNDS (closer description of the iterational process of FNDS can be found in 
[30]). Result of the process of FNDS is shown on Fig. 3. 

 

Figure 3 

Diagram showing the results of fast non-dominated sorting 

2.2.2 Crowding Distance 

In the NSGA-II algorithm, the crowding distance is used to compare the 
chromosomes within one front. Crowding distance sorts the chromosomes 
according to their diversity (the chromosome most different from the others is 
considered the best). Procedure for implementing this part of the algorithm: 

For each queue with the number of individuals n, individuals of every front are 
sorted according to the value of the mth objective function 

 ( , )iI sort F m                    (14) 
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An infinite distance is assigned to the boundary chromosomes (first and last 
chromosome according to the sorting): 

1( ) ; ( )nI d I d                      (15) 

For other individuals (k = 2,3,…,n-1) the following formula is used: 

       1 1
 

 k k max min
m m

I k m I k m
I d I d

f f

  
 


                (16) 

, where I(k)m is the value of the mth objective function of the individuals in sorting 
I. The metric by which chromosomes are organized, is defined as the sum of the 
chromosome’s distances from the next chromosomes within the queue. Crowding 
distance is used in selecting chromosomes into a new generation, preferring 
chromosomes with the highest value of crowding distance. Results of applying the 
crowding distance are shown in Fig. 4. 

 

Figure 4 

Diagram showing the results of rowding distance 

2.2.3 Elitism 

The principle of elitism keeps the chromosomes with the best results in the 
iteration process. The new generation is created by operations of crossing and 
mutation. Formulas used within the process of crossing and mutation are closely 
described in [6] and [26]. 

2.2.4 Iterative Process 

The iterative process of the NSGA-II genetic algorithm can be described in the 
following steps: 

1. Half of the population from the first iteration is generated with random genes, 
the other half is generated from the first iteration using crossing and mutation. 

2. Chromosomes from the new population are sorted into non-dominant fronts 
by fast non-dominated sorting. 
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3. For the next iteration, half of the chromosomes with the best results are 
selected. 

4. The second half of the population for the next iteration is generated in 
crossover and mutation operations. 

The population is then again ranked and sorted etc. [12] 

2.2.5 Modifications Realized in NSGA-II Algorithm 

Fig. 5 shows the computational process of the modified NSGA-II algorithm (blue 
blocks represent the modified parts in comparison to the original NSGA-II 
computational process). 

 

Figure 5 

Algorithm of modified NSGA-II 
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For the proper functionality of the algorithm, several modifications were made to 
the computational process described in [13]. Modifications were made in order to 
modify the computational process of the NSGA-II algorithm for requirements of 
the resolved task: 

 the algorithm considers the values of selected mathematical method as a 
secondary sorting criterion, instead of original criterion – crowding distance; 

 it is necessary for the algorithm to work with integer values, since we are 
looking for number of products; 

 the algorithm must be able to control the fulfillment of all defined constraints. 

3 Solving MOO Problem of Assembly Line 

This part of the paper is focused on solving the task of defining the optimal 
production process of one of the assembly line models at the Department of 
Cybernetics and Artificial Intelligence (DCAI) FEEI TUKE. Schematic view of 
the assembly line model is shown in Fig. 1. 

3.1 Definition of MOO Task 

The production line from Fig. 1 (closer desription in [8]), is going to produce 4 
different product types (mosaic) made from 4 different types of colored squared 
pieces: blue, white, green and black (Fig. 1). 

The number of individual types of square pieces needed to manufacture the 
product is shown in Table 1, as well as the capacity of particular parts for one 
production cycle of this production line. 

Table 1 

Number of square pieces needed for manufacturing the products and their capacity 

Part/Product A B C D Capacity 

Blue 5 7 7 3 100 

White 3 4 2 4 80 

Green 4 6 3 2 90 

Black 5 5 6 6 120 

The profit obtained from each blue part contained in the mosaic is € 3, of a white 
cube it is € 5, profit of using every green part is a € 4 and profit from every black 
part is € 2. Production time also depends on the number of parts included in the 
mosaic (placing one part of the product lasts 1,6 seconds). In a single production 
cycle, a maximum of 24 products can be produced, because only 24 products can 
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be stored simultaneously. The purpose of this MOO task is to define the number 
of products manufactured during the production process, in order to fulfill all 
constraints and to maximize both of the objective functions (profit from the 
production process as well as the saved time during the production process). 

3.2 Definition of Objective Functions 

As mentioned in the MOO task, the goal is to maximize profit as well as to 
maximize time savings. For the purpose of calculating the profit function, it is 
necessary to calculate the profit for each product (formula (17)). 

1

,    1,2,3,4.
pv

i ij
j

z pk for i


                   (17) 

where zi is the profit from ith part, pkij is the number of parts of ith type in jth 

product and pv is the number of products. Using this formula, the profit from each 
type of product is obtained: 

Table 2 
Profit from manufacturing products 

Product A B C D 

Profit 56 € 75 € 55 € 49 €  

From these values we can then define the objective function to maximize profit as 

 1 1 2 3 456 75 55 49U x x x x max    x                 (18) 

For the second objective function, we need to know the value of the time that is 
saved by producing this product, compared to producing the product with the 
maximum number of parts. It is not possible to define this objective function as a 
minimization of production time, since the ideal value would be 0 (doing nothing), 
which would affect the results in an undesirable manner. Since the templates for 
mosaic production have a size of 5 rows with 5 columns, one product can contain 
a maximum of 25 parts 

1

,    1,2,3,4.
pv

ij
j

pk for i


                   (19) 

In (30), pkij the number of parts of the ith type in the jth product and pv is the 
number of products, we calculate the total number of parts used for each type of 
product. These values are listed in Table 3. 

Table 3 
Number of parts used in manufacturing products 

Product A B C D 

Parts 17 22 18 15 
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The time savings obtained from the production of the product (coj) when 
compared to the product consisting of the maximum number of parts (25) can be 
defined by formula (20). The obtained values are written in Table 4: 

1,6 (25 )j jco pk                    (20) 

Table 4 

Amount of saved time by manufacturing products 

Product A B C D 

Saved time 12,8 s 4,8 s 11,2 s 16 s 

Based on these values, we can define a second objective function as: 

 2 1 2 3 412,8 4,8 11,2 16U x x x x max    x                (21) 

3.3 Definition of Constraints 

To define the constraints, we start from the Table 1, which lists the number of 
parts needed to produce each type of product, as well their capacity. Based on this 
table, we can define the following constraints for this task: 

1 2 3 45 7 7 3   100x x x x                      (22) 

1 2 3 43 4 2 4   80x x x x                      (23) 

1 2 3 44 6 3 2   90x x x x                      (24) 

1 2 3 45 5 6 6   120x x x x                      (25) 

Since the task is focused on one production cycle of the production line and the 
number of storage spaces is limited to 24, the number of products produced must 
not exceed this value: 

1 2 3 4   24x x x x                      (26) 

The last constraint results from the logical assumption that the number of each of 
produced products can not be negative: 

1 2 3 4, , ,   0x x x x                     (27) 

3.4 Definition of Parameters for Iteration Process 

To identify the Pareto front, we chose the NSGA-II algorithm, which was 
modified in order to deal with this MOO task. After defining of the Pareto front, 
the results will be sorted according to some of the mathematical methods in order 
to find the solution of the MOO task. Different mathematical metrics were used to 
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resolve the task and compare results, namely quadratic metric in a dimensionless 
form (metric 1), quadratic metric (metric 2 – chapter 2.1.1), weighted quadratic 
metric (w=[0.8;0.2]) (metric 3 – chapter 2.1.2), weighted linear metric 
(w=[0.2;0.8]) (metric 4 - chapter 2.1.2), linear metric (metric 5 - chapter 2.1.1) 
and percentual fulfillment of each objective function (metric 6 – chapter 3.5.2). 

The NSGA - II algorithm was configured to process 2 objective functions with 4 
variables, every population consisted of 200 individuals. 50 iterations were run 
with the crossing and mutation distribution parameter equaling 0. Vector of 
minimum parameter values was defined as [0,0,0,0] (minimum number of 
products) and vector of maximum parameter values was set as [24,24,24,24] 
(maximum number of products from each type). 

3.5 Solving the MOO Task 

3.5.1 Searching the Pareto Front Solutions 

After the computational process of the modified NSGA – II algorithm was 
implemented in MATLAB, all possible MOO solutions were found, sorted 
according to their membership to front. To find the solution, the first (Pareto) front 
is important. The Pareto front contains non-dominated solutions (solutions that are 
not inferior in both objective functions than any other solution). Therefore, we 
will choose the solutions from the Pareto front (Table 6). On the Fig. 6 ,objective 
values are negative because the algorithms was built to minimize the objective 
functions. This is why the functions were multiplied by -1. Pareto front members 
are shown by red dots, choromosomes from the second front are represented as 
green dots, third front has blue dots and other fronts are displayed by black dots. 

 

Figure 6 

Graph showing the individuals from different non-dominant fronts 
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3.5.2 Application of Mathematical Metrics 

Out of the individuals belonging to the Pareto front (listed in Table 6), we looked 
for the best possible solution of the MOO task. The solution using the percentual 
fulfillment of every objective function is shown closely. To calculate the 
percentual fulfillment of every objective function, we needed to know the 
maximum value of each of the objective functions. Values were calculated in the 
iterative process of the modified NSGA-II algorithm. 

Table 5 

Extreme values of objective functions 

extr U1(x) extr U2(x) 
-1245 -320 

For each individual from the Pareto front, the value of the percentual deviation 
was calculated from the ideal values and was realized using the formula 

min ( )     ( )
  ( )

min ( )
i i

i
i

U U
U

U





x x
x

x
                 (28) 

The sum of these deviations was then calculated according to (p is the number of 
objective functions): 

1

min ( )     ( )
  ( )

min ( )

p
i i

i
i i

U U
U

U





 

x x
x

x
                (29) 

The individual belonging to the Pareto front with the lowest value of the 
parameter ∑δUi(x) was chosen as the solution of the MOO task. In Table 6, Pareto 
front members are listed according to the parameter ∑δUi(x). 

3.5.3 Interpretation of Results 

The solution of the presented MOO task is represented by vector x = [12,0,0,10] 
This means that, according to the percentual fulfillment of each of the objective 
functions, the production line would have to produce 12 products of type A and 10 
products of type D. The profit from one production cycle would be € 1162 and a 
time saved compared to the production of products with 25 parts would be 313,6 
seconds. The deviation from the extreme values represents 6.67% from the 
maximum profit amount and 2% of the maximum saved time. Therefore, the 
deviation from the maximum values of the objective functions is 8.67%. 

Table 6 shows that vector [12,0,0,10] has the lowest value of deciding parameter. 
Therefore, it represents an optimal solution according to the chosen metric. 
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Table 6 

Pareto optimal solutions ordered by percentual fulfillment of objective functions 

x1 x2 x3 x4 U1(x) U2(x) δU1(x) δU2(x) ∑δUi(x) 
12 0 0 10 1162 313,6 0,066667 0,02 0,086667 
13 0 0 9 1169 310,4 0,061044 0,03 0,091044 
14 0 0 8 1176 307,2 0,055422 0,04 0,095422 
11 1 0 10 1181 305,6 0,051406 0,045 0,096406 
15 0 0 7 1183 304 0,049799 0,05 0,099799 
12 1 0 9 1188 302,4 0,045783 0,055 0,100783 
16 0 0 6 1190 300,8 0,044177 0,06 0,104177 
13 1 0 8 1195 299,2 0,040161 0,065 0,105161 
10 2 0 10 1200 297,6 0,036145 0,07 0,106145 
14 1 0 7 1202 296 0,034538 0,075 0,109538 
11 2 0 9 1207 294,4 0,030522 0,08 0,110522 
15 1 0 6 1209 292,8 0,028916 0,085 0,113916 
12 2 0 8 1214 291,2 0,0249 0,09 0,1149 
9 3 0 10 1219 289,6 0,020884 0,095 0,115884 
13 2 0 7 1221 288 0,019277 0,1 0,119277 
10 3 0 9 1226 286,4 0,015261 0,105 0,120261 
11 3 0 8 1233 283,2 0,009639 0,115 0,124639 
8 4 0 10 1238 281,6 0,005622 0,12 0,125622 
9 4 0 9 1245 278,4 0 0,13 0,13 
6 0 0 15 1071 316,8 0,139759 0,01 0,149759 
0 0 0 20  980 320 0,212851 0 0,212851 
         

3.5.4 Synthesis of Results Obtained by Using other Mathematical Metrics 

In Table 7 it can be seen that the choice of the best alternative depends on the 
chosen metric. Only the best solution for a particular MOO metric is displayed (M 
stands for metric and numbers corresponds with metrics mentioned in 3.4). It can 
be seen that the choice of the best alternative depends on the chosen metric. 

Table 7 

Best solutions using various mathematical metrics 

M x1 x2 x3 x4 U1(x) U2(x) δU1(x) δU2(x) ∑δUi(x) 

1 13 0 0 9 1169 310,4 0,0037 0,0009 0,0046 

2 13 2 0 7 1221 288 576 1024 1600 

3 11 2 0 9 1207 294,4 0,0007 0,0012 0,0019 

4 12 0 0 10 1162 313,6 16,6 5,12 21,72 

5 9 4 0 9 1245 278,4 0 41,6 41,6 

6 12 0 0 10 1162 313,6 0,066667 0,02 0,086667 

One way to realize the synthesis of the results of different MOO metrics is to sort 
out the alternatives according to their standings in the optimization process 
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realized by every one of the metrics (the best alternative for each of the metrics 
obtains 1 point, the worst obtains pv points) and realize the subsequent synthesis 
of this score by formula 

1

,    1,2, , 
pn

i ij
j

pb b for i pv


                    (30) 

where pbi is the result of alternative I, bij is the score of alternative I using the jth 

metric, pn is the number of metrics and pv is the number of alternatives. The 
results of Pareto front solutions according to this synthesis of results is in Table 8: 

Table 8 

Synthesis of solutions using various mathematical metrics 

i x1 x2 x3 x4 bi1 bi2 bi3 bi4 bi5 bi6 pbi 

1 10 2 0 10 9 11 1 9 11 9 50 

2 11 2 0 9 11 9 2 11 9 11 53 

3 14 1 0 7 10 10 3 10 10 10 53 

4 13 1 0 8 8 12 6 8 12 8 54 

5 16 0 0 6 7 13 8 7 13 7 55 

6 12 1 0 9 6 14 9 6 14 6 55 

7 11 1 0 10 2 16 13 4 16 4 55 

8 15 1 0 6 12 8 4 12 8 12 56 

9 15 0 0 7 5 15 12 5 15 5 57 

10 12 2 0 8 13 7 5 13 7 13 58 

11 14 0 0 8 3 17 15 3 17 3 58 

12 13 0 0 9 1 18 17 2 18 2 58 

13 9 3 0 10 14 5 7 14 6 14 60 

14 12 0 0 10 4 19 19 1 19 1 63 

15 10 3 0 9 16 1 11 16 4 16 64 

16 13 2 0 7 15 4 10 15 5 15 64 

17 11 3 0 8 17 2 14 17 3 17 70 

18 8 4 0 10 18 3 16 18 2 18 75 

19 9 4 0 9 19 6 18 19 1 19 82 

20 6 0 0 15 20 20 20 20 20 20 120 

21 0 0 0 20 21 21 21 21 21 21 126 

As can be seen in the Table 8 and Fig. 7, according to synthesis of the results, the 
option x=[10,2,0,10] seems to be the best solution, followed by vectors x= 
[11,2,0,9] and x =[14,1,0,7]. Winning solution from the percentual fulfillment of 
the objective functions (metric 6), x =[12,0,0,10] is only the 14th best option 
according to the synthesis of metrics. This fact can be considered as the proof that 
using more than one MOO method can result in defining solution, which is more 
complex when compared to the solution found using only one method. 
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Figure 7 

Graph of final score of alternatives using the synthesis of various mathematical metrics 

On Fig. 8, user interface developed within our research for resolving 
multiobjective optimization tasks using combination of modified NSGA – II 
algorithm and various mathematical methods, is presented. 

 

Figure 8 

User interface for solving MOO tasks 

Conclusions 

In the presented paper, multi objective optimization task of definition of the 
optimal production process of the assembly line model within Center of Modern 
Control Techniques and Industrial Informatics (CMCT&II) within the Department 
of Cybernetics and Artificial Intelligence of FEEI TUKE. For resolving the task of 
choosing the optimal production strategy of the automated assembly line, 
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combination of modified evolutionary algorithm NSGA-II and various 
mathematical metrics was used. In defining the set of Pareto optimal solutions, 
some modifications had to be realized in order to improve the computational 
process. From the Pareto optimal solutions, the best option for production process 
was chosen by the percentual fulfilment of every objective function. Another 
presented option involved the synthesis of the solutions from different 
mathematical metrics. 

In conclusion, the decision for choosing the metric used to define the order of the 
alternatives from the Pareto set should be realized with respect to the preferences 
of the decision-maker. Moreover, not all possible approaches can be used to solve 
a particular assembly line balancing problem. A survey of problems and 
applicable methods in this area can be found in [4]. Approaches focused on 
dealing with mixed-model assembly lines, which was also the model described in 
this paper, are available in [5]. Weighted objective functions can be used, if the 
decision-maker prefers one of the objectives over the others. Some of the methods 
for objectivization of the defined weights of objectives can be found in [9]. 

During the research in this area, we were focused on the optimization of the 
assembly lines, particularly on creating the simulation models of assembly lines 
with a focus on their time optimization [10], as well as solving the task of optimal 
assembly line configuration using the methods of the multi-criterial decision-
making [9]. Results obtained within the research are described in [6]. The MOO of 
the production process of the assembly line, which is closely described within this 
paper, is another task resolved in the assembly line optimization area, which 
contributes to the portfolio of problems resolved in this area within our 
department. 
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Abstract: In this paper a decentralized nonlinear robust control (DNRC) using loop shap-

ing design procedure (LSDP) and gain scheduling (GS) technique is developed for MIMO

(multiple-input/multiple-output) systems. The nonlinear system is linearized in several equi-

librium points and for each of these latter a decentralized robust controller is calculated,

using a proposed LSDP based on RGA (Relative Gain Array) theory, to regulate the system

around the equilibrium point. To do this. The use of RGA theory is exploited to define the

structure of the weighting controller of the LSDP with the most effective input/output pair-

ing. Then, for each equilibrium point a full-order robust controller is calculated using LSDP,

which configuration is simplified exploiting the RGA theory by proposing a selection matrix

to deduce a simplified final robust controller. The overall control system is obtained by GS

technique from switching between local simplified final robust controllers according to the

scheduling parameter’s (SP) value. The proposed algorithm of control is validated on the

AERO system of Quanser.

Keywords: Quanser’s AERO; MIMO nonlinear systems; RGA theory; robustness; decentral-

ized control; gain scheduling

1 Introduction

MIMO control systems has been always a rich material of research. Due to mul-

tiavariable system’s loop interactions, this area of research challenged many re-

searchers who have proposed many solutions to deal with loop interactions. Decen-
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tralized control and decoupling have been used widely to minimize or compensate

loop interactions in MIMO processes and many studies used these two solutions

and combined them with other approaches to come up with good control systems

for MIMO processes for example in [1], the authors proposed a novel inverted fuzzy

decoupling scheme for MIMO systems with disturbance and the case of binary dis-

tillation column has been studied. In [2] an adaptive fuzzy decentralized control

for a class of large-scale MIMO nonlinear state delay systems with unmodeled dy-

namics subject to unknown input saturation and infinite number of actuator failures

was proposed. A review of the most extensively applied coupling interaction anal-

ysis and decoupler design methods for industrial processes is carried out in [3]. In

[4], the authors reviewed and proposed a classification of a number of decentral-

ized, distributed and hierarchical control architectures for large scale systems. An

analysis and design of robust multivariable control systems focusing on practical

feedback control and not on system theory in general is presented in [5]. [6] offers

a novel take on advanced control engineering design techniques for wind turbine

applications. In [7] a nonlinear intelligent decoupling controller is developed to sta-

bilize the levitation system. The control architecture consists of three components:

(1) fuzzy sliding mode technique for the uncertainty in the system parameter; (2)

force distribution for decoupling; (3) extended state observer for compensating the

system disturbance. However, to manage loop interactions one must quantify them

first. In this context, many tools have been proposed in the literature to solve this

issue [8, 9]. The RGA theory [10] is one of these tools that offers a simple way of

calculating loop interactions and many extensions of this theory have been devel-

oped [11, 12, 13].

Recently, considerable attention has been paid to the control design of robots and

helicopters specifically due to their potential military and civil applications see for

instance [14, 15, 16]. The challenges in controller design for those type of systems

originates from their particular characteristics namely nonlinearity, loop interactions

and uncertainties. In the last two decades, many works have been reported in the

area of control design for flying vehicles. A 2 DoF Helicopter is a typical MIMO

nonlinear system with loop interactions. Hence, it is an ideal test bed to verify the

effectiveness of various control schemes. In [17], LQR and LQR-I controllers are

designed and have been turned out to be powerful in stabilization and also in track-

ing desired command input. However, controllers in [17] are not able to handle few

uncertainties like, unmodeled elements and external disturbances. This requires the

design of a robust controller which can handle above difficulties. In [18], the H∞

loop shaping framework has been extended by applying two methods of compen-

sator synthesis approach for tracking desired pitch and yaw angles of helicopter.

The decentralized discrete-time neural control strategy has been presented in [19]

to control pitch and yaw angles. A backstepping controller synthesis methodol-

ogy has been presented in [20]. By suitably combining adaptive control and LQR-I

control, a new robust control scheme has been presented in [21]. Furthermore, a

multivariable adaptive sliding mode observer based robust control strategy is pre-

sented in [22]. From [23], an intelligent proportional–integral (iPI) is proposed

using Takagi-Sugeno Fuzzy (TSF) logic for twin rotor aerodynamic systems. In

[24] an hybrid PID controller was implemented using FPGA for a real time TRMS
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control. Zeghlache and Amardjia proposed in [25] Real time implementation of non

linear observer-based fuzzy sliding mode controller for a twin rotor MIMO system

(TRMS).

In this paper, we use Quanser 2 DoF laboratory helicopter to investigate the robust

stability and tracking control performances of the proposed decentralized nonlinear

robust control. A 2 DoF Helicopter is a typical MIMO nonlinear system with cross

couplings or process interactions and unmodeled dynamics. Hence,it is an ideal test

bed to verify the effectiveness of various control schemes.

Otherwise, LSDP approach [26] is considered as one powerful tool for robust con-

trol system design, for handling model uncertainties and bounded external pertur-

bations, that has been proven to be effective in industrial design. This approach

involves the robust stabilization of additive perturbations of normalized coprime

factors of a shaped plant. Prior to robust stabilization, the open-loop singular values

are shaped using a weighting controller to give a desired open-loop shape which

corresponds to a good closed-loop performance. The LSDP has attracted many

researchers since 19th century, thanks to its simplicity and robustness as a result

many theoretical researches and applications has been done [5, 27, 28, 29, 30]. For

instance, in [31] the authors proposed a robust loop-shaping control for a nano-

positioning stage. A multi-objective differential evolution (MODE)-based extended

H-infinity controller for autonomous helicopter has been developed in [32]. A new

Suggested Model Reference Adaptive Controller for the Divided Wall Distillation

Column is suggested in [33].

However, a successful design using LSDP depends on the appropriate choice of

weighting controllers. The selection of these latter is usually done by a trial-and-

error method and is based on the designer’s experience. Motivated by this fact, we

propose the use of RGA theory to decide the structure of the weighting controller to

yield a decentralized control structure which minimise loop interaction in a multi-

loop context. The obtained LSDP controller will be a full-order matrix that we

propose to simplify their structure using the RGA theory again.

In the other hand, most engineering system are non linear. Synthesis of nonlinear

control systems interested many researchers. For instance, in [34] an approach to

the design of nonlinear state-space control systems is presented. The approach is

supported by a geometrical illustration of systems evolution in the state space. In

our case, to move to the nonlinear case, we will be using GS technique. The basic

idea is to divide the synthesis of a control system to two steps. The first step is

the linearization on equilibrium points, which is based on the approximation of the

nonlinear system with a set of linear local models computed for a family of fixed

values of the SP ρρρ . Then an offline calculation of a controller using linear control

strategies is applied to the linearized model at each equilibrium point. The second

step, is accomplished by switching or interpolating the local controllers obtained for

each operating point. The interpolation/switching is made from a set of SP ρρρ that

capture the change in the system’s equilibrium point. Thus, the dynamic behavior

of a control system changes with the operating point. The GS technique is widely

used to control nonlinear system [35, 36, 37, 38].
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1.1 Main contribution

In literature, we precise that to guarantee MIMO process regulation, a several MIMO

control approaches were proposed namely the sliding mode control [39, 40] and the

adaptive predictive control [41, 42]. Adaptive predictive control is used to deal with

some critical parameters in the system structure. In the other hand, sliding mode

control deals with uncertainties in rapidly changing parameters and unstructured

uncertainties. Then the adaptive predictive control and sliding mode control algo-

rithms allow handling changes in the system’s dynamics with respect to parametric

uncertainties. Nevertheless, these algorithms don’t deal with the input/output in-

teractions problem using multiloop control structure design by exploiting a set of

controllers. Consequently, we place ourselves in the so-called decentralized control

which have proven its effectiveness compared to the centralized control dealing with

the process interactions. Furthermore, because of the process interactions a change

in a manipulated variable affects all the controlled variables and it is not always

clear which input should be ”paired” with which output to synthesize an effective

control system. In this regard, we have studied the RGA theory and the LSDP ap-

proach which offers the following advantages. The RGA theory is used to quantify

the loop interaction in MIMO systems. Thus, it could be made use of to decide

the best control structure in a decentralized configuration framework. The LSDP

controller tracks desired response quickly with minimum overshoot in presence of

parametric uncertainties. However for MIMO systems a full order MIMO controller

is obtained and things can gets complicated if the system has many inputs/outputs

or important loop interactions. If LSDP approach and RGA theory are combined

and a new algorithm is proposed, we can have all the advantages in one algorithm.

This thought has motivated us to develop a new robust control algorithm. Thus, we

propose the use of RGA theory to decide the structure of the weighting and the final

robust controllers of the LSDP approach. To apply the proposed algorithm to non-

linear systems we used GS technique. Therefore, a set LSDP controller is calculated

for a predefined number of equilibrium points. The overall controller is obtained by

switching between these controllers. To demonstrate the superiority of the proposed

controller, experimental results are obtained on a 2 DoF helicopter which is fourth

order, two-input/two-output, nonlinear coupled system. The obtained results are

quite satisfactory and support the validity of the analysis developed.

1.2 Structure of the paper

This paper is structured as follows: the first section is an introduction, where we

present the essential of our work and the main contribution. The second section:

‘background’ we briefly review the notion of decentralized control and we introduce

the RGA theory, then a brief introduction to the LSDP approach. In the third section

‘Main results’ we propose the use of the RGA theory to decide on the structure

of the weighting controller matrix’s configuration. Then, the LSDP approach is

used to calculate for each equilibrium point a final robust controller. These latter

are simplified using RGA theory and a global robust controller is synthesized by

exploiting the GS technique. In the fourth section ‘Experimental validation: AERO

system’ the proposed algorithm is tested on a 2 DoF helicopter.
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2 Background

In this section we present the notions of decentralized control and RGA theory along

with LSDP approach.

2.1 Decentralized control and RGA theory

The decentralized control [43, 44, 45], is based on a multiloop control structure

i.e. the use of n SISO controllers to control a multivariable process with n in-

puts/outputs. Each loop is defined by an input u j and its associated output yk. The

selection of input/output pairing can be decided using the RGA theory [10]. In fact,

for most MIMO systems, each input affects all measured outputs, and it is not al-

ways clear which input should be ”paired” with which output to calculate the most

efficient control. Therefore the RGA theory is a one tool that allows to fix the most

effective input/output pairing that allows to minimize loop interactions. Therefore,

to minimize undesired interactions, pairings corresponding to a RGA element as

close to one as possible should be selected, see for instance [11]. The RGA metric

is given by:

ΛΛΛ = GGG(s = 0)⊙GGG−T (s = 0) = [λ jk]1≤ j,k≤n (1)

such that GGG(s = 0) is the system transfer matrix and ”⊙” is the Hadamard product

(product element by element). Consequently, based on values of λ jk, the configura-

tion of the decentralized controller KKKd(s) is decided as follows:

KKKd(s) :

{

Kk j(s) 6= 0 i f λ jk is the closest to 1

Kk j(s) = 0 else
(2)

2.2 LSDP approach

Many industrial systems are characterized by parametric uncertainties that may oc-

cur during their functioning and affect their dynamics. This phenomenon may cause

problems specially for systems where parameter’s precision is important namely the

aeronautical and chemical systems (missiles, planes, batch reactors, CSTR, etc ...)

where parameters uncertainties affect adversely the system’s functioning. Calculat-

ing a controller for this type of systems is not an easy task because these uncertain-

ties must be taken into account in order to obtain efficient control systems, which

called robust control. The LSDP developed by [26] is one of these robust control

approaches.

The LSDP is based on the exploitation of a filter called weighting controller KKK(s)
to shape the singular values of open loop’s transfer matrix GGG(s). The weighting

controller KKK(s) serves to ameliorate the open loop performances. Typically, it aims

to ensure high singular values at low frequencies (to ensure a zero static error in the

case of a tracking reference) and low singular values at high frequencies (to ensure

robustness against disturbance rejection). In this case, we get the shaped system

GGGsh(s) = GGG(s)KKK(s), which can be written in a state space representation [29]:
{

ẋxx(t) = AAAsh xxx(t)+BBBsh uuu(t)
yyy(t) =CCCsh xxx(t)+DDDsh uuu(t)

(3)
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with xxx(t)∈Rm×1, uuu(t)∈Rn×1, yyy(t)∈Rp×1 are the states, inputs and outputs vectors,

AAAsh ∈Rm×m, BBBsh ∈Rm×n, CCCsh ∈Rn×m and DDDsh ∈Rn×n are the state matrices such that

pairs of state space matrices (AAAsh,BBBsh) and (AAAsh,DDDsh) are respectively controllable

and observable with m ∈ N+ is the order of the system.

Thereafter, [26] proposed the computation of a robust controller KKK∞(s) guaranteeing

robust stability against parametric uncertainties. The robust controller is defined as:

KKK∞(s) :=

(

AAAsh +BBBshFFF + ε−2
max(LLL

T )−1YYYCCCT
sh(CCCsh +DDDshFFF) ε−2

max(LLL
T )−1YYYCCCT

sh

BBBT
shXXX −DDDT

sh

)

(4)

with a maximum stability margin given as :

εmax = (1+βmax(XXXYYY ))−
1
2 (5)

where the parameters FFF , LLL, YYY and XXX are calculated matrices given in [15]. The final

robust Controller KKK f (s) is Computed as:

KKK f (s) = KKK(s)KKK∞(s) (6)

In order to ensure the robust stability of the closed loop system with respect to

parameter uncertainties, the following theorems are proposed in the literature:

Theorem 1. [26]

Consider a shaped plant GGGsh(s) and the stability margin εmax. A robust controller

KKK∞(s) stabilizes the uncertain system GGGsh,∆(s):

i). KKK∞(s) stabilizes GGGsh(s).

ii).

∥

∥

∥

∥

[

KKK∞

III

]

(III −GGGshKKK∞)
−1

K̃KK
−1
sh

∥

∥

∥

∥

∞

≤ ε−1 for all ε ≤ εmax

�

Theorem 2. [27]

Consider a shaped plant GGGsh(s) and its robust controller KKK∞(s) calculated for the

stability margin εmax. Then the following properties are equivalent:

a). The robust controller KKK∞(s) guarantees the closed loop stability of all uncer-

tain systems GGGsh,∆(s) with a stability margin εmax.

b). The robust controller KKK∞(s) stabilizes the uncertain systems GGGsh,∆(s) such as

δg

(

GGGsh,GGGsh,∆

)

≤ εmax where δg is the gap metric.

�

From Theorems 1 and 2, we note that the robust controller KKK∞(s) obtained by LSDP

approach for the shaped system GGGsh(s) with maximum stability margin εmax, ensures

the stabilization of all uncertain systems GGGsh,∆(s). Also, we note a fundamental link

between the stability margin εmax and the effect of the stabilization of the robust

controller KKK∞(s).
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3 Main results

In this section we present the essential of our work: The DNRC.

3.1 LSDP based on RGA theory

At this point, we propose the exploitation of RGA theory with the LSDP approach to

develop an algorithm to control nonlinear multivariable uncertain systems guaran-

teeing both robust stability and reference tracking. The combination of RGA theory

with the LSDP approach allows to adjust:

- The weighting controller matrix’s configuration.

- The final robust controller matrix’s configuration.

The RGA has been selected because it provides a quite simple way of choosing the

best input/output pairing configuration to minimize loop interactions. The LSDP

controller’s configuration must preserve the decentralized control structure defined

from RGA theory. Therefore, the LSDP approach can be reformulated as follows:

Step 1 - RGA calculation: given the open loop plant’s transfer matrix GGG(s),
calculate ΛΛΛ from (1).

Step 2 - Loop Shaping technique based on RGA theory: to accentuate the

most effective input/output pairing based on the RGA theory, we propose to

fix the configuration of the weighting controller or the filter of the LSDP as

KKKd(s) defined in (2). This configuration results from the RGA elements of ΛΛΛ

pointed in step 1.

The LS technique provides the shaped system given by:

GGGsh(s) = GGG(s)KKKd(s) (7)

Step 3 - Value of KKKd(s): typically the designer chooses the elements Kk j(s), j,k=
1, . . . ,n as low pass filters in order to have a sufficiently small open-loop sin-

gular values in high frequencies in order to assure a good tracking perfor-

mance with high open-loop singular values in low frequencies to improve

noise rejection.

Our next proposition is to exploit the RGA again to simplify the final robust con-

troller KKK f (s) calculated using LSDP approach. The proposed simplified final robust

controller K̃KK f (s) is determined to emphasize the interaction (uk/y j) approved by the

RGA theory. Therefore, the simplified final robust controller is calculated:

K̃KK f (s) = PPP⊙KKK f (s) (8)

where KKK f (s) is the final robust controller:

KKK f (s) = KKKd(s)KKK∞(s) =
[

K f ,k j(s)]1≤ j,k≤n

]

(9)

and PPP ∈ Rn×n is a selection matrix determined based on the RGA theory as:
{

Pk j = 1 i f λ jk is the closest to 1

Pk j = 0 else
(10)
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3.2 DNRC

We consider a linearization of the system in a set of L equilibrium points, where for

each equilibrium point a simplified final robust controller is calculated using LSDP

approach. All resulting simplified final robust controllers are interpolated using the

GS technique to regulate the nonlinear MIMO system.

Considering a nonlinear continuous-time system described by its ordinary differen-

tial equation (ODE) [45, 46]

∑ :

{

ẋxx(t) = fff (xxx(t),uuu(t))
yyy(t) = ggg(xxx(t),uuu(t))

(11)

We note that each equilibrium point (xxxeq,uuueq) can be defined function of the SP ρρρ
[47, 48]. This latter is fixed as the output vector ρρρ = yyy(t). For an equilibrium point

(xxxeq(ρρρ),uuueq(ρρρ)), the functions fff and ggg are approximated to provide the following

linear representation:

GGGeq(s) :

{

ẋxx(t) = AAAeq(ρρρ) xxx(t)+BBBeq(ρρρ) uuu(t)

yyy(t) =CCCeq(ρρρ) xxx(t)+DDDeq(ρρρ) uuu(t)
(12)

where AAAeq(ρρρ), BBBeq(ρρρ), CCCeq(ρρρ) and DDDeq(ρρρ) are obtained by linearization (or first-

order Taylor expansion) of the functions fff , ggg at the equilibrium point (xxxeq(ρρρ),uuueq(ρρρ))
[13].

We precise that we will obtain a set of L simplified final robust controller based

on the LSDP approach applied for each equilibrium point. In fact, for each linear

transfer matrix GGGi
eq(s) associated to the ith equilibrium point characterized by the SP

ρρρ i, we compute the shaped system GGGi
sh(s) using (7), the maximum stability margin

ε i
max using (5), the robust controller KKKi

∞(s) using (4), the final robust controller KKKi
f (s)

from (9) and the simplified final robust controller K̃KK
i
f (s) by (8) and (10).

The L simplified final robust controllers K̃KK
i
f (s), i = 1, . . . ,L are used to design

a global robust controller KKKglobal(s) for the nonlinear system by exploiting the

GS technique by switching between the different simplified final robust controllers

K̃KK
i
f (s) depending on the value of the SP ρρρ as follows:

KKKglobal(s) =

{

K̃KK
i
f (s) i f ρρρ i ≤ ρρρ < ρρρ i+1, i = 1, . . . ,L−1

K̃KK
L
f (s) i f ρρρL ≤ ρρρ < ρρρ f

(13)

The proposed DNRC is detailed in algorithm 1.
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Algorithm 1 algorithm of synthesis of DNRC system

1. Given a nonlinear system described by its ODE (11), fix the SP ρρρ as the output

vector.

2. Based on the dynamics of the system, fix the equilibrium points

(xxxi
eq(ρρρ

i), uuui
eq(ρρρ

i)), i = 1, . . . ,L.

3. Using linearization, calculate the state matrices AAAi
eq, BBBi

eq,CCC
i
eq and DDDi

eq function

of SP ρρρ for each equilibrium point.

4. Based on the RGA metric ΛΛΛ, fix the configuration for the future weighting con-

troller matrices KKKi
d(s) = [Ki

k j(s)]; j,k = 1 . . . ,n associated to the ith equilibrium

point and calculate the transfer matrices GGGi
eq(s) and the shaped transfer matrices

GGGi
sh(s) using (7).

5. Exploit the LSDP approach combined with RGA theory to calculate a robust

KKKi
∞ using (4) for each equilibrium point.

6. Calculate the final controllers KKKi
f (s), i = 1, . . . ,L stabilizing GGGi

sh(s) using (9)

for each equilibrium point.

7. Calculate the simplified final robust controller K̃KK
i
f (s), i = 1, . . . ,L using (8) and

(10).

8. Interpolate the L simplified final robust controllers K̃KK
i
f (s), i = 1, . . . ,L, to yield

the global robust controller KKKglobal(s) by switching between K̃KK
i
f (s), i = 1, . . . ,L

according to the value of SP ρρρ as described in (13).

Clearly from theorems 1 and 2, at each equilibrium point the robust controller KKKi
∞

stabilizes the associated shaped plant GGGi
sh and we have the performance of the LSDP

approach which guarantees the robust stability of the uncertain systems resulting

from parameter uncertainties or external perturbation. This robustness property will

therefore be reflected in the global robust controller KKKglobal .

4 Experimental validation: AERO system

The proposed DNRC is practically tested on a TITO system namely the 2 DoF

laboratory helicopter: AERO system of Quanser.

4.1 System’s description and modeling

The Quanser’s AERO, is a fully integrated 2 DoF dual-motor laboratory test plat-

form, designed for control experiments and research for aerospace application. The

workstation, consists of an helicopter model mounted on a fixed base with two pro-

pellers that are driven by DC motors. The front propeller controls the elevation of

the helicopter nose about the pitch axis and the back propeller controls the side to

side motions of the helicopter about the yaw axis. The pitch and yaw angles are

measured using high resolution encoders. The pitch and yaw encoder and motor
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Figure 1

Free-body diagram of the 2 DOF laboratory helicopter

signals are transmitted via a slip ring. This eliminates the possibility of wires tan-

gling on the yaw axis and allows the yaw angle to rotate freely about 360 degrees.

However, due to physical limitations, the pitch body is limited to ±60 degrees. The

helicopter setup consists of two degrees of freedom as shown in Figure 1: a motion

around the Z axis (yaw), represented by angle ψ , and the rotation around the Y axis

(pitch), represented by the angle θ . The input voltages to the DC motors are the

control variables and the objective is to control the pitch and yaw angles so as to

make the system to track the reference trajectory.

The nonlinear equations of motion of the helicopter system derived using the Euler-

Lagrange formula, are as follows :

{

(Jp +ml2)θ̈(t) = KppVmp(t)+KpyVmy(t)+mglcosθ −Bpθ̇(t)+ml2sinθcosθψ̇(t)2

(Jy +ml2cos2θ)ψ̈(t) = KypVmp(t)+KyyVmy(t)−Byψ̇(t)+2ml2sinθcosθψ̇(t)θ̇(t)

(14)

where θ(t), θ̇(t),ψ(t), ψ̇(t),Fp,Fy,Vmp,Vmy are respectively the pitch angle, pitch

velocity, yaw angle, yaw velocity, pitch thrust force, yaw thrust force, control input

voltage to pitch and yaw motor. The specifications of various parameters of the

system are given in Table 1.

– 36 –



Acta Polytechnica Hungarica Vol. 17, No. 5, 2020

Table 1

AERO Parameters.

Symbol Description Value Unit

Jp Total moment of inertia about pitch axis 0.0384 Kg.m2

Jy Total moment of inertia about yaw axis 0.0432 Kg.m2

Bp Equivalent viscous damping about pitch axis 0.8 N/V

By Equivalent viscous damping about yaw axis 0.318 N/V

Kpp Thrust force constant of yaw motor 0.204 N.m/V

Kyy Thrust torque constant of yaw axis from yaw motor 0.072 N.m/V

Kpy Thrust torque constant acting on pitch axis from yaw motor 0.0068 N.m/V

Kyp Thrust torque constant acting on yaw axis from pitch motor 0.0219 N.m/V

m Total moving mass of the helicopter 1.3872 Kg

l Center of mass length along helicopter body from pitch axis 0.186 m

g Gravitational acceleration 9.81 m/s2

The nonlinear equations (14) of the AERO takes the form of (11) with:

xxx(t) =









θ(t)
ψ(t)
θ̇(t)
ψ̇(t)









; uuu(t) =

(

Vmp(t)
Vmy(t)

)

; yyy(t) =

(

θ(t)
ψ(t)

)

fff (xxx(t),uuu(t)) =

















θ̇(t)

ψ̇(t)

KppVmp +KpyVmy +mglcosθ −Bpθ̇(t)+ml2sinθcosθ(ψ̇(t))2

KypVmp +KyyVmy −Byψ̇(t)+2ml2sinθcosθψ̇(t)θ̇(t)

















ggg(xxx(t),uuu(t)) =

(

θ(t) 0 0 0

0 ψ(t) 0 0

)

(15)

The first step of algorithm 1 is the fixing of the SP ρρρ . We will consider the output

vector yyy(t) as SP:

ρρρ =

(

θeq

ψeq

)

(16)

The SP ρρρ define the equilibrium point (xxxeq,uuueq) of the nonlinear system (14) and

verify:

fff (xxxeq(ρρρ),uuueq(ρρρ)) = 0 (17)

where :

xxxeq = ρρρ ; uuueq =

(

Vmp,eq

Vmy,eq

)

(18)
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From (15) and (17) and after calculation, we get:

Vmp,eq = mgl cosθeq

Kyy

KppKyy −KpyKyp

Vmy,eq =−
Kyp

Kyy

Vmp,eq

(19)

The dynamics of the AERO is presented in Figures 2 and 3 where the yaw rotates

freely about 360 degrees however the pitch rotation is delimited to ±60 degrees due

to physical constraints so the the operational domain is limited to:

−60◦ ≤ θeq ≤ 60◦

−360◦ ≤ ψeq ≤ 360◦
(20)

Based on Figures 2 and 3, we notice that the system’s dynamics is rather linear for

θeq ≤ 0 and θeq > 0 so we will fix the equilibrium points based on this ascertainment

as follows:

(xxx1
eq(ρρρ

1),uuu1
eq(ρρρ

1)) :























θ 1
eq =−60◦

ψ1
eq =−360◦

V 1
mp,eq = 6.7726 V

V 1
my,eq =−2.06 V

; (xxx2
eq(ρρρ

2),uuu2
eq(ρρρ

2)) :























θ 2
eq = 60◦

ψ2
eq =−360◦

V 2
mp,eq = 6.7726 V

V 2
my,eq =−2.06 V

(21)

which constitutes step 2 of algorithm 1 for L = 2.

Taking into account (15), the linearization of (14) around an equilibrium point
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(xxxeq(ρρρ),uuueq(ρρρ)) using first-order Taylor expansion is given:

AAAeq(ρρρ) =

























0 0 1 0

0 0 0 1

mgl

Jp +ml2
sinθeq 0 −

Bp

Jp +ml2
0

(KypVmp,eq +KyyVmy,eq)

Jy +ml2cos2θeq

2ml2sinθeqcosθeq 0 0 −
By

Jy +ml2cos2θeq

























BBBeq(ρρρ) =

























0 0

0 0

Kpp

Jp +ml2

Kpy

Jp +ml2

Kyp

Jy +ml2cos2θeq

Kyy

Jy +ml2cos2θeq

























;

CCCeq(ρρρ) =

(

1 0 0 0

0 1 0 0

)

;

DDDeq(ρρρ) =

(

0 0

0 0

)

(22)

which constitutes step 3 of algorithm 1.

4.2 DNR controller

The next step is the decision on the weighting controllers configuration, to do so it is

necessary to discuss input/output pairing of the studied AERO. Thus, we calculated

the RGA ΛΛΛ of the system using (1) . After variation of the SP ρρρ = (θeq ψeq)
T , we

notice that ΛΛΛ in all equilibrium points is constant and given as:

ΛΛΛ =

(

1.0102 −0.0102

−0.0102 1.0102

)

(23)

Therefore, the pairing (Vmp/θ ,Vmy/ψ) is fixed, which means we will amplify the

interaction between the voltage Vmp and the pitch rotation θ on one hand and the

voltage Vmy and the yaw rotation ψ on the other hand. In this way, based on (2), the

weighting controllers KKKi
d(s) will take the following form :

KKKi
d(s) =

(

Ki
1(s) 0

0 Ki
2(s)

)

f or i = 1,2 (24)

with :

Ki
1(s) =

250s2 +15040s+4000

s2 +100s

Ki
2(s) =

101s2 +105s+500

s2 +100s

(25)
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As stated in step 4 of algorithm 1, we calculate for each equilibrium point the trans-

fer matrices GGGi
eq(s). The results are presented in Table 2 along with the local sub-

models parameters. Afterwards, the shaped systems GGGi
sh,eq(s) = GGGi

eq(s) KKKi
d(s), i =

1,2 are calculated.

Table 2

Equilibrium points (xxxi
eq,uuu

i
eq) and their corresponding transfer matrices GGGi

eq.

i







θ i
eq

ψ i
eq













V i
mp,eq

V i
my,eq






GGGi

eq ε i
max

1







−60

−360













6.7726

−2.06

















−2.06

s2 +9.26s+24.65

0.07871

s2 +9.26s+24.65

0.3828

s2 +5.558s

1.259

s2 +5.558s











0.4669

2







60

−360













6.7726

−2.06

















2.361

s2 +9.26s−24.65

0.07871

s2 +9.26s−24.65

0.3828

s2 +5.558s

1.259

s2 +5.558s











0.4103

Therefore, the nonlinear behavior of the system ∑ is described by switching between

local models GGGi
eq ; i = 1,2 according to the SP ρρρ = (θeq ψeq)

T .

∑ :=

{

GGG1
eq i f −60◦ ≤ θ(t)≤ 0◦ and −360◦ ≤ ψ(t)≤ 360◦

GGG2
eq i f 0 < θ(t)≤ 60◦ and −360◦ ≤ ψ(t)≤ 360◦

(26)

Taking into account steps 5, 6 and 7 of algorithm 1, the resulting simplified final

robust controllers K̃KK
i
f (s) = PPP⊙KKKi

f (s) calculated using (8)-(10) are given by:

K̃KK
i
f (s) =

(

Ki
f12
(s) 0

0 Ki
f21
(s)

)

; i = 1,2 (27)

where Ki
f12
(s) and Ki

f21
(s) are calculated and presented in Appendix A using (4) and

(6) with PPP is the selection matrix determined from RGA theory, as detailed in (10):

PPP =

(

1 0

0 1

)

(28)

Then, as stated in (13) the global robust controller Kglobal of the AERO is con-

structed by switching between simplified final robust controllers K̃KK
i
f , i = 1,2. Ac-

cording to step 8 of algorithm 1, the switching between the simplified final robust

controllers depends on the selection signal Is which determines the position of the

switcher according to the value of SP ρρρ as detailed as follows:
{

Is = 1 and KKKglobal = K̃KK
1
f i f −60◦ ≤ θ(t)≤ 0◦ and −360◦ ≤ ψ(t)≤ 360◦

Is = 2 and KKKglobal = K̃KK
2
f i f 0 < θ(t)≤ 60◦ and −360◦ ≤ ψ(t)≤ 360◦

(29)
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The experimental validation was assured thanks Quanser AERO USB experiment.

This latter interfaces with Quanser control software QUARC running on a labora-

tory PC via a standard USB 2.0 connection. The Quanser AERO USB can be used

with MATLAB/Simulink and Quanser QUARC software. With the USB version of

the experiment, the experimental sheme control represented in Figure 4 is charac-

terized by:

• Quanser Control Software (required for Quanser AERO USB experiment):

QUARC for MATLAB/Simulink transfers the control signals Vmp and Vmy

generated by the controller and it also allows the acquisition of pitch and yaw

angles measured through optical encoders.

• A PC with MATLAB/Simulink and QUARC installed.

• QFLEX 2 USB panel for real time communication with PC.

• Quanser’s 2 DoF helicopter: AERO system.

Figure 4

Experimental scheme

Figure 5 shows the the experimental setup. For more informations about the QUARC

and the helicopter AERO of QUANSER one can refers to their data-sheets [49, 50].

We precise that, in our case, the sampling time was fixed as Te = 0.02s.

Figures 6, 8 and 10 includes evolution of output and reference signals, control sig-

nals and selection indicator Is respectively.

On examining Figure 6, output signals θ(t) and ψ(t) are observed to follow the

reference signals rθ and rψ respectively. This highlights the good performance of

the global controller KKKglobal according to the switching between the tho simplified

final robust controllers K̃KK
i
f (s); i = 1,2. These controllers come into play by apply-

ing the control by GS technique as a function of the variation scheduling vector ρρρ
controlling the switching from one controller to another. This is illustrated in Figure
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Figure 5

Quanser’s AERO System

10 where the selection indicator Is shows the switching between the simplified final

robust controllers which is essential to produce the control signal uuu(t) presented in

Figure 8 guaranteeing the regulation of the AERO system.

Processes are subject to uncertainties in their parameters and perturbations that may

affect their dynamics during operation. Therefore, it is worth to investigate the

effectiveness of the synthesized controller with such circumstances. To test the

robustness of the global controller Kglobal , a manual perturbation is applied to the

process to the rotation of the pitch θ while operating to test the reaction of the

control. Figures 7, 9 and 11 present the same previous signals with the applied

perturbation.

Figure 7 shows that at the moment of the application of the perturbation due to loop

interactions, the yaw angle ψ loosed its trajectory but quickly returned to the desired

trajectory. This can be seen at Figure 11, such that at the time of the disturbance,

we have a variation of the selection indicator Is in order to switch between the 2

robust controllers K̃KK
1
f (s) and K̃KK

2
f (s). Therefore, from this switching, we observe

from Figure 9 the calculation of new values of control signals Vmp and Vmy in order to

compensate and to cope with the manual disturbance. Finally, these Figures shows

the robustness of the proposed global robust controller.

5 Conclusion

A DNRC algorithm of control of nonlinear MIMO systems was proposed using

LSDP approach combined with RGA theory and GS technique which has been

experimentally validated and proved to be a highly effective control strategy for

handling model uncertainties and bounded external perturbations. This was clearly

demonstrated through the case study using the 2 DoF laboratory helicopter. The
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Evolution of control signals with perturbation
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Evolution of the selection indicator Is without per-

turbation

Time(s)

0 10 20 30 40 50 60 70 80 90 100

S
e
l
e
c
t
i
o
n
 s

i
g
n
a
l
 I

s
 

0.5

1

1.5

2

2.5

Figure 11

Evolution of the selection indicator Is with perturba-

tion

results show that the developed control strategy offers good performances in terms

of robust stability, reference tracking and perturbation’s rejection.
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Abstract: This research article presents the effects of different abrasives (aluminium oxide, 
magnesium oxide, zinc oxide, iron oxide, silicon dioxide, titanium dioxide and zirconium 
dioxide) on tribological performance of non-asbestos brake friction materials. Therefore, 
friction composites with different abrasives were fabricated and characterized for various 
mechanical, chemical, and physical properties. The tribological properties of the friction 
composites were evaluated by running a European testing standard on a Krauss testing 
machine. It was seen that the different sorts of abrasives substantially affected the 
tribological performance of the friction composites. The highest values of friction 
coefficient (0.425), least friction fluctuations (0.252), highest stability coefficient (0.87) as 
well as the lowest fade (~ 23%) were obtained from the friction composites containing 
aluminum oxide as an abrasive. The recovery performance of all the friction composites 
was found to exceed 100% and the actual recovery level depends upon the type of abrasive. 
Contrary to the friction performance, the wear performance decreased for aluminum oxide 
and friction composite containing zinc oxide showed higher wear resistance. 
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1 Introduction 

Composite materials used for automotive/locomotive brake systems usually 
contain property modifiers to enhance friction performance and to improve their 
wear resistance [1-4]. Abrasives, classified as property modifiers, are hard 
particles used in friction composite materials to enhance the friction performance 
[5]. They make the composites stable at elevated temperatures, while during the 
abrasive process, they remove the pyrolyzed surface film from the counterface 
disc [6, 7]. A perfect selection of an abrasive along with its type, shape, amount, 
size, and its closeness with other components in the formulation contributes to the 
better execution of any friction composite [8]. During braking, abrasive particles 
work at the tribo-interface either as a two-body or three-body abrasion model, 
while having a significant effect on friction and wear performance [9, 10]. In 
addition, rotor wear or rotor thickness variation may also appear, which is 
produced by the rubbing of brake pads against the rotor during sliding. It must be 
mentioned that the main culprit of braking noise is most likely credited to this 
effect [11]. Therefore, a careful selection of abrasives for brake friction materials 
is vital as it is an essential ingredient for the enhancement of friction, controlling 
the wear of tribo-couple, friction fluctuation, and noise-related problems generated 
during braking [12]. 

The vast majority of the literature referenced the individual aspect of particular 
abrasives e.g. aluminium oxide [12], zircon [13], silicon carbide [14], quartz [15], 
silicon dioxide [16], while comparative features of abrasives were also reported 
[17]. V. Tomasek et al. [12] concluded that an abrasive (aluminium oxide, average 
size of 100 mesh) addition in friction formulation not only helps in minimizing the 
negative wear rate, but it also helps in upgrading the friction performance. While 
studying the size effect of zircon particles (1, 6, 75, and 150 µm, respectively), K. 
H. Cho et al. [13] concluded that fade and friction instability remained the most 
significant in the friction composite having the smallest sized zircon particles with 
large frictional fluctuations and considerable wear. Fade resistance improved 
when coarse zircon particles were used. The composites exhibited excellent 
friction stability, however, the counter-face wear increased significantly as well. 
V. Matejka et al. [14] reported dissimilar results for silicon carbide filled 
composites. The authors studied the effect of silicon carbide particle size (3, 10, 
and 40 µm, respectively) on the tribological attributes of non-asbestos brake 
materials. The authors observed that the presence of 3 µm silicon carbide particles 
is responsible for highest friction performance accompanied with lowest fade. 
Authors observed that the specific wear rate decreases with increasing silicon 
carbide particle size. In another investigation, E. J. Lee et al. [15] explored the 
tribological behaviour of zircon (13.7, 133.1 µm) and quartz (20.6, 277.8 µm) 
filled friction composites where the addition of the quartz proved to be best from 
the coefficient of friction point of view. 
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Moreover, they observed that smaller particles were proven effective in increasing 
the friction performance while large particles inclusion produced higher disc wear. 
In a recent study, W. Sun et al. [16] investigated the influence of different silicon 
dioxide abrasive particles, (10, 80, 180-700, 700-2000, and 2000-3000 µm, 
respectively) in non-commercial friction composite materials. They observed that 
silicon dioxide particle size has a considerable influence on the friction 
mechanism of such composites. Higher contact films were observed for 10 µm 
particle-based composites, which reported to stabilize the friction performance. 
Authors also suggested that 80 µm particles usually work according to the three-
body abrasive mechanism, 180-2000 µm sized particles can work as mixed two-
body and three-body abrasive mechanisms, while 3000 µm sized particles usually 
work according to two-body abrasive mechanism. In addition, Bijwe et al. [17] 
compared tribological performance of micro and nano-abrasives (aluminium 
oxide: 40-80 nm and 48-100 µm, silicon carbide: 50-60 nm and 3-100 µm, silicon 
dioxide: 15 nm and 3 µm) of tribological performance of friction composites. 
They claimed that the formation of friction film on nano-abrasive filled composite 
mainly contributed in increased performance. B. K. Satapathy and J. Bijwe [18] 
investigated the influence of working parameters (sliding speed and braking 
pressure) on wear performance of different abrasives (silicon carbide, silicon 
dioxide, zircon dioxide, and aluminium oxide) filled friction materials. They 
revealed that comparatively to zircon dioxide, aluminium oxide and silicon 
dioxide-based friction composites remained less sensitive to working parameters. 

Despite the above-mentioned studies, it is still challenging to describe the role of 
abrasives on the fade, recovery, friction stability, and variability aspects of brake 
friction materials. Therefore, it highly important to conduct a study to compare the 
tribo-performance of abrasives filled brake friction materials. Consequently, the 
present work is conducted to investigate the role of abrasives on the tribo-
execution of automotive brake materials. Tribo-execution of the brake materials 
was completely assessed utilizing ECR-90 run. 

2 Materials and Methods 

2.1 Materials and Composite Fabrication 

Ingredients such as Kevlar fiber, phenolic resin, graphite, barium sulphate, lapinus 
fiber, potassium titanate, vermiculite and abrasives (aluminium oxide, magnesium 
oxide, zinc oxide, iron oxide, silicon dioxide, titanium dioxide and zirconium 
dioxide) according to the compositional variations, as presented in Table 1, were 
used in the fabrication of brake composites. The ingredients were purchased from 
Starke International New Delhi, India. 
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The literature reveals that smaller sized abrasive particles develop a contact film, 
which stabilizes the friction performance and increase the wear resistance [14-17]. 
Hence, in this current study abrasives with an average size of 400 mesh were 
selected. The scanning electron micrographs of the selected abrasives are shown 
in Figure 1. 

Table 1 

Details of friction composites composition and nomenclature 

Composition (wt.%) Composite designation 

 MO-0 MO-1 MO-2 MO-3 MO-4 MO-5 MO-6 MO-7 

*Parent composition 95 95 95 95 95 95 95 95 
Barium sulphate 5 0 0 0 0 0 0 0 
Aluminium oxide 0 5 0 0 0 0 0 0 
Magnesium oxide 0 0 5 0 0 0 0 0 
Zinc oxide 0 0 0 5 0 0 0 0 
Iron oxide 0 0 0 0 5 0 0 0 
Silicon dioxide 0 0 0 0 0 5 0 0 
Titanium dioxide 0 0 0 0 0 0 5 0 
Zirconium dioxide 0 0 0 0 0 0 0 5 

*Parent composition: Barium sulphate-50 wt.%, graphite-5 wt.%, fibers (Kevlar, lapinus; 1:2)-15 
wt.%, potassium titanate-5 wt.%, vermiculite-5 wt.% and phenolic resin-15 wt.%. 

 

  

  

(a) (b) 

(d) (c) 
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Figure 1 

Scanning electron micrographs of (a) Barium sulphate (b) Aluminium oxide (c) Magnesium oxide    

(d) Zinc oxide (e) Iron oxide (f) Silicon dioxide (g) Titanium dioxide and (h) Zirconium oxide 

The parent composition was always constant with 95 wt.% amount and 5 wt.% of 
abrasive was added to each composite. For comparison, an abrasive-free 
composite was also fabricated by adding 5 wt.% barium sulphate in the parent 
composition. To achieve mechanical isotropy, selected materials were blended in 
a mechanical mixer for 10 min [19]. The blend was put into a mold supported by 
the adhesive-coated steel back plates. The mold was then heat treated/cured at  
155 °C of temperature for 10 min with 15 MPa pressure using a compression-
molding machine [20]. After that, the brake pad composites were relieved in an 
oven at 170 oC for 4 h and used for different (mechanical, chemical, physical and 
tribological) characterizations. 

2.2 Characterization of Mechanical, Chemical and Physical 

Properties 

The density of the composites was determined with the help of the Archimedes 
principle, whereas a standard protocol JIS D 4418:1996 was used for porosity 
measurement [21]. The ash content was determined by scorching the composite 
specimen at ~800 oC of temperature. Soxhlet extraction was used for determining 
the acetone extraction (quantity of uncured resin) present in the composites. 

(e) (f) 

(g) (h) 
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Hardness investigation was done with the help of Rockwell hardness tester 
according to the ASTM D785 standards. Shear strength of the fabricated friction 
composite specimens was measured according to ISO 6312 whereas ISO 6310 
was used for compressibility measurements. 

2.3 Tribological Properties Evaluation 

The tribological properties of the developed composites were assessed by running 
ECR (Economic Commission for Europe) R-90 procedure on Krauss machine. 
The detailed description of the machine and testing schedule is reported elsewhere 
[18-20]. The nominal braking pressure of 2 MPa and a speed of 660 rpm on the 
disc were applied following the regulation of the standard ECR R-90 test protocol 
which consists of seven cycles of ten brakes each for tribological properties 
assessment. The braking duration was 10 s and a 10 s interval was maintained 
between two successive brakes. Prior to seven test cycles, a bedding cycle of 30 
brakes was initiated to ensure uniform contact between brake pad and disc. After 
the bedding cycle, the cold friction cycle began with 45 ºC initial temperature 
while fans were employed to control the generated frictional heat of the disc. The 
cold cycle was trailed by five back-to-back fade cycles. At the beginning of each 
fade cycle, the disc temperature was kept under 100 ºC and then permitted to rise 
progressively until the end of 10 brakes. Finally, after completion of the fifth fade 
cycle, the recovery cycle started by keeping up comparative conditions for fade 
cycles with air fan on. The wear of the friction composite was measured in terms 
of thickness and weight loss. For every composite specimen, three trials were 
conducted and the outcomes were inside 95% of certainty level. 

3 Results and Discussion 

3.1 Results of Mechanical, Physical and Chemical Properties 

The evaluated properties of the composites specimens are presented in Table 2. It 
was observed that density (~2.26 ± 0.04 g/cm3) and porosity (~7.42 ± 0.72%) of 
the tested composites remained broadly unaffected with compositional variations. 
On the other hand, the acetone extraction was found to be negligible and nearly 
equivalent (~0.32 ± 0.09%) in all the tested composites and might be ascribed to 
the presence of an equal amount of organic content. Furthermore, the unchanged 
organic content in the composites resulted in almost equivalent ash content ~72.18 
± 1.96%. Hardness, compressibility and shear strength of the composites have 
been seen to stay in the range of ~104 ± 2.5 in the L-scale, ~0.90 ± 0.12% and 
~836 ± 74 kgf respectively. 
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Table 2 

Physical, mechanical and chemical properties of friction composites 

Properties MO-0 MO-1 MO-2 MO-3 MO-4 MO-5 MO-6 MO-7 

Density (g/cm3) 2.28 2.27 2.24 2.30 2.29 2.22 2.23 2.30 
Porosity (%) 7.56 7.78 7.44 6.70 8.14 7.84 7.16 7.18 
Acetone extraction (%) 0.36 0.42 0.27 0.23 0.38 0.42 0.26 0.34 
Ash content (%) 70.22 70.81 74.02 73.01 71.69 73.21 73.06 74.14 
Shear strength (kgf) 762 875 890 795 910 825 900 835 
Compressibility (%) 0.78 0.96 0.80 0.86 1.02 0.92 0.98 0.82 
Hardness (HRL)  101.50 102.83 103.67 102.33 106.5 103.83 104.50 102.5 

3.2 Braking Performance Response of the Composites 

The coefficient friction (µ) and the corresponding temperature of the disc with 
respect to braking cycles (cold, fade and recovery) are depicted in Figure 2. It is 
clear that all the composites displaying the fluctuating/unsteady frictional response 
in cold cycle. As observed in Figure 2a for MO-0, the μ rose continuously until 
the third braking, and then it began diminishing until the 10th braking. This 
phenomenon was observed in the first three fade cycles, while some enhancement 
appeared later in two fade cycles. From Figure 2b, one can see that the first fade 
cycle behaviour of MO-1 and MO-0 is similar. However, in further fade cycles, 
the µ curve becomes flattered demonstrating good performance of MO-1. While 
for friction composite MO-2 (Figure 2c) appreciable fade was seen after the third 
braking onwards for the first two fade cycles, while the sharpness of the slope 
diminished and completely vanished during the fourth and the fifth fade cycles. 
For MO-3 and MO-4 (Figures 2d and 2e) composites, the friction performance 
remained wildly fluctuating. 

Abrupt friction peaking with steeper friction-decay was observed in the first four 
fade cycles of MO-3 and MO-4 composites. However, in the fifth fade run, the µ 
response showed some signs of improvement. In the case of friction composite 
MO-5, as seen from Figure 2f, μ climbed continuously until the third braking and 
it began diminishing sharply until the 10th braking for the first three fade cycles 
and it demonstrated some enhancement in the last two fade cycles. Severe fade for 
MO-6 (Figure 2g) was seen in the first two fade runs after the third braking. From 
the third fade run, onwards a consistent friction build-up was observed with 
adequate friction-peaking effects without any substantial friction-decay. For MO-7 
(Figure 2h), in the first fade cycle fade was observed after the third while for the 
next two fade cycles fade was seen after fourth braking. In the last two fade cycles 
of MO-7, the μ curve becomes flattered indicating improved fade performance. 
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Figure 2 

The coefficient of friction and disc temperature of the composites with respect to braking cycles 

3.3 µ-performance (µP), µ-fade (µF), µ-recovery (µR) and 

Friction Fluctuations (µmax-µmin) 

The µP, µF and µR outcomes of the tested composites are depicted in Figure 3. µP is 
the average value of µ registered for seven cycles whereas, F and R are the 
minimum and maximum µ values registered for the fade and recovery cycles 
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respectively [22, 23]. In friction composite containing no abrasive i.e. MO-0, the 
frictional outputs (µP and µF) reflected at 0.335 and 0.178 respectively. However, 
the addition of abrasives has caused discrete changes in terms of their µP and µF 

outputs. It was observed that the inclusion of zinc oxide, iron oxide, and titanium 
dioxide resulted in almost similar µP (0.328-0.344) and µF (0.175-0.209) outputs. 
In addition, magnesium oxide, silicon dioxide and zirconium dioxide-based 
formulations resulted in higher µP (0.385-0.390) and µF (0.270-0.284) outputs 
while µP (0.425) and µF (0.326) were observed to be the highest for the aluminium 
oxide-based friction composites. 

 
Figure 3 

μP, μF and μR performance of the composites 

 
Figure 4 

Friction fluctuations of the composites 
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Further, the μR was observed in the range of 0.436-0.476, which remained fairly 
comparable for all the friction composites irrespective of the abrasive. Such a 
performance theoretically suggests a similarity in the friction film 
creation/restoration process, which is initiated by organic ingredients and graphite 
having the same content in the friction formulations [24]. The frictional 
fluctuations as indicated by µmax-µmin have been seen to be reliant upon the 
composition (Figure 4). It was seen that the composite that had the highest 
coefficient of friction (0.425) brought about the least friction fluctuations (0.252) 
as compared to the other investigated composites. The addition of aluminium 
oxide to friction material formulations not only helps in reducing the frictional 
fluctuations, i.e. µmax-µmin but also resulted in enhanced µ P and μF with a good 
recovery response. 

3.4 Friction Stability and Variability 

The stability and variability coefficients of the friction composite are presented in 
Figure 5. These two parameters were significant for the assessment of friction 
composite materials and calculated as follows [25, 26]: 

Stability coefficient =
max

P

µ
µ

                                                                                  (1) 

Variability coefficient = 
max

min

µ

µ
                                                                             (2) 

 

Figure 5 

Stability and variability coefficients of the composites 
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A friction composite is rated superior for higher values of stability and variability 
coefficients. It was seen that the aluminium oxide-based composite, i.e. MO-1 
demonstrating the highest friction performance also resulted in higher stability 
(0.87) and variability coefficients (0.48). The stability and variability coefficients 
were remaining lowest for MO-0 and MO-4 composites. The friction stability 
stayed nearly 0.74 for MO-0; however, the stability of various explored 
composites has appeared well above 0.75. This indicates that with the addition of 
abrasives the friction film stability/integrity is improved and the degree of 
heterogeneity in the friction layer will in general decline. It was observed that the 
friction composite MO-1 had the highest µ-performance resulting in the higher 
stability and variability coefficient with less fluctuation when compared to the 
other friction composites. 

3.5 Fade, Recovery and Disc Temperature 

The performance of investigated friction composites in terms of %-fade and %-
recovery is presented in Figure 6. It is seen that the %-fade remains maximum 
(~47%) for the composition MO-0, whereas for MO-1, which has aluminium 
oxide as abrasive, it decreases drastically and the fade remains the lowest (~23%). 
The %-recovery of the investigated composites remains appreciably high (~108-
135%) as prescribed by IS-2742 standard. Strikingly both the %-fade and %-
recovery remained highest for MO-0 composite demonstrating that the fade-
recovery characteristics were greatly affected by the nature of friction film 
formation. The abrasive particles in the composition try to grind down the film 
formed on the surface by the decomposition of the organic constituents. 

 

Figure 6 

Variation of %-fade and %-recovery of the composites 
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The lowest %-fade (~23%) in spite of the highest disc temperature might be 
ascribed to the presence of hard aluminium oxide that minimizes/arrest the 
temperature-induced friction decay effect. The %-recovery performance of the 
studied friction composites specimens stayed in between 108-135%. The 
composite, MO-0 without any abrasive showing maximum fade (~47%), and it 
also exhibit the maximum recovery (~135%). The %-recovery performance 
mainly depends upon the friction/contact film deposited on the composite surface 
after the completion of the fifth fade cycle. Within the initial few brakings of the 
recovery cycle, this friction film will disintegrate into wear debris. With further 
brakings, these wear debris become entrapped between the composite and disc 
interface, which will enhance the friction performance according to the third body 
abrasion mechanism [27, 28]. Hence, the abrasive not only improves the µ -
performance of the friction composites, but it also improves the µ-fade. The level 
of improvement depends upon the type of abrasive used in the composition. 
Moreover, the disc temperatures remained highest for MO-1 composite (710 °C), 
closely followed by MO-2, MO-5, and MO-7 (689.5 ± 2.5 °C, See Figure 7). The 
disc temperature remained lowest for the composite MO-3 (633 °C) whereas for 
composites MO-0, MO-4, and MO-6 the disc temperature remained between 668 
± 4 °C. This temperature (687 - 710 °C) build-up phenomenon in aluminium oxide 
(MO-1), magnesium oxide (MO-2), silicon dioxide (MO-5) and zirconium dioxide 
(MO-7) filled composites was sufficiently complemented by a higher µ -
performance (0.385 - 0.425) response with reduced %-fade (~23-30%). 

In addition, MO-0, MO-3, MO-4, and MO-5 composites have indicated higher 
degrees of %-fade (~40-47%), which additionally had an immediate association 
with lower disc temperature (633-672 °C). Thus, %-fade and %-recovery 
performance attributes were observed to be reliant on the utilized abrasives and 
they played a central role as performance determinants. 

 

Figure 7 

Disc temperature of the composites 
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3.6 Wear Performance of Composites 

The wear performance (in terms of weight and thickness loss) is depicted in 
Figure 8. In general, component wear is obtained by normalizing the weight and 
thickness change of composite specimen before and after testing. The wear of 
composite MO-1 with aluminium oxide was the highest and that of composite 
MO-1 with zinc oxide was the lowest. The ingredients with high hardness such as 
aluminium oxide, magnesium oxide, silicon dioxide, and zirconium dioxide 
increase the wear of the friction composites due to their abrasive action against the 
sliding junction. The improved wear performance of MO-3 with zinc oxide may 
be due to its inherent wear resistance with a lower hardness that prevents the 
abrasion effect [29]. 

 

Figure 8 

Wear of the composite 

3.7 Worn Surface Morphology 

The wear performance of the composite was further correlated with its worn 
surface as presented in Figure 9. It was reported in the literature that the extent of 
wear was mainly dependent upon the formation of contact plateaus (primary and 
secondary) on the composite surface [30-32]. The primary contact plateaus were 
originated by the embedment of hard ingredients in the composite surface. The 
secondary contact plateaus (generally the smooth glazy patches) were originated 
by the degradation of organic ingredients. The primary contact plateaus were 
reported to enhance the friction performance while secondary contact plateaus 
were reported to enhance wear performance of the composites [33-36]. 
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Figure 9 

Worn surface morphology of the composites 
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It was observed that aluminium oxide (MO-1, Figure 9b), magnesium oxide (MO-
2, Figure 9c), silicon dioxide (MO-5, Figure 9f) and zirconium dioxide (MO-7, 
Figure 9h) inclusion in friction composites resulted in a deterioration in the 
topography of surfaces. The abrasive action led to the formation of wear pits in 
these composites indicating that harder constituents encountered during braking 
result in a higher friction level (~0.405 ± 0.020) with lower wear performance 
(~7.83 ± 1.42 g). The worn surface of the composite MO-1 (Figure 9b) 
demonstrated harsh surface topography with considerably less degree of 
secondary contact plateaus suggesting a higher wear rate. Furthermore, with 
magnesium oxide (MO-2, Figure 9c), silicon dioxide (MO-5, Figure 9f), and 
zirconium dioxide (MO-7, Figure 9h) the worn surface topography remains rough. 
It must be mentioned, that the extent of secondary plateaus increased while the 
deterioration of primary ingredients decreased, resulting in their increased wear 
performance to that of an aluminium oxide-based composite. It can be seen that 
there were no significant differences in the worn surface topographies of the 
friction composites MO-0 (Figure 9a), MO-4 (Figure 9e) and MO-6 (Figure 9g). 
The worn surfaces of these composites showed smooth surface topography and 
higher secondary contact plateaus compared with the friction composites MO-1, 
MO-2, MO-5, and MO-7 resulting in their moderate wear rate. The worn surface 
of the friction composite MO-3 (Figure 9d) was covered extensively with the 
secondary contact plateaus. These secondary plateaus covered the composite 
surface to a larger amount, which minimizes the loss of the ingredients during 
sliding resulting in the lowest wear and the second-lowest friction performance. 

Conclusions 

The physical, mechanical, chemical, and tribological properties of brake friction 
composites containing different types of abrasives have been evaluated as per 
industrial norms. The following conclusions were achieved from the above 
investigations: 

 The investigated physical, chemical, and mechanical properties broadly 
remain unaffected and do not follow any specific trend. 

 The developed composites showed a coefficient of friction in the range of 
0.30-0.45, which is in the desired range of industrial practice. The highest 
performance for the coefficient of friction, best fade performance, least 
friction fluctuations with the best stability and variability coefficient values 
were obtained in the composite containing aluminium oxide as abrasive. 

 Parent composition suffered highest the fade and exhibits the highest 
recovery, which was reduced to their lowest level by the inclusion of 
aluminium oxide. Interestingly zinc oxide and iron oxide did not influence the 
fade and recovery properties of the parent composition appreciably. Whereas 
magnesium oxide, silicon dioxide, and zirconium dioxide-based composites 
exhibit fade and recovery performance next to aluminium oxide based 
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composites. All the composites irrespective of the abrasives have shown more 
than 100% recovery. 

 The inclusion of zinc oxide and iron oxide helped improve the wear 
performance of the parent composition. Zinc oxide performed to be the best in 
this respect, while the incorporation of aluminium oxide proved detrimental. 

Overall, it was concluded that the type of abrasive in brake friction composite 
materials influences the tribological properties drastically. Aluminium oxide 
appeared to be the best performing abrasive followed by zirconium dioxide, 
magnesium oxide and silicon dioxide. 
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Abstract: The paper deals with the fault diagnosis methodology design for fault detection, 
localization, estimation and accommodation in a predictive control algorithm. The result of 
the proposed methodology realization is control and fault diagnosis system, which has a 
capability of actuators fault tolerance. The fault diagnosis system design is based on the 
group of unknown input observers. The fault diagnosis system and predictive control 
algorithm with fault accommodation are implemented in MATLAB. The designed 
algorithms, which are presented in this paper, are verified by simulations using the 
simulation model of the Ball on Plate system. 

Keywords: fault diagnosis; fault-tolerant system; modeling; predictive control 

1 Introduction 

In recent years, control systems must ensure a very good steady-state and dynamic 
performance of controlled dynamic systems [1]. For these purposes, various types 
of control algorithms are designed using different approaches. 

At present, the optimal control is very popular in various applications. In [2] is an 
optimal approach used for traffic lights optimization. In [1], authors present servo 
motor control system based on iterative feedback tuning that minimizes an 
objective function. Also, in [3], the iterative procedure is used for optimal control 
design of permanent magnet linear motor. Authors in [3] present speed controllers 
design for a class of small turbojet engines, which can be applied in a discrete 
digital control environment. In [18], the predictive control algorithms are listed 
which are based on the technique that solves the optimization problem at each 
sampling period. In this paper, the main focus is on the predictive control 
algorithm design using the discrete transfer function of the dynamic system. 
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Also, the risk of the dynamic system faults increases with its growing complexity 
means an undesirable influence on dynamic system control. The actuators and 
sensors are the most affected parts by faults. The fault tolerance capability of 
control algorithms is usually used to fulfil the given control goal, despite the 
actuator or sensor faults occurrence. The important assumption for control with 
fault tolerance is the Fault Detection and Diagnosis (FDD) system design, which 
is used for fault detection, localization, and estimation. The effectiveness of the 
diagnosis systems depends on the quality of used mathematical models [8]. 

In this paper, the predictive control algorithm is enhanced by the ability of fault 
tolerance [11], [12]. The information about faults is obtained from FDD system, 
which is based on the group of Unknown Inputs Observers (UIO) [9]. Also, the 
design of algorithms for the faults detection, localization, and estimation are 
shortly listed. 

The Ball on Plate system has been widely used for the control algorithms design 
and verification of their performance because it is an unstable, nonlinear system 
[5], [6], [7], [18]. Application of the fault-tolerant control to Ball on Plate system 
is not common, but in [13] stress is put to solve this task. Also, this paper is 
dedicated to verification of the fault-tolerant control of Ball on Plate laboratory 
model, which is situated in the Laboratory of Modern Control Techniques of 
Physical Systems of the DCAI, FEEI at the Technical university of Košice. The 
paper follows previous research activities of the Center of Modern Control 
Techniques and Industrial Informatics (CMCTII, web: http://kyb.fei.tuke.sk) [21]. 

The main goal of this paper is to design of methodology that connects partial tasks 
as modelling, control or faults diagnosis algorithms design leading to creation of 
the complex control and FDD system. All steps of proposed methodology are 
described in next sections with their application to Ball on Plate system [22]. 

2 Design of Actuators Faults Diagnosis System 

In general, faults detection and diagnosis system design consists of some steps, 
which are common for each dynamic system [9]. In this article, the methodology 
of the FDD system design for the actuators faults diagnosis is stated and 
implemented using the Ball on Plate model [22]. The presented methodology 
consists of these steps: 

1) nominal system modeling, 

2) design of nominal system control algorithm, 

3) faulty system modeling and design of algorithms for actuator faults 
detection, localization and estimation, 

4) fault-tolerant capability implementation to control algorithm. 

http://kyb.fei.tuke.sk/
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Nominal model of Ball on Plate system is designed according to system analysis 
of laboratory model (http://kyb.fei.tuke.sk /laben/modely/gnk.php). 

Model can be divided into the two subsystems, as the Servomotors subsystem and 
the B&P subsystem (Figure 1). The description of physical variables and 
parameters of the model are stated in Table 1. 

 

Figure 1 

System decomposition of the Ball on Plate system 

In the past, the Ball on Plate laboratory model was used for various control 
algorithms verification in CMCTII [13], [14], [15]. Also, the predictive control 
verification, which was designed using pseudo-state space form, was presented in 
[16]. 

Table 1 

Variables and parameters of the Ball on Plate system 

Description Label Units 

ball position – axis x yx(t) [m] 

ball position – axis y yy(t) [m] 

plate tilt – axis x α(t) [rad] 

reference angle – axis x αx(t) [rad] 

plate tilt – axis y β(t) [rad] 

reference angle – axis y βy(t) [rad] 

servomotor gain – axis x Kx - 

time constant of servomotor – axis x Tx [s] 

servomotor gain – axis y Ky - 

time constant of servomotor – axis y Ty [s] 

This section shortly presents the algorithm design of the mentioned predictive 
control with actuator fault tolerant capability. However, early actuators fault 
detection, localization and estimation is very important for succesful functionality 
of the control system. The Fault Detection and Diagnosis system (FDD) is 
implemented for this purpose, which is based on the group of the unknown inputs 
observers using Kalman filtration principles. The information from the FDD is 
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used for fault accommodation in control law. All algorithms are used in structure 
with interconnections between control and FDD system. The general scheme of 
control and FDD system is illustrated in Figure 2. 

 

Figure 2 

General scheme of the control & FDD system with fault accommodation in predictive control law 

2.1 Ball and Plate System Modeling 

As it was mentioned, the Ball on Plate system can be divided into two subsystems 
(Figure 1, Table 1). Mathematical model of the B&P subsystem can be designed 
as the two nonlinear differential equations: 

5
( ) sin ( )

7xy t g t  (1) 

5
( ) sin ( )

7yy t g t  (2) 

The subsystem of Servomotors can be expressed using two 1st order linear 
differential equations: 

( ) ( ( ) ( ))x
x

x

K
t t t

T
      (3) 

( ) ( ( ) ( ))y

y

y

K
t t t

T
      (4) 

where coefficients Kx, Ky, Tx, Ty are obtained by experimental identification [13]. 

The mathematical model of the system expressed by the differential equations (1) 
– (4) can be arranged into the canonical form using substitution: 

- for axis x, where 1 2 3( ) ( ), ( ) ( ), ( ) ( ), ( ) ( )x x x xy t x t y t x t t x t t u t    & : 
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1 2( ) ( )x t x t  (5) 

2 3

5
( ) sin ( )

7
x t g x t  (6) 

 3 3

1
( ) ( ) ( )x x

x

x t K u t x t
T

   (7) 

- for axis y, where 4 5 6( ) ( ), ( ) ( ), ( ) ( ), ( ) ( )y y y yy t x t y t x t t x t t u t    & : 

4 5( ) ( )x t x t  (8) 

5 6

5
( ) sin ( )

7
x t g x t  (9) 

 6 6

1
( ) ( ) ( )y y

y

x t K u t x t
T

   (10) 

The mathematical model in canonical state form (5) - (10) is used for the 
implementation as a simulation model in a Matlab environment. The simulation 
model was verified with the real laboratory model and the results [13], [14]. 

The nonlinear differential equations of the mathematical model in canonical form 
are linearized around the operating point: 

x 1 2 3 4 5 6x , xop op op op op op op op
yx x x x x x       

 (11) 

The result of the linearization can be arranged into the two linear mathematical 
models in state-space form: 

1 1

2 2

3 3

( ) ( )

0 1 0
( ) ( ) 0

5
( ) 0 0 ( ) 0 ( )

7
( ) ( )1

0 0x x

B
A

x x

x

x

x

x

t t
x

x

x t x t

x t g x t u t

x t x t K

TT

                                        

 (12) 

 
1

2

3

( )

( )

( ) 1 0 0 ( )

( )C

x

T
x

x

x

t

x t

y t x t

x t

 
   
  

 (13) 

4 4

5 5

6 6
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0 1 0
( ) ( ) 0

5
( ) 0 0 ( ) 0 ( )
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0 0x x

B
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y y

y
y

y

y

t t
y

y

x t x t

x t g x t u t

x t x t K

TT

                                         

 (14) 
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 
4

5

6

( )

( )

( ) 1 0 0 ( )

( )C

x

T
y

y

y

t

x t

y t x t

x t

 
   
  

 (15) 

The state-space form (12)-(15) of the mathematical model is discretized using c2d 
function in Matlab environment and using a ss2tf function it can be expressed as 
the two transfer function: 

1 2 31
,1 ,2 ,31

1 1 2 3
,1 ,2 ,3

( )
( )

( ) 1
x x xx

x

x x x x

b z b z b zB z
F z

A z a z a z a z

  


   

 
 

  
 (16) 

1 1 2 3
,1 ,2 ,31

1 1 2 3
,1 ,2 ,3

( )
( )

( ) 1
y y y y

y

y y y y

B z b z b z b z
F z

A z a z a z a z

   


   

 
 

  
 (17) 

where sampling period Ts = 0.05 s. 

The mathematical model in the transfer functions form (16), (17) is used in the 
next subsection for the predictive control algorithm design. Also the state space 
form equations (12)-(15) are used for the faulty model derivation in Subsection 
2.3. 

2.2 Predictive Control Algorithm Design 

For control of the Ball on Plate system a predictive control algorithm is used, 
which minimizes the cost function: 

2 2

1 1

ˆ[ ( ) ( )] [ ( 1)]Q y y R u
p u

N N

PC ref
i i

J k i k i k i
 

         (18) 

where Np, Nu represents prediction horizon and control horizon, ŷ(k) is the vector 
of predicted values of the system output, yref(k) represents reference trajectory, 
u(k) is control input and Q, R are weight matrices [17], [19]. 

The predicted values ŷ(k) are obtained using pseudo-state space form: 

0 0 0

0

( 1) ( ) ( ),

( ) ( ),

X A X B U

C X

k k k

y k k

  


 (19) 

which can be derived from the system discrete transfer function (16) or (17) as 
follow: 

0

0

( 1) ( )

1 1 1 1

0 1 0 0 0 0( 2) ( 1) ( 1)

0 1 0 0( ) ( 1) ( 1)

( 1) ( ) ( )

AX X

B

k k

n n n n

y k n y k n u k q

y k y k u k

a a a b b by k y k u k



 

            
       
        
       
      
         

0 ( )U k





 
 



 (20) 
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0

( )

( 1)

( ) (0 0 1)

( )C

X k

y k n

y k

y k

  
   
 
 

 (21) 

The system output prediction ŷ(k) = [y(k+1), …, y(k+Np)] can be computed using 
pseudo-state space (13) in form: 

0 0

0 0

( 1) ( 1) ( 1)

( ) ( ) ( 1)

C A

G

C A pN
p p

y k y k n u k q

y k N y k u k N

         
           

            

 (22) 

where matrix Ḡ consists of: 

0 0

0 0

1 1
0 1

0 0 0

,
0 0

C B 0

C B 0G B

C B
p

i

n n
N

b b b


 
  
  
   
  
  
  

 

 (23) 

   0 1 00 0 0 0 , 1, , 1B A B Bi i pi N     (24) 

Finally, the system output prediction ŷ(k), according to [18], can be expressed: 

0ˆ( ) ( ) ( )y y Guk k k   (25) 

where y0 represents system free response: 

0 0

(:,1: 1)

0 0

( 1) ( 1)

( )

( ) ( 1)
0

C A

y G

C A p

q

N

y k n u k q

k

y k u k



        
         

         

 (26) 

and matrix Ḡ(:,1:q-1) consists of all rows and q-1 columns of the Ḡ matrix (the 
convention  “:”  is used according to the MATLAB environment). 

Next columns of matrix Ḡ are used for the computation of the system forced 
response Gu(k), where: 

(:, : 1)G G pq q N   (27) 

The matrices of the system output prediction can be arranged into the Hessian H 
and gradient g: 

0

( )

( ( ))

H G Q QG R R

g y y Q QG

T T T

T T T
ref k

 

 
 (28) 

Control law has form: 

1( )u H gopt k    (29) 
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where the optimal control sequence uopt is computed with respect to criteria: 

!

0
( )u

PCJ

k





 (30) 

Also, physical constraints of the controlled system, which are composed to 
inequality Uconuopt≤vcon, are assumed and they can be expressed in form: 

max

min

,
I 1

U v
I 1

D
con con

D

u

u

   
        

 (31) 

and 1 is a unit vector and ID is a unit matrix [19]. 

The optimal control sequence uopt(k) can be computed in Matlab environment 
using the quadprog function (function of Optimization toolbox) by formula: 

1
min( )

2u
uHu g uT  (32) 

The designed predictive control algorithm is implemented as m-file called 
ioGPCcon to the Matlab environment with respect to control structure, which is 
shown in Figure 3. The predictive control algorithm is illustrated as a flowchart in 
Figure 4. 

For computation of the Hessian H, matrices of the free response y0 and matrix of 
the forced response G is also a created function - [H,y0_AC,y0_G,G,Ucon,vcon]= 
paramGPCc(Bx,Ax,Q,R,Np,Nu). 

The predictive control algorithm is used twice for the control of the servo motors 
in x or y direction independently. 

 

Figure 3 

The predictive control of the dynamic system implemented to the control structure 
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ioGPCcon

simulation time T, sample period Ts

Ax(z
-1), Bx(z

-1) or Ay(z
-1), By(z

-1) 
polynomials

paramGPCc

k ←1
t(k) ← 0

y(k) ← actual value of the dynamic system 
output

free response y0 computation (26)

gradient g computation (28)

optimal control sequence uopt(k) 
computation (32)

u(k) ←first value uopt(k)  

control input u(k) application to dynamic 
system input

+

-

End

t(k) ≤ T

t(k+1) ← t(k)+Ts

k ←k+1

weight matrices Q, R, Np, Nu 

horizons
<umin,umax>, <ymin,ymax> constrains

 

Figure 4 

The predictive control of the dynamic system implemented to the control structure 

The designed predictive control of the nominal system was verified by a 
simulation model of Ball on Plate for the circle trajectory tracking. The control 
inputs and ball position time responses are illustrated in Figure 5. 
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Figure 5 

Time responses of nominal Ball on Plate system outputs and control inputs 

After sucessful verification of the designed predictive control algorithm of the 
nominal system, the fault detection and diagnosis system design is the next step 
according to the presented methodology. 

2.3 Actuators Fault Detection and Diagnosis System Design 

The fault detection and diagnosis system is based on the group of observers with 
unknown inputs (UIO). For their design, it is important to rearrange the state space 
models (12) - (15) of the Ball on Plate system and also specify the faulty models 
of the system. The state space models (12) - (15) can be expressed as MIMO 
model of the system: 
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which can be also discretized using sampling period Ts = 0.05 s: 

11 12 13

22 23
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66 62
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a a a

a a
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   
   
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   
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   
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 (31) 

( ) ( )Ty C xk k  (32) 
In the MIMO model of the system (33) - (36), the angle of the plate tilt should be 
possible to measure in real system by sensor (3-axis accelerometer or gyroscope). 

The faulty model of the Ball on Plate system is assumed in general state space 
form: 

( 1) ( ) ( ) ( ) ( )

( ) ( ) ( )T

x A x B u F f v

y C x o

d d d dk k k k k

k k k

    

 
 (33) 

where fd(k) is vector of faults magnitudes, v(k), o(k) are system and measurement 
noise. Also, it is assumed that faulty matrix Fd = Bd. 

The faulty model of the system can be expressed as follows: 
* *

, ,( 1) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )T

x A x B u F F f v

y C x o

d d d i d i d dk k k f k k k

k k k

     

 
 (34) 

where Fd,i is the i-th column of faulty matrix Fd, fd,i is the i-th actuator fault 
magnitude, Fd

*, fd
* are composed from the faulty matrix Fd and vector fd without i-

th column [8]. 

In the FDD system two faulty models of Ball on Plate system are used. 

2.3.1 Unknown Input Observer Design for Actuator Fault Detection, 

Localization and Estimation 

For actuator faults detection, localization, and estimation of Ball on Plate system 
two UIO (Figure 2) are used. According to [9], these assumptions have to be 
satisfied for UIO design: 

- number of estimated faults (rank of matrix Fd,i) is lower than number 
of system outputs (rank of matrix CT) 

- rank(CTFd,i) = rank(Fd,i) 

In general, the UIO has form: 
*( 1) ( ) ( ) ( ) ( )

ˆ( ) ( ) ( )*

x F x T B u L C x

x x C H x

e e e e d

e e

k k k k k

k k k

   

 
 (35) 
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where xe is extended state vector of the UIO and Fe, Te, He matrices are expressed: 

 *
, ,H F C Fe d i d i


  (36) 

*T I H Ce e   (37) 

1A T Ae d  (38) 

and C* = CT in case of actuator fault. 

The gain L of UIO is iterative computed using Kalman principles as follow: 

1 2( ) ( ) ( )L L Lk k k   (39) 

  1* * *
1 1 1 1( ) ( | 1) ( | 1)L A P C C P C RT T

ok k k k k


     (40) 

2 ( ) ( )L F He ek k  (41) 

*
1 1( ) ( )F A L Ce k k   (42) 

where the covariance matrix P1(k|k-1) is computed: 

*
1 1 1( | 1) ( | 1) ( 1) ( | 1)P P L C P AT

e ek k k k k k k       (43) 

1 1 1( 1 | ) ( | 1)P A P A T Q T H R HT T T
e e v e e o ek k k k      (44) 

where Qv, Ro are system and measurement covariance matrices [10]. 

The algorithm of state estimation by UIO is expressed by in flowchart in Figure 6. 

The estimated states are used for the residuals generation in form: 

ˆ( ) ( ) ( )r y C xTk k k   (45) 

Fault detection is based on GLR test using a residuals generator (49) and it can be 
expressed as follows: 

1
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1
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d
d d

T
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z
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        

   
   (46) 

where µ0 is the mean value and Qz is matrix of variances, which are determined 
using the residuals obtained from the nominal system. The fault detection function 
J(k) is used for the generation of the fault symptoms: 

0, if ( )

1, if ( )

 

 

th

th

J k J
s

J k J


  

 (47) 

where Jth is threshold value. 

The generated symptoms sl (l=1,2) are used for the fault localization (Table 2). 
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Figure 6 

Flowchart of the UIO algorithm 
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Table 2 

Localization of actuators faults using symptoms generation 

 Fault free Fault – servo of axis x Fault – servo of axis y Fault – both servos 

s1 0 0 1 1 

s2 0 1 0 1 

After the successful fault detection and localization the fault magnitude can be 
estimated: 

1
,

ˆ ˆ( ) ( )VS U xT
d if k k  (48) 

where matrices U, S, V are computed using SVD decomposition of matrix Fd,i: 

,

S
F U V

0

T
d i

 
  

 
 (49) 

The results of the fault detection, localization and estimation are used in fault 
accommodation in the predictive control algorithm [9], [11]. 

2.3.2 Fault Accommodation in Predictive Control Algorithm 

If the fault of the some actuator occurs during the control of the Ball on Plate 
system, the control inputs are affected. The influence of the fault can be 
eliminated using fault accommodation in control law [11]. 

According to [11], both control laws are extended by the additive inputs, which 
are determined using the results of fault detection and localization (Figure 2) [22]. 
Finally, the control laws in general have form: 

( ) ( ) ( )u u uf adk k k   (50) 

where: 
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 (51) 

and also have to be updated constraints values: 
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,
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u II
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I u I

d i

con con

d i

f k

f k

            

 (52) 
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3 Simulation Verification of Actuators Faults 

Diagnosis System 

According to FDD system design methodology presented in Section 2, it was 
implemented and tested in MATLAB environment using the nonlinear simulation 
model of the Ball on Plate system. Also, the effect of the fault accommodation in 
the predictive control algorithm was verified and evaluated by simulations, which 
are shortly introduced in this section. In the first case the multiplicative fault of the 
servomotor (loss of effectiveness) was assumed in a axis x direction, which 
occurred in Tf = 25 s. The effect was reflected mainly in time response of the ball 
position (Figure 7) and also in the second fault detection function J2 (Figure 8). 
The estimated magnitude of the actuator fault (Figure 8) was used for fault 
accommodation in the control algorithm (Figure 9). 

 

 

Figure 7 

Time responses of B&P system outputs with servomotor multiplicative fault (axis x) 

 

Figure 8 
Detection functions and fault estimation generated by FDD system - servomotor fault (axis x) 
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Figure 9 

Time responses of Ball on Plate system output and control inputs with fault accommodation for 

servomotor of axis x 

In the second case, the presence of multiplicative fault of the servomotor in a axis 
y direction (Figure 10, Figure 11) was simulated. The fault occurred in Tf = 30 s 
and its effect was eliminated by the fault accommodation using estimated 
magnitude (Figure 12). 

 

 

Figure 10 

Time responses of B&P system outputs with servomotor multiplicative fault (axis y) 

 

Figure 11 

Detection functions and fault estimation generated by FDD system - servomotor fault (axis y) 
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Figure 12 

Time responses of Ball on Plate system output and control inputs with fault accommodation for 

servomotor of axis y 

The results of simulations shows that the system output in both cases had higher 
amplitudes in axis x (Figure 7) or axis y (Figure 10) after faults occurring (Tf =25 
s in case one or Tf =30 s in case two). When the fault tolerant capability was used 
in the predictive control algorithm, the system output responses (Figure 9, Figure 
12) were very similar with no-fault case (Figure 5). The fault accommodation 
effect in the predictive control was also evaluated using the quantitative method. 
The norm of control errors in both directions were evaluated using formulas: 

 
/ /

2
,

0 0

( ) ( ) ( )e e y y
sim s sim sT T T T

x x x ref x
k k

k k k
 

     (53) 

 
/ /

2
,

0 0

( ) ( ) ( )e e y y
sim s sim sT T T T

y y y ref y
k k

k k k
 

     (54) 

The results of the control errors computation are presented in the Table 3. 

If the fault occured, the fault tolerant predictive control of Ball on Plate system 
has better results than without this capability, thisis illustrated by laboratory model 
simulation outputs (Figure 7 - Figure 12) and also evaluated by norm of control 
error (Table 3). 

Table 3 
Norm of predictive control error 

 
nominal system 

fault of servomotor - x axis fault of servomotor - y axis 

 without fault 
accomodation 

with fault 
accomodation 

without fault 
accomodation 

with fault 
accomodation 

ǁexǁ 0,7942 1,1318 0,7738 0,7942 0,7942 

ǁeyǁ 0,8542 0,8542 0,8542 1,117 0,8398 

The purpose of the the realized simulations was to confirm the accuracy of the 
proposed methodology and also capability of the designed predictive control 
algorithm to fault tolerant control. 

Conclusions 

The designed methodology for control and fault detection and diagnosis system 
design was presented in this paper. The steps of the presented methodology 
includes the modeling of the nominal system, the predictive control and the 
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diagnosis system design with capabality of actuators faults tolerance. Finally, the 
results of the designed control and diagnosis systems according to the 
methodology were verified by simulation in the MATLAB environment. The time 
responses and quantitative evaluation of the simulations results shows that the 
FDD system is able to detect, localize, and estimate actuator fault magnitude. 
Also, the fault accommodation in the predictive control algorithm almost 
completely eliminates the effect of the actuator fault using the information about 
fault from the diagnosis system. The problem of the predictive control of Ball on 
Plate system with fault tolerance capability is not solved very often and this paper 
demonstrates it. In case of the Ball on Plate system, the fault accommodation is 
limited only to one actuator fault occurrence, but the faults of both servomotors 
concurrently is unlikely. 

The issues mentioned in this article were also solved within the tasks of the 
project University Science Park Technicom for innovative applications with 
knowledge technology support (ITMS code 313011D232). The next step of the 
research should be oriented toward verification of the designed FDD system in a 
real laboratory model of Ball on Plate. 
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Abstract: The hot rolled seamless steel pipes and tubes are used successfully in areas such 
as the petrochemical industry (in oil and gas transport or in the extraction industry). This 
study includes results of the experimental hot torsion tests conducted to find the plasticity 
and deformability characteristics of two low alloyed medium carbon steel grades (EA < 
2.5%) destined for seamless tubes and pipes manufacturing, used in the petrochemical 
industry (fluid transport, extraction industry): grade 43MoMn16 and grade 33MoCr11. 

Keywords: low alloyed medium carbon steel grades (43MoMn16, 33MoCr11); seamless 
tubes and pipes; temperature; hot torsion tests; deformability; diagrams 

1 Introduction 

The major reason for the seamless steel pipe market is the rise in demand from the 
oil and gas industry, a sector that is expanding, and they are now being found at 
greater depths than before [1]. The hot rolled seamless steel pipes and tubes are 
used successfully in areas such as the petrochemical industry (fluid transport, 
extraction industry), in the construction industry (such as pipes for general use, or 
in installations as pipelines for gas or oil products), or in general mechanical 
constructions [1]. Seamless steel pipes are preferred over others due to their 
strength, durability and its nature to withstand extreme temperature, being used 
increasingly in industrial boiler applications and in the oil and gas sector [1]. 

The seamless pipes and tubes manufacturing process (Figure 1) involves the 
following two main technological processes: [2-4] 

 transformation of raw materials into steel bars (electric arc furnace, ladle 
furnace, vacuum degassing and continuous casting processes) i.e. steel 

mailto:imre.kiss@fih.upt.ro
mailto:vasile.alexa@fih.upt.ro
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manufacturing (melting process, alloying, degassing, and continuous casting 
into bars or billets); 

 transformation of steel bars into pipes or tubes, which are manufactured in 
different types of rolling mills, in uniformly heated in the rotary hearth heating 
furnace and then pierced by a piercer. In fact, the hot–rolled seamless steel 
pipes or tubes production base deformation process can basically be 
summarized as three stages: 

 stage of perforation process (piercing in cylindrical billets into a 
continuous rolling mill, named piercing mill); 

 stage of extension (elongation into a mandrel mill where the pipe or tube 
wall thickness is reduced by the mandrel bar and calibre rolls), and 

 stage of finishing (diameter reducing into a sizing/reducing mill). 

 

Figure 1 

The seamless pipes and tubes manufacturing process 

Pipes and tubes shall have smooth exterior and interior surfaces, in accordance 
with the manufacturing process [2-4]. The outer and inner surfaces of the pipes 
shall be free from cracks, overlaps of material, non-metallic inclusions or other 
visible defects [2-4]. All these aspects are resolved at the stage of steel 
manufacturing stages, the steel’s chemical composition being the main 
technological factor that influences the quality of the half-products (steel bars and 
billets). There will be no discussions to such aspects in this article. Therefore, in 
the laboratory determinations, we will use steels that are long documented by 
industrial practice. 

The typical rolling process (the second step of the seamless pipes and tubes 
manufacturing process) is schematically shown in Figure 2 [2-5]. Depending on 
the number of rolls, the piercing mills (stage of perforation process) can be 
divided into: 
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 two-roll piercing mills with two working rolls and two guiding devices 
which hold the tube shell along the rolling axis (Figure 3a); [5] 

 three-roll piercing mills with three working rolls that operate without any 
additional guiding devices for the metal (Figure 3b). [5] 

During the second step, the steel bars or billets are subjected to large local 
deformations, so their deformation behaviour is very important [2-5]. In the 
piercing mill, deformation of the material, especially at the front end of the plug is 
large, and as the rolling operation progresses, the material at the centre of the plug 
front end is subject to an extremely large shear deformation along the plug surface 
[2-5]. 

 

Figure 2 

The typical rolling process of the seamless pipes and tubes manufacturing process – General view 

(a) (b) 

Figure 3 

Typical piercing mills: (a) two-roll mills with two working rolls and two guiding devices; (b) three-roll 

mills with three working rolls, without any additional guiding devices 

 

Figure 4 

The two–roll piercing mills with two working rolls – General view 
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The first step (stage of perforation process) is usually a matter of poking a hole 
through a red-hot solid billet (Figure 4) [2-5]. In fact, during the primary piercing 
operation, the red-hot steel billet is rolled on the cross-roll piercing mill [2-5]. The 
quality of the piercing process has a major effect on the downstream processes and 
the finished product. At this stage of the process, the deformation plays a very 
important role. 

In the two-roll-type mandrel mill (in stage of extension), which uses two rolls on 
each stand, the directions perpendicular to each other within the cross-section of a 
tube are alternately rolled by the odd-numbered and even-numbered stands 
(Figure 5) [2-5]. In the stage of finishing, the pipe diameter is reduced into a 
sizing/reducing mill (Figure 6) [2-5]. 

(a)  (b) 

Figure 5 

General view and cross-section of the mandrel mill (odd and even numbered stand) 

 

Figure 6 

General view of the sizing/reducing mill and the arrangement of rolls 

Knowledge of the seamless pipe and tube steel’s deformability characteristics 
(plasticity and deformation resistance) has for the hot rollers a great practical 
significance because they are important elements in establishing a proper 
technological process [6-9]. 

The ability to permanently deform without breaking the internal structural bonds 
is defined as deformability [6-9]. In fact, the deformability is the ability of a 
material to be plastically deformed without the occurrence of undesired conditions 
(cracking of material during the plastic deformation, inadequate quality of the 
surface, etc.) [6-9]. In this sense, the deformability of a material is expressed by 
the degree of deformation to which the first cracks appear [6-9]. 
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The plastic deformation of steels is based on the property of plasticity, which 
defines their ability to acquire permanent deformations under the action of 
external forces [6-9]. Therefore, knowledge of the rolled steel’s plasticity becomes 
the determining factor in the entire hot plastic deformation. 

2 The Research Methodology 

Besides the determination of deformability characteristics (plasticity and 
deformation resistance), several methods enable that to study the influence of the 
main deformation conditions (heating rate, holding time, heating temperature, 
deformation rate etc.) [7-9]. For determining the deformability of the steels are 
used metods like: [7, 8] 

 based on the compression, rolling or forging, taking account of friction; 

 based on the bending, tensile or torsion, without taking account of friction. 

Among them, determination of the steel deformability by hot torsion method is the 
only one that allows obtaining large deformations along the length of the 
specimen [7, 8]. By this method, the hot deformability of the steel is determined 
by subjecting to torsion a cylindrical specimen maintained at the deformation 
temperature in a tubular oven [7, 8]. 

The deformability caused by hot torsion reflects quite accurately the steel behavior 
at hot plastic deformation, and due to the fact that the specimens can be 
maintained in the attached oven during deformation, we can ensure the stability of 
temperature [7, 8]. The size of the required moment for torsion the specimen 
expresses the resistance to plastic deformation, and the number of torsions up to 
breaking expresses the plasticity limit of that steel [7, 8]. 

The experimental equipment used to study the steel deformability by hot torsion 
belongs to the Faculty of Engineering Hunedoara [7, 8]. The equipment is 
provided with an electric oven which provides the sample heating in the range 20-
1300oC. The experimental equipment is shown in Figure 7 [7, 8]. 

(a)   
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(b)   (c) 

Figure 7 

The experimental equipment builded for determining the hot torsion tests of steels [7, 8] 

a) the prepared experimental equipment; b) the central shaft (wich fix the experimental samples), 

without the heating oven; c) the inside of the heating oven 

The test specimens are typically cylindrical, with a calibrated small-diameter 
central portion, having the ration l / d = 5 in the point of deformation [7, 8]. The 
specimens for hot torsions were mechanically taken from Ф20 mm hot-rolled steel 
bars. 

For the hot torsion test, we prepared 27 specimens-samples from each steel grade. 
They were subjected to torsional deformation by maintaining the deformation 
temperature in the experimental facility, from 50 to 50oC, within the range 800-
1200oC [7, 8]. 

For the experimental tests, we used representative low alloyed medium carbon 
steel grades (43MoMn16 and 33MoCr11), destined for seamless tubes and pipes 
manufacturing. Typical chemical compositions of these steels are presented in 
Table 1 [10, 11]. We used several lots of low alloyed medium carbon steel grades 
(two lots for 43MoMn16 grade – lots 1 and 2, another two lots for 33MoCr11 – 
lots 3 and 4) (Table 2). 

 

Figure 8 

The steel specimens used in the hot torsion tests (experimental lots 1-4) 
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Table 1 

Typical chemical compositions of low alloyed medium carbon steel grades (43MoMn16 and 

33MoCr11), destined for seamless tubes and pipes manufacturing [10, 11] 

Steel grades The chemical composition, [%] 

C Mn Si P S Cr Mo 

43MoMn16 0.4-0.46 1.4-1.7 0.17-0.37 0.035 0.035 – min. 0.16 

33MoCr11 0.3-0.37 0.4-0.8 0.17-0.37 0.035 0.035 0.9-1.3 0.15-0.3 

Table 2 

The chemical compositions of the low alloyed medium carbon steel grades 

No. 
lots 

The chemical composition, [%] 

C Mn Si P S Cr Mo Al 

1 0.50 1.90 0.33 0.01 0.009 – 0.26 0.056 

2 0.42 1.53 0.38 0.04 0.008 – 0.26 0.024 

3 0.36 0.84 0.31 0.007 0.041 0.93 0.13 0.050 

4 0.40 1.00 0.32 0.007 0.018 1.16 0.23 0.069 

3 The Experimental Results 

Hot torsion testing is key in find the interdependence between hot plastic 
deformation process parameters and the steel’s properties. This method has been 
useful to provide the existence of hot deformability as being dependent on 
elevated temperatures (between 800-1200oC). A versatile hot torsion testing 
machine (Figure 7) has been developed in the Faculty of Engineering Hunedoara, 
to simulate deformation schedules encountered in practical hot working operations 
such as rolling [7, 8]. 

The magnitude of the torque required to the specimen’s torsion expresses the 
resistance to deformation [7, 8]. The number of torsions up to breaking expresses 
the plasticity limit of that steel at a given temperature and deformation rate [7, 8]. 

Table 3 

The torque moment results of hot torsion tests: experimental lot 1 and experimental lot 2 

No. of 
exp. 

Testing 
temperature, 
[0C] 

Torque moment [daN*cm] 
Lot 1 Lot 2 
Unitary value Average value Unitary value Average value 

1 
800 

212 
207 

242 
243 2 209 242 

3 202 244 
4 

850 
210 

191 
168 

165 5 200 165 
6 163 163 
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7 
900 

179 
171 

163 
154 8 170 149 

9 163 131 
10 

950 
134 

133 
134 

136 11 133 138 
12 133 135 
13 

1000 
119 

119 
134 

134 14 119 134 
15 119 134 
16 

1050 
104 

102 
106 

107 17 96 108 
18 106 106 
19 

1100 
85 

84 
75 

76 20 88 76 
21 78 76 
22 

1150 
79 

74 
72 

72 23 71 72 
24 72 73 
25 

1200 
40 

45 
54 

56 26 50 64 
27 45 50 

Table 4 

The torque moment results of hot torsion tests: experimental lot 3 and experimental lot 4 

No. of 
exp. 

Testing 
temperature, 
[0C] 

Torque moment [daN*cm] 
Lot 3 Lot 4 
Unitary value Average value Unitary value Average value 

1 
800 

258 
257 

242 
249 2 251 253 

3 262 251 
4 

850 
165 

166 
163 

163 5 168 163 
6 165 163 
7 

900 
150 

146 
150 

151 8 148 149 
9 140 153 
10 

950 
130 

125 
125 

127 11 120 130 
12 125 126 
13 

1000 
100 

102 
110 

115 14 108 118 
15 100 116 
16 

1050 
96 

85 
80 

81 17 79 84 
18 80 79 
19 

1100 
70 

74 
88 

79 20 77 76 
21 75 72 
22 

1150 
60 

67 
65 

65 23 75 65 
24 65 66 
25 

1200 
50 

54 
50 

53 26 57 52 
27 54 58 
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Table 5 
The number of torsions up to breaking results of hot torsion tests: lots 1 and 2 

No. of 
exp. 

Testing 
temperature, 
[0C] 

Number of torsions up to breaking [–] 
Lot 1 Lot 2 
Unitary value Average value Unitary value Average value 

1 
800 

36 
37 

33 
33 2 39 33 

3 37 33 
4 

850 
39 

44 
35 

38 5 45 38 
6 49 42 
7 

900 
41 

45 
45 

47 8 50 47 
9 41 48 
10 

950 
48 

46 
46 

47 11 44 47 
12 45 47 
13 

1000 
58 

52 
52 

55 14 46 57 
15 52 57 
16 

1050 
57 

59 
68 

67 17 58 66 
18 65 67 
19 

1100 
64 

63 
70 

72 20 66 73 
21 59 72 
22 

1150 
63 

64 
71 

73 23 64 74 
24 65 73 
25 

1200 
62 

68 
71 

74 26 73 78 
27 68 74 

Table 6 
The number of torsions up to breaking results of hot torsion tests: lots 3 and 4 

No. of 
exp. 

Testing 
temperature, 
[0C] 

Number of torsions up to breaking [–] 
Lot 3 Lot 4 
Unitary value Average value Unitary value Average value 

1 
800 

41 
41 

36 
29 2 42 27 

3 39 25 
4 

850 
45 

43 
40 

37 5 42 32 
6 42 38 
7 

900 
47 

47 
47 

45 8 49 48 
9 44 42 
10 

950 
48 

45 
39 

46 11 45 50 
12 40 48 
13 

1000 
46 

48 
48 

51 14 48 55 
15 50 50 
16 

1050 
50 

58 
54 

52 17 65 50 
18 57 50 
19 

1100 
68 

63 
58 

58 20 56 54 
21 65 60 
22 

1150 
53 

65 
53 

61 23 65 60 
24 67 69 
25 

1200 
63 

67 
64 

66 26 65 66 
27 72 68 
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Figure 9 

The variation of torque moment (variation of deformation resistance) in case of the 4 experimental lot 

of steels, at the experimental testing temperature (heating between 800-1200oC) 

 

Figure 10 

The number of torsions up to breaking (variations of plasticity) in case of the 4 experimental lot of 

steels, at the experimental testing temperature (heating between 800-1200oC) 
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4 The Statistical Modeling 

Regarding the statistical modeling by the multiple linear regression, in order to 
understand the relationships between variables and their relevance to the problem 
being studied, have been established the following technical conditions: 

 The used univariate and multivariate analyses were based on the statistical 
principle of multivariate statistics, which involves observation of the 
deformability characteristic’s variations, in the experimental testing 
temperature range (heating between 800-1200oC). 

 In the used statistical modeling, the regression analysis is a set of statistical 
processes for estimating the relationships among the deformability 
characteristics (plasticity, described by the number of torsions up to breaking 
and deformation resistance, described by the torque moment value) and the 
testing temperature. 

(a)  

(b)  
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(c)  

Figure 11 

Diagrams for the steel specimens (lot 1), at the testing temperature (heating between 800-1200oC) 

(a) the variation of deformation resistance, described by the torque moment value [equation type: z = a1 

+ a2x + a3x2 + a4x3 + a5y + a6y2 + a7y3 + a8y4 + a9y5, standard deviation: r2 = 0.8870, a1 = – 545.8069; a2 

= 2.0159; a3 = – 0.0022; a4 = 8.2793; a5 = – 2.2735; a6 = 0.0652; a7 = – 0.0007; a8 = 3.3254; a9 = – 

5.6431]; 

(b), (c) the technological domains area of the deformation resistance, described by the experimental 

torque moment value 

(a)  

(b)  
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(c)  

Figure 12 

Diagrams for the steel specimens (lot 2), at the testing temperature (heating between 800-1200oC) 

(a) the variation of deformation resistance, described by the torque moment value [equation type: z = a1 

+ a2x + a3x2 + a4x3 + a5y + a6y2 + a7y3 + a8y4 + a9y5, standard deviation: r2 = 0.9764, a1 = 631.8348; a2 = 

– 1.8157; a3 = 0.0019; a4 = – 1.9134; a5 = 0.0495; a6 = 0.0652; a7 = – 0.0005; a8 = 2.2429; a9 = – 

3.5361];  

(b), (c) the technological domains area of the deformation resistance, described by the experimental 

torque moment value 

(a)  

(b)  
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(c)  

Figure 13 

Diagrams for the steel specimens (lot 3), at the testing temperature (heating between 800-1200oC) 

(a) the variation of deformation resistance, described by the torque moment value [equation type: z = a1 

+ a2x + a3x2 + a4x3 + a5y + a6y2 + a7y3 + a8y4 + a9y5, standard deviation: r2 = 0.8287, a1 = 0.0002; a2 = – 

0.7729; a3 = 0.0016; a4 = – 7.9719; a5 = 2.8268; a6 = – 0.0707; a7 = 0.0006; a8 = – 2.2391; a9 = 2.8577];  

(b), (c) the technological domains area of deformation resistance, described by the experimental torque 

moment value 

(a)  

(b)  
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(c)  

Figure 14 

Diagrams for the steel specimens (lot 4), at the testing temperature (heating between 800-1200oC) 

(a) the variation of deformation resistance, described by the torque moment value [equation type: z = a1 

+ a2x + a3x2 + a4x3 + a5y + a6y2 + a7y3 + a8y4 + a9y5, standard deviation: r2 = 0.8511, a1 = 2645.1552; a2 

= – 9.4335; a3 = 0.0107; a4 = – 3.8952; a5 = – 0.0935; a6 = – 0.0194; a7 = 0.0003; a8 = – 1.2939; a9 = 

1.7628]; 

(b), (c) the technological domains area of deformation resistance, described by the experimental torque 

moment value 

(a)  

(b)  
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(c)  

Figure 15 

Diagrams for the steel specimens (lot 1), at the testing temperature (heating between 800-1200oC) 

(a) the variations of plasticity, described by the number of torsions up to breaking [equation type: z = 

a1 + a2x + a3x2 + a4x3 + a5y + a6y2 + a7y3 + a8y4 + a9y5, standard deviation: r2 = 0.9886, a1 = – 

12388.9786; a2 = 2.9529; a3 = – 0.0034; a4 = 1.1348; a5 = 1138.5959; a6 = – 42.8862; a7 = 0.7911; a8 = 

– 0.0072; a9 = 2.5444]; 

(b), (c) the technological domains area of plasticity, described by the experimental number of torsions 

up to breaking 

(a)  

(b)  
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(c)  

Figure 16 

Diagrams for the steel specimens (lot 2), at the testing temperature (heating between 800-1200oC) 

(a) the variations of plasticity, described by the number of torsions up to breaking [equation type: z = 

a1 + a2x + a3x2 + a4x3 + a5y + a6y2 + a7y3 + a8y4 + a9y5, standard deviation: r2 = 0.9923, a1 = 10758.4402; 

a2 = –22.3451; a3 = 0.0215; a4 = – 6.9343; a5 = – 217.5808; a6 = 5.6907; a7 = – 0.0567; a8 = 7.0028; a9 = 

1.2923]; 

(b), (c) the technological domains area of plasticity, described by the experimental number of torsions 

up to breaking 

(a)  

(b)  
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(c)  

Figure 17 

Diagrams for the steel specimens (lot 3), at the testing temperature (heating between 800-1200oC) 

(a) the variations of plasticity, described by the number of torsions up to breaking [equation type: z = 

a1 + a2x + a3x2 + a4x3 + a5y + a6y2 + a7y3 + a8y4 + a9y5, standard deviation: r2 = 0.9922, a1 = 73428.8648; 

a2 = –21.6111; a3 = 0.0201; a4 = – 6.2614; a5 = – 6257.4592; a6 = 236.7125; a7 = – 4.4353; a8 = 0.0412; 

a9 = – 0.0002];  

(b), (c) the technological domains area of plasticity, described by the experimental number of torsions 

up to breaking 

(a)  

(b)  
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(c)  

Figure 18 

Diagrams for the steel specimens (lot 4), at the testing temperature (heating between 800-1200oC) 

(a) the variations of plasticity, described by the number of torsions up to breaking [equation type: z = 

a1 + a2x + a3x2 + a4x3 + a5y + a6y2 + a7y3 + a8y4 + a9y5, standard deviation: r2 = 0.9879, a1 = 6295.2783; 

a2 = –10.4354; a3 = 0.0090; a4 = – 2.6546; a5 = – 227.7726; a6 = 9.4815; a7 = – 0.1935; a8 = 0.0019; a9 = 

– 7.7299]; 

(b), (c) the technological domains area of plasticity, described by the experimental number of torsions 

up to breaking  

5 Discussions 

Regarding the hot torsion testing, we have the following remarks: 

 As indicated in the research line, 4 lots of low alloyed medium carbon steel 
grades (grade 43MoMn16 and grade 33MoCr11) were developed, as shown in 
Table 2. From these steels the test samples were made, in order to determine 
the deformability characteristics (plasticity and deformation resistance); 

 Thus, 108 specimen–samples belonging to the 4 lots were made and subjected 
to the hot torsion tests, in an own facility equipped with a tubular oven, at the 
testing temperature (heating being between 800-1200oC). Each determination 
has been repeated three times, and on the same number of test samples. The 
results are presented in Tables 3-6. 

In the graphical representation of the hot torsion tests results, presented in Figures 
9-10, we have the following comments and remarks: 

 The cumulative variations presented in Figures 9-10 are shown as quantitative 
dependencies, based on the results shown in Tables 3-6; 
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 The variation of torque moment (variation of deformation resistance) in the 
case of the 4 experimental lots of steels, at the experimental testing 
temperature (heating between 800-1200oC) are presented cumulative in the 
Figure 9. The variations, as shown in the above mentioned figures, indicate 
that the deformation resistance decreases with increasing the heating 
temperature; 

 The number of torsions up to breaking (variations of plasticity) in the case of 
the 4 experimental lot of steels, at the experimental testing temperature 
(heating between 800-1200oC) are presented cumulative in Figure 10. 

 It is observed a clear similarity between the characteristics of the analyzed 
steels, being higher in cases of lots 3 and 4. This explanation consists in the 
fact that, by increasing the alloying degree, the crystallization speed decreases, 
which means that loss of plasticity, especially close to the 900oC. Although the 
steel in the lot 3 is allied with Chrome and Molybden, the level of the 
characteristics of plasticity is lower but constant, with a slight increase at 
temperature, in the range of 1100-1200°C compared to steels in lots 1 and 2. 

 We note that the analyzed steel grades show lower plasticity under 900°C, 
when the deformation resistance increases considerably, which is more evident 
in cases of lots 3 and 4. Between 900-1200oC, the plasticity is good and it 
increases with the temperature increases. The resistance at the deformation is 
not too high. 

 A higher amount of Sulphur is available for steel in lot 3, which deserves a 
specific analysis. As this quantity is much greater than lots 1 and 2 or even the 
lot 4, a comparative analysis of these should be performed, indicating the 
effect on the deformation of the Sulphur content which forms more or less 
complex inclusion. These results relate quite well to current trends in the steels 
destined to the seamless pipe manufacturing, and impose steels for these 
purposes a certain Sulphur content, in view to increasing the plasticity. 

Regarding the regression analysis used for observation of the deformation 
resistance of the 4 lots of low alloyed medium carbon steel grades, we have the 
following comments: 

 The variations of deformation resistance, described by the torque moment 
value, are presented in Figure 11-14 (a), determined by Matlab, using the 
regression analysis [equation type: z = a1 + a2x + a3x2 + a4x3 + a5y + a6y2 + a7y3 
+ a8y4 + a9y5, with standard deviation r2 between 0.8287–0.9764]; 

 The technological domains area of deformation resistance, described by the 
torque moment value represents the deformability diagrams for the steel 
specimens (lots 1-4), at the experimental testing temperature (heating between 
800-1200oC). These diagrams are presented in Figure 11-14 (b)-(c). 



Acta Polytechnica Hungarica Vol. 17, No. 5, 2020 

 – 109 – 

 The relationships that determine the technological areas are useful because 
they can indicate a predictive relationship that can be exploited in practice. 

Regarding the regression analysis used for observation of the plasticity of the 4 
lots of low alloyed medium carbon steel grades, we have the following comments: 

 The variations of plasticity, described by the number of torsions up to 
breaking, are presented in Figure 15-18 (a), determined by Matlab, using the 
regression analysis [equation type: z = a1 + a2x + a3x2 + a4x3 + a5y + a6y2 + a7y3 
+ a8y4 + a9y5, with standard deviation r2 between 0.9879-0.9986]; 

 The technological domains area of plasticity, described by the number of 
torsions up to breaking represents the deformability diagrams for the steel 
specimens (lots 1-4), at the experimental testing temperature (heating between 
800-1200oC). These diagrams are presented in Figure 15-18 (b)-(c). 

Having in view the experimental results described above, we can conclude the 
followings: 

 The temperature range at which deformation is to be made must be determined 
first if an optimal heat condition is chosen. This temperature range is specific 
to each material and is dependent on the size of the degree of deformation that 
can be made without apparition of any cracks; 

 The allowed temperature range is set so that the deformation resistance is low 
and the high deformation is achieved. In terms of resistance to deformation, 
the trend would be that the upper-temperature limit is as high as possible. For 
the purpose of deformations this limit is fixed at that temperature at which the 
deformability begins to fall; 

 The technological temperature range shall be the interval for plastic 
deformation and shall be within the permissible temperature range. This range 
must be determined on the basis of correlation diagrams drawn follow the 
technological tests which determine the deformability of steel; 

 The upper limit of the optimum value of heating temperatures applied for 
deforming both low alloyed medium carbon steel grades, results clearly from 
the correlation diagrams, is 950oC; 

 Regarding the end heating temperature, for the hot deformation of the low 
alloyed medium carbon steel grades, we have the following experimental 
values (or ranges): 

 1150-1200oC, for grade 43MoMn16; 

 1150oC, for grade 33MoCr11; 

 Thus, from the hot torsion tests carried out to determine the hot deformability, 
it results that the optimal plasticity of the analyzed steels is found within the 
temperature range 950-1200oC. The interpretation of the deformation diagrams 
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leads to the conclusion that the optimum plasticity for plastic deformation by 
hot rolling of the analyzed 4 lots is recommended in a range of 950-1200ºC; 

 Starting from the temperature of 900oC, both steel grades from the four lots 
have sufficient plasticity, but the value of the deformation resistance is still 
high up to the temperature of 950oC. The growth dynamic of the plasticity 
characteristics is continuous, reaching the maximum value at the temperature 
of 1200oC, while the resistance to deformation is reduced. 

Conclusions 

Hot-rolled seamless steel pipe is defined as a wrought steel tubular product made 
without a welded seam, manufactured by hot-rolling. It is used for conveying gas, 
water, and petroleum of both oil and natural gas industries. This study includes the 
results of the experimental tests conducted to find the plasticity and deformability 
characteristics of two low alloyed medium carbon steel grades (EA < 2.5%) 
destined for seamless tubes and pipes manufacturing and used in the petroleum 
industry: grade 43MoMn16 and grade 33MoCr11. 

Existing standards in the oil and gas industry regulate the physico-mechanical 
characteristics and test patterns of steels from which the hot rolled seamless steel 
pipes and tubes are used, framing them in some classes of resistance. The 
composition of steels, their method of elaboration, and the thermal treatments 
corresponding to these classes are left at the discretion of the manufacturers. 
Therefore, the knowledge about the characteristics of deformability has for the 
technologist, as well as for the designer and researcher, a great practical 
significance, because they are important elements in establishing a correct  
technological process. The indications regarding the variation of plasticity with 
the temperature, using the hot torsion method, allowed for establishing the 
temperature range within which the steel plasticity is optimal and in which, in 
general, it is recommended to perform the entire hot plastic deformation. 

The study of deformations according to the temperature (and the chemical 
composition too), on test lots, has established useful conclusions for the practice 
of rolling of these grades (43MoMn16 and 33MoCr11). The determination of hot 
plastic deformations values, correlated with the results of several structural 
research, may constitute the basic parameters for the rational development of the 
rolling processes. 
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Abstract: The primary goal of this paper is to present a security risk assessment-based 
methodology for migrating sensitive Smart grid operational technology (OT) services to the 
computing cloud, either on or off-premise. We created a baseline system architecture 
diagram for smart grid Industrial Control Systems (ICS) aligned with the IEC-62443 model 
of security zones. We identified potential threat sources and threats which might affect the 
confidentiality, integrity, and availability (CIA triad) of OT services. We defined a threat 
impact and likelihood assessment strategy tailored for use in smart grids. Based on the 
combined impact and likelihood of threats we present a risk matrix, a tabular risk 
assessment template, and a baseline cloud migration strategy. We test our methodology on 
two cloud migration case studies, namely a large distribution system operator (DSO) with 
a complex OT environment; and a small DSO with limited OT capabilities, budget, and IT 
staff. As there are no risk assessment-based studies which tackle the problem of migrating 
smart grid OT services to a cloud computing architecture in a systematic way, our method 
will be a valuable asset for any smart grid system owner/operator. Which will be able to 
guide them in choosing an optimal cloud migration strategy, both fitting their specific 
requirements and maintaining an adequate level of information security. 

Keywords: Smart Grid; Cloud computing; control systems; information security; IT/OT 
systems; risk analysis; SCADA systems 

1 Introduction 

Industrial control systems (ICS) allow the operators of various systems, ranging 
from food processing plants to electric power systems, to remotely monitor and 
control the underlying physical processes. Modern ICS are complex and 
heterogeneous information systems, which can be regarded as a critical link 
connecting the cyber with the physical, i.e. connecting the hardware components 
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in the process environment with the software used to monitor and control the 
industrial processes, thereby gluing the system together into a true cyber-physical 
system. Modern smart grid ICS consist of a diverse range of software-intensive 
solutions and services, e.g. the Supervisory Control and Data Acquisition 
(SCADA) allows remote monitoring and control, the Outage Management System 
(OMS) allows operators to handle planned and unplanned outages, Geographic 
Information Systems (GIS) are used to manage a company’s assets, and Meter 
Data Management (MDM) systems handle large volumes of data collected by 
myriads of smart meters installed. Although the list of services used is usually 
quite different for each smart grid system operator, there are common elements, 
which allow us to perform their comprehensive security analysis. There are 
specific cloud migration challenges in smart grids as they are critical 
infrastructures whose continuous operation is of utmost importance to their 
owners, customers and the Nation. Their dual information systems consist of the 
information technology (IT) and operational technology (OT) elements tasked 
with business and real-time operations. Although these systems (IT and OT) 
worked as separate entities traditionally, the latest trends show that the two ‘silos’ 
converge. This IT-OT integration is regarded as a vital steppingstone towards a 
successful smart grid. 

Different actors consider the integration of cloud computing into their (control) 
systems as the cloud would allow them to outsource hardware acquisition and 
maintenance costs. Obviously, cybersecurity is a highly relevant aspect of any 
cloud migration strategy, as cyber-attacks might impact national security, the 
economy, and the safety of the general population. Therefore, the goal of this 
paper is to propose a risk assessment-based methodology which can be 
systematically used by smart grid system owners and/or operators to create a 
tailored cloud migration strategy for their OT services. Our method is aligned with 
the Federal Information Processing Standards (FIPS) 199 security categorization 
of information and services [1] and the IEC-62443 model of security zones [2]. 

Apart from this introduction, the paper consists of three sections. In section two 
we overview the state-of-the-art in smart grid security, cloud security, and risk 
assessment. In the third section we formalize the security risk assessment 
methodology for smart grid OT environments. In the fourth section we present 
two case studies in which significantly different smart grid OT systems are 
migrated to the (hybrid) computing cloud using the proposed methodology. 

2 Related Work 

In this section, we overview the state-of-the-art in the fields of smart grid security, 
cloud computing security, risk assessment, and the intersections of these three 
domains. 
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2.1 Smart Grid Security 

While bringing along substantial benefits in automation, supervision, real-time 
monitoring, and control throughout the system, modern power systems introduce 
new vulnerabilities and security issues [3]. The threat to energy firms is likely to 
increase in the coming years as new developments, such as further extensions of 
smart grids and smart metering expose more of their infrastructure to the Internet 
[4]. The Stuxnet sabotage attack against nuclear facilities in Iran made clear what 
could be done through cyberattacks [5]. The Ukraine 2015 and 2016 cyberattacks 
against selected elements of the state’s electric power system showed that such 
attacks against cyber-physical systems can have significant consequences in the 
form of power outages, which in 2015 lasted 1-6 hours and affected ~225,000 
customers [6]. 

The importance of security and privacy in smart grids is explained through a 
systematic study of thirty-six publications on this topic [7]. In reference [8] the 
authors claim that cyberattacks on power grid could result in significant damages 
and they describe a cybersecurity protection approach to assist in the design and 
implementation of power grid protection systems. Others believe that cyberattacks 
on power grids are pushing threat and risk assessment to another complexity level 
[9]. The Security for Smart Electricity Grids (SEGRID) project was tasked with 
building on existing methods to address the inter-dependencies characteristic of a 
smart grid [10]. Reference [11] contains a vulnerability analysis of a simultaneous 
attack scenario, using a modified cascading failure simulator. The authors claim 
that their simulator can automatically find the strongest attack combinations for 
reaching maximum damage in terms of generation power loss and time to reach 
black-out. The authors of reference [12] claim that one way to ensure vital asset 
protection is to look for vulnerabilities from an attacker’s viewpoint. High-priority 
and prescriptive compliance frameworks (e.g. the NERC CIP requirements [13]) 
require IT staff and OT staff to work together in new and innovative ways to share 
documentation and collaborate on risks and mitigation [14]. 

2.2 Cloud Computing Security 

The National Institute of Standards and Technology (NIST) outlines four cloud 
delivery models [15] [16]: public clouds available to the public, private clouds 
operated solely by or for a single organization, community clouds shared by a 
specific community, as well as hybrid clouds which are compositions of two or 
more of the above three models. References [17] [18] assess the various technical 
aspects of cloud migration in different settings. One of the main challenges in the 
wider adoption of any of the above cloud computing delivery models is 
(information) security. This challenge is even higher when the migrated systems 
are involved in national security, disaster response, defense, or homeland security 
missions, where the criticality of service availability is elevated [19]. The authors 
of references [20] and [21] report a detailed analysis and categorization of various 
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security threats in a cloud computing environment. The Cloud Security Alliance 
(CSA) listed the “Treacherous 12,” the top 12 cloud computing threats 
organizations (both cloud customers and providers) faced in 2016 that can erase 
any gains made by the switch to cloud technology [22]. A survey conducted with 
IT managers found cost efficiency and data security the top two most sensitive 
aspects in cloud platform adoption [23]. The most important challenges to be 
solved before organizations and individuals will have the trust to deploy their 
systems in cloud environments are security, privacy, power efficiency, 
compliance, and integrity [24]. A recent study [25] indicated that the ideal ratio of 
a hybrid cloud environment is around 60 percent cloud and 40 percent physical 
servers. 

In general, most studies about cloud computing applications in power systems are 
from the performance and/or cost perspectives. According to the authors of 
reference [26], cloud computing can significantly improve the operational 
performance of power systems. Reference [27] presents a methodology for 
deploying a monolithic Advanced Distribution Management System (ADMS) in 
the cloud without impacting its operational performance. 

2.3 Risk Assessment and Threat Modeling 

Information security risks arise from the loss of confidentiality, integrity, or 
availability (i.e. the CIA triad) of information or information systems and reflect 
the potential adverse impacts to (organizational) mission, functions, image, or 
reputation [28]. Risk assessment is the process of identifying, estimating, and 
prioritizing information security risks. The Federal Information Processing 
Standards (FIPS) 199 establishes three security categories for information and 
information systems [1], based on the potential impact on an organization if 
certain events occur: low, moderate, and high. 

The European Network and Information Security Agency (ENISA) analyzes 
threats against smart grids and concludes that availability and integrity are of 
higher importance in time-critical industrial control systems, while confidentiality 
is important in enterprise services provided to end customers or businesses [29]. 
Threat modeling allows us to identify and rate the threats associated with a 
system. It might be implemented using one of the following three approaches: 
asset-centric, software-centric, and attacker-centric. The authors of [30] propose a 
software-centric threat analysis-based cloud migration strategy for smart grid ICS, 
based on Microsoft’s STRIDE methodology. 

Based on the above state-of-the-art review, we conclude that there are no risk 
assessment-based studies that specifically tackle the problem of systematically 
migrating smart grid OT services to a system architecture utilizing the benefits of 
cloud computing. That is the gap we intend to fill by proposing a method that can 
be used by any smart grid owner/operator in need to devise an optimal cloud 
migration strategy. 
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3 Risk Assessment Methodology 

In this section, we describe the vital elements of our risk assessment method. We 
list threat sources and (most likely) threats, domain-specific definitions of impact, 
and likelihoods. We define a risk matrix, a risk assessment template, and a 
baseline (risk assessment-based) migration strategy to a cloud computing 
environment. 

3.1 Threat Sources and Threats 

Most likely smart grid-specific threat sources are insiders, state-sponsored actors 
deploying advanced persistent threats (APT) or professional hacker groups 
executing attacks in hope of reaping some form of financial reward, e.g. through 
ransomware attacks. We grouped a non-definite list of most likely smart grid OT 
threats based on which element of the CIA triad might be most affected if they 
were realized. The resulting threat grouping is shown in the table below. 

Table 1 
CIA-based grouping of smart grid ICS threats 

CIA Threats 

Confidentiality Confidentiality loss of configuration data 

Confidentiality loss of operational data 

Integrity Unauthorized modification or deletion of configuration data 

Unauthorized modification or deletion of operational data 

Availability Denial of service attack on backend services 

Backend service failure due to bad data 

Denial of service attack on communication channels, e.g. mobile 
or network communications unavailable due to an attack 

Denial of service attack on the human-machine interface 

As our analysis is mainly focused on the OT subsystem, we consider 
confidentiality and integrity of operational and/or configuration data. With 
availability, being a key security goal in OT systems, we identified four threats, 
which might affect the backend services, human-machine interface or the 
communication layer of the smart grid, caused by either the insertion of bad data 
or a Distributed DoS (DDoS) attack. 

3.2 Likelihoods 

Due to the relatively small number of publicized cyberattacks against smart grids, 
assessing the likelihood of such attacks is a considerable challenge. We hereby 
propose an industry-specific likelihood classification based on the following threat 
actor and smart grid characteristics: 
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 Existence of vulnerabilities in the smart grid services or infrastructure, 
ranging from serious to none. 

 Known exploits and the level of difficulty to execute them remotely, via 
physical access and/or by gaining elevated privileges. 

 Workforce loyalty and insider threat monitoring capabilities. 

 Existence of capable threat sources and level of their motivation to execute 
attacks. 

 Level of staff information security training, especially in the OT 
department(s). 

 Level and quality of IT/OT system segmentation into security zones. 

Table 2 

Smart grid ICS threat likelihoods 

Likelihood Threat source/system characteristics 

Very 
likely 

Serious security flaws in the smart grid services or underlying 
infrastructure (e.g. operating systems) 

Known exploits can be launched from the Internet, semi-trusted or 
untrusted networks 
No insider threat monitoring, workforce loyalty issues 

Highly motivated and capable threat-source 

OT personnel without proper security training 

Highly integrated IT-OT systems exposing the OT environment 

Moderate Limited security flaws in smart grid services and infrastructure 

Known exploits can be launched only via physical access to the target 
system 

Loyal workforce and limited insider threat monitoring in place 

Limited threat source motivation, due to limited political or financial 
impact of potential attacks 

Limited security training for OT personnel 

Custom IT-OT system segmentation, limited OT system exposure 

Low No known security flaws in the smart grid services and infrastructure  

No known exploits, malicious users need physical access and elevated 
privileges in the target system 

Loyal workforce, advanced insider threat monitoring 

No threat source motivation due to minimum political or financial 
impact 

Well-trained OT workforce knowledgeable about the latest threats 

Excellent IT-OT system segmentation, no OT system exposure 

Obviously, any occurrence of ‘very likely’ threats should be mitigated first by 
putting proper security controls in place. Possible threats in the ‘low’ likelihood 
class might be tackled last. 
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3.3 Impact 

We propose the following three-level, smart grid-specific impact classification 
based on a theoretical attack’s possible effect on (1) the correct operation of the 
smart grid and (2) the operating company’s public image. 

 High-severity impacts include loss of human lives or serious injuries of 
employees or customers, widespread power outages, severe infrastructure 
damage, and critical service malfunctions (e.g. prolonged SCADA outage). 

 Medium-severity impacts include availability loss of non-critical services 
(e.g. GIS or EMS) or (limited) access to sensitive information (e.g. 
personally identifiable information or sensitive business data). These might 
cause reputation damage, significant client dissatisfaction, and possibly 
even penalties imposed by regulatory bodies and government agencies. 

 Low-severity impacts do not lead directly to the failure of critical services 
or confidentiality loss of sensitive business or customer data. However, 
they cause delays in non-critical services or information disclosure that 
does not have a direct business impact, but may lead to exploitable 
vulnerabilities. 

The above listed possible impacts are summarized in the table below. 

Table 3 

Smart grid ICS impact levels 

Level Impact description 

High 
severity 

Loss of human lives or serious injuries 

Widespread power outages 

Severe infrastructure damage (e.g. high voltage transformer damage) 

Prolonged critical service malfunctions (e.g. SCADA) 

Medium 

severity 

Exposure of personally identifiable information or sensitive business data 

Very limited power outages 

Limited infrastructure damage (e.g. single transformer) 

Prolonged non-critical service malfunction (e.g. GIS) 

Low 

severity 

Limited unavailability of non-critical services 

Information disclosure without direct financial impact or adverse impact 
on company image 

3.4 Risk Matrix 

Based on the above-presented likelihood and impact classifications we determined 
the risk rating matrix shown in Figure 1. Impact is on the horizontal axis, 
likelihood on the vertical axis, and the rounded rectangles in the center of Figure 1 
represent risk levels. 
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Figure 1 

Risk rating matrix 

We identified three risk levels: low, medium, and high. High risk is associated 
with those threats which are both likely and have a medium to high impact, e.g. a 
known vulnerability with an existing exploit in OT systems which might be used 
to cause a major power outage. The Ukraine 2015 attack falls into this category 
because the attack was very likely, due to weaknesses in personnel and IT systems 
security, as well as the geopolitical situation in 2015. Converged IT-OT privileged 
account management allowed the attackers to gain access to the OT system and 
execute commands which led to widespread power outages, i.e. had a high impact. 

It is important to note that the threat sources, threats, impacts, likelihoods, and risk 
levels defined in this section are not definite and might be tailored for different 
OT environments based on their specific requirements. If the levels proposed in 
this paper are modified, then the migration strategies outlined in the following 
chapters might change as well. 

3.5 Risk Assessment Template 

Based on the above analysis of the possible threats, likelihoods and impacts, we 
created a risk assessment template, which can be used by smart grid 
owners/operators to document their risk assessments. For each identified threat we 
added one row, and each OT service should be entered as columns. After that, it is 
necessary to assess the impacts and likelihoods of the threats for each OT service 
(i.e. in each row) and to enter their ratings under column headers “I” and “L”. The 
cumulative risk is determined based on the risk rating matrix shown in Figure 1 
and should be entered into the lower parts of the three-element cells with darker 
backgrounds in the risk assessment template below. 
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Table 4 

Smart grid ICS risk-assessment template 

Threat / Service OT  
Service 

#1 

OT  
Service 

#2 

 
… 

OT  
Service 

#N 

I L I L I L I L 

Confidentiality loss of configuration data         

    

Confidentiality loss of operational data         

    

Configuration data integrity loss         

    

Operational data integrity loss         

    

Backend service failure due to bad data         

    

DoS against backend services         

    

DoS against the communication system         

    

DoS against the human-machine interface         

    

This risk assessment template can be generalized, as both the list of threats in the 
rows, as well as the list of IT/OT services in its columns can be tailored and 
aligned with specific smart grid system architectures. It can be tailored to other 
critical infrastructures or any industrial systems as well. 

3.6 Baseline Cloud Migration Strategy 

We propose the following baseline cloud migration strategy when deciding 
whether to keep an OT service on-premise (i.e. on physical servers or a private 
cloud), or deploy it in a community cloud: 

 Keep services on-premise if they directly interface (i.e. connect to) 
physical equipment and do not have extremely high storage and/or 
processing requirements. 

 Keep workstations in the control center so that the operators monitor and 
control the smart grid from a physically secured location. 

 Move all low (L) and medium (M) risk services to the community cloud. 
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 Assess all high (H) risk services and move them to the community cloud if 
their storage or processing requirements are high1. 

Obviously, the above rules might be tailored according to the risk ‘appetite’ of 
smart grid owners/operators, i.e. aligned with their willingness to accept certain 
levels of risk. 

4 Case Studies 

We used the risk assessment method presented in the previous sections to analyze 
two significantly different case studies, in which different types of distribution 
system operators (DSO) migrate parts of their OT systems to the computing cloud. 
In the first case study, we performed a risk assessment based on which we 
proposed a hybrid cloud-based architecture for a large, multi-state and/or 
international DSO. In the second case study, we did the same for a (very) small 
DSO. We also present the most relevant characteristics of these two types of 
systems, document our risk analysis approach, and draw future, cloud-based 
system architecture diagrams. As a guide in any OT-to-cloud migration, we 
developed a somewhat simplified smart grid IT/OT control system architecture 
shown inFigure 2. In line with the IEC-62443 model [2], the building blocks of 
this system architecture are grouped into the following five security levels: 

 Level 1: Process Environment - Contains the process subsystem, e.g. 
substations, remote terminal units (RTU), local SCADA (not shown in 
Figure 2). 

 Level 2: Operational Technology (OT) – Consists of the services which 
allow system owners/operators to remotely monitor and control the smart 
grid from a control center. A subset of such services is shown inFigure 2: 
Supervisory Control and Data Acquisition (SCADA), Energy/Distribution 
Management System (EMS/DMS), Switching Management (SM), Outage 
Management System (OMS) and Meter Data Management (MDM) 
services. The MDM usually does not share its communication 
infrastructure with the SCADA. 

 Level 3: OT DMZ – It is the main link between the OT and IT domains, 
allows data to flow in a tightly controlled manner between these two zones. 
In our, simplified smart grid system architecture it contains (only) the 
Historical and Security Information and Event Management (SIEM) 
services. 

                                                           
1  The definition of ‘high’ will obviously vary between smart grids, and it will not be 

possible to exactly specify it here. Each system owner/operator will measure it based 
on its current and (planned) future capabilities. 
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 Level 4: Information Technology (IT) – The majority of IT services are 
hosted in this environment. We consider only the Geographic Information 
System (GIS), as it is often the master source of the network model, i.e. the 
asset information is exported from the GIS and imported into different OT 
services, e.g. SCADA, EMS, OMS, DMS, whose operation relies on 
having access to the up-to-date network model of the electric power 
system. 

 Level 5: IT DMZ – Usually hosts services accessible from the Internet 
and/or interfacing information systems maintained by other smart grid 
actors, e.g. regulators, adjacent generation, transmission or distribution 
systems. 

SCADA

    

 EMS

   

 DMS

OMSSSM

SIEM

    

Historian

GIS

GIS 

Workstation

MDM

Operator

workstation

On PremiseTo the 

Internet

Level 1: 

Process Env.
To process 

environment

To smart

meters

Level 2: 

OT

Level 3: 

OT DMZ

Level 4: 

IT

Level 5: 

IT DMZ

 

Figure 2 

Original large DSO system architecture 

Levels 1 and 2 correspond to the OT environment. Levels 4 and 5 are constituents 
of the IT environment. Level 3 is an IT/OT hybrid. 
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4.1 Large DSO Cloud-Based System Architecture 

We define the large DSO as a system supplying at least one million customers 
either in a densely populated, urban area or in a larger geographic area. As 
additional inputs to the risk assessment, our theoretical DSO possesses the 
following specific characteristics: 

 There is only one, primary data center. There is no disaster recovery (DR) 
center, but the DSO plans to invest in DR capabilities. 

 There are no known vulnerabilities on the servers, workstations, and 
underlying communication infrastructure. 

 There are no known exploits that can be launched from untrusted networks 
or via gaining physical access to the system or gaining elevated privileges. 

 There are highly motivated state-sponsored and other threat sources. 

 Loyal, tightly controlled, and security-aware workforce. 

 Adequate IT budget and staff. A small but dedicated information security 
team. 

 Clearly separated security zones aligned with IEC 62443 (seeFigure 2). 

4.1.1 Impact Assessment 

In the above-described setting and by using the impact classification template in 
Table 3 we identified the following high impact threats, either leading to (1) loss 
of human lives or injury (e.g. field crew affected), (2) widespread outages, (3) 
severe infrastructure damage (e.g. critical power transformer failure), or (4) 
prolonged critical service malfunctions (e.g. SCADA failure): 

 Integrity loss of SCADA operational data if it leads to infrastructure 
damage. 

 Integrity loss of operational EMS/DMS data if it leads to service or power 
outages, which is likely if they operate in a closed-loop and automatically 
issue commands via the SCADA. 

 Integrity loss of SM operational data if it leads to personnel injury. 

 Any availability loss of SCADA (backend) services. 

We identified the following groups of medium impact threats: 

 Exposure of personally identifiable (operational) data in the MDM or 
OMS, which handles customer information. 

 Any DoS attack against any of the (non-critical) backend services. 

 Any operational data confidentiality loss, as all services handle sensitive 
business data. 
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4.1.2 Likelihood Assessment 

We assessed likelihoods in line with the specific case study setting, in which there 
are no known vulnerabilities, but there are highly motivated threat sources that 
might exploit zero-day vulnerabilities. As we identified a loyal and well-
monitored workforce, we will consider insider threats infiltrated by threat actors 
as unlikely. Threat sources might initiate attacks from untrusted networks (i.e. the 
Internet), the public switched telephone network, or the process environment by 
gaining physical access to the geographically dispersed assets of the DSO. In such 
a setting DoS attacks against the GIS backend services from the Internet or hacked 
assets in the IT network are very likely. 

As far as the moderately likely threats are concerned, we identified the following: 

 All threat types against the Historian and SIEM due to their more exposed 
position towards untrusted networks in the OT DMZ. 

 All remaining threats against the systems which are more exposed to 
attacks from the process environment, i.e. SCADA, MDM. 

 All threat types against the OMS/SM which might be carried out via the 
mobile devices of the field crew or the public switched telephone network. 

 EMS/DMS service failure caused by operational or configuration data 
integrity loss, e.g. intentional insertion of bad data. 

Denial of Service attacks against the OMS/SM backend services, initiated either 
from the public switched telephone network, or the mobile devices carried by field 
crews. 

4.1.3 Risk Assessment Results 

Based on the above impact and likelihood analysis, as well as the risk matrix in 
Figure 1 we populated the risk cells in the risk assessment template below. 

Table 5 

Large DSO’s risk assessment 

Threat / Service 

S
C

A
D

A
 

O
M

S
 \ 

S
M

 

D
M

S
 \ 

E
M

S
 

G
IS

 

M
D

M
 

H
IS

 \ 

S
IE

M
 

I L I L I L I L I L I L 

Confidentiality 

loss of 

configuration 
data 

M L M L M L M M M M M M 

L L L M M M 

Confidentiality M M M M M L M V M M M M 
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loss of 
operational data 

H M L H H M 

Configuration 
data integrity 
loss 

M L M L M L M M M M M M 

L L L M M M 

Operational data 

integrity loss 

H M H M H L M V M M M M 

H H M H H M 

Backend service 

failure due to 
bad data 

H M M L M M M M M M M M 

H L H M M M 

DoS against 
backend services 

H M M M M L M V M M M M 

H M L H M M 

DoS against the 
communication 

system 

H M M M M L M V M M M M 

H M L H M M 

DoS against the 

human-machine 
interface 

L M L L L L L M L M L M 

L L L L L L 

The baseline cloud migration strategy presented in section III/F was slightly 
adapted in the following manner to further distinguish high-risk services: 

 Keep services on-premise if they directly interface (i.e. connect to) 
physical equipment. 

 Keep all high (H) risk services on-premise if their impact rating is also 
high. 

 Assess all (high risk, medium impact) and medium risk services. If their 
storage and/or processing requirements are high, then move them to a 
community cloud. The SIEM and the Historian usually fall into this 
category. 

 Move all low (L) risk services to the community cloud. 

 Move the disaster recovery center to a community cloud. The DR services 
physically interfacing equipment in the process environment (e.g. SCADA) 
need to be kept on-premise. 

Based on the case study definition and our risk assessment, we propose that the 
large DSO migrates its OT services to the cloud-based system architecture shown 
in Figure 3. 
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Figure 3 

Large DSO's cloud-based OT system 

The most notable advantages of this solution compared to the original solution 
(and to those operated by most modern, large DSOs) are the following: 

 Potentially improved security monitoring and awareness capabilities via a 
community cloud-based SIEM, which might have insight into the security 
posture of multiple smart grid actors if they shared a Security Operations 
Center (SOC). 

 Lowered disaster recovery costs2. 

 Seamless upgrades to new versions of the services utilized, as the 
community cloud service provider (CSP) might perform regular system 
upgrades as part of its service level agreement (SLA). 

It must be noted that seamless upgrades to new versions for different large DSOs 
using a solution offered from the same computing cloud would be complex 
undertakings, as large DSOs tend to have different internal processes and (a 
plethora of) customer-specific requirements. It must be mentioned that a vital 

                                                           
2  Costs can be lowered if the DR deployment is minimal.  
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precondition for the creation of such system architectures is the existence of 
community clouds for smart grids, which would be similar to the federal cloud in 
the USA. 

4.2 Small DSO Cloud-based System Architecture 

One possible criterion for identifying a small DSO is to check the number of 
customers and characterize it as ‘small’ if it has up to 100,000 (one hundred 
thousand) customers in a small or larger, but sparsely inhabited geographic region. 
Today such companies (usually) have limited IT budgets, which in turn means that 
their spending on computing hardware and information security capabilities is also 
limited. Regardless of the limited IT budgets, these companies still need at least 
asset and outage management (i.e. GIS and OMS) capabilities, which allow them 
to have insight into the up-to-date inventory of equipment owned, and timely 
outage management necessary for an acceptable level of customer satisfaction. 
Depending on their needs, they might invest into fully featured SCADA, MDM, 
DMS or SM solutions. Their day-to-day operations will most often be carried out 
without the benefits of having a SIEM and/or Historian. These systems usually do 
not fall under the jurisdiction of NERC CIP [13] or similar mandatory security 
requirements imposed by regulatory bodies. As additional inputs to the risk 
assessment, our theoretical (small) DSO possesses the following specific 
characteristics: 

 There is only one, primary data center without a DR center or plans for 
setting it up in the future. 

 There is an unknown number of vulnerabilities in the integrated IT/OT 
environment. 

 There are known exploits that can be launched from untrusted networks or 
via physical access. 

 There are no highly motivated state-sponsored and other, high-profile 
threat sources. 

 Loyal, tightly controlled, but security-unaware workforce. 

 No IT budget and staff. No information security team. 

 Tightly coupled IT and OT zones. 

In summary and based on the above introduction, we conclude that such systems 
possess limited capabilities in the following domains: No security monitoring and 
awareness without a SIEM; No analytical capabilities without a DMS/EMS; No 
audit capabilities without a Historian and/or a SIEM; Limited automation and 
remote-control capabilities without a SCADA; There is no disaster recovery 
center (DR). 
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We analyzed the above-described system and we classified operational data 
integrity loss in the OMS as high impact because such threats can lead to service 
personnel injury or extended power outages. We considered attacks against both 
the OMS and GIS more likely than in the large DSO scenario, as they are usually 
more exposed to untrusted networks in smaller systems (with lower IT and 
cybersecurity budgets). 

We populated the risk assessment template presented in Table 4. The resulting risk 
assessment results are shown in Table 6. 

Table 6 

Small DSO’s risk assessment 

Threat / Service  

O
M

S
 

 

G
IS

 

I L I L 

Confidentiality loss of configuration data  M L M L 

L L 

Confidentiality loss of operational data  L V L V 

M M 

Configuration data integrity loss  M L M L 

L L 

Operational data integrity loss H V L V 

H M 

Backend service failure due to bad data M  L M L 

L L 

DoS against backend services M  L M L 

L L 

DoS against the communication system  M L  M L 

L L 

DoS against the human-machine interface  L V L V 

 M M 

We identified the following high and medium risk threats: H: Integrity loss of 
OMS operational data; M: Confidentiality loss of OMS operational data; M: 
Confidentiality loss of GIS operational data; M: Availability loss of OMS clients; 
M: Availability loss of GIS clients. 
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Figure 4 

Small DSO's cloud-based OT system 

Most of the above listed common disadvantages and risks identified can be 
mitigated if the small DSO switches to a hybrid cloud-based system architecture 
presented in Figure 4. 

In this architecture, the DSO keeps in its control center only the operator 
workstations. The GIS and OMS are migrated to a remote community cloud data 
center. The high and medium risks identified during risk assessment are mitigated 
by the introduction of the SIEM and Historian, which are offered to all cloud 
customers by the cloud service provider (CSP). The most notable benefits of this 
system architecture compared to the original solution are the following: 

 Information security is improved via segmenting the networks into OT, OT 
DMZ, and IT zones, aligned with IEC-62443. 

 Security monitoring, awareness, monitoring, and audit capabilities via the 
SIEM and Historian in the cloud. These services reside in the OT DMZ and 
are differently shaded in Figure 4. 

 Seamless upgrades to new versions of the OT services, i.e. the small DSO 
does not have to upgrade its sub-systems every 7-10 years as the 
community cloud provider will do that as part of its SLA. 

A downside of this system architecture is that disaster recovery is not addressed. If 
the (small) DSO’s budget permits, it might maintain a cold or warm start 
subsystem in a separate community cloud in a different (geographic) location as a 
DR solution. 
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Conclusions 

Based on our state-of-the-art review we concluded that there are no risk 
assessment-based studies that specifically tackle the problem of migrating smart 
grid OT services to a cloud computing architecture in a systematic way. That is 
the gap that we filled with the research presented in this paper. We presented a 
method valuable to any smart grid system owner and/or operator, which can help 
them to choose an optimal cloud migration strategy, fitting their specific 
requirements and maintaining an adequate level of information security. 

We presented a baseline smart grid OT system architecture aligned with the IEC-
62443 model. We identified smart grid-specific threat sources, threats, likelihoods, 
and potential impacts. We performed a detailed risk analysis of the common OT 
services from the confidentiality, integrity and availability (CIA triad) perspective. 
Additionally, we defined a baseline cloud migration strategy for smart grid OT 
services. We applied our risk assessment methodology in two cloud migration 
case studies. Our first case study involved a large DSO with complex OT 
capabilities. We theorized that there were highly motivated and capable threat 
sources, numerous IT and OT services, and possible attack vectors from untrusted 
networks, via physical access to the equipment in the field or via the 
communication infrastructure. We applied the proposed method and presented a 
hybrid cloud-based smart grid ICS architecture with disaster recovery (DR) 
capabilities. In the second scenario, we analyzed the security risks in a small DSO 
with a limited budget and IT staff. We applied the method again and proposed a 
fitting, mostly (community) cloud-based system architecture. 

This work focused on information security. Therefore, the proposed cloud 
migration strategy and the case studies analyzed did not include additional key 
metrics, e.g. personnel and cloud service costs, level of management support, 
compliance with relevant standards and specifications (e.g. NERC CIP), or the 
temporal aspect of threat sources and threats, i.e. the fact that threat sources and 
threats change in time. The authors intend to incorporate these measures as part of 
their future work. Also, as part of their future work, the authors plan to research 
the technical details of cloud architecture model and migration processes 
represented in [17] [18], and to implement and test the presented risk assessment 
methodology in practice. Additionally, this research can be expanded by exploring 
and proposing the implementation of various mitigations based on the risk 
assessment methodology presented. 
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Abstract: The advancement of Internet of Things (IoT) has made it practical to discover, 
localize and pinpoint smart sensing devices based on the situational context, relevancy, and 
characteristics to query data intelligently, or conduct actions. Furthermore, the 
development of large-scale applications must deal with data collection and data sensing 
from a massive number of ubiquitous components, ultimately converging into 5G mobile 
networking. Additionally, IoT involves managing the expectations of Big Data sourced from 
many heterogeneous sources. This paper provides an overview of biomimetic 
methodologies, which represent a viable solution for large-scale data delivery through the 
aggregation of information with large-scale IoT technologies. 

Keywords: 5G communications; big data; Internet of Things; machine-to-machine systems; 
massive-scale systems; middleware; ubiquitous systems; wireless sensor and actuator 
networks 

1 Introduction to IoT-based Middleware 
The Internet of Things (IoT) presents several potential research opportunities and 
raises development challenges in modern computing [7]. Technological 
advancements stimulate a new paradigm where sensors and actuators are managed 
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as common infrastructure, offering multiple concurrent services and intelligent 
data aggregation to many users [6], [12]. 

Advancements driving the massive-scale IoT infrastructure concept include: 

● Autonomic Computing [1] and Middleware Design [3]; 

● Smart Wireless Sensor and Actuator Networks (WSANs); 

● Artificial Intelligence (AI); 

● Communication Protocols and Standards; and 

● Fifth Generation Mobile Cellular Networks (5G). 

Along with the deployment of 5G networking, the opportunity presented in the 
realm of IoT and multimedia sphere includes responsive connectivity for 
Machine-to-Machine systems (M2M), and possibilities into near real-time 
interactive services. It is also important to consider practical 5G rollout challenges 
when adopting multimedia interactivity such as latency and bandwidth constraints. 

In addition, the significance that IoT places on 5G regarding future demand must 
be considered, using the experiences of current cellular utilization. Rapidly 
advancing services including Augmented Reality (AR), Virtual Reality (AR) and 
multi-user conferencing must be factored into the IoT middleware as part of the 
architectural framework. 

The approach is different when compared to dedicated systems forming part of 
legacy telecommunications and computer infrastructures. Much research needs to 
be considered to adapt standard protocols, middleware model standards, data 
aggregation. and methods of sensor fusion as well as mechanisms of data delivery, 
to configure the approach IoT can integrally build into public infrastructures. The 
emergence of new communication technologies requires adaptable solutions that 
handle M2M connectivity while minimizing harmful downtime interruptions. 

The solution is an architectural model for implementing the software-directed 
paradigm known as the Biomimetic Model of Middleware (BMM) [5]. The 
localization and topology of middleware components in the IoT software solution 
is shown in Figure 1. The components are IoT devices, local and, core middleware 
and Internet connectivity. 
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Figure 1 
IoT Middleware Architecture featuring Biomimetic Principles 

For IoT nodes, Mote Access Point (MAP) devices have two main responsibilities: 

1. Manage IoT devices while also partitioning the core functions of different 
components and ensuring that every component runs effectively: 

a. Sensors as data sinks, and 

b. Actuators as control sinks; 

2. Act as intelligent access points with router functionality at the sensor/control 
boundary of IoT devices, which are composed of context aware: 

a. Data parsers, and 

b. Gateway processors. 

The research work reflects the innovative form of biomimetic middleware for IoT 
infrastructures, along with the complementary models for data aggregation. The 
biomimetic middleware enables the generation of adaptable WSANs and services 
that lead to practical viability [5]. 

By providing a discussion on the design concerns of IoT-based middleware, the 
potential innovations include the broader vision of large scale, advanced software-
intensive IoT infrastructures for modern computation and connectivity facilitating 
smart M2M communications. 

In this work, we propose a Biomimetic Model of Middleware (BMM), along with 
adaptive techniques for data aggregation. Next, we explore biomimetic 
middleware design aspects that enable the development and deployment of 
contextually aware, heterogeneous, secure, and massive-scale system solutions 
[8]. 
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Finally, we provide a practical illustration to show the viability and feasibility of 
implementing BMM for IoT infrastructures, showing the possibilities to deploy 
the BMM approach from a broad-based perspective. This is important, given the 
role of software in the field of Software Defined Networking (SDN) solutions that 
plays a critical role in 5G cellular communications. 

2 Biomimetic Middleware Models 
Examples of technological advancements that can enable biomimetic solutions in 
various technical fields are shown in Table 1 [2]. Progress in modern technologies 
is driven by biomimetic forms in design in the areas of advanced manufacturing, 
cloud computing infrastructures and open-learning AI frameworks. These sectors 
will play a critical role in the design, implementation, and deployment of IoT 
infrastructures. 

Table 1 
Biomimetic Solutions in Modern Industrial Implementations 

Field Implementation Biomimetic Solution 

Advanced 
Manufacturing 

Additive Manufacturing 3D, 4D, 5D Printing 

Kirigami Construction Additive Lattice Structures 

Cloud 
Computing 

AI and Machine Learning AIaaS, MLaaS Services 

Containers, Funtainers CaaS, FaaS Services 

Learning 
Frameworks 

AI & Deep Learning Intel AI Framework, BigDL 

Flow Graph Computation CNTK, TensorFlow 

Image Classifier Processing Caffe & Caffe2 

Natural Language Libraries Gensim 

Neural Network 
Frameworks and Dynamic 
Parallelization  

Apache Mxnet, Chainer, 
CMU Dynet, Keras, Paddle, 
Pytorch & Torch 

Statistical Data Processing Gluon, H2O, RStudio 

2.1 Advanced Manufacturing 

2.1.1 Additive Manufacturing 

Additive manufacturing has guided the design and construction of uniquely 
complex structures that would be impossible with traditional subtractive 
manufacturing. Technologies such as 5D printing can readily build sophisticated, 
multi-faceted designs that will propel innovative technical approaches within a 
short lead time. 

By enabling the rise of rapid prototyping in IoT infrastructures, additive 
manufacturing allows designers and engineers to build IoT solutions while 
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minimizing construction and testing outlay. Thus, BMM infrastructure 
deployment is accomplished as IoT mote and gateway designs can be easily 
revised for a specific context while maintaining cost efficiency. 

2.1.2 Kirigami Structures 

Kirigami is the Japanese art of folding paper objects that can be unfurled into 
elaborate structures. The strategic fold points maximize the compressibility of the 
structure when compacted, but once unfolded reveals its true form. Thus, the 
unfolded form serves the genuine intention of the structure, operating its true 
functionality. 

This approach is applicable for IoT, where the design and deployment can take 
place in confined environments, or in restricted domains where total space is at a 
premium. Thus, it is compressible into a stored manner when not used, or 
expandable as necessary such as maximizing signal strength during radio 
congestion. 

2.2 Cloud Computing 

2.2.1 Artificial Intelligence and Machine Learning Services 

The adoption of AI cloud platforms by academia and industry is driven by the 
low-cost of entry and simplicity of provisioning resources. Corporate providers 
including Amazon Web Services, Google Cloud and Microsoft Azure offer on-
demand turnkey services that include open source libraries with broad 
accessibility and technical support. 

As AI and ML cloud services migrate to Systems on a Chip (SOC) and 
Application Specific Integrated Chipset (ASIC) solutions, this has led to highly 
optimized computing efficiency gains that lower the total cost of ownership for 
IoT-based platforms that cannot feasibly be achieved using general purpose 
computing infrastructure. 

The net result of these industry trends means tailored big data solutions are 
deployable remotely from the IoT cloud, to reach optimum economies of scale for 
computing resources, and thus satisfy peak operational storage and processing 
efficiency. 

2.2.2 Containers and Funtainers 

In conjunction with container-based solutions in the cloud, these solutions provide 
a highly encapsulated environment where all functional libraries are included in 
the virtual computing space. Therefore, one can rapidly deploy functionally 
similar components experimentally that is less prone to configuration errors and 
other constraints. 
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By enabling rapid software prototyping, it is advantageous for designing IoT 
infrastructures where an adaptable BMM can be immediately deployed. The 
testing and results of the solution can be assessed and collated for further 
investigation, with the development of new AI and ML algorithms to evaluate 
using IoT infrastructure. 

2.3 Learning Frameworks 

Collaborations between industry and academic research sectors have resulted in 
the development of open-source frameworks for machine learning. These 
collaborations have enabled a wide variety of datasets and algorithms suitable for 
IoT middleware solutions, along with their combined experience of development 
skills and expertise. Examples of open-source frameworks contributed by the 
academic and industrial communities include Apache Mxnet, Caffe, Caffe2, 
Chainer, CMU DyNet, DSSTNE, Gensim, Gluon, H2O, Intel AI Framework, Intel 
BigDL, Keras, Microsoft CNTK, Paddle, Pytorch and Torch, RStudio and 
TensorFlow. 

Machine Learning (ML) has been applied to various fields including medicine, 
precision agriculture, sports science, and entertainment. Thus, ML is applicable 
for IoT deployment where node routing and management must be achieved 
efficiently while preserving the energy constraints of mote batteries. Hence, IoT 
middleware design can be implemented to accomplish tailored tasks including 
recognition of patterns for industrial and government applications, or in 
surveillance, where security patrol can be augmented with AI recognizers that aid 
in repetitive operations such as feature identification. 

Recognition of patterns within Computer Vision (CV) enhancement is feasible, 
especially where compute capability is limited due to energy constraints. This is 
because the trend of mobile multi-core processors has reached maturity, such that 
elementary AI tasks can be performed at the edge gateway. The development of a 
hierarchical middleware model breaks down computational tasks in an intelligent 
manner where low-demand operations are performed on-field, while 
computationally complex big data tasks are done in the cloud, as illustrated in 
Table 2 [10]. 

Table 2 
AI Operations for an IoT-based Context 

Operational Location Compute Device AI/ML Examples 

On-field/site: 
Local Operations 

IoT Devices: 
● WSAN End Points 
● Edge Gateway 

Unsupervised Learning: 
● Self-Organized Maps 
● Neural Networks 

Off-field/site: 
Remote Operations 

Cloud Infrastructures: 
● AIaaS 
● MLaaS 

Supervised Learning: 
● Genetic Algorithms 
● Generative 

Adversarial 
Networks 
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2.3.1 On-field Operations 

On-field AI tasks complementing an IoT context include unsupervised learning 
with Self-Organized Maps (SOM) and neural networks. Such computational tasks 
would not significantly burden the energy, data, and computational constraints of 
the IoT gateway. The middleware needs to enable priority to unsupervised 
learning operations for the localized IoT infrastructure, since the effort for greater 
computation tasks should be done remotely where resources are more plentiful, 
thus adding to system redundancy [14]. 

2.3.2 Off-field Operations 

Off-field AI tasks accompanying an IoT context include supervised learning using 
complex algorithms, such as Genetic Algorithms (GAs). AIaaS (AI-as-a-service) 
and MLaaS (machine learning-as-a-service) infrastructures are suitable since they 
are tasked with heavy-duty compute and resource needs [15], [16]. Tailoring 
AIaaS and MLaaS solutions include denormalized databases suited for long-term 
archiving and monitoring of IoT data. This is essential for big data tasks such as 
long-term trending analysis and predictive forecasting capabilities relying on large 
datasets for statistical probabilities. 

3 Applications of Biomimetic Middleware Solutions 

3.1 Integration of IoT with Motion Capture 

The application of biomimetic design in middleware can be observed from IoT 
solutions in the field of human motion tracking. This field of research has evolved 
to the point where sensing technologies are commercially embedded such as 
Apple FaceID, Microsoft Kinect and Sony SoftKinetic. These platforms facilitate 
AR and VR applications for domestic and industrial applications. 

The importance of consumer adoption should not be underestimated, as adoption 
drives economies of scale and mainstream adoption. Thus, combining commercial 
motion capture technologies with IoT provides the potential for rapid deployment, 
while also reducing the total cost of ownership concerns. The momentum of 
adoption leads to acceptance and familiarity as part of broader IoT middleware 
design. 

Examples of motion capture systems that are common in consumer gaming and 
entertainment are shown in Figure 2. They include arcade systems, set-top boxes, 
and interactive multimedia where an immersive visual communication medium 
can complement IoT-based solutions for environmental monitoring applications. 
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Figure 2 

Current motion capture systems for consumer applications 

In addition, the professional arena has also been complemented with motion 
capture technologies where sophistication and high precision levels are required. 
Vendor solutions from North America and the European Union include 
Contemplas, GaitTrack, Qualisys and TekScan. These tools have a high outlay 
along with recurring maintenance expenses that constrain broader adoption. 

Hence consumer-based motion capture solutions are best matched for IoT 
middleware application, because greater adoption of IoT with M2M 
communications will take place as 5G rollouts become commonplace. Minimizing 
maintenance concerns such as cost of replacement will increase the adoption rate 
and end user accessibility. 

3.2 End User Factor within IoT Middleware 

The IoT middleware platform must be developed to account for quality control, 
especially in the field of motion capture and annotation analysis to ensure system 
implementation flexibility. 

Connecting the consumer arena when factoring the number of motion tracking 
systems available in the marketplace, as well as the proprietary nature of 
professional motion capture systems, means that a complementary and practical 
application must reasonably adopt mainstream design principles. 

Thus, the complete IoT-based solution integrating biomimetic middleware with 
motion capture sensors must aim to be technology and vendor agnostic. The 
solution should feasibly adopt open source software and technologies for broader 
developer adoption and ease integration with newly evolving IoT development 
platforms. 

Therefore, the middleware IoT infrastructure is not simply glue logic to combine 
components into a common space, but handle massive-scale IoT heterogeneous 
concerns in an ubiquitous manner. Wider reach of an IoT-based BMM solution is 
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achieved when it provides a M2M communications mechanism, as well as 
professional and consumer interactivity in a seamless manner. 

3.3 Innovations in IoT Middleware Research 

The conception of the BMM technology platform in the scope of motion capture 
should consider cooperation with academic and institutional organizations for 
scientific research and innovation. This is achieved by building the IoT 
middleware framework with a customizable architecture that is not linked to an 
industry or commercial design goal. 

The place where application-specific analysis is done at the AIaaS and MLaaS 
backend, such that separation is ensured between computational processors and 
IoT nodes. Since there are many motion capture applications that can be applied 
with IoT, including television broadcasts, motion pictures, sports physiotherapy, 
and tele-medicine, the functional separation of processing concerns is noteworthy 
in this research. 

In this work, as a case study, we explore the application of biomimetic principles 
to middleware for analysis of healthcare employees. The practical piecemealing of 
operations in the healthcare domain means the middleware infrastructure is 
segmented into component-level work tasks for logical deployment. 

Hence, the case study will examine the daily requirements of healthcare 
employees. By combining biomimetic principles using IoT, there is the potential 
to accommodate workplace training needs in alliance with occupational therapists 
including physiotherapists. 

3.4 Case Study Adopting BMM IoT Middleware 

3.4.1 Healthcare Employee Training and Analysis 

3.4.1.1 Lifting Practice and Analysis Problem Space 

Investigative research conducted by the Wrocław Medical University identified 
that employees would benefit from a posture analysis system to identify incorrect 
lifting practice. The worldwide increase in back injuries resulting from lifting 
objects greater than 25 kg has led to costs associated with employee downtime 
including compensation and rehabilitation [9]. 

The emotional and financial burden is anticipated to rise as population aging 
occurs in modern society, placing further stress on existing employee workloads. 
The best way to manage this emerging issue is through improving training and 
rehabilitation protocols, thus enforcing positive lifting practices in medical 
facilities. 
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Figure 3 

Depiction of back strain resulting from incorrect lifting technique [4] 

Thus, as patient care duties inevitably increase over the coming years, designing a 
remote healthcare employee resource is a practical option where AI analysis can 
be conducted at a centralized facility. Therefore, an IoT-based solution coupled 
with BMM principles is key to managing motion capture resources. Hospitals and 
medical clinics can achieve positive employee productivity through training 
resources coupled with IoT solutions. 

The IoT BMM platform must encapsulate the known possible postures when 
carrying heavy objects. The AIaaS and MLaaS backend infrastructure would 
contain the comprehensive training database capturing the main points where 
injury risk is known for an integrated medical facility. 

The main points that are captured from an IoT-based lifting rehabilitation 
framework can be summarized as follows [11]: 

● The employee preparing to initially bend forward to the patient; 

● The employee adjusting their gait to ensure a proper grip on the lying patient; 

● The stage where load-bearing takes place, as the employee starts to lift the 
patient and perform the act of transference; and 

● The final point where the employee places the patient on a different source, 
such as another bed, stretcher or wheelchair. 

Risks of Repetitive Strain Injury (RSI) increase dramatically when improper 
lifting techniques are applied by healthcare employees. To counteract this 
problem, longer-term monitoring and training is essential to evaluate lifting 
practice regularly, not only to assess the capabilities of employees to carry 
properly but provide longitudinal health studies [4], [9]. 

Strain 
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The IoT platform must consider the use of client interfaces, such as mobile 
devices and tablets, to enable healthcare employees to interact with the training 
system. This provides a quantitative assessment of the lifting diagnosis of each 
employee, but remotely diagnose issues at the central training facility. Hence, the 
employee can proactively track their learning progress on their own device in 
conjunction with their local doctor. 

Additionally, the healthcare employee would also allow for qualitative feedback to 
the IoT motion capture platform to ensure a virtuous loop for iterative 
improvement to the system. Consultation with user interactivity experts is 
important to design the platform in a manner that is beneficial to the employee and 
consultant physiotherapist who provide constructive feedback and ensure positive 
lifting practice. 

The lifting technique framework should not be a means of punitive judgment, but 
rather an additional tool to offer continuous liaison with relevant healthcare 
stakeholders. The goal is to ensure harm minimization resulting from a back 
injury, while improving morale and workplace productivity through proper 
training methods. 

3.4.1.2 Combining IoT BMM with Human Activity Recognizers for Healthcare 

Employees 

The core IoT infrastructure deals with analyzing and recognizing human gait 
through specific motion capture algorithms. This offers results that are state-of-
the-art, especially for challenging gait recognition tasks processed in the AIaaS 
and MLaaS cloud-based computational layer: 

● Classifying data sequences into key movements using the Histogram of 
Gradients (HoG) for human activity recognition; and 

● Adoption of neural network techniques to further optimize activity 
recognition by eliminating false positives. 

The main aspect of the IoT BMM design is to incorporate lifting analysis for gait 
analysis by distinguishing on-field and off-field computational processing 
requirements methodically. These requirements can be distinguished as follows: 

● Loading and preparing gait recognition information classified by time series, 
ensuring the data can be visually explored by the employee in consultation 
with their physiotherapist; 

● Identified lifting issues are structured in a manner that allows employees to 
evaluate results while offering a guided reference for patient lifting best 
practices; and 

● Offer potential for mobile deployment where network connectivity is 
intermittent or unreliable, thus improving the portability of the IoT platform 
in remote areas. 
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The issues of understanding the kinematic actions of the healthcare employee 
must be factored into the research, especially when multiple objects are involved. 
Visual interference impacts recognition accuracy, so this concern must be 
considered for additional testing purposes when the platform is rolled out for a 
healthcare workplace. 

Furthermore, research must also consider support vector machine or neural 
network approaches when the employee undertakes a maneuver and adjusts their 
position for a specific context, such as distinguishing the difference between 
carrying a child or an elderly patient. 

3.4.1.3 Development Approach and Current Results 

The development of the lifting analysis platform involved a hybridized approach 
where cloud services were augmented with the local client infrastructure. This 
method sought to balance the needs of the end-user while satisfying the needs of 
the medical institution where the experiment was conducted. The biomimetic 
design principles used to design the platform fulfilled the following system 
requirements: 

Local Client Processing 

 Identify components that required immediate local processing, in order to 
serve immediate client needs: 

o Data feeds that must be immediately presented to the end-user due to 
minimum latency needs, such as VR imaging presented to the medical 
patient; 

o Data that cannot be transmitted due to potential network bandwidth 
limitations or restrictions, especially where signal strength is weak for a 
wireless Internet connection. 

Remote Cloud Processing 

 Determine main features or functions that can be processed off-site onto the 
cloud infrastructure: 

o Data points that can be safely backed up in order to prevent information 
loss due to unforeseen circumstances, such as the case where the laptop 
computer is accidentally lost whilst in transit between medical facilities; 

o Data elements that can be processed remotely in order to mitigate 
processing constraints on the local computer since the laptop will have 
processing power limitations compared to a desktop workstation. 

Table 3 summarizes the component-level identification of the rehabilitation 
platform regarding operational requirements: 
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Table 3 
Hybrid Architecture for Rehabilitation Platform sourced from [13] 

Operational Location Platform Components Reasoning/Rationale 

Local Client 
Operations 

● Oculus Rift VR and 
Leap motion sensor 
hardware in C#: 
o Unity SDK 

2018.1.6; 
o MonoDevelop 

environment; 
o Blender graphics 

toolkit. 

● Graphics processing 
and rendering of the 
gait simulation and 
training was done on 
the experimental kit; 

● VR gear and laptop 
were running directly 
at the external medical 
premises.  

Remote Cloud 
Operations 

● Remotely hosted 
Cloud Infrastructure: 
o Fully managed 

virtual machine 
platform 

● Safely backup of 
statistical data; 

● Patient information 
deleted prior to cloud 
storage other than user 
ID assignment. 

As the rehabilitation exercises were conducted, the patients were assigned grades 
for their motor coordination ability, determined by their ability to conduct a 
routine grasping task of an object in space. Notably, while improvements were not 
exhibited by all patients, the overall trend indicates increasing familiarity with 
Virtual Reality technology by the patients enhances their user experience and 
positive engagement. 

From the in-depth results examined in detail by Marzec et al. [13], a nominal 
improvement was observed especially for patients who had difficulty releasing 
objects in an active manner, as they were able to release objects after 
comprehensively using the VR rehabilitation platform as observed in Table 4. 
Thus, there is promise in the design principles of the experimental environment – 
warranting further study for the combined approach of simulated and physical 
rehabilitation of poststroke patients. 

Table 4 
Poststroke Rehabilitation Observations extracted from [13] 

Patient Initial State Prior to VR 

Training 
Final State After VR Training 

Case I Actively releasing grasp/letting go 
of object 

Actively releasing grasp/letting go 
of object 

Case II Not actively letting go of object Actively releasing grasp of object 

Case III Not actively letting go of object Actively releasing grasp of object 

The experimental limitations for future consideration include the need for data 
security and increasing the test sample size to verify the efficacy of the 
rehabilitation approach [13]. Data security is essential to ensure personally 
identifiable information is maintained for patient privacy, through Public-key 
Cryptography, so that the patient and doctor are only privy to such information. 
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Furthermore, as the experiment is extended to more patients, the end results will 
verify the platform and its hybridized modular architectural approach. 

Conclusions 

This paper aims to provide an overview and analyze the benefits of adopting the 
biomimetic approach to middleware for IoT-based platforms, with an emphasis on 
dealing with the dynamic relationship between on-field and off-field machine 
learning functions. The data processing quality of the IoT sensor source, such as 
motion data captured from medical employees, should consider qualitative and 
quantitative user concerns to ensure broad acceptance of IoT in society while also 
mitigating apprehension to new technology. 

End-user needs should always be accommodated when designing IoT biomimetic 
middleware as a quality attribute. This is achieved by knowing the domain context 
so that IoT middleware design composition manages heterogeneous IoT 
integration and accommodates end-user needs of security, reliability, and 
usability. Thus, this ensures the wide adoption of IoT-based BMM for a variety of 
different system frameworks. 

The principles of biomimetics offer the primary framework of connecting 
different components within a context that is user-centric while accommodating 
future advances in IoT technologies that influence system design and architecture 
– this is examined by the case study with the emergence of consumer motion 
capture systems. 

The study highlights the essential drivers for a common IoT biomimetic 
middleware framework, along with the design principles for future IoT 
applications. The flow of information from architectural through to biomimetic 
design show that IoT is the critical path as next-generation cellular networks guide 
tomorrow’s information economy. 

In conclusion, the understanding of complementary approaches, including 
learning-based ML methodologies such as neural networks and genetic 
algorithms, as well as training datasets, have a real-world impact on the operations 
of multi-modal IoT systems. Furthermore, performance optimization is needed for 
biomimetic design principles governing IoT infrastructure management. 
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Abstract: Based particularly on data technologies, information is rapidly evolving in 
engineering. In mechanical engineering, maintenance is benefiting the most from data 
innovations, the reduction of maintenance costs, and the improvement of system 
availability. Modern reliability engineering targets uncertainty with advanced statistics 
and data science. This paper explores maintenance descriptive analytical techniques to 
determine whether variations between porosity percentage in batches from two similar 
machines are due to randomness, suggesting technical issues on machinery. The finding is 
backed by statistical analysis, hypothesis testing, and data mining. Python 3 was used 
following best practices of data science and data visualization as the main toolset to 
explore the working data, execute the proposed statistical analysis, and make conclusions. 
The findings were promising reinforcing the importance of advanced statistics for 
reliability studies. As a conclusion, we failed to reject the null hypothesis suggesting that 
there was no apparent difference between sample means. With a confidence of 95%, the 
difference is explained by natural variations and randomness inherent to the fabrication 
process. 

Keywords: reliability engineering; python programming; statistical analysis; maintenance 
optimization 

1 Introduction 
Information is evolving in engineering, based particularly on data technologies 
that facilitated information flow through departments making processes more 
efficient. Applied examples include live feedback data from sensors, live feed for 
stock control, predictive maintenance schemes, etc. Cloud implementations for 
Big Data streamline and Data Science play a prominent role in the introduction of 
Industrial Internet of Things in modern factories [1]. 
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In mechanical engineering, maintenance is the most advanced field regarding new 
data technologies including such giants as IBM and Google worked extensively in 
applied cases for the industry, aiming at common business goal requirements, 
minimizing costs and late maintenance while maximizing machinery availability, 
production output, and customers’ satisfaction [2]. Although most of the field 
development encompasses Maintenance Predictive Analytics through Machine 
Learning implementations, models fail to predict events when there is no past data 
detailing a similar occurrence, the adoption of Maintenance Descriptive Analytics 
in which Modern Reliability Engineering takes part, applying advanced statistics 
[3]. The focus of this research is to explore some new approaches to the statistical 
methodologies applied to support optimized maintenance planning in industrial 
environment. 

1.1 The S.M.A.R.T Methodology 

The S.M.A.R.T methodology was used as a business best practice to define the 
goals of this research. First, defined by George T. Doran [4], consultant and 
former Director of Corporate Planning for Washington Water Power Company, 
S.M.A.R.T. is an acronym to define goals and objectives in a clear and data-driven 
manner. According to Paul J. [5], an effective goal must be: 

- Specific: A goal should be clear and specific, otherwise it is not possible 
to focus on efforts or feel truly motivated to achieve them. The five "W" 
questions (what, why, who, where, which) provide a large scale of 
support to gain maximum specificity; 

- Measurable: It is only possible to plan a timeline of activities if one can 
perceive when tasks start and come to end. Such need becomes attainable 
by tracking progress, for tracking, there must be some measurable 
parameters; 

- Achievable: A goal needs to be realistic and attainable to be successful. 
In other words, it should stretch and push barriers for a challenge while 
still remaining approachable. 

- Relevant: This step ensures that the goal matters to the business are in 
line with other relevant goals. 

Time-based: Every goal needs a target date to have a deadline to focus on and 
something to work toward. 

In line with Peter Drucker’s management concepts [6], such methodology started 
to be widely applied on analytics and data projects due to its attention to 
measurable results, which clarifies the base for effectivity analysis. 
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1.2 Goal 

According to the previous guideline, the goal of this paper is in connection with 
reliability engineering objectives according to Connor, P. [7]: 

- Goal 1: Evaluation of the variations in porosity percentage of two 
different machines based on their sensor data set to determine if the 
difference is due to randomness or some underlying causes. The required 
confidence level of the analysis is 95%. The analysis should be carried 
out in a month. 

1.3 Foundations of Reliability Engineering 

A brief introduction of reliability engineering as a discipline and its roots are 
rooted in the military due to the necessity of cost-effective systems, and a 
comparison between reliability and quality frameworks. 

1.4 Military Roots of Reliability Engineering 

Technology is known to develop exponentially due to military efforts, and the 
reliability engineering as a discipline was a necessary step by the United States 
during the 1950s as an attempt to reduce the increasing failure rates and improve 
the availability of military equipment. Due to the rapid development of electronic 
devices embedded in systems, the US Department of Defense (DOD) set up the 
Advisory Group of Reliability of Electronic Equipment (AGREE) report in 1952. 
The report consisted of strict rules regarding a test of thousands of hours applying 
high stress, cyclical, high and low temperatures, vibration and switching. [26] 

In 1965, the DOD issued the MIL-STD-785 Reliability Programs for Systems and 
Equipment integrating the standardization for several liable engineering activities, 
meanwhile, the AGREE routine was accepted by NASA and all major high 
technology purchasers and suppliers. European countries followed up on the 
reliability progress by 1990s with a series of Reliability standards that became 
integrated into the International Standards Organization (ISO), ISO/IEC 60 300 
e.g. [26] 

1.5 Reliability and Quality 

Reliability and quality, despite their distinctive concepts, are both attributes used 
interchangeably in several cases. Regarding the user level, it is commonly 
associated with technological products including computers, smartphones, or 
house appliances. On the other hand, from an industrial point of view, the idea is 
attributed to machines and parts. 

There is no discussion when it comes to the increasing reliability required by 
modern society, upon a purchase one expected the item to function as described 
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for the longest time period as possible, avoiding new purchases and substitutions. 
This is exactly where reliability engineering differs from the old fashioned quality 
control paradigm, a time dimension was also taken into consideration. In other 
words, while quality is assessed against a set of specifications, which define 
conforming or non-conforming parts, a binary distribution of good and bad. 

As an uncertain science, the main objective of reliability engineering reveals 
whether an item will work over a certain period of time, which can be answered 
by distributions of probabilities. As in its core, reliability is defined as "the 
probability that an item will perform a required function without failure 
understated conditions for a stated period of time". [27] 

In the words stated by James R. Schlesinger, Former US Secretary of State for 
Defense, “reliability is engineering in its most practical form”. According to 
Connor, P. the priorities of such science can be listed as follows [30]: 

1 To apply engineering knowledge and specialist techniques to prevent or 
to reduce the likelihood or frequency of failures; 

2 To identify and correct the causes of failures that do occur, despite the 
efforts to prevent them; 

3 To determine ways of coping with failures that do occur, if their causes 
have not been corrected; 

4 To apply methods for estimating the likely reliability of new designs, 
and for analyzing reliability data.  

2 Mathematical Methods and Tools 
The methods used to quantify reliability include the mathematics of probability 
and statistics. As mentioned above, reliability engineering handles uncertainty. 
Understanding that variation is part of engineering and inherent to all 
manufacturing processes is the necessary step for controlling and minimizing 
unexpected events. Statistical methods provide the means for analyzing, 
understanding, and controlling variation. [28] 

2.1 Box Plot Graph Construction and Analysis 

A box and whisker plot often called a box plot displays the five-number summary 
of a set of data. The five-number summary is the minimum, first quartile, median, 
third quartile, and maximum. [28] 

In a box plot, we draw a box from the first quartile to the third quartile. A vertical 
line goes through the box at the median. The whiskers go from each quartile to the 
minimum or maximum. 
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One common measure of spread for data analysis is the interquartile range (IQR), 
which is calculated as 𝑄3 − 𝑄1and provides a measure of spread that it's 
independent of the distribution mean. 

 

Figure 1 

Representation of the five-number summary of a box plot 

2.2 Outliers Detection through the Interquartile Range (IQR) 

Rule 

For a rough symmetric dataset, both mean and standard deviation are good 
descriptive statistics to improve understanding around the dataset, however, for a 
skewed distribution or distributions that are not normal, the median and the 
interquartile range are more robust metrics to rely on for extracting insights. Since 
standard deviation is a function of the distribution mean, it is also heavily 
influenced by outliers, which are data points that do not fit the overall distribution 
adding noise to it. 

Outliers can be visualized, and boxplots are great in this sense, or one could use 
mathematical techniques for identifying them. One of the techniques commonly 
found in the industry and statistical libraries for coding is the interquartile range 
rule [8]. 

The IQR rule used shows that a datapoint is an outlier if it is more than 1.5 × 𝐼𝑄𝑅 
above the third quartile or below the first quartile. Said differently, low outliers 
are below 𝑄1 − 1.5 × 𝐼𝑄𝑅 and high outliers are above 𝑄3 + 1.5 × 𝐼𝑄𝑅. 

2.3 Normality Test 

An important decision point when working with a sample of data is whether to use 
parametric or nonparametric statistical methods. [9] [29] 

The simpler form would assume that data have known and specific distribution, 
often a Gaussian, or normal, distribution. If a data sample does not follow a 
known distribution, then the assumptions of parametric statistical tests are not 
valid and nonparametric statistical methods must be used. Thus, normality tests 
are applied to working data sets for checking its correlation to a normal 
distribution. For the scope of this research, graphical and statistical methods were 
applied to check the normality of working data [9]. 
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There are two common graphical methods for the normality test, the histogram 
plot, and the quantile-quantile plot, or QQ plot. The histogram with a Gaussian 
kernel density estimation was achieved by using the seaborn library under the 
.distplot(kde=True) command. For validation, the kernel density should be visual 
to a Gaussian distribution. 

The QQ plot was executed by the statsmodel library under the command 
qqplot(line='s'). The QQ plot generates an idealized distribution and plots the 
compared data as a scatterplot above a 45 degrees line representing the desired 
distribution. There are plenty of excellent Python visualization libraries available, 
including the built-in matplotlib. However, we can use some alternative libraries. 
Seaborn is a popular data visualization library for Python programming language. 
Seaborn is an important Python visualization library built on top of matplotlib. it 
can give the similar information lige ggplot2. It gives us the capability to create 
amplified data visuals. This helps us understand the data by displaying it in a 
visual context to unearth any hidden correlations between variables or trends that 
might not be obvious initially. Seaborn has a high-level interface as compared to 
the low-level of Matplotlib. [17-20] [24] [25] 

Statsmodels is a Python package/library that allows engineers or users to explore 
data, estimate statistical models, and perform statistical tests during their work. An 
extensive list of descriptive statistics, tests, plotting functions, and result statistics 
are available for different types of data and each estimator. It complements 
SciPy's stats module.Statsmodels is part of the Python programming language. It 
is oriented towards data analysis, data science and statistics. Statsmodels is built 
on top of the numerical libraries NumPy and SciPy.The statsmodels integrate with 
Pandas for data handling and uses Patsy for an R-like formula interface. The 
graphical functions are based on the Matplotlib library. [17-20] [24] [25] 

A perfect approximation using this method implies all datapoints from the sample 
aligned with the idealized line. When the datapoints tend to go above the idealized 
normal, distribution line the distribution is right-skewed, contrarily, the 
distribution is left-skewed when the observations tend to be below the normal line 
as exemplified in Figure 2 [10]. 
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Figure 2 

Examples of QQ Plot distributions 

The statistical methods are diverse in the coding field, which differs on the 
preliminary assumptions and considerations upon the tested data. For the research 
scope, an algorithmic version of the Shapiro-Wilk normality test was applied by 
using the scipy.stats library under the command shapiro(). 
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Figure 3 

Examples of QQ Plot distributions 

2.4 Central Limit Theorem 

One of the reasons why normal distribution appears regularly when dealing with 
applied statistics must complete with the central limit theorem. One of the most 
fundamental and profound concepts in statistics [11], the central limit theorem is 
the core for several statistical activities involving using a sample for making 
inferences over a large and unknown population. It demonstrates that the sampling 
distribution of the sample means can be approximated as a normal distribution if 
the number of samples n is large enough, for statistical purposes n > 30 [12]. 

The versatility of the theorem is that it holds its principle for every random 
variable distribution, being normally distributed or not. Figure 4 illustrates the 
concept from a non-normal distribution use case. 
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Figure 4 

Central limit theorem use case 

2.5 T-test for Difference of Two Sample Means 

Testing the hypothesis that the mean of a sample is the same as that of an assumed 
population is a very common statistical analysis use case. When this is the case 
and when the true population mean (μ) and standard deviation (σ) are known this 
is a typical z test. On the other hand, when parameters from the original 
population are not given the test and classified as a t-test using sample statistics as 
approximation parameters and it has the variation corrected based on the Student-t 
distribution. [31-34] 

Generally, the hypothesis being tested in a t-test suggests the difference between 
means of two sample means with relatively small sample sizes. The assumptions 
of the test are the following [31-34]: 

- Data points are independent; 

- Data points are accurately recorded; 

- The sample size is small, usually less than 30. 

The statistical test is then evaluated according to Equation 1. 𝑇𝑡𝑒𝑠𝑡 =  (𝑥1−𝑥2)−𝑑𝑆𝐸𝑥                     (1) 

𝑆𝐸 = √𝑠12𝑛1 + 𝑠2 2𝑛2                    (2) 

The t-statistic is then compared to a t-table or applied to a t Distribution Calculator 
[13] together with the calculated degrees of freedom (DF) associated with the 
sample sizes for obtaining the p-value which resembles the probability of 
observing a result as extreme as the one observed in the experiment. The obtained 
p-value is then compared to the experimental confidence level to accept or reject 
the null hypothesis and reach conclusions. [31-34] 
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3 Methods 

The technology used to process analysis varies according to the purpose and can 
be summarized as follows: 

- Python 3.2 was used by specific libraries such as Pandas and Numpy for 
structured data handling and summary statistics, Matplotlib and Seaborn 
for visualizations, Statsmodels and Scipy for specific statistical tests; 

3.1 Goal 1 - Porosity Analysis 

Briefly reviewing the goal definition, for the given data set of machine porosity, a 
study is necessary to understand whether the porosity occurrence is due to 
processual randomness. The action plan consists of: 

- Exploratory data analysis for better understanding the working data; 

- Validation of the underlying distribution of the sample; 

- State null hypothesis and alternative hypothesis for the experiment; 

- Evaluation of sample confidence intervals (CI) at 95% confidence level; 

- Two-sample t-test statistical test. 

Table 1 

First 4 samples of Machine Porosity data set [29] 

Sample Number Machine A - Percent 
porosity [%] 

Machine B - Percent 
Porosity [%] 

Sample 1 1.72 1.78 

Sample 2 1.73 1.99 

Sample 3 1.74 1.68 

Sample 4 1.53 1.69 

As a good practice of data analysis, the initial focus is on EDA execution or 
Exploratory Data Analysis for getting a better sense of the working data. The 
working data is a small machine sensor dataset with 20 observations for each 
machine. Summary statistics are presented below as well as the visualization of 
population distribution for Machine A and Machine B as a frequency plot (Figure 
4) and a box plot (Figure 5). 
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Table 2 

Summary statistics for Machine A and Machine B working data [29] 

 Machine A Machine B 

Mean [%] 1.730 1.771 

Median [%] 1.745 1.760 

Max [%] 1.790 1.990 

Min [%] 1.530 1.680 

Std Dev [%] 0.063246 0.074302 

 

 
Figure 5 

Porosity percentage frequency distribution 
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Figure 6 

Box plot visualization from Machine A and B working data 

It is a common assumption for engineering processes that the population of a 
production process follows a normal distribution, and provided that n is large 
enough (>30) it is possible to assume that the means of samples coming from such 
population are also normally distributed. A normality test was executed for both 
distributions in order to confirm if the dataset could be approximated and treated 
as a normal distribution since such consideration allow simplified statistical tests 
for testing the hypothesis. 

From Figure 5 two different outliers are detected by using the 1.5 × 𝐼𝑄𝑅 rule, 
which made both samples to fail upon a Shapiro-Wilk test due to the small n of 
20. However, after treating the outliers, overwriting both with the mean value of 
each sample, both samples passed the normality test. Figure 6 shows the resulting 
QQ plot graphical method for normality estimation for both machines after 
removing outliers. 
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Figure 7 

QQ plot for machines A and B after removing outliers 

For the Two-sample t-test, the null hypothesis (𝐻0) under analysis is that both 
samples come from a common distribution, and therefore are similar having their 
mean difference is zero. In other words, the different machines have no impact on 
the porosity percentage of produced parts. Additionally, the alternative 
hypothesis(𝐻𝑎)is that the mean difference between samples is different from zero, 
meaning that samples come from different populations. Hypothesis statements 
summarized in Table 3. 

Table 3 

Summarized hypothesis 

Set Null Hypothesis Alternative 
Hypothesis 

1 𝜇1 − 𝜇2 = 0 𝜇1 − 𝜇2 ≠ 0 

As an experiment best practice, the first assessment is completed by looking at an 
eventual overlap of CI at 95% confidence level, which would reinforce the null 
hypothesis. Figure 8 presents a clear overlap between sample means at 95% 
confidence level. 
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Figure 8 

The confidence interval for sample means 

The standard error of the mean difference is calculated and evaluated at a Z score 
of 1.96, covering 95% confidence level. Results are summarized in Figure 9 which 
are obtained by using Miller's A/B test calculator [14]. 

 
Figure 9 

T-test summary from Evan's Awesome A/B Tools 
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Similar results were obtained using statsmodel T-test function considering equal 
variance and n number of samples under the command 
stats.ttest_ind(equal_var=False). 

Conclusion 

Since the advent of data technologies, engineers need to be prepared to face data 
integration and analysis tasks which will require a lot more cognitive skills and 
deep work [15] to generate intelligence and insights as outputs to improve 
maintenance processes. [21-23] 

Most of the meaningful insights by the analysis is derived from adjacent areas of 
engineering, supporting the idea of a more complete professional who is able to 
design, implement, carry out an audit, and analyze data. 

The purposed goal emphasized statistical and data analysis, covering the entire 
pipeline from data extraction, transformation, and load (ETL) to p-value 
determination for reaching conclusions and business suggestions. The intuition 
built refines inspection and maintenance planning, where better-informed 
decisions are made aided by data-driven processes. Understanding such a mindset 
will gradually direct the industry towards modernization as it is already happening 
with modern industrial revolutions, such as the Industrial Internet of Things (IIoT) 
[17]. 

Understanding the mathematics of reliability allow leaders not to see future 
events, but the distribution of the most likely and desired outcomes in a way 
companies can prioritize better actions. 

In conclusion, in a world where processes are growing complex with many 
different human and processual interactions understanding how to deal with 
uncertainty is an important skill for the modern engineer. 

The method can be further refined by other soft computing methods. The Support 
Vector Machine method is well suited for analysing and grouping large amounts 
of data. The most promising method seems to be fuzzy logic, which provides an 
opportunity to examine so-called fuzzy sets. This is essential for a modern 
technical system. There are several operational and maintenance cases where 
operators have unequivocal data or perceptions. In this case, statistics-based 
machine learning is needed to make decisions. 

Modern maintenance systems run on a real-time basis these days providing the 
fastest data reporting that helps maintainers take the fastest action. Modern 
enterprise management systems such as SAP and Oracle provide the ability to 
store and analyse data. The solution in this article can be implemented in any 
enterprise management system provided there is sufficient hardware capacity to 
perform complex calculations. Increased IT demand requires financial investment, 
which is not worth for every enterprise. This decision is always an economic 
decision and may be different for every company. 
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Abstract: With the increased use of robots with different performance characteristics in 
areas such as search and rescue, patrolling and surveillance, the control of multiple robots 
with unequal capabilities have gained a lot of interest among robotics researchers. Also, 
the uncertainty of the sensors utilized on the robots for localization has made the problem 
of imprecise localization attractive. This paper aims to present the development and 
implementation of a multi-agent collaboration algorithm under localization uncertainty 
using Hopfield neural networks, guaranteed power Voronoi diagrams (GPVD or GPD), 
and coverage control. The agents are considered non-holonomic wheeled mobile robots 
under the assumption that their locations are not known precisely, but they are known to be 
in uncertain circles. The workspace is partitioned with a Guaranteed Power Voronoi 
Diagram (GPVD or GPD) algorithm which takes imprecise localization into account. Also, 
it is assumed that the actuation capabilities of the robots are different from each other and 
the agents do not know those performances beforehand. The performance parameters of the 
robots are learned by using the collaboration algorithm with Hopfield Neural Network 
(HNN) and then passed to the GPD algorithm. The GPD algorithm together with the HNN 
provides workspace partitioning for the robots so that the agents with poor actuation 
performances take smaller regions from the workspace while the agents with strong 
performances take greater regions. Thus, a collaborative coverage task is achieved which 
enables the robots to deploy themselves to an optimal configuration minimizing the total 
coverage cost. The simulation results in MATLAB show the efficiency of the algorithm. The 
experimental results with the Robot Operating System (ROS) are given. The results 
obtained are satisfactory since the algorithm has faster convergence and has the capability 
to assign the regions from the workspace considering the imprecise localization resulting 
from sensor characteristics. Finally, the algorithm is compared to the base collaboration 
method, important performance improvements had been observed. 

Keywords: Workspace allocation; Coverage control; Guaranteed Power Voronoi 
Diagrams; Hopfield Neural Network 
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1 Introduction 

The Multi-agent collaboration and coordination problems have been well studied 
in robotics literature over the last decades. Autonomous agents deploy themselves 
over the area to maximize sensor coverage. The Voronoi-based coverage control 
method became quite important due to its application potential in practice, for 
example, surveillance and security uses, patrolling and environmental monitoring 
applications, dealing with the deployment and allocation problems at the same 
time. 

The definition of the Voronoi-based coverage control problem is autonomous self-
deployment of the agents in the environment so that the optimal coverage 
configuration can be achieved. The Voronoi-based coverage control accomplishes 
the dynamic workspace partitioning by making use of Voronoi diagrams. Another 
definition of the coverage is to observe every point of a given region or to see it 
with a sensor having a field of view [11]. 

To summarize the new ideas of this paper with respect to the literature, in the 
previous method, which is about the adaptation to the performance variations of 
multiple robots [22], a non-linear estimator was used to enable the robots to learn 
their own parameters. In this work, a faster and more robust estimator based on 
HNN is utilized instead. Also, the localization uncertainty coming from sensors 
such as laser scanners or odometry is taken into consideration by using 
Guaranteed Power Voronoi Diagrams. In the base work, the localization 
uncertainty is not taken into consideration where the authors did the workspace 
partitioning by using the Power Voronoi Diagrams. 

The contributions of the work are further explained in the Contributions section. 

1.1 Related Studies 

Several self-deployment algorithms taking localization uncertainty [21], [14], 
[19], [28] into account exist in the literature using Guaranteed Voronoi Diagrams 
[6] and their variants. Also, a Power-Voronoi-based collaboration algorithm is 
studied by the authors [23]. Pierson, A. and the others investigated inter-robot 
trust adaptation in response to the relative performances by using multi-robot 
sensor coverage [24]. A multi-robot cooperative coverage algorithm is proposed in 
which the robots are spraying a large field by performing task allocation and 
coordination [10]. Additionally, Hopfield Neural Networks are well studied by the 
authors for estimating the system parameters online in robotics [1] and control [3], 
[9] applications. 

In the work [20], a multi-agent dynamic coverage method with anisotropic sensing 
footprints is proposed. Safety and convergence guarantees are taken into 
consideration. The agents are forced to search an area of interest collaboratively 
with local and global coverage strategies. Avoidance strategies are also developed. 
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In a recent paper [27], a framework for distributed coverage control for mobile 
sensors is discussed. In the multi-agent problem, the locational optimization is 
considered a special case of optimizing Kullback-Leibler divergence where space 
is density function space. The distributed coverage control laws are then 
formulated by minimizing distance functions. For a possible metric for distance 
functions, L2 distance is utilized. A mobile sensor network coverage problem is 
studied in another work [4]. The sensors have different velocity constraints and 
the effect of the measurement errors is investigated. In the study of the authors 
[16], the agents accomplish the persistent coverage task in a distributed way. The 
control law is cooperative, and the environment is structured. It is proven that no 
collision occurs between agents nor with obstacles. 

Also, there are many other related papers especially in the robotics and 
engineering areas that can be briefly summarized. In the work [15], a genetic 
algorithm approach is given to a networked high-performance drilling process. 
The algorithm is used for optimal tuning of linear controllers and the mutation part 
takes care of doing a search among the different linear controllers. Simulation and 
experimental results are given. In another paper [12], two open research surgical 
robot platforms are discussed. The paper gives the aims and related problems in 
the robotic surgery field. It also briefly introduces the research platforms. In the 
paper [8], the virtual technologies in engineering practice are discussed. The 
complex engineering product and related activities are created on the system level 
computer. The research results in the field of virtual technology are given. The 
paradigm in the virtual engineering area shifts to the Virtual Engineering Space 
(VES) approach. A new concept Knowledge Content Background (KCB) is 
introduced. In another work [26], a method for generating the optimal path for a 
traveling robot in a partially unknown environment is introduced. The method can 
handle both static and dynamic obstacles and a comparison with the Particle 
Swarm Optimization method is presented. In the study [30], a device for parallel 
robot investigations is given. The size of the elements of the device can be 
changed so that different robots can be realized. By reconfiguring the device, 
different characteristics can be tested. The main aim of the device is the 
construction studies. In the paper [31], the control problems in the surgical 
robotics area are discussed. For the precision in control methods used, the 
interaction between the manipulated tissues and the tool should be modeled. In the 
paper, the design and modeling of telesurgical systems is presented and possible 
control methods are summarized. 

1.2 Contribution 

The contribution of the paper is that it uses a coverage collaboration algorithm that 
calculates the weights of the agents automatically according to their actuation 
performances [22] under localization uncertainty [21], [14], [6] with HNN 
estimator [1, 3]. To the best of our knowledge, this is the first work in the 
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literature that uses an HNN estimator and takes the localization uncertainty into 
account in a coverage collaboration algorithm at the same time. The net 
contribution of this work is that it provides faster convergence for the multi-agent 
systems using Voronoi partitioning-based collaboration approaches under 
localization uncertainty by using HNNs. This enables the algorithm to compensate 
different capabilities of the agents such as actuation by assigning the areas from 
the workspace to the agents according to their performances and to account the 
imprecise localization. 

1.3 Paper Organization 

The paper is organized as follows. The first section gives the introduction, related 
studies and the contribution of the work. In the second section, the formal problem 
statement, preliminary information about workspace partitioning with Voronoi 
Diagrams, HNNs and locational optimization will be given. In the next section, 
the coverage control algorithm with HNNs and adaptation to performance 
variations will be investigated. In the fourth section, the stability analysis of the 
control and estimation algorithm will be discussed. After, MATLAB simulation 
results are given with different case studies. The next section gives the 
experimental setup and results. In the last section, the conclusions of the work will 
be explained. 

2 Problem Formulation 

In this section, preliminary information about Guaranteed Power Voronoi 
diagrams, HNNs, and locational optimization are presented. 

The formal statement of the problem is as follows. Consider a team of n non-
holonomic wheeled mobile agents. The aim is to maximize coverage according to 
locational optimization function by performing collaboration among the agents. 
The collaboration is achieved by estimating the actuation performances of the 
agents with HNNs which are not known beforehand. Then, the regions of the 
agents are assigned automatically by giving the performance parameters to the 
GPD algorithm. In the resultant configuration, the agents with strong actuators 
take larger portions from the workspace, while smaller regions are assigned to the 
robots with weak actuators. 

In the N-dimensional space 𝑆 ⊆ ℝ𝑁 is defined as a convex region. The positions 
of the robots are not known precisely, but known to be within an uncertain circle. 
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2.1 Guaranteed Power Voronoi Diagrams 

The Guaranteed Power Voronoi Diagrams (GPD or GPVD) [14] are the types of 
Voronoi diagrams in which the power distance is used and the generator points are 
known to be in uncertain regions. 

 
Figure 1 

Example Guaranteed Power Diagram (GPVD) with the weight w1 = 0.5 

The distance function is defined similarly to the one in the Guaranteed Voronoi 
Diagrams [6]. The main difference is that the distance function is a power distance 
in a guaranteed sense. The bisector is a hyperbola when the weights are zero. The 
definition of the GPV-cell is given below where 𝑟𝑖 ririis the radius of the 
uncertainty circle and 𝑤𝑖  is the weight of the cell: 𝑉𝑖𝑔 = {𝑝 ∈ 𝑆 |(‖𝑝 − 𝑝𝑖‖ + 𝑟𝑖)2 − 𝑤𝑖 ≤ (‖𝑝 − 𝑝𝑗‖ − 𝑟𝑗)2 −𝑤𝑗 ,𝑖 ≠ 𝑗, 𝑗 = 1,2, …𝑛 } (1) 

Figure 1 gives an example of GPVD. The region of the first region is greater than 
the other ones since the weight of the first cell is given as 0.5. 

2.2 Locational Optimization 

Let us define 𝑆 ⊆ 𝑅𝑁 as a bounded environment, 𝜙: 𝑅𝑁 → 𝑅+ as a density 
function, and ℓ: 𝑅+ → 𝑅 as a non-decreasing performance function. Then, the 
locational optimization function ℌ is given as below: ℎ(𝑞, 𝑝𝑖 , 𝑤𝑖) = ℓ(‖𝑞 − 𝑝𝑖‖) − 𝑤𝑖  (2) ℌ(𝑝1, 𝑝2, … 𝑝𝑚) =∑ ∫ ℎ(𝑞, 𝑝𝑖 , 𝑤𝑖) 𝜙(𝑞)𝑑𝑞V𝑖𝑚𝑖=1  (3) 
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Here, the V𝑖 is defined as Voronoi region i, m gives the number of the site points, 𝑤𝑖  represents the weight of the ith cell and the site point of the corresponding 
Voronoi cell is given as 𝑝𝑖 , as it can be viewed in Figure 2. 

 
Figure 2 

The position of the robot and the centroid location 

The mass MV𝑖  and centroid 𝐶V𝑖  of a Voronoi region can be defined as given below 
[13]: Υ𝑖(ℎ, 𝑞) = ∫ ℎ 𝑑𝑞 V𝑖  (4) 𝐶V𝑖 = 1MV𝑖 Υ𝑖(𝑞 𝜙(𝑞), 𝑞) (5) MV𝑖 = Υ𝑖(𝜙(𝑞), 𝑞) (6) 

The performance function is taken as ℓ(‖𝑞 − 𝑝𝑖‖) = ‖𝑞 − 𝑝𝑖‖2. So, the locational 
optimization function ℌ can be written as below: ℌ(𝑝1, 𝑝2, … 𝑝𝑚) =∑ ∫ ℎ(𝑞, 𝑝𝑖 , 𝑤𝑖) 𝜙(𝑞) 𝑑𝑞 V𝑖𝑚𝑖=1   (7) 

The partial derivatives of the function ℌ are taken with respect to 𝑝𝑖  to find the 
closed-form solution of the locational optimization function. Then, it can be 
shown that the locational optimization function given in (7) can be minimized by 
using the centroid positions given in (5). As a result, the solution is the result 
where the positions are equal to the centroid locations of the agents. 

For the holonomic case 𝑝̇𝑖 = 𝑢𝑖 , the coverage control law is given for ith agent as: 𝑝̇𝑖 = 𝑢𝑖 (8) 𝑢𝑖 = 𝐾𝑝(𝐶V𝑖 − 𝑝𝑖) (9) 

Here, 𝑝𝑖  gives the position of the ith agent where 𝐾𝑝 is a positive-definite gain 
matrix. 

2.3 Hopfield Neural Networks 

The Hopfield Neural Network as presented in [1], is a non-autonomous non-linear 
dynamical system in continuous time that is able to estimate the parameter vector 
according to the parameterization of a given dynamical system. Similar to other 
online parameter estimators, it is able to give the time-evolving estimate of the 
parameters of the actual dynamical system. 
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Figure 3 

A Hopfield Neural Network with three neurons 

Figure 3 gives an example of a Hopfield Network with three neurons. The 
network is in discrete-time and the previous values of the outputs yi of the neurons 
are fed back to the inputs xi of the neurons. 

Since the parameterization of the system is given in the design stage of the HNN, 
there is no need to train the network. Only the convergence parameters should be 
adjusted in order to perform a fast and robust estimation. The weights of the 
network are automatically calculated according to the parametrization of the 
system. Also, the state vector in the network and the resulting differential equation 
enables the parameter vector to converge to the real parameter values. 

Consider a Hopfield Neural Network of M neurons. Let xi be the total input to 
neuron i, sj be the state or output of the neuron j, Wij be the weight associated with 
the connection from neuron j to neuron i and Ii  be the bias of the neuron i. Then, 
the state equations of the HNN can be given as: 𝑑𝑥𝑖𝑑𝑡 (𝑡) = −(∑ 𝑊𝑖𝑗(𝑡)𝑠𝑗(𝑡) + 𝐼𝑖(𝑡)𝑀𝑗=1 ) (10) 𝑠𝑖(𝑡) = 𝛼 tanh (𝑥𝑖(𝑡)𝛽 ) (11) 

The total input-state relation is given as in (11) where 𝛼, 𝛽 > 0 and 𝑖 ∈ 𝑀. 𝑑𝑥𝑑𝑡 (𝑡) = −(𝑊(𝑡)𝑠(𝑡) + 𝐼(𝑡)) (12) 𝑠(𝑡) = 𝛼 tanh (𝑥(𝑡)𝛽 ) (13) 

The matrix representation of the HNN is defined in (12) and (13). 

In this work, in order to find the performance parameters of the agents, the 
Hopfield Neural Network is used to perform online parameter estimation.         
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The choice of the utilization of the HNN as a parameter estimator is made since 
other approaches like classification with neural networks have accuracy 
limitations. 

3 Coverage Control with Agents with Unequal 

Actuation Capabilities 

In this section, the point-offset control law for non-holonomic robots is given. 
Then, the parameter estimation with HNN is explained. After, the adaptation to 
actuation performance variations algorithm is introduced. 

The actuation performances are defined as different capabilities of the agents. For 
example, weak motors and wheel slip can be counted as weak actuation 
performances, besides powerful motors and favorable terrain are the examples of 
the strong actuation capabilities. The collaboration algorithm learns the 
performance variations of the agents by estimating model parameters without 
prior knowledge and compensates them by giving large regions to the powerful 
agents and smaller regions to the weak ones. 

3.1 The Control Law 

The control of the agents is a crucial issue in the coverage collaboration task. 
After the agent calculates its own centroid location, a control law driving the agent 
to the position should be executed. In other words, a control law should be 
selected and designed in order to perform the desired coverage task successfully. 

In the literature, there are many works about non-linear controllers for robotics 
applications. To summarize the recent ones, a stochastic nonlinear model 
predictive control (MPC) [7], a nonlinear MPC trajectory controller [18], a 
feedback linearization controller for trajectory tracking for a flexible robot [2], a 
nonlinear high accuracy feedback linearization control of flexible robots [5] are 
the related control papers in the literature that are suggested to the reader. 

The selected structure of the control law consists of the non-holonomic point-
offset control law and the coverage controller given in equation (9). The point-
offset controller for the non-holonomic agents consists of a reference point P and 
a distance l from the center of the robot [17, 25] to the point P. The velocity of the 
reference point P can be transformed to the linear (𝑣) and angular (𝜔) velocities 
by using the matrix equation given below where 𝜃 is the heading angle of the 
robot: (𝑣𝜔) = ( 𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃− 𝑠𝑖𝑛𝜃𝑙 𝑐𝑜𝑠𝜃𝑙 ) (𝑥̇𝑦̇) (14) 
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After substituting the velocities from the coverage control law in (9) with the (14), 
the control law becomes: 𝑢𝑖 = 𝐾𝑝 ( 𝑐𝑜𝑠𝜃𝑖 𝑠𝑖𝑛𝜃𝑖− 𝑠𝑖𝑛𝜃𝑖𝑙 𝑐𝑜𝑠𝜃𝑖𝑙 ) (𝐶V𝑖 − 𝑝𝑖) (15) 

The 𝐾𝑝 is selected so that the control law gives a fast and stable response. Also, 
the controller is designed in continuous time, but for the discrete-time, a high 
sampling rate is selected [29] according to the kinematics having in mind that the 
trajectories calculated by the robots and the dynamics of the robots are slow. The 
design process of the controller is iterative. First, a high sampling rate is chosen 
empirically and then the controller gains are adjusted under the physical limits of 
the robots. The chosen gains are validated by performing a simulation. The 
process is repeated iteratively until the resulting stable gains are found. The 
simulation results in the related sections show that the sampling rate is sufficient 
for the kinematics of the agents under the physical constraints of the robots. 

In order for the robot to avoid the collisions, the center P should be checked 
against collisions with radius 𝜌 = 𝑙 + 𝑟𝑟𝑜𝑏𝑜𝑡 , where 𝑟𝑟𝑜𝑏𝑜𝑡  is the radius of the 
robot. 

3.2 Parameter Estimation with HNNs 

In order to estimate parameters of the system given in (8), the system should be 
rewritten in linear in parameters (LIP) form: 𝑝̇𝑖 = 𝐾𝑝(𝐶V𝑖 − 𝑝𝑖) (16) 𝑝̇𝑖 = 𝐾𝑝𝐶V𝑖 − 𝐾𝑝𝑝𝑖  (17) 𝑝𝑖 = −𝐾𝑝−1𝑝̇𝑖 + 𝐶V𝑖  (18) 𝑦 = 𝑝𝑖 − 𝐶V𝑖 = −𝐾𝑝−1𝑝̇𝑖 (19) 𝑦 = −(1/𝐾𝑝,1 00 1/𝐾𝑝,2) 𝑝̇𝑖 (20) 

𝑦 = (−𝑝̇𝑖,𝑥 00 −𝑝̇𝑖,𝑦) (1/𝐾𝑝,11/𝐾𝑝,2) (21) 

Then, the parameter estimation vector is defined as follows: 𝜃𝑒𝑠𝑡 = (1/𝐾𝑝,11/𝐾𝑝,2) (22) 

The LIP form of the system becomes: 𝐴 = (−𝑝̇𝑖,𝑥 00 −𝑝̇𝑖,𝑦) (23) 
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𝑦 = 𝑝𝑖 − 𝐶V𝑖  (24) 𝑦 = 𝐴 𝜃𝑒𝑠𝑡 (25) 

The weight matrix W and bias I in equation (12) can be calculated as in the 
following equations: 𝑊 = 𝐴𝑇𝐴 (26) 𝐼 = −𝐴𝑇𝑦 (27) 𝜃̂𝑒𝑠𝑡 = (𝑠1(𝑡)𝑠2(𝑡)) (28) 

𝐾𝑖 = ( 
  
1 𝜃̂𝑒𝑠𝑡,1⁄
1 𝜃̂𝑒𝑠𝑡,2⁄ ) 

   (29) 

By using (12), (13) together with (23), (24), (26) and (27) the parameters of the 
closed-loop system (16) can be estimated online. The estimated parameters can be 
calculated by using the equations (28) and (29). 

The equation (12) can be implemented by using numerical integrators. 

As explained in Section 2.3, there is no need to train the network because the 
parametrization of the system dynamics is already given. 

For the testing results of the HNN, the reader is referred to the given source code 
and dataset in the following repository: https://github.com/mertturanli/hnn/ 

3.3 Estimating the GPVD Weights 

The adaptation algorithm in this section is based on the algorithm in work [22]. 
Assuming that 𝐾𝑖 is obtained by using (28) and (29) after the estimation, the 
values of the parameter vector 𝐾𝑖 is transferred to the weight estimator. The output 
of the weight estimator is passed to the GPD workspace partitioning algorithm. 

For the weight 𝑤𝑖  of the agent i, the adaptation law is: 𝛿𝑖 = 𝑤𝑖 − 𝑓(𝐾𝑖) (30) 𝑤̇𝑖 = −𝑘𝜔∑ (𝛿𝑖 − 𝛿𝑗)𝑗∈𝑁𝑖  (31) 

where 𝑘𝜔 is a positive coefficient and 𝑁𝑖 represents the neighbors of the agent i. 
The function 𝑓(𝐾𝑖) is related to the desired performance and chosen as 𝑓(𝐾𝑖) =‖𝐾𝑖‖. 
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Assuming that 𝐾𝑖 is obtained for the agent i, the weights are calculated by using 
the estimation law in (30) and (31). For the implementation, a numerical integrator 
should be used in order to calculate the estimated weight value. 

4 Stability Analysis 

To prove the stability of the control and estimation laws, first, a Lyapunov 
function candidate should be defined as given below for 𝑉3: 𝜃𝑒𝑠𝑡 + (−𝑐, 𝑐)𝑀 → ℝ: 𝑉 = 𝑉1 + 𝑉2 + 𝑉3 (32) 𝑉1 =∑ 12 ‖𝐶V𝑖 − 𝑝𝑖‖2𝑖  (33) 𝑉2 = ∑ 𝑤𝑖𝑖  (34) 𝑉3 = ∑ − 12𝑐∑ 𝑙𝑛 ((1 + 𝜃̃𝑒𝑠𝑡(𝑖,𝑗)𝑐−𝜃𝑒𝑠𝑡(𝑖,𝑗))𝑐−𝜃𝑒𝑠𝑡(𝑖,𝑗) (1 − 𝜃̃𝑒𝑠𝑡(𝑖,𝑗)𝑐+𝜃𝑒𝑠𝑡(𝑖,𝑗))𝑐+𝜃𝑒𝑠𝑡(𝑖,𝑗))𝑀𝑗=1𝑖  (35) 

where 𝜃̃𝑒𝑠𝑡(𝑖,𝑗) = 𝜃𝑒𝑠𝑡(𝑖,𝑗) − 𝜃̂𝑒𝑠𝑡(𝑖,𝑗) and 𝜃̂𝑒𝑠𝑡(𝑖,𝑗) is defined as the output of the jth 
neuron of the parameter estimator of the ith agent. Also, c is a positive constant 
[1]. 

First, if we consider the state vector as 𝑥𝑖 = (𝐶V𝑖 − 𝑝𝑖 𝑤𝑖 𝜃̃𝑒𝑠𝑡(𝑖))𝑇, it can be 
seen that  𝑉(𝑥 = 0) = 0. Also,  𝑉3(𝑥) > 0 as given in proof in [1]. So, 𝑉(𝑥) > 0. 

Taking the derivative of the Lyapunov function yields: 𝑉̇1 =∑ −(𝐶V𝑖 − 𝑝𝑖)𝑇𝑝̇𝑖𝑖  (36) 

𝑉̇1 =∑ −(𝐶V𝑖 − 𝑝𝑖)𝑇𝐾𝑝(𝐶V𝑖 − 𝑝𝑖) ≤ 0𝑖  (37) 

The first term is negative semi-definite. 𝑉̇2 = ∑ −𝑘𝜔 ∑ ((𝑤𝑖 − 𝑓(𝐾𝑖)) − (𝑤𝑗 − 𝑓(𝐾𝑗)))𝑗∈𝑁𝑖 = 0𝑖  (38) 

Also, the second term is zero. Taking the derivative of the third term becomes: 𝑉̇3 =∑ − 1𝑐 𝛽 𝜃̃𝑒𝑠𝑡(𝑖)𝑇  𝑊𝑖  𝜃̃𝑒𝑠𝑡(𝑖) ≤ 0𝑖  (39) 

where 𝑊𝑖 is the weight matrix for ith agent and clearly positive semi-definite. For 𝛽 > 0, 𝑐 > 0 the third term is negative semi-definite. 

The trajectories and estimation errors are bounded since the 𝑉̇ ≤ 0. The weights 
are bounded since the ∑ 𝑤̇𝑖𝑖  becomes a stable filter as given in the proof in [22]. 
To complete the proof, the following theorem is introduced from [1]: 
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Theorem 1: The equilibrium point 𝜃̃𝑒𝑠𝑡(𝑖)∗ = 0 is globally asymptotically stable if 𝐼 ⊂ [𝑡0, ∞) and ⋂ ker(𝐴(𝑡)) = {0}𝑡∈𝐼 . 
From the Theorem 1 and the proof in [1], it can be concluded that for a non-
degenerate interval 𝑡 ∈ 𝐼, the equilibrium point  𝜃̃𝑒𝑠𝑡(𝑖)∗ = 0 is globally uniformly 
asymptotically stable and the equilibrium point is unique. 

From LaSalle’s Invariance Principle, the largest invariant set defined by 𝑉̇ = 0 
should be found. 𝑉̇ = 0 occurs only when 𝐶V𝑖 = 𝑝𝑖 and 𝜃̃𝑒𝑠𝑡(𝑖) = 0. These 
equilibrium points are unique, and the case corresponds to the case that the 
tracking and estimation errors become zero. From the control and estimation laws, 
it can be concluded that the set is an invariant set. Thus, the system is globally 
asymptotically stable. 

Corollary 1: In the steady-state, the estimation vector converges to its real value 
and 𝑤𝑖 − 𝑓(𝐾𝑖) converges to a common value for all agents [22]: lim𝑡→∞(𝐾𝑖) =𝐾𝑖  (40) lim𝑡→∞(𝑤𝑖 − 𝑤𝑗) =𝑓(𝐾𝑖) − 𝑓(𝐾𝑗) (41) 

From the stable filter theory, in the steady-state, the weights converge to their final 
values, as stated in the referenced paper [22]. Also, from (41) the value of 𝑤𝑖 − 𝑓(𝐾𝑖) converges to a common value for all agents. 

The stability analysis is done in continuous time since the nonlinear systems are 
continuous in nature. However, the implementation is carried out in discrete-time 
and for this purpose, a high sampling rate is selected [29] according to the 
kinematics of the agents since the trajectories of the robots and the dynamics of 
the agents are slow and the dynamics are neglected in design. Also, the numerical 
integrations in the estimators are converted into discrete-time trapezoidal 
integrations in order to get accurate results in discrete-time. 

5 Simulation Results 

The simulations are done in MATLAB environment with the map sizes of 5x5 and 
10x10 meters. The parameters in the simulation are 𝑘𝜔 = 0.2, 𝐾𝑝 = 𝑑𝑖𝑎𝑔([1 1]), 𝑟𝑟𝑜𝑏𝑜𝑡 = 0.11, 𝑙 = 0.1, 𝛼 = 3000 and 𝛽 = 1. Also, the 
uncertainty radius is given as 𝑟𝑖 = 0.1 meters. 

The simulation is performed with 15 agents. In Figure 4 and Figure 5, the position 
errors and the coverage cost are given, respectively. The position errors of the 
robots asymptotically converge to zero and the coverage cost is settled to a 
minimum value after the coverage task is completed. 
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Figure 4 

Position errors 

 
Figure 5 

Coverage cost 

Figure 6 

Parameter estimation errors 

 
Figure 7 

The value of 𝑤𝑖 − 𝑓(𝐾𝑖) 
Figure 6 shows the asymptotic convergence of the parameter estimation errors of 
the Hopfield Network, obeying Theorem 1. 

In Figure 7, the value of 𝑤𝑖 − 𝑓(𝐾𝑖) is given which converges to a common point 
among the agents as given in the Corollary 1. 

Figure 8 and Figure 9 represent the weight of agents and the trajectories, 
respectively. The weight of the first agent has a lower value than the other agents 
since it has a degraded performance different from the other ones. The trajectories 
of the agents converge to the optimal coverage positions, as seen in Figure 9. 

Table 1 shows the region ratios of the agents at the end of the simulation. The 
region of the first agent is smaller than the regions of the other agents. 

The results show that the HNN estimator outperforms well compared to the base 
method [22] which is a non-linear adaptive estimator. The HNN provides faster 
convergence and more robust estimation according to the simulation results, as it 
can be seen from the parameter estimation errors. As a result, the coverage time 
can be improved. 
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Figure 8 

The weights of the agents 

 
Figure 9 

The trajectories of the agents 

Table 1 

Region ratios of the agents at the end configurations 

Agent Region Ratio Agent Region Ratio 
1 0.0349 9 0.0592 
2 0.0560 10 0.0661 
3 0.0537 11 0.0688 
4 0.0602 12 0.0614 
5 0.0669 13 0.0496 
6 0.0572 14 0.0652 
7 0.0527 15 0.0629 
8 0.0615 - - 

6 Experiments 

The experiments were carried out with two Turtlebot 2 agents in 2x2 meter 
environment. The first agent had a 10% actuation performance degradation. The 
agents start at initial configurations and perform the collaborative coverage task. 

6.1 Experimental Setup 

The experiments were carried out with two Turtlebot 2 agents in ITU Robotics 
Laboratory. The computers on the robots are Acer Aspire E11 with Intel Celeron 
N2940 processors and 4 GB of memory running Ubuntu 14 and ROS Indigo. The 
Turtlebot 2 agents are differential drive robots having a maximum velocity of 0.65 
m/s and a maximum payload of 5 kg. The weight of the robot is 6.3 kg. 
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Figure 10 

The initial configurations of the robots (ITU Robotics Laboratory) 

Figure 10 illustrates the experimental setup in the ITU Robotics Laboratory. The 
localization information is taken from the wheel odometry of the robots. The ROS 
driver “kobuki_node” is used for the Turtlebots. The communication between the 
agents is performed by using publisher/subscriber architecture and ROS topics. 
The robots are connected to a 450 Mbps Wi-Fi N access point. 

The ROS master computer is a laptop PC running Ubuntu and ROS Kinetic. The 
computers on the robots are connected to the ROS master node over the Wi-Fi 
network. 

6.2 Experimental Results 

The experiment starts with a ROS node named as Coverage node running for each 
agent separately in a decentralized way. Each node estimates its own 𝐾𝑖 vector 
from its own motion by using HNNs by using (12) and (13) and then calculates 
the weight of the agent by using (30) and (31). The node then passes the weights 
to the GPD algorithm. After the centroid locations are found by using the GPV-
cells and the non-holonomic control law is executed. The obtained velocities are 
sent to the corresponding topic of the agent. 

The coverage node is running on the controller PC of the agent on ROS real-time 
in a distributed way. The robots communicate with each other and estimate their 
own performance parameters, estimate the weights and calculate the GPD regions. 
Then, they execute the control law after finding the centroid positions. 

The experiment is repeated three times and the results are given in the table of 
region ratios. 

Figure 11 shows the overall coverage cost of the agents for the first experiment. 
The cost converges to its local minima as the coverage task completes. Also, in 
Figure 12, the estimation errors show asymptotical convergence to zero. 
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Figure 11 

Coverage cost 

 

Figure 12 

Estimation errors 

Figure 13 illustrates the value of 𝑤𝑖 − 𝑓(𝐾𝑖). As given in Corollary 1, the value 
converges to the same value among the agents. Lastly, Figure 14 depicts the 
weight values calculated by the online estimator. As expected, the weight of the 
first agent is less than the other agent. 

 

Figure 13 

The value of 𝑤𝑖 − 𝑓(𝐾𝑖) 
 

Figure 14 

The weights of the agents 

In Figure 15, the trajectories of the two agents are given. The black circles denote 
the initial configurations while the red circles show the final configurations. 

At the end configuration, the obtained regions are given in Figure 16 for the first 
experiment. The region ratio of the first agent is less than the second one. In the 
first experiment, the 𝛼 parameter is taken as 𝛼 = 6000. 

At the last configuration, the obtained region ratios are given in Table 2 for the 
second, third, and fourth experiments. Here, in the three experiments, the Hopfield 
parameter 𝛼 is taken as 𝛼 = 3000. The region ratio of the first agent is less than 
the other agent in each experiment. The results taken from the three experiments 
are similar. The distributed algorithm assigns the weights to the agents according 
to their performances. The video of the experiment can be viewed at: 
https://web.itu.edu.tr/turanlim/video/exp-tb2.mp4. 
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Figure 15 

The trajectories of the agents 

 

Figure 16 

The GPD plot obtained from the first experiment 

Table 2 

Region ratios of the agents at the end configuration with HNN of three experiments 

Agent Region Ratio 
Experiment 1 

Region Ratio 
Experiment 2 

Region Ratio 
Experiment 3 

1 0.1950 0.1917 0.2120 
2 0.6484 0.6534 0.6342 

Similar results were obtained in experiments compared to the MATLAB 
simulations. The agents with greater actuation performances take greater regions 
than the weaker ones. Also, the estimation errors show that the HNN estimator 
outperforms well compared to the base method [22] which is a non-linear adaptive 
estimator. 

Conclusion 

In the paper, a coverage collaboration algorithm for non-holonomic wheeled 
mobile agents which learns the actuation performances of the agents by using 
HNNs and allocates the areas of the workspace to the agents according to their 
performances under localization uncertainty is introduced. The robots do not know 
their performances beforehand. By estimating their own performances, they 
perform the collaborative coverage task by minimizing the locational optimization 
function. Meanwhile, the GPD algorithm is used to take the positioning 
uncertainty of the agents into account. Also, the control law drives the robots to 
their optimal configurations. So, the optimal coverage is accomplished in a 
decentralized manner. The simulation results in MATLAB show the efficiency of 
the algorithm. The results are verified with field experiments done with the ROS. 
The algorithm provides faster convergence and a more robust estimation 
performance compared to the base method in the literature. Also, it takes the 
localization uncertainty into account coming from the localization sensors. 
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Abstract: We propose a novel method for binary-based decision diagrams (DD) which uses 
a residual variable. A new type of DD – Residual Variable in decision diagram (RViDD) 
allows to work without the use of the lowest and the most numerous level of nodes but at 
the same time preserves all the fundamental characteristics of DD. Thanks to these 
properties, it allows the use of all existing algorithms for optimization with only slight or 
no modification. In this paper we present the required characteristics for providing 
compatibility between DD using different decompositions and RViDD as well as the 
exchange of residual variable without the necessity of constructing a new RViDD. 
Proposed method was experimentally validated on benchmark circuits with various types of 
experiments. We use exhaustive (all input variable combination) comparative between 
reduced and ordered DD and RViDD with the average improvement up to 17.55%. Since 
optimization of DD is a NP-complete problem, we also include the usage of evolutionary 
algorithm for RViDD in comparison to more effective algorithms. 

Keywords: BDD; KFDD; decision diagrams; residual variable 

1 Introduction 

The idea to use Decision Diagrams (DDs) in computer science is a longstanding 
one. The widespread use of DDs started with [1] when a set of algorithms for 
constructing and operating on DDs as data structures was introduced. Since then, 
DDs have come a long way and numerous applications have been found with the 
byproduct of numerous forms of DDs [2]. Some of these applications, nowadays, 
include, but are not limited to, formal verification, logic synthesis, test generation, 
classification techniques or network security. One of the areas that has greatly 
benefited from the use of DDs is circuit design. With conventional technologies 
slowly approaching their physical limits and with continuous emphasis on high 
speed and low power requirements, the need for optimizing circuits at design level 
becomes more and more important and DDs are a natural way to achieve that. A 
good example can be found in [3] where Binary DDs (BDD) have been used to 
optimize logical circuits based on multiplexers (multiplexer trees) or in [4], where 
BDDs are used for synthesis of optical circuits. Another example of their ongoing 
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importance can be found in [5], where DDs are used for the design of reversible 
and quantum circuits. The problem of power consumption increased in importance 
in the last years and is usually highlighted on system level. Today, as IoT devices 
use many sensors, it is essential to lower energy consumption as much as possible 
at any level of abstraction [6]. It is worth mentioning that DDs are not the only 
alternative and several types of graphs can be used as SAT solvers [7]. 

An extensive research regarding the use of various types of DDs has already been 
done. Among the most popular ones are BDDs, which are based on Shannon 
decomposition of Boolean function. As mentioned in [8], only 2 types of 
decomposition have an impact on DD area reduction – Shannon and Reed-Muller 
(sometimes called Davio). DDs that make use of Davio decomposition, either its 
positive or negative form, are called Functional DDs (FDD) and a combination of 
both types of decomposition results in Kronecker Functional DD (KFDD). 
Applying reduction techniques and respecting a certain order of variables for input 
functions results in Reduced Ordered DD, which based on the decomposition used 
can result in either ROBDD, ROFDD or ROKFDD. Keeping track of these 
abbreviations becomes hard to remember and sometimes counterintuitive 
(accurately called “alphabet soup” in [2]). The need for various types of DD 
prevails as each type and mainly the decomposition used has its own advantages 
with regards to the input function. Experimental results suggest that BDDs are 
more suitable for reduction of control functions and KFDDs perform better with 
symmetric data functions. Moreover, there are many types of logic gates 
represented by DD, e.g. BDD nodes can be directly transformed into 2:1 
multiplexers and used to construct a multiplexer tree. Several advanced techniques 
with various different gates can also be found in [9] and [10]. For the purpose of 
this paper, suppose the Reduced and Ordered notification to be implicit. 
Scaling remains a major problem for all types of DD. The ordering complexity for 
an input function with n variables is factorial, the input Boolean function contains 
2n bits and was proven to be a NP-complete problem [11]. To be absolutely sure 
that the chosen order is the most suitable one for reduction, all order combinations 
should be tested. Several methods and heuristics from static variable ordering to 
complex ordering algorithms were combined with DD in order to address scaling 
problems. Promising results were achieved with Evolutionary Algorithms (EA), 
which can be used not only for area reduction, but to simultaneously focus on 
optimization of multiple parameters, such as Average Path Length (APL) or 
power consumption. APL is critical for circuit’s delay when the majority of paths 
have equal probability of being traversed. The delay can have the highest priority 
among given parameters at all levels of abstraction [12]. 
To further increase the number of types of DD, we propose yet another type of 
DD with yet another abbreviation – RViDD. This type of DD exploits the 
advantages of Residual variable used at the lowest level of DD and effectively 
decreases the complexity of n+1 variable input to that of n variable input by 
replacing one variable with an exact logic value representation. We present the 
experimental results achieved with a combination of Residual variable and EA. 
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2 Preliminaries 

The input for DD is a Boolean function (B-function) f:Bn→B over a set of 
variables Xn denoted as f(x0,x1,…,xn-1) = y. Variables are ordered based on 
significance from left to right, denoted by their index, where the order of input 
variables corresponds to the decreasing weights assigned to the variables from left 
to right, starting from the weight of 2n-1 for variable x0 down to the weight of 20 
for xn-1. Any B-function f specified by its binary vector y and a fixed variable 
ordering can be easily expressed as a DD [3]. For easier transformation to residual 
function, the given B-function can be represented by modified truth table shown in 
Table 1. 

Table 1 
Modified truth table of B-function 

1x  2x  ... 2nx  1nx  

y  

0x  
0x  

0 0 ... 0 0 f(2n-1) f(0) 

0 0 ... 0 1 f(2n-1+1) f(1) 

0 0 ... 1 0 f(2n-1+2) f(2) 

. 

. 

. 

. 

. 

. 

... 

... 

... 

. 

. 

. 

. 

. 

. 

. 

. 

. 
 

1 1 ... 1 0 f(2n-2) f(2n-1-2) 

1 1 ... 1 1 f(2n-1) f(2n-1-1) 

The modification of given function to a function of residual variables can be done 
by representing the binary vector of function as a canonical matrix (1). Such 
matrix [13] contains 2(n-1) columns of two rows. Each column represents a pair of 

values 0x  (bottom row) and 0x  (top row) of the function. 
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Decomposition of B-function takes the input binary vector y of length 2n and 
produces an output of 2 vectors of length 2n/2. Shannon decomposition for 
variable xi effectively splits the vector in half based on the value of variable, the 
true half for )(xf

ix  and the false half for )(xf
ix

. Similarly, positive Davio 

decomposition outputs 2 vectors consisting of the false half and an eXclusive OR 
(XOR) of both halves, and negative Davio decomposes the vector into the true 
half and a logical XOR of both halves. Decomposition functions are shown in 
formula (2), (3) and Figure 1. 
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Variable xi is a chosen variable with decomposition applied to it. 

                        );(0 xff
ix

        );(1 xff
ix          )( 102 fff   (2) 

                         ;. 10 ffS      ;. 20 fxfpD i     
21 . fxfnD i  (3) 

 

Figure 1 
Three types of decompositions – Shannon (S), positive Davio (pD) and negative Davio (nD) from 

Formula 2 and 3 

DD is a directed acyclic graph consisting of one root node, several intermediate 
nodes and up to two terminal nodes representing logical values true and false, 
usually labeled 1 and 0 respectively. Each non-terminal node is labeled by a 
Boolean variable xi, depending on its position in the input order. Non-terminal 
nodes in unoptimized DD have one ingoing edge (with the exception of root node) 
and two outgoing edges labeled low and high representing the value of function fi 
according to decomposition of the parent node. Each non-root non-terminal node 
is a root to a separate diagram called subdiagram. 

DD optimization methods can be divided into two categories [14]: 

1. DD ordering – results in Ordered Decision Diagram (ODD), which 
respects a given order of input variables. Variable ordering has a major 
impact on effectiveness of DD reduction. 

2. DD reduction – when applied on ODD, results in Reduced ODD 
(ROBDD/ROKFDD) which has a lower node count than unreduced DD. 
Completely reduced DD represents a canonical form of DD. RODD 
respects three rules: 

a. Uniqueness (Type I) – no two distinct nodes u and v represent 
the same variable, have the same decomposition and have the 
same left and right successor. Reduction is applied when var(u) 
= var(v), dec(u) = dec(v), left(u) = left(v), right(u) = right(v) 
which implies u = v. 

b. Non-redundancy for Shannon node (Type S) – no variable node 
u has identical left and right successor. Reduction is applied 
when left(u) = right(u). 

c. Non-redundancy for Davio node (Type D) – no variable node u 
has the right successor equal to terminal node 0. Reduction is 
applied when right(u) = 0. 
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Figure 2 

Exchange of adjacent variables in DD 

As was already mentioned, the creation of an optimal DD has exponential increase 
in complexity. To further optimize a DD, an optimal input variable ordering has to 
be found. For circuits consisting of larger number input variables, searching the 
entire space of possibilities becomes unrealistic in acceptable time. Several 
methods were explored in ordering complexity mitigation with various degrees of 
reduction in final node count (size) of RODD. These methods can be separated 
into categories based on the complexity of underlying algorithm. 

Basic methods are simple modifications in variable ordering. One such example is 
the exchange of adjacent variables on the same level in DD. The goal of 
exchanging variables at k and k +1 level for the DD G of function f is to transform 
G to DD G‘ of function f. The only difference between variable ordering π and π' 
is only at levels k and k +1 and can be expressed as π (k) = π '(k +1) and π (k +1) 
= π' (k). Exchange of adjacent variables does not affect the upper and lower levels 
in DD and is illustrated in Figure 2 [15]. 

In heuristic methods, the ordering of variables will be determined according to the 
information available about the issue before the construction of DD itself. Force 
algorithm [15] belongs among the best known algorithms in this category. The 
idea behind Force is simple - the algorithm computes the forces acting upon each 
variable and displaces the variables in the direction of the forces acting upon 
them. In Force, a CNF formula is viewed as a hypergraph, where the formula’s 
variables correspond to vertices and clauses correspond to hyperedges. The 
algorithm itself determines two values during execution and iteratively uses them 
to order the variables. Another heuristic method [16] is based on the proven 
assumption that the number of nodes in a particular level of DD depends only on 
the arrangement of variables at lower levels. The algorithm of this method 
sequentially places all the variables to the first level and determines to which of 
them it received the least number of nodes. This variable (or several variables) is 
saved for the chosen level and the remaining variables are tested at upper levels. 
This process is repeated until the final DD is obtained. Algorithm complexity 
remains exponential, but provides better parameters than iterating through all 
possible variable orderings. 
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The third and final category consists of alternative methods based on evolutionary 
algorithms (EA). EA belong to a state-of-art in optimization algorithms. The core 
term of EA is population, which represents a set of chromosomes. Chromosome 
can be either the input order of variables or decompositions represented as a 
vector of genes, such as {x0,x5,x6,x3,x2,x1,x4,x7}. In this case, each gene is a variable 
in particular order (chromosome) of given population of orders. A population of a 
specific stage of EA is called generation. Initial population, or the first generation, 
is created using randomly generated chromosomes, which are then sorted through 
based on their fitness value to form a new generation. 

After creating a population, a fitness value is calculated for each chromosome. 
The underlying algorithm of fitness calculation depends on the targeted problem. 
An example of multi-parametric fitness formula can be seen in (4) where Ar, Pw 
and Ap are the coefficients setting percentage weights of optimized parameters and 
their sum Ar + Pw + Ap should be equal to 1 at all the times. The formula also 
contains 3 parameters (area, power consumption and APL) that have their 
orderings normalized to range (0,1). 

normalizedaplAnormalizedpowerP

normalizedareaAfitness

pw

r

__

_


  (4) 

Most fit chromosomes, then have a certain probability of genetic operations being 
applied to them to increase the diversity of current generation and decrease the 
chance of getting stuck in a local optimum. Some forms of EA also introduce a 
technique called elitism which ensures the preservation of the best chromosomes 
across generations in order to make sure subsequent generations never provide 
worse, and therefore useless, results than the previous generations. 

Chromosomes of the current generation are selected based on their fitness value. 
At this point, EA starts to populate a new generation by selecting chromosomes 
from current generation and applying genetic mutation and crossover. A genetic 
mutation in vector of variables (chromosome) is to invert a random gene in 
chromosome. This operation is implemented as a swap of the variable on a 
random position and the variable positioned on the complementary position. For 
example, a mutation in chromosome of length 8, at position 2, is illustrated in 
Figure 3. 

 

Figure 3 

Mutation example 

The second genetic operation called crossover causes two selected chromosomes 
to be cut at the same randomly chosen point and exchange their segments. In some 
variations, two points can be randomly selected in one chromosome and the 
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segment between these two points is then replaced with the segment on the same 
position in paired chromosome. Since a simple exchange of the parts of variable 
orderings can violate the uniqueness of each variable, this operation usually has to 
be corrected. Variables that are already present in the unchanged part of 
chromosome are replaced with unused variables. Crossover is illustrated in Figure 
4, where variable 5 in the first chromosome and variable 6 in the second were 
corrected. 

Figure 4 

Crossover example 

EA starts with the creation of a new population (in this work we also reuse 
previous generations several times) and keeps applying mutation and crossover on 
selected chromosomes with predefined probability. The size of population as well 
as the probability of EA operations are a subject to research themselves and can 
vary depending of the application of EA. 

Several variations of EAs exist. For example, Particle Swarm Optimization (PSO) 
[17] is a population-based stochastic technique inspired by social behavior of bird 
flocking or fish schooling. In PSO, the potential solutions called particles fly 
through the problem space by following the current optimum particles. Particles 
learn from their past experiences, learn from experience of others and finally 
converge near the solution, which may be the best or a suitably good solution after 
satisfying a definite termination criterion. The particles sense their proximity to a 
good solution using a fitness function [18]. Another variation of EA with 
interesting results is modified memetic algorithm (MMA) [18]. The key feature of 
MMA is the use of various techniques of local search. While the gene that passes 
on the offspring cannot be changed (except for mutations) in the classic EA, 
memes transmit information among themselves so as to best suit the evaluation 
function (for example through local searches) in MMA which happens through 
knowledge of the solution’s local space. 

All the previously mentioned, algorithms share the same feature, which is that 
they primarily focus on size reduction. Number of nodes in DD is directly 
proportional to the size of represented circuit and has impact on other parameters 
as well, e.g. if the DD (and most notably BDD) is used as representation of a 
multiplexer tree, each node corresponds to a multiplexer and the dynamic power 
consumption of entire circuit can be easily estimated [19]. 



J. Lucansky et al. The Residual Variable in Decision Diagrams 

 – 196 – 

3 Residual Variable 

If n variable B-function is to be implemented using the complexity of DD with n-1 
variables, one of the input variables must to be available in both direct and 
complemented form. The input variable order has to be modified in a way where 
this particular variable has the highest weight in binary vector. 

Definition 1 – If the presences in a function of n variables are identified (e.g. by 
their order in truth table), it is possible to assign a weight to these variables. The 
variable with the highest weight can then be removed from the vector of variables 
and replaced with logic value in direct and complemented form. Such variable is 
called a residual variable (RV). An arbitrary variable may be a RV if it is 
available both in direct and complemented form, otherwise the transformation of 
RViDD to a specific circuit would require an additional NOT logic gate. 

Definition 2 – If RV is identified in a function of n variables, the circuit 
representation of this function can be transformed into a circuit representation of 
function with n-1 variables where the RV is connected to the data input. 

Definition 3 – DD for the function f with n variables is called RViDD (Residual 
Variable in DD), if one variable is the residual variable and it is also a terminal 
node of RViDD. 

To create a DD with n-1 variables, the existing procedure repeats decomposition 
until it reaches the level defined by the formula 5 with chosen variable xn 

)),1((:),,( 101
cnvectorfxxf ncxn


  (5) 

In formula 5, c is a constant, xn-1 = c, (c ∈ {0, 1}) and (vector n-1) contains 
corresponding substitution of 0s and 1s according to the given order of variables 
x0,…xn-1 in the upper levels of DD and its particular propagation path. for given 
variables x0,…xn-1 is obtained. 

In the case where the decomposition of input function is stopped one iteration 
earlier, formula 5 is transformed into formula 6. 

),),2((:),,,( 11202  
 nnncx xcnvectorfxxxf

n
  (6) 

In formula 6, c is a constant, xn-2 = c, (c ∈ {0, 1}) and (vector n-2) contains 
corresponding substitution of 0s and 1s according to the given order of variables 
x0,…xn-2 in the upper levels of DD and its particular propagation path. It is possible 
by using this method to achieve up to four final states, or rather substitution rules, 
which depend on the value c and xn-1. Substitution rules take 2 input values and 
provide 1 output value, which represents RV, as shown in Table 2, where v1 

represents )),2(( 1 nxnvectorf , v2 represents )),2(( 1 nxnvectorf  

and ui represents value of i-th leaf in RViDD. 



Acta Polytechnica Hungarica Vol. 17, No. 5, 2020 

 – 197 – 

Table 2 
Substitution rules for residual functions 

Rule 1v  2v  iu  

0 0 0 0 

1 0 1 1nx  

2 1 0 1nx  

3 1 1 1 

Using formula (2), (3) and rules in Table 2, final states of RV obtained with every 
decomposition are shown in Table 3 for any chosen residual variable (xi). 

Table 3 
Final states of residual variable xi for every decomposition 

f0 f1 
f2 

(f0f1) 

Function value Final state 

S pD nD S pD nD 

0 0 0 0.0 0.0 ix  0.0 ix  0 0 0 

0 1 1 0.1 1.0 ix  1.1 ix  
ix  ix  ix  

1 0 1 1.0 1.1 ix  1.0 ix  
ix  

ix  
ix  

1 1 0 1.1 0.1 ix  0.1 ix  1 1 1 

Example 1: Suppose the input B-function f1 with 4 variables in given order 
f1(x2,x0,x1,x3)=1000010001011011 where variable x2 is chosen as RV. For 
simplicity, only Shannon decomposition is used. Truth table and its modified 
version for f1 are shown in Table 4. Results in column y can be expressed as a 
canonical matrix B1 of resulting values (7). The first row represents vector v1 from 
Table 2 and the second row represents values from vector v2. 

11011010

00100001
)),,,(( 31021 xxxxB  (7) 

Using substitution rules in Table 2, canonical matrix (7) can be expressed as a 
vector Z1 of residual functions (8). Notice that the length of vector Z1 is half the 
length of input vector f1. Same steps apply for all decomposition types (Table 3). 

),,,,,0,,()),,,(( 222222231021 xxxxxxxxxxxZ   (8) 

3.1 Replacement of Residual Variable 

Since RViDD is a new type of DD, it is important to maintain properties for basic 
reduction rules in order to reuse existing reduction and optimization algorithms 
developed mainly for BDD or KFDD. As a consequence, main features of DD 
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with any type of decomposition are preserved and the DD can be directly 
compared to RViDD in terms of various factors, such as size (node count). 

Table 4 

Modified truth table for f1 from Example 1 

2x  0x  1x  3x  y        

0 0 0 0 1      

0 0 0 1 0      

0 0 1 0 0 

0x  1x  3x  
y  

0 0 1 1 0 2x  
2x  

0 1 0 0 0 0 0 0 0 1 

0 1 0 1 1 0 0 1 1 0 

0 1 1 0 0 0 1 0 0 0 

0 1 1 1 0 0 1 1 1 0 

1 0 0 0 0 1 0 0 1 0 

1 0 0 1 1 1 0 1 0 1 

1 0 1 0 0 1 1 0 1 0 

1 0 1 1 1 1 1 1 1 0 

1 1 0 0 1      

1 1 0 1 0      

1 1 1 0 1      

1 1 1 1 1      

Transformation of DD node at the first level to RViDD node is done according to 
rules in Table 3 where the residual functions are replaced with corresponding final 
state of RV (Figure 5). This transformation applies to all decompositions since 
their final states are equal for each input. Upper levels of RViDD remain 
unchanged and identical to their DD counterpart. 

 

Figure 5 

Example of transformation of DD node to RViDD node 
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An important feature in reduction, is the exchange of adjacent variables. Although 
the exchange itself is not very efficient, it serves as the basis for many algorithms. 
If adjacent variables are exchanged (levels i and j) then variable ordering of given 
function is modified from f(x0,…,xi,xj,…,xn-1) to f(x0,…,xj,xi,…,xn-1) without 
disrupting upper and lower levels. This approach remains unchanged if none of 
the variables is positioned at the first level, i.e. none of the variables is a RV. 

Replacing RV with another variable requires a few more steps. While terminal 
nodes in DD can only have 2 values {0,1}, which lead up to 4 possible states 

{00,01,10,11}, RViDD has 4 values {0,1, ii xx , }, which lead up to 16 possible 

states. Exchanging residual variable therefore has to follow rules in Table 2 and 
the final state after exchange can be achieved by simply deconstructing the RV 
into B-functions, swap the variables as in DD and construct RViDD again by 
substituting the terminal level functions with newly chosen RV. Rules for 
exchanging RV are shown in Table 5, where only different outcomes are 
displayed, rules with identical outcomes or outcomes where RV is simply replaced 
by a new one (while maintaining position and negation of RV) are omitted. 

Table 5 

Rules for exchanging residual variable 

Before exchange After exchange Before exchange After exchange 

Binary vector 
),,,( 4321 vvvv  

Binary vector 
),,,( 4231 vvvv  Values ),( 21 uu  Values ),( 21 uu   

10,00  00,01  
ix,0  0,jx  

11,00  01,01  1,0  jj xx ,  

00,01  10,00  0,ix  
jx,0  

01,01  11,00  
ii xx ,  1,0  

10,10  00,11  
ii xx ,  0,1  

11,10  01,11  1,ix  jx,1  

00,11  10,10  0,1  
jj xx ,  

01,11  11,10  
ix,1  1,jx  
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Figure 6 
Replacement of residual variable in RViBDD 

Replacing RV allows the modification of existing RViDD, which is more efficient 
than constructing a new one with a different RV. Since the replacement of RV 
needs to perform more operations than a common exchange of variables at 
adjacent levels in DD, it can be used in conjunction with basic methods to find the 
variable that appears to be most suitable for the position of RV. Although it 
requires more steps, this appears to be the only drawback in computation time of 
synthesis in RViDD. Example of RV replacement is shown in Figure 6. 

3.2 RViDD Construction 

Important advantage of RV is the fact that the final states (Table 3) are equal for 
every decomposition. This automatically preserves the ability to apply reduction 
rules to nodes in RViDD. Reduction rule I can still be applied to any 2 nodes with 
2 identical successors. Reduction rule S can be used on any Shannon node that has 
2 identical successors, even if both of them are RV, e.g. the right successor of x2 
node in RViBDD in Figure 6. Reduction rule D applies to any Davio node whose 
right successor is equal to terminal value 0. 

Example 2: Suppose the input B-function f2 with 4 variables 
f2(x2,x1,x3,x0)=0101011010011001. Unreduced BDD for f2 is shown in Figure 7. 

 

Figure 7 
BDD for f2 from Example 2 
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Variable x0 is chosen as RV. Following the same steps presented in Section 2 - 
Example 1, a modified truth table is constructed with vector of residual functions 
Z2 (9). For simplicity, only Shannon decomposition is used. Unreduced RViBDD 
for f2 is shown in Figure 8. Recursively applying reduction rules results in reduced 
RViBDD shown in Figure 9. 

),,,,,,,()),,,(( 0000000003122 xxxxxxxxxxxxZ   (9) 

Figure 7 shows all nodes for the complete unreduced DD. With top-to-bottom 
construction approach (synthesis) of DD, reduction rule I can be applied on any 
node which shares characteristics with an already existing node – the same level, 
variable, decomposition and identical successors. This eliminates the need to 
synthesize entire subdiagram of the reduced node. 

 

Figure 8 
Unreduced RViBDD for f2 from Example 2 

From Figure 7 and 8 it can be seen that RViBDD has half the node count of BDD 
thanks to omitting the most numerous first level and replacing it with RV. 
Reducing RViBDD is subject to the same reduction approach as DD but with 
lower node count, therefore the time of reduction should be, in theory, halved. 

 

Figure 9 
Reduced RViBDD for f2 from Example 2 
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Constructing RViDD follows the same steps as a regular DD construction with 
any decomposition. Thanks to properties of RV, reduction rules remain unchanged 
and can be applied equally to DD and RViDD, which makes RV an important 
contributor to size reduction in binary-based DDs. For DDs using only Shannon 
decomposition, terminal values can be directly derived and the input B-function 
can be immediately replaced with vector of residual functions, even before DD 
construction. Thus the construction cost is minimized right after ordering phase. 
Davio decompositions have a slight disadvantage, since the terminal values cannot 
be directly estimated from the input function. The DD has to be constructed first 
and only once the state of the first level is known can the RV be applied. Although 
it has virtually no impact on construction time, it still lowers the number of nodes 
to check for reduction rules by removing the most numerous level. 

4 Experimental Results 

The advantages RV brings to DD optimization were verified on benchmark 
circuits LGSynth’93 [20]. The use of RV shows significant improvement in size 
reduction as well as the expected improvement in synthesis time. As was already 
mentioned in Section 3.2, RV effectively halves the size of DD and therefore 
lowers the number of nodes that need to be checked for reduction suitability in 
each iteration. Table 6 shows results achieved using only Shannon decomposition 
so the use of different decomposition methods does not obscure the actual impact 
of RV itself. Columns BDD and RViBDD show the number of nodes of reduced 
and ordered DD and columns Size imp. and Time imp. indicate the improvement 
in size and synthesis time respectively. Benchmarks marked with * used n orders 
instead of n!, where n is the number of variables. 

The average improvement in time needed for synthesis of reduced and ordered 
RViBDD compared to BDD is 40.7% and in some cases rises up to 81.38%. The 
size reduction shows improvement between 6.06% and 33.33%. It is important to 
mention the possibility where the initial check on the most numerous level will not 
apply any RV and the computation time may slightly increase. As can be seen, 
this does not happen often and average computation time is lower in almost every 
case. Presented results were achieved using a new algorithm that combines RV, 
basic reduction rules and EA with following parameters: 

 Check all possible orders and decomposition for functions with < 8 input 
variables 

 Population size: 500 (< 12 input variables), 200 (>= 12 and < 21 input 
variables) or 100 (>= 21 input variables) 

 Crossover probability: 80% 

 Mutation probability: 20% 
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 Elitism: 1% 

 Iterations (population count): 100 

Table 6 
Residual variable impact on BDD 

Benchmark BDD RViBDD Size imp. [%] Time imp. [%] 

parity* 31 29 6.45 - 

cm151a* 44 30 31.82 - 

cm152a* 21 14 33.33 - 

sao2 103 96 6.8 45.13 

9sym 33 31 6.06 41.28 

sqrt8 35 32 8.57 40.45 

rd84 71 64 9.86 43.13 

misex1 62 49 20.97 20.41 

Inc 96 81 15.63 43.15 

5xp1 76 59 22.37 34.94 

xor5 9 7 22.22 30.64 

con1 15 12 20 81.38 

squart5 47 34 27.66 31.64 

rd53 29 24 17.24 39.41 

majority 7 6 14.29 29.23 

Average 45.27 37.87 17.55 32.05 

The overall percentage improvement in size reduction in RViDD for chosen 
benchmarks is shown in Table 7. Columns S, pD and nD show the improvement 
of reduced and ordered RViDD against unreduced and unordered DD with the 
respective decomposition. Column RViKFDD shows the improvement when all 3 
decompositions are combined with RV. It is obvious that the combination of all 
decomposition methods provides the best results with average of 87.24% in 
comparison to single decomposition used. RViKFDD takes advantage of EA not 
only for population of orders, but for vector of decompositions as well (each 
variable has exactly 1 decomposition assigned) using the same parameters 
mentioned above with 2 exceptions – no fitness function and no elitism. 

Table 7 
Residual variable impact on size reduction in [%] with various decompositions 

Benchmark S pD nD RViKFDD 

misex1 89.64 85.62 89.43 90.7 

Inc 92.02 89.46 89.66 92.12 

5xp1 90.13 87.58 87.58 90.92 

xor5 77.42 80.65 80.65 87.1 

con1 87.23 84.04 85.11 88.3 

squart5 86.29 85.48 84.27 87.5 
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rd53 74.19 78.49 78.49 80.65 

majority 80.65 77.42 77.42 80.65 

Average 84.70 73.59 84.08 87.24 

Table 8 

Comparison of various algorithms in size reduction 

Benchmark BDD RViBDD RViKFDD PSO  MMA Sifting 

cordic 209 144 102 105 - 93 

cm150a 32 31 31 32 - 33 

mux 32 31 31 32 - 33 

cm151a 32 30 29 32 - 34 

sao2 103 96 96 91 85 92 

9sym 33 31 25 - 33 33 

sqrt8 35 32 31 33 33 42 

rd84 71 64 46 - 59 59 

misex1 62 49 44 36 36 41 

Inc 96 81 80 79 61 68 

5xp1 76 59 56 68 68 82 

con1 15 12 11 16 15 18 

squar5 47 34 31 37 37 38 

rd53 29 24 18 - 23 23 

Subsequent generations of decomposition chromosomes were chosen randomly. 
Choosing the fitness of a certain decomposition is dependent on the input function 
and order of variables, which is not known during population creation. 

Newly proposed algorithm with RV was compared in matter of size with PSO, 
MMA and Sifting, a method presented in [21]. This comparison is shown in Table 
8 (using the same EA parameters as in Table 6). Column BDD shows reduced and 
ordered BDD and is a clear indication that on its own, the Shannon decomposition 
is not sufficient enough to achieve optimal results. Columns RViBDD and 
RViKFDD show reduced and ordered results for their respective DD with RV 
applied. It is again proved that a combination of all decompositions provides 
better results than using a single decomposition. Applying RV provides 
improvement not only in comparison to BDD, but also to other current methods in 
field. Combination of RV and several decompositions shows better results in 10 
out of 14 cases. 

RV improvement in multi-parametric optimization of underlying circuits is shown 
in Table 9. Since the number of nodes has usually the highest priority among all 
parameters, input values for fitness functions were chosen accordingly: 

 Number of nodes: 98% 

 Average Path Length (APL): 1% 

 Power Consumption (PC): 1% 
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Achieved results could be optimized in other ways choosing different parameter, 
e.g. if power consumption holds a higher level of importance in comparison to 
area of circuit, its impact value could be higher and that of a size parameter could 
be lower (the sum always has to add up to 100%). 

Table 9 

RV impact on Power Consumption and Average Path Length using Shannon decomposition 

Benchmark In Out Size 
PC 

min. 
PC 

max. 
PC 
diff. 

APL 
min. 

APL 
max. 

APL 
diff. 

cordic 23 2 144 28.36 30.38 6.66 11.75 14.09 16.63 

cm150a 21 1 31 11.63 15.38 24.39 3.06 4.13 25.85 

mux 21 1 31 15.38 15.38 0 3.06 3.06 0 

t481 16 1 36 14.86 14.86 0 4.15 4.15 0 

parity 16 1 29 14.5 14.5 0 15 15 0 

cm151a 12 2 30 11.25 14.75 23.73 5.25 6.5 19.24 

cm152a 11 1 14 7 7 0 3.25 3.25 0 

sao2 10 4 96 23.52 28.88 18.54 10.33 12.36 16.44 

9sym 9 1 31 10.22 11.22 8.92 7.13 8.13 12.31 

sqrt8 8 4 32 13.43 14.23 5.65 9.94 11.31 12.15 

rd84 8 4 64 24.52 24.52 0 22.36 22.36 0 

misex1 7 7 49 18.91 20.44 7.49 16.75 19.06 12.13 

inc 7 9 81 30.06 33.27 9.63 20.75 25.16 17.52 

5xp1 7 10 59 27.82 29.5 5.69 21.66 23.34 7.23 

con1 6 2 12 5.26 5.26 0 4.25 4.56 6.85 

xor5 5 1 7 3.5 3.5 0 4 4 0 

squar5 5 8 34 13.7 14.65 6.5 15.38 17 9.56 

rd53 5 3 24 10.1 10.1 0 11.25 11.25 0 

Columns In, Out and Size represent the number of inputs and outputs for each 
benchmark and the size of RViBDD (only Shannon decomposition was used in 
this table). Columns PC min., PC max. and PC diff. display the minimal and 
maximal achievable power consumption (PC) and their difference in [%]. PC is 
shown in relative value independent of technology used in circuit synthesis and is 
directly proportional to the number of switches performed in circuit. This value 
was estimated based on formulas presented in [19]. The final trinity of columns 
marked as APL min., APL max. and APL diff. display the minimal and maximal 
achievable values for APL and their difference in [%]. The highest achieved 
improvement was 24.39% in PC and 25.58% in APL, while the average 
improvement for all tested benchmarks comes down to 6.24% in PC and 9.47% in 
APL. It can be observed that symmetric functions have little to no improvement in 
both parameters due to limited changes in structure of DD during variable 
reordering. 
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Conclusions 

We have proposed a novel solution for the optimization of binary-based Decision 
Diagrams (DD), by introducing new type of DD. Our RViDD (Residual Variable 
in Decision Diagrams) uses one input variable as a residual variable which can be 
utilized as another type of a terminal node. Thanks to this modification, the 
optimized RViDD has almost half the nodes, compared to unoptimized DD with 
the same variable ordering. 

We proved that the same basic reduction rules can be used as well for RViDD as 
for DD without any modification. Another well-known rule ‒ exchange of 
adjacent variables ‒ remains also applicable with only a small modification in the 
level of terminal nodes. We called this procedure “replacement of residual 
variable” where residual variable (RV) can be replaced by any other input variable 
which might prove to be necessary during optimization phase. Replacement of RV 
leads up to 16 different possible states (compared to 4 in DD) out of which only 8 
lead to other than simple 1:1 swapping of the old RV for a new one. 

During experimental phase we chose several known types of DD (BDD, FDD, 
KFDD) and created their equivalents with residual variable (RViBDD, RViFDD, 
RViKFDD). Our focus was on comparison of three parameters, primarily on 
number of nodes, but also on energy consumption and average path length (APL). 
In average our solution (residual variable in DD) has 17.55% less nodes than the 
solution without residual variable. Because RV can change the most suitable 
decomposition for given benchmark circuit, a test comparing its impact on various 
decompositions is presented. It is not a surprise that the best solution is based on 
RViKFDD which uses all types of decompositions. Based on the previous 
experiment, we were able to tell that residual variable is suitable for all types of 
decomposition, because there were no exceptions (results with smaller 
improvement). 

We also tried to use more complicated optimization process by involving 
evolutionary algorithm. We compared it with Sifting method (as reference), 
Particle swarm optimization (PSO) and Modified memetic algorithm (MMA). 
Even though evolutionary algorithm is not superior for PSO and MMA in every 
case, our solution (RViBDD) was better in 8 cases (10 for RViKFDD) out of 14 
benchmarks with improvement up to 22.51%. This proves the impact residual 
variable has in optimization process. 

The Residual variable also shows the positive impact on multi-parametric 
optimization (number of nodes, power consumption and Average Path Length 
(APL)). In average, dynamic power consumption of any underlying circuit should 
be decreased by 6.24%. This is achieved by lowering the number of switches 
performed in the circuit when traversing the diagram. APL improvement moves 
around 9.47% for all tested benchmarks, which also shows RV can (positively) 
affect the symmetry of the circuit, should it be one of the desired attributes. 
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While all the presented results display a positive influence of residual variable on 
DD optimization, there is still room for improvement. One such case would be to 
introduce the logic of Free DDs [22] where the rule that each path from root to 
terminal nodes has to follow the same order of variables is relaxed. Although this 
greatly increases the complexity of the used algorithm, it is expected to bring an 
even further decrease, in all observed parameters. 
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Abstract: Aircraft applications require high reliability, high availability, and high power 
density, while aiming to decrease weight, complexity, fuel consumption, operational costs, 
and environmental impacts. Modern electric driving systems can meet these demands and 
provide significant technical and economic enhancements over traditional mechanical, 
hydraulic, or pneumatic systems. Due to the high reliability of Switched Reluctance Motors 
(SRMs), it can be used for aircraft electromechanical actuators to replace the conventional 
actuators. This paper presents Model Predictive Control (MPC) for the actuators system to 
drive flight control surfaces in modern civil aircraft. In this study, the actuators system with 
nonlinear SRM is modeled, simulated, and controlled using a predictive control technique. 
The predictive control algorithm is applied for a three-phase controlled rectifier to 
provides a fixed DC voltage for actuators supply bus, and for SRM's symmetrical power 
converter to drive the surface of the actuator. The performance of the proposed system is 
tested using a simulation model in PSIM software, and the controller is programmed using 
C language. Obtained results confirm the effectiveness of the suggested system to drive 
aircraft electromechanical actuators satisfactorily for either tracking demanded motor 
speed or desired actuator deflection angle. 

Keywords: Switched Reluctance Motor; Model Predictive Control; Current Control; More 
Electric Aircraft; Aircraft Electrical Actuators 

1 Introduction 

In recent years, electrically powered equipment in the aerospace industry is 
increasing, these types of aircraft referred to as "More Electric Aircraft" (MEA) 
[1-3]. Although this trend has many benefits such as reliability, aviation safety, 
efficiency, and improved aircraft maintenance capability, it faces some challenges 
that must be overcome such as power supply for high-power electrical equipment 
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and high-performance motors for electric actuation systems, and power converters 
with high accuracy controllers. Aircraft actuators are used to control the aircraft 
during take-off, flight, landing, and taxis by moving the flight control surfaces 
(rudder, aileron, and spoiler). The flight control surfaces actuators of the 
conventional civil aircraft are powered through three independent hydraulic 
systems, that are considered complex to install and costly to maintain. Therefore, 
modern aircraft use high-power electrical actuators with ratings of up to 50 kW to 
solve the hydraulic system's problems [4], and the concept of replacing the 
hydraulic systems with electrical systems has been associated with MEA concept. 
Previous and recent studies and research have confirmed that MEA provides 
aircraft manufacturers and operators with significant cost benefits due to 
reductions in system complexity and overall weight of the aircraft [5]. The flight 
actuators can be divided into two main technologies: the first is Fly-By-Wire 
(FBW) in this technology, actuators are powered hydraulically but controlled by 
electrical signals. The second is Power-By-Wire (PBW), where the flight actuators 
are powered and controlled using electrical power [1]. 

The control surfaces of large conventional civil aircraft such as Airbus (A320) and 
Boeing (B777) are hydraulically actuated, and most of these actuators are 
controlled by an electrical signal (FBW technology). But hydraulic systems are 
expensive, and their weight contributes to most fuel consumption. Therefore, 
many research and development activities have proposed various systems and 
components as a solution to replace hydraulic power with electric power aims to 
reduce the overall weight of the system, reduce complexity, and increase 
efficiency. Recently, with the developments in high-performance motors, power 
electronics devices, and control techniques, the use of electrically powered 
actuators (PBW technology) has gradually increased in civil aircraft. Electrically 
powered actuators can be divided into two main configurations: the first is 
Electro-Hydrostatic Actuator (EHA) with fluidic gearing between the motor and 
the actuated surface, the second is the Electro-Mechanical Actuator (EMA) with 
mechanical gearing [6], the EHA and EMA configurations will be discussed in 
Sections 2. 

Electric actuators system can be operated efficiently by using high-performance 
electric motors with a suitable power converter and optimal control strategy. 
There are many types of electric motors that can be used to drive the flight control 
actuators such as DC motor which introduced in [7, 8]. Recently, the researches 
tended to use different types of electric motors with the application of advanced 
control strategies to reduce the cost, overcome the disadvantages of traditional 
methods, and improve the overall performance. One of these motors is the 
Switched Reluctance Motor (SRM) because it has several advantages such as 
simple construction and material composition, high starting torque, high-speed 
ranges, higher reliability, low inertia, and the low manufacturing cost [9, 10]. But 
the most significant challenges to be overcome if using SRM are the problem of 
torque ripples and the complexity of the control. The main idea of the SRM is that 
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the phase currents are switched ON and OFF according to the rotor position data, 
by sequential currents that switching into the motor windings, the rotor rotates to 
align itself with the minimum reluctance position, because of this movement the 
torque will be generated [11, 12]. 

Generally, the current controller of SRMs can be implemented by using the 
Hysteresis Current Control (HCC) method with high switching frequencies 
electronics elements or by using the Pulse Width Modulation (PWM) method. The 
main advantages of HCC are robustness and easy to implement with analog 
elements, but on the other hand, it causes a residual current ripple. Regarding the 
PWM controller, although this method needs a modulator to calculate ON and 
OFF times, the switching frequency will be known and controllable. In this study 
the Model Predictive Control (MPC) is used for the current controller, this method 
directly generates the switching signals for the converter switches without the 
need for a modulator. Predictive control technique uses the system model to 
predict the future values of control variables, the predicted values are applied to 
the control unit to determine the best performance possible based on pre-defined 
criteria [13]. 

The most important advantages of predictive control are that it depends on the 
system itself to generate the controller equation, and with predictive control help, 
the controller's cascaded structure can be avoided to achieve high-performance 
and rapid transient response [14]. Also, this control strategy is an ideal strategy for 
motor drives applications because of robustness, flexibility, and ease of 
understanding [15-19]. However, the MPC faces some difficulties such as the 
need for large memory size to store calculated data and comparisons between 
different actions to determine the optimal procedure. Also, this type of control is 
highly sensitive to any changes in system parameters, especially parameters that 
are used directly in prediction equations. In addition, the MPC typically operates 
at high switching frequencies which leads to high switching losses [20]. Also, in 
case of including more than objective in the cost function equation of the MPC, 
the weighting factors of the objectives must be optimized according to the desired 
performance, and the optimization method must be selected carefully to achieve 
the best performance. several models of optimal control have been introduced 
which can contribute to optimizing the controller objectives [21-24]. 

This work aims to contribute to increasing the use of the SRM in electric vehicles, 
especially in more electric aircraft's applications, by utilizing these motors to drive 
the aircraft's flight control surfaces actuators, due to the several advantages of the 
SRM. Meanwhile, this work tried to overcome the operation problem of the SRM, 
such as torque ripples, by using advanced control techniques (MPC) to reduce the 
torque ripples, taking into consideration optimization of the average switching 
frequency and the maximum stator current to reduce the system losses. 
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2 Aircraft Electrically Powered Actuators 

2.1 Electro-Mechanical Actuator (EMA) 

The configuration of the EMA is shown in Fig. 1, and this type of actuators can be 
used to drive the inboard spoiler surfaces of aircraft. The bi-directional power 
converter is used in this type of electric actuators to supply the motor with 
demanded power, this power is utilized to moves the spoiler surface through a 
mechanical transmission with a gearbox, and a ball-screw mechanism. Regarding 
the control unit, as can be seen from the actuator configuration diagram, the 
controller takes the error signal of the actuator surface deflection angle and 
processes this signal and generate the gating signals of the power switches to feed 
the motor with the required power. As a result, the motor rotates at a suitable 
speed and specific torque to drive the ball-screw and change the actuator surface 
to reach the desired deflection angle [25]. 

 

Figure 1 

Electro-mechanical actuator configuration 

2.2 Electro-Hydrostatic Actuator (EHA) 

The EHA has standard hydraulic bypass valves to guarantee ease use of traditional 
active-standby or active-active actuator architectures. It is closely similar to 
conventional centralized hydraulic actuators in operating. Thus, the EHA is more 
suitable for primary flight control. The EHA can consume low quiescent power 
when operating in standby mode [26], and it is capable of performing a quick 
response at startup using an efficient electrical system. Moreover, EHA is more 
efficient than hydraulic actuators, and its efficiency is up to 70%, while the 
efficiency of the conventional actuators is typically 50% maximum. As shown in 
Fig. 2, the EHA is driven by an electric motor. The reference deflection angle 
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(θref) is determined according to the desired position of the actuator surface and 
compared to the actual deflection angle (θ) then the error signal of the deflection 
angle is processed by the control unit to generate the optimal states of the power 
converter switches. The power converter unit regulates voltage, and current 
applied to the electric motor to rotate in both directions and provide a specific 
torque to drive the pump, thus moving the piston in the required direction. The 
piston movement and the arm will change the angle of the deflection of the 
surface to reach the desired position in both directions. The power converter is 
connected to the 270 VDC bus through the filter to mitigate the high-frequency 
harmonics generated in the system. The EHA is chosen for this study because it 
used not only in aerospace actuators but also in many industrial applications. 

 

Figure 2 

Electro-hydrostatic actuator configuration 

3 Transformer Rectifier Unit Control 

The on-board electric power system of modern aircraft has 400VAC variable 
frequency (400 - 800) Hz synchronous generators connected to the main AC bus. 
In order to provide a fixed 270 VDC voltage for actuators supply bus, it is 
important to select the power converter topology and its control technique 
appropriately. In aircraft applications, the Transformer Rectifier Unit (TRU) 
converts the AC voltage generated by the generators to a suitable DC voltage 
which can be used by the electrical components incorporated into the system such 
as an electrical actuator. This section will discuss the control of the power 
converter that can meet the requirements of high-performance TRU. The studied 
three-phase AC/DC converter topology with the proposed control scheme is 
shown in Fig. 3. 

The converter uses six bi-directional switches. It is assumed that all switches are 
ideal and the characteristics of all circuit elements are linear and time-invariant. 



R. Abdel-Fadil et al. Predictive Control of SRM for Aircraft Electrical Actuators Applications 

 – 214 – 

Assuming a balanced three-phase supply: 
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where sa, sb, and sc are the switching states of the corresponding phases. 

 

Figure 3 

Three-phase voltage-source AC/DC converter 

The governing equations of the system to obtain a dynamic model for the rectified 
voltage Vdc (t) and the currents on the DC side can be deduced as: 

dt

tdv
Ctititi dc

dcdcrc

)(
)()()(   (3) 

)()()()()(
)(

titisstiss
dt

tdv
C dcsbcbsaca

dc
dc   (4) 

The predicted DC voltage Vdc(k+1) can be calculated using the discrete-time 
equation as: 
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Where Vdc(t) is the rectified DC bus voltage, Cdc is the output capacitor, Vdc(k) and 
Vdc(k+1) the current and future capacitor voltages, Ts is the sampling time, and 
idc(k) is the load current. 
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The proposed MPC algorithm for AC/DC power converter control is built as the 
flow chart demonstrates the main steps in Fig. 4. The predictive voltage controller 
must achieve the smallest voltage error with fast dynamics. So, a suitable cost 
function is used to measure and minimize the predicted voltage error by selecting 
the optimal switches states. The cost function (g) considers the absolute error 
between the reference voltage Vref and the predicted voltage Vdc(k+1). 

)1(  kVVg dcref  (6) 

 

Figure 4 
The predictive control algorithm of the AC/DC power converter 

4 Current Control of SRM 

There are several types of applications where the load on the SRM varies with 
speed over large ranges. These applications may require accurate speed control 
and good dynamic responses, as in aircraft actuators. In electrical actuators, the 
SRM is driven by the power converter to provides four quadrants operation mode, 
and the controller feedback signal can be the actuator surface position or motor 
shaft speed. During this study, the nonlinear model of SRM (6/4) is simulated, and 
the power converter topology is the symmetrical converter type that is controlled 
by predictive control techniques. 
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The predictive current control uses the equivalent circuit equations of the motor 
model to predict the future value of the stator current. There are many methods to 
establish the non-linear model of SRM, such as look-up table and interpolation 
techniques, neural network techniques, and analytical methods. In this work, the 
Look-up table technique is used to find the different values of the machine 
inductance according to the rotor position and phases current. Therefore, the 
equations of the SRM can be written as [27, 28]: 

I
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where V represents the phase voltage, Rs describes phase resistance, while L 
symbolizes a mutual inductance, ψ=L{θ,I} represents the flux linkage per phase 
according to the position of the rotor θ and phase current I, and ωm is the motor 
angular speed in radians/sec. 

By applying the discrete-time form, the future values of the motor phases current 
I(k+1) can be calculated from equation (8) as follows: 
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where V(sg) is voltage vector according to the switches status of the power 
converter, in this case, there are 27 different voltage vectors, I(k) motor phases 
current, and Ts symbolizes the sampling time. 

In this study, the significant objective of the controller is to maintain the stator 
current close to the reference current, which is usually set by a speed control loop, 
leading to the minimization of the motor shaft torque ripples. The further 
objectives that will be considered in the cost function equation are a reduction of 
the average switching frequency and minimize the copper losses in stator 
windings. It is necessary for the control algorithm to produce the smallest possible 
values of the current error, optimize the average switching frequency, and 
minimize the copper losses. Therefore, the cost function is calculated for all 
possible voltage vectors/switches stats of the power converter, because there are 
three states for each phase (+Vdc, 0, -Vdc) and this study used a three-phase 
motor, so the possible switches stats are 33 = 27. Then determine the optimal stats 
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according to the controller objective function. Equation (11) represents the cost 
function (g), The cost function g is calculated for all n = 27 different voltage 
vectors Vg according to switching vector Sg, and the voltage vector that minimizes 
cost function (g) will be applied to the motor phases in the next time interval. 
Figure 5 illustrates the flow chart that describes how the proposed current control 
algorithm was built. 

)()1()1()1( 2

3

1
1 kSkSkIkIIg gg

j
jjref  



              (11) 

where λ1 and λ2 are the weight factors for copper losses and switching times 
respectively, and 1> λ1 > 0 and 1 > λ2 > 0. 

Generally, the three controller objectives can be adjusted in the cost function by 
tuning the weighting factor of each objective to reach the optimal required 
performance according to the application. In this study case, the weights factors 
were set to λ1 = 0.03 and λ2= 0.0025. 

 

Figure 5 

The proposed MPC algorithm for SRM current control 

The proposed control method requires a reference current to be followed by the 
predicted current with the smallest possible error value. Therefore, the actual 
deflection angle of the actuator surface is used as a feedback signal, and the 
deflection angle error signal is determined by comparing the actual and desired 
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deflection angle. Then, this error signal can be used as an input variable to a linear 
controller (PI) to produce the reference signals for the current control loop. The 
reference current signal can be generated using the actuator position control loop, 
as mentioned earlier, or by the motor speed control loop as well. The generated 
reference current is distributed to each phase according to the rotor position data 
θm in the phases commutation block. With the help of DC voltage Vdc, phase 
current I(k), phase inductance L{θ,I}, and motor speed ωm or rotor position data 
θm, we can determine the future values of the phase current I(k+1) using equation 
(10). The switches state selector block will select the optimal state for all power 
switches of the converter according to the cost function equation that reduces the 
error between the calculated current and desired current to the smallest possible 
value, leading to reducing the error in the deflection angle of the actuator surface. 
To ensure the minimization of the cost function, the controller algorithm does a 
number of iterations equal to all possible switches state, in this study the number 
of iterations equals 27 as illustrated before, then it calculates the difference 
between the desired and the expected values, which determined using the system 
model, taken into account the other terms of cost function such as average 
switches frequency. On each iteration, the algorithm stores the switches state if it 
makes the cost function is smaller than the previous values. The overall 
configuration of the flight control surface's actuation system, including SRM and 
predictive control, is illustrated in Fig. 6. And The simulation model of 
mechanical transmission for EMA is shown in Fig. 7 [29]. This model takes into 
consideration, inertia, damping, the stiffness of the ball screw mechanism, 
stiffness of the bearing structure, and surface dynamics. 

 

Figure 6 

The configuration of the flight control surface actuation system with SRM and MPC 
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Figure 7 

EMA simulation model 

5 Simulation Results and Discussions 

In this study, a 60 kW 6/4 SRM model with nonlinear characteristics is simulated, 
and the motor's parameters listed in Table 1 [30, 31]. The proposed system is 
simulated using PSIM software, and the MPC is programmed by C-Code. 

Table 1 

SRM simulation parameters 

Parameter Values Parameter Values 

Rated power  60 kW  Aligned inductance 23.62 mH 

DC supply voltage  250 V  Rotation speed 1000 rpm 

Maximum current   450 A  Moment of inertia  0.05 kg.m2 

Stator resistance  0.05 Ohm  Number of rotor poles 4 

Unaligned inductance  0.67 mH  Number of stator poles 6 

The actuators are normally connected to the 270 VDC bus, and hence the TRU is 
used to provide a regulated DC voltage. In this study, the three-phase 6-switch 
IGBT controlled rectifier is used in TRU, and the actuator is driven by SRM with 
a bi-directional symmetrical converter to produce deflection in both directions. 
The three-phase rectifier and symmetrical converter are controlled by predictive 
control technique. To perform a complete simulation model of the proposed 
system the electric system of the Boeing-787 is taken as a study case, which 
considered one of the modern types of MEA. The B787 electrical power system 
composites from four identical channels, each channel has four buses: main AC 
bus (variable frequency), secondary AC bus, 270 VDC, and 28 VDC. A single 
channel of the power distribution system used in this study is shown in Fig. 8 [32]. 
The 270 VDC bus feeds about half of the total electric load of the aircraft, and one 
of the most important loads powered by this bus is the electric actuators. 
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Figure 8 

A single channel of MEA power distribution system 

5.1 The 270 VDC Bus Control 

The actuation system is designed to control the deflection angle of the actuator 
surface from the maximum positive to maximum negative values. Therefore, the 
power converter is controlled to act as a bi-directional converter according to the 
operating conditions, and the SRM will operate in four-quadrant operation mode. 
Continuous regulation of the DC bus helps the power converter to operate 
efficiently in both directions, and the predictive control of the TRU should provide 
a regulated DC voltage during all operating conditions. Figure 9 shows the 270 
VDC voltage profile with EMA dynamic load under different operating 
conditions. It can be observed that voltage was regulated satisfactorily and within 
the allowable limits according to the aircraft standards (MIL-STD-704F) [33]. 

Although there are small overshoot/undershoot when the reference signal changes 
sharply, the voltage value remains within standard limits during a complete 
operating cycle, and It is better than the results were obtained in case of using the 
linear controller (PID) for the AC/DC converter at the same operating conditions. 
A comparison between the converter performance with each of the two controllers 
(PID, and MPC) is listed in Table 2. 

Table 2 

AC/DC converter performance (PID Vs MPC) 

  Performance 
Controller 

Over/Undershoot 
 (%) 

Ripples 
(%) 

Settling time  
(ms) 

PID 15.6 1.85 25 

MPC 10. 76 0.88 9.7 
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Figure 9 
The 270 VDC bus voltage profile with EMA load 

5.2 SRM Control 

This part is divided into two main stages, the first one is the comparison between 
the torque ripples of the motor using MPC and using HCC to verify the 
effectiveness of MPC to control the SRM with small current and torque ripples, 
the obtained results verifies the ability of predictive current control algorithm to 
reduce the motor phase current ripples compared with traditional methods. 
Because of the direct effect of the phases current on motor torque, the motor 
torque ripples during the conduction period and motor average torque will be 
minimized by using a predictive current control algorithm. Table 3 summarizes 
the comparison between MPC and HCC at different loading conditions regarding 
the average torque ripples, average switching frequency, and the copper losses. 

Table 3 

SRM torque ripples (HCC Vs MPC) 

Performance 
Control method 

Average 
torque (%) 

Switching 
frequency (kHz) 

Copper 
losses (W) 

HCC (Load torque = 10Nm) 17 6.52 29.2 

MPC (Load torque = 10Nm) 6  5.19 29.05 

HCC (Load torque = 20Nm) 12  6.15 54.75 

MPC (Load torque = 20Nm) 5  4.8  54.52 

The second stage is applying MPC to the aircraft actuator system, and study the 
overall system performance. Figure 10 shows the response of these currents, as a 
result of the movement of the actuator in both directions, the sequence of motor 
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phases has been changed, the currents waveform in case of the positive and 
negative deflection angle are shown in Fig. 10-a and Fig. 10-b, respectively. 

 

Figure 10 

Motor phases current (a) positive deflection angle (b) negative deflection angle 

From the obtained results we can note that the three phases current tracks the 
reference current signal generated from speed or position control loop in both 
directions with small ripples, which confirm the effectiveness of the proposed 
current controller algorithm. 

Figure 11 shows the speed of the motor at possible different operating conditions, 
and the reference speed signal is set to provide the motor rotation in both 
directions and to give the trapezoidal shape of the actuator deflection angle. It can 
be seen that the actual speed tracks the reference signals in the complete operation 
period. Three snapshots of the motor speed profile are taken and zoomed to verify 
MPC performance. By zooming the speed signal, we can see the peak values of 
the overshoot and undershoot in both directions are about 10 rpm (1%), which 
confirms the effectiveness of MPC in aircraft electric actuators. But it should be 
noted here that the MPC causes some ripples in the steady-state. 

The main objective of this work is to control the deflection angle of the flight 
control surfaces. Therefore, the performance of the deflection angle for a complete 
operating period (from 0 to ±θmax) is shown in Fig. 12. Two snapshots of the 
deflection angle have been taken to show the maximum and final position of the 
deflection angle. As we see, the actual deflection angle follows the reference one 
with a small error, this error is less than 0.2ᵒ, which represent 0.4%. These results 
demonstrate the possibility used of the proposed system to control the deflection 
angle of the flight control surfaces with satisfactory performance. 
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Figure 11 

Motor speed performance with a zoom at different speed values 

 

Figure 12 

A complete cycle of the EMA deflection angle using MPC with a zoom at different edges 

It is known that the main challenge of using SRM in many applications is the 
problem of torque ripples. But thanks to the predictive current control technology 
of the SRM proposed in this work, the torque ripples have been reduced as 
explained previously in Table 3. Figure 13 shows the torque performance of the 
SRM during a complete cycle of the deflection angle. 
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Figure 13 

SRM torque for a complete cycle of the deflection angle 

From the SRM torque diagram, we can observe that the torque of the motor 
increases when the deflection angle of the actuator surface increases due to the 
external forces that affect the surface as the wind force. Then the torque becomes 
constant when the surface reaches its new position. Next, the same behavior 
occurs in the negative period of the deflection angle during the actuator surface 
return to zero position. Finally, the torque returns to zero again when the surface 
reaches its zero position at the end of the cycle. This diagram also shows that the 
MPC can effectively control the SRM with small values of torque ripples to drive 
the flight control surface actuators. 

Conclusions 

In this study, the authors built a simulation model for the SRM-based flight 
control actuator for modern civil aircraft applications. The electric motor control 
unit is designed using predictive control technique, and the MPC was also used for 
TRU controller to regulate the 270 VDC bus for actuators supply. With the help of 
MPC, TRU provides a fixed DC voltage under the actuator dynamic load effects 
at transient and steady-state operating conditions. Using the predictive current 
control for SRM, the motor speed, and the flight control surface deflection 
accurately track the desired signals. The proposed control algorithm produces a 
small overshoot/undershoot in the motor speed about ±10 rpm (1%) with small 
ripples in the motor torque, and the maximum error in the deflection angle around 
0.4%. The obtained results demonstrate the effectiveness of the proposed system 
in aircraft electrical actuators. These results confirm that the MPC techniques 
provide a good response of the motor speed controller, with acceptable torque 
ripples values in all operating conditions, and produce the desired deflection angle 



Acta Polytechnica Hungarica Vol. 17, No. 5, 2020 

 – 225 – 

for flight control surfaces in both directions accurately. Of the above, we can 
conclude that the SRM controlled by MPC can efficiently drive the flight control 
surfaces actuators, for civil aircraft applications. 
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Abstract: Emotional intelligence is at the heart of our research. Our aim was to examine 
the differences that exist between generations, based on the views of their representatives. 
In the theoretical portion we dealt with defining emotional intelligence and presenting it 
from the leaders’ aspect. Finally, each generation is introduced. In our paper we set up 2 
hypotheses, which are cross-tabulated and / or analyzed with the help of related statistical 
methods. In the end, both our hypotheses proved to be true. This article contains 2 figures 
and 2 tables. Our paper ends with a section on conclusions, in which we summarize our 
research, results and outline our findings. 

Keywords: emotional intelligence; generations; workplace 

1 Introduction 

This article is about emotional intelligence. We chose this topic in order to 
demonstrate the presence of emotional intelligence in the 21st Century. Emotional 
intelligence plays an important role in everyday life. We do not notice it, but our 
emotions determine our actions. It also affects our personality and personal 
relationships. That is why we would like to show how this is present at the 
workplaces of each age group. A job is the place where we spend most of our 
time, and where we meet and work with many people every day. It is important to 
get along well with others and that our emotions do not adversely affect our 
relationships or hinder our work. 

In the theoretical part we introduced the concept of emotional intelligence. Within 
this, we introduced the individual points of view and then we approached the topic 
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from the perspective of the leaders. Finally, we introduced the individual 
generations, respectively their characteristics. 

In the practical part, we examined the relationship between emotional intelligence 
and belonging to an age group. The research was carried out with the help of a 
questionnaire, which was transmitted by the snowball sampling method. 
Respondents were grouped by generation, and their responses were summed up 
and compared. For comparison, we used diagrams, which were explained below, 
and finally conclusions were drawn. Our goal with this method of analysis was to 
demonstrate emotional intelligence and generational differences in the workplace. 

2 Theoretical Background 

Emotional intelligence is present in every person's life and in every area of our 
existence. It influences our own lives, our decisions, and at the same time helps to 
establish and maintain relationships with other people. With respect to ourselves, 
it helps us draw conclusions from a particular event or control our emotions in a 
given situation and make the necessary and appropriate decisions based on it. 
Emotional intelligence is a part of social relationships, even as it helps to build 
human relationships, to recognize the emotions of others, and to put ourselves in 
the role of the person and thus outline the processes that can take place in that 
person. 

2.1 Emotional Intelligence 

The word emotion comes from the Latin word "motore", it means to move. The 
word "e" indicates that it is moving. So emotions go hand in hand with the urge to 
act. This has been retained by evolution [10]. Salovey and Mayer [28] define 
emotional intelligence as "the subset of social intelligence that involves the ability 
to monitor one's own and others' feelings and emotions, to discriminate among 
them and to use this information to guide one's thinking and actions." [19] This 
view was used by Schutte et al. [29] while developing a valid measurement for 
emotional intelligence. According to Neale et al. [24] our emotions influence the 
way we act, make decisions, or judgments, so they affect everything we do. 
Joseph and Newman [14] distinguished two interpretations of the EI: "1) as set of 
specific competencies for recognizing and controlling individual emotions and 2) 
as a grab bag of constructs that contribute to job performance but are not 
redundant with cognitive ability." Emotions provide individuals with essential 
regulation and orientation in their function, which aims to facilitate adaptation to 
certain conditions [37]. Emotional intelligence is increasingly present in everyday 
life. It can be found in social contacts such as human relationships and leadership 
activities. It is essential for controlling and managing the emotions of ourselves, 
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others, and groups. Emotions have a big impact on the quality of relationships 
within a business. This can only be formed and developed by internal factors [26]. 
Emotional intelligence (EI) is today a vital concept in the field of psychology. It 
extends its influence into the world of work and, through it, into each workplace, 
thus giving rise to a global concept. The EI can partly intervene in business 
problems, as it affects executives. Therefore, companies and enterprises treat this 
issue as a key issue and consider it to be a basic operational factor of an 
organization, even though it is not a sort of a physical concept [6]. Developing 
emotional intelligence brings benefits and enhances performance. This can help 
you communicate more effectively with others, have a better personal connection, 
have a stronger empathic ability, have better career prospects, and have more 
confidence in managing change. In addition, it contributes to several other things 
e.g., more respect for others, less power play in the workplace, less stress, more 
confident and positive thinking and increased creativity [24]. Workplaces are 
undergoing change. They not only judge individuals how smart they are, i.e. how 
developed their cognitive intelligence is, but also by how they treat others and 
themselves. This standard is used to judge who to employ, who to promote and 
who to send. According to [9] the new standard takes the appropriate intellectual 
ability and expertise as basic, and instead focuses on personal qualities such as 
initiative, empathy, adaptability and persuasion [1] [32]. 

The main factor influencing emotional intelligence is, according to researchers, 
the environment itself, as it often has a profound effect on an individual's level of 
emotional development. Environmental influences can guarantee the development 
of emotional intelligence, but the opposite is also true, it can also hinder it. For 
example, the mood in the workplace significantly determines the emotional 
intelligence of the manager or subordinates. Environmental impulses make it 
difficult to enhance emotional intelligence. The most influential effect for people 
is their own cultural environment, which has a great influence on the development 
and formation of emotional intelligence. One of the most important phenomena 
today is the examination of the importance of organizational culture. 
Organizational culture provides an opportunity to promote workplace results and 
create a positive workplace atmosphere. The goal of organizational culture is to 
create internal integrity, support external adjustment, and reduce the uncertainty of 
organizational members [3]. Conflict management appears as a factor that directly 
or indirectly influences the development of organizational culture, which is 
closely related to a person's emotional intelligence. Its purpose is to develop a 
method that enables organizational conflicts to be handled in situations where two 
people's efforts are incompatible. Conflict management is influenced by the 
general characteristics of the individual, the emotional state of the participants in 
the given situation, the organizational atmosphere and the relationship between the 
participants in the confrontation. In addition, perception of individuals' intentions 
and motivations also have an impact. Smart and successful individuals seek 
problem solving and collaboration, while the unsuccessful ones seek ruler type 
solutions [3] [18] [22] [32]. 
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Emotional intelligence is increasingly important in human management. EQ is not 
equal to personality, it is a combination of countless abilities and competencies 
that influence behavior, radiance and personal style. This type of intelligence 
plays an important role in the workplace as it plays a decisive role in behaving in a 
communication situation and in dealing with people. Emotional intelligence is the 
closest to empathy. The latter allows us to recognize the emotions of others and it 
enables us to gauge their thinking and behavior. In emotional management, 
control of mood and behavior is essential in stressful, complex situations. EQ 
contributes to expressing our appreciation to others, and it also lays the foundation 
for effective communication. While IQ helps in individual task solving, EQ plays 
an important role in the development of employee relationships. Individuals with a 
higher level of emotional intelligence can better manage their own feelings and 
thus be better at achieving their goals. According to research, those with lower 
EQs have done worse work than sales teams that have done better in this area. In 
the world of work, it is extremely important to motivate others. In a leadership 
role, it is essential for someone to know and influence the subordinates' thinking 
[3] [32] [41]. 

2.2 Aspects of Emotional Intelligence 

The key to success is to be aware of emotions, learn how to control and manage 
them, and furthermore understand the others’ feelings. Therefore, emotional 
intelligence crosses two perspectives. One is the self-knowledge of an individual 
in order to understand his or her goals, motivations, behaviors, and reactions. The 
second step is to understand people's feelings and behaviors. These are also called 
intrapersonal and interpersonal skills. We as individuals are centered in the 
intrapersonal intelligence. It is the ability to understand what is happening in us 
and to act accordingly. Interpersonal intelligence is related to the people around 
us. That is being aware of how we intercept and understand the actions and 
emotions of others [24]. 

Emotional intelligence can be developed in all areas, i.e. all attitudes can be 
changed. Research has shown that it takes at least 21 days to change an attitude. A 
real change requires elements of the KASH model. These include knowledge (K), 
attitude (A), skills (S) and habits (H). Most trainings are almost exclusively 
focused on knowledge transfer and skill development, so they are intended to 
shape the thinking brain. However, sustainable change can be achieved by 
changing behavior and habits as well, by which the emotional brain is concerned 
[24]. Understanding and controlling the emotional side of the brain is required to 
improve emotional intelligence and decision making. This can be done by 
developing five key skills. If we are able to calm down and relieve stress quickly, 
will help us to stay balanced, focus on tasks no matter what challenges we face or 
how stressful we are. Emotional awareness is the ability to relate to our emotions. 
Without emotional awareness, we cannot fully understand our own motivations 
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and needs or communicate effectively with others. A good communicator needs 
more than just verbal skills. This is non-verbal communication. You need to keep 
the attention of others and build a confidential relationship with others. You 
should also be able to read and respond accurately to non-verbal signals that other 
people send. Humor and the use of toys to tackle challenges is also important. 
Humor, laughter, and play are natural remedies to ease the burden. Positive 
conflict resolution and confidence building skills support the previous four 
emotional intelligence skills. Therefore, is very important to handle stress, to stay 
emotionally aware, to communicate not just verbally, to use humor and play, and 
by all these you will be better able to handle emotionally charged situations, and 
to recognize and eliminate many problems before they spread [8]. 

Goleman [10] first divides emotional intelligence into two parts. In his view, 
personal skills are the responsibility for treating ourselves, while social 
competencies are responsible for managing social relationships. He further breaks 
down these two skills, providing the right foundation for developing emotional 
intelligence. So, based on these principles, the first step is to measure the work. It 
has to be focused on skills that help the employee perform well. The next step is to 
assess the individual, which involves examining the weaknesses and strengths of 
the person and then developing them. Feedback is important, as the personal 
characteristics assessed are emotionally charged, so special attention should be 
paid to their formulation. The next is the assessing the needs for change. It is 
important to observe the individual's aspiration for development and their attitude 
to change. Motives, that is, motivation that helps individuals to complete 
successful learning processes. The more you strive for personal development, the 
better you will achieve it. It is necessary to set an example, set role models for 
individuals. These role models possess the ability to develop and stand as a good 
example. Encouraging participants and supporting the organizational environment 
also greatly contribute to the successful acquisition of skills. Providing affirmative 
feedback is also helpful as individuals need validation and recognition. They need 
to feel that their efforts for change are not in vain. Finally, evaluation should not 
be forgotten. It is necessary to evaluate development and make sure that changes 
are permanent [3] [38]. 

Emotional intelligence plays an important role in an organization, because an 
organization must select its employees based on their emotional intelligence and 
organize the level of growth of employee training. People with high levels of 
emotional intelligence are more balanced and stable than people with lower levels 
of emotional intelligence. This intelligence is linked to the various relationships 
within the organization. It also influences leadership, work balance, conflict 
management, and stress management. In addition, it also reduces employee 
turnover. It has a great impact on the behavior of employees at work. It enhances 
employee tolerance and makes them feel good with their co-workers. Personal or 
workplace skills contribute about 20% to personal success in life, while emotional 
intelligence contributes to it 80%. It is easier to train someone in the technical part 
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of their job than to develop their intellectual intelligence. There is no emotional 
skill at a young age. And, there is also a tendency according to which it takes 
more dedication to acquire technical skills, leaving very little time and opportunity 
for social skills or emotional intelligence. Understanding emotions is very 
important in an organization for success and humanity [7] [24] [27]. 

2.3 Emotional Intelligence in Leadership 

The natural way of a leadership is one that is based on emotional intelligence. An 
advanced personality is the basis of an effective leadership. Development of 
emotional intelligence is an essential task of leadership training. A certain level of 
intelligence – the general intellectual ability – is essential for the leader, because 
the knowledge acquired is rapidly obsolete today, and only the intelligent person 
can see through the complex mesh of problems [11]. A person with a high EQ is 
ideal for leadership, because it includes skills such as controlling the impulse, 
controlling impatience, controlling the mood, preventing frustration, suppressing 
thinking, developing empathy and hope [2]. The most important qualities of a 
leader are being able to know and control one's own spiritual phenomena and to be 
able to establish contacts. According to Goleman [11], in the face of an 
increasingly fierce competition in a globalized marketplace, the ever-changing 
demands of increasingly high-quality customers in a hierarchical organization 
cannot be met by management alone. Therefore, it is not disputed that an 
emotionally advanced leader is needed. It is the primary task for leaders to make 
sure that those who are under leadership feel comfortable. Therefore, management 
is primarily an emotional enterprise. The emotionally intelligent leadership style 
influences how the organization works. There are six leadership styles with 
emotional intelligence that can produce both positive and negative effects [3] [21] 
[23] [41]. 

Leaders with a vision are compassionate, have a high level of self-confidence and 
are often initiators of change. Affiliate leaders are also compassionate, capable of 
networking and handling conflict well. The democratic leader supports 
collaboration and teamwork, communicates confidently, and yet is often an 
excellent audience. The counsellor leader is emotionally conscious, 
compassionate, and able to recognize and utilize the strengths of others. The 
coercive leader builds on his/her own position of power, instructs others to pursue 
his/her own intentions, and has no compassion. A results-oriented leader sets high 
standards that he or she follows. Proactive and highly performance-centered 
people tend to control or criticize those who cannot achieve their own high 
standards and do not support their development [3] [12] [13] [21]. 

The basic and most important dimension of leadership is influencing emotions, 
which is a natural part of leadership. It is the leader who is expected to give 
encouragement and guidance, and thus the individual who controls the emotions 
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of the community. Its role is to manage collective emotions in a positive direction 
and to eliminate the blocking impulse of wrathful moods. The natural leaders do 
not confine themselves only to have the work done by subordinates. Subordinates 
also expect emotional support and compassion from the leader, which is an 
emotional relationship based on support. If the superiors generate optimistic 
emotions, then everyone gives the best of their knowledge and being. This 
situation is called resonance. When a manager evokes negative emotions, it results 
in dissonance and dismantles the emotional basis that motivates the employee to 
perform. The groups mostly consider the emotional reaction of their leader to be 
the determining factor. So the leader sets up emotional norms. If the designated 
leader does not have enough emotional intelligence, the group will not consider 
him / her to be a credible leader and will therefore start to trust another manager. 
This person becomes the actual leader. Another style is represented by the 
resonant leader. He /she is the one who attunes him/herself to the subordinates' 
negative feelings and is able to turn them to be rather optimistic. He/she speaks 
honestly and convincingly. As a result, the workgroup takes on the enthusiasm 
and the creativity of their leader. The outburst of anger and the fear of indifference 
are the characteristics of a dissonant leader. Unfortunately, this is not an 
uncommon phenomenon in the workplace [11] [17] [21]. 

Coaching is the most powerful method of communication. The proper method 
applied effectively is able to raise awareness. It helps to improve people's 
performance, which improves the productivity of the group and the organization. 
The essence of coaching is to develop the individual's abilities in a positive way 
and manages to show the most of them. It gets the best out of individuals. The 
goal of coaching is to develop awareness and responsibility. One should not be 
mistaken coaching for advising. For example, telling someone what to do is not 
considered as coaching. During this process, we do not provide any advice and 
ready solutions. Nor can it be confused with mentoring, personal counselling, 
professional counselling or training [24]. The Coach-ee, the subject of the 
coaching, needs knowledge that cannot be solved by taking over the coach's own 
knowledge. The task is to get the necessary knowledge and bring out the hidden 
skills with the help of the coach [39]. People need to see not their performance but 
their ability [39]. 

Coaching can be applied in areas such as employee motivation, problem solving, 
team building, teamwork, training, planning and evaluation, task performance, 
praise and evaluation, managing human relationships, delegating, delegating, and 
distributing tasks [39]. 

Employees of an emotionally intelligent organization are productive, motivated 
and effective. They are committed to their goals. In many organizations, work is 
done in teams. The emotional intelligence exhibited by team members is crucial to 
team performance. This emotional intelligence helps team members to unite and 
be effective in operations. They are able to work together most effectively and 
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bring better results to the organization as a whole. A team that does not show 
signs of emotional intelligence cannot operate successfully. 

Team members have the opportunity to get to know each other before starting 
work, this is team building. In case of negative behavior, the cause should be 
identified and corrective action taken. Decisions must be made on the basis of the 
views of all team members. All members should be supported in their activities. If 
any problem arises, the focus should be on solving the problem, not 
troubleshooting [2]. Teambuilding is an ongoing process that assists the team. Not 
only do team members share their expectations for group assignments, they also 
trust and support each other and respect the personality and mindset of other 
individuals. The role of a Teambuilder is to lead the team towards cohesion. 
Empowering teams and employees allows people to make decisions about their 
work. Good team-building skills can bring employees together for a common goal 
and create greater productivity gains. Thus, it is the responsibility of the 
Teambuilder to ensure that all team members participate in the mission of the 
companies for which teambuilding is very important [15] [17] [41]. 

2.4 Generations 

Today, there are six generation groups in the world, which are considered to be six 
distinctly different groups of people. We can say that these generations love 
something else, have a different lifestyle and have different qualities. This 
characterization is not entirely true as they share some common impulses, 
experiences, decades of living together, have same acquaintances, and group 
problems. They differ in a sense, that these problems were not experienced by 
them in the same way. Generation groups can also be differentiated in the 
workplace as their work is done in a different way. Before the 21st Century, there 
was a widening gap in the workplace between generations of active workers. The 
change is justified by the fact that industrial society has been gradually replaced 
by the information society and later by the knowledge society, which has 
completely redefined the way people communicate. The Internet has simplified 
the process of obtaining information, but it has changed the way people interact 
and generational conflicts have appeared, since the information society has created 
a virtual society. Newer generations have already acclimatized to this virtual 
society, so they move more confidently here than in reality. As a result of this 
impulse, however, older generations often feel excluded from the new world. The 
six generations are divided and demarcated as follows: Veteran generation 1925-
1945, Baby Boom generation 1946-1964, X generation 1965-1979, Y generation 
1980-1994, Z generation 1995-2010, Alpha generation after 2010. However, only 
the characteristics of the generations we are investigating are described below [4] 
[5] [16] [33] [40]. 
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Members of the Baby Boom generation were already in a more relaxed socio-
economic situation than their parents, but even more than their children. Work had 
a predetermined working time of when to start and finish. They were in good 
contact with their colleagues and talked to each other and therefore knew each 
other well. Their privacy was not ensnared by workplace expectations. The 
amount of work was determined. They knew the boss personally, had a possible or 
partial human contact with him, therefore was not just an unknown one. This is 
the last generation where hierarchy defined the principle of operation. Changes 
have begun with this age group. A consumer society has evolved, and Monday 
night slideshow watching has taken the place over family conversations. Technical 
devices, cars, TVs, washing machines, refrigerators have appeared. More and 
more things helped the baby boomers' lives, dropping into a world they were not 
prepared for. The world continued to expand, with television being broadcast daily 
and expanding with more channels. They wanted to meet the expectations of the 
West, so they rushed and worked more and more. And their children experienced 
that their parents were doing everything for them, but the price of that was that 
their parents were less at home. When they got home, they were anxious and full 
of doubts [16] [33] [35] [40]. 

Generation X is already part of the explosion of information technology. Its 
members were present when the computer took over the place of typewriters, but 
they still loved to write letters by hand and speak on the phone as in e-mail. They 
had less and less time for old chat meetings. Generation X worked a lot because it 
had to earn money incessantly, with the result that it rarely had fun. The majority 
of those in the workplace adapted to change and shaped their lives accordingly. 
The rush, the profit and loss accounts and the bonuses were strong constraints on 
their lives. As a result, the time spent on rest and relaxation decreased [35]. 
Anxiety became a part of their life and they had to deal with it constantly. There 
was no good-old honesty among the group of friends either. They were constantly 
in a hurry and rush, even on weekends, trying to bring in their back things and 
backlogs. Tired of falling in bed in the evenings, they got to the hamster wheel in 
which they spun more and more [36]. Based on these, we can say that the main 
motivation for this generation in their work was money and the salary. Their great 
mission was to create a stable existence, to create material negligence for their 
families and for themselves. Professional development was not one of their key 
goals, but those who wanted to progress, were usually pursuing a significant 
amount of overtime and doing extra work. Generation X is characterized by 
greater patience and work discipline than younger generations. They were able to 
shut down external factors and were able to handle many things at once. In their 
work, they relied on the intellectual knowledge they had acquired, unlike later 
generations, where Internet and IT played a greater role, and therefore did not feel 
the need to possess such profound information [5] [16] [32] [40]. 

Digitization was part of the life of Generation Y. They are the ones who had been 
most influenced by the achievements of the digital explosion and the Internet. 
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Children of this age group used sophisticated technologies such as computers, 
video games and video players. This did not seem to cause them any effort. When 
new technology arrived, their parents often turned to the children to teach them 
[34]. From a young age, social media and a constant online presence was part of 
their daily lives. Members of the age group acquired almost all information on the 
Internet. According to their slogan "what was not found here did not even exist". 
Generation Y is the biggest challenge for companies. They are motivated by 
money, success, career, but they are not characterized by loyalty, reliability, 
adaptability and obedience. If they have the opportunity, they look for new 
challenges and they do not hesitate to move on. This can be explained by the fact 
that they had to make decisions and perform tasks early. Today's consumer society 
shows that it is not talent by which someone should chose, but rather potential 
earnings. They are not emotionally attached to their workplace. This age group 
has not learned that work involves effort. Thus, the new digital generations are not 
fully aware how much work is needed to be done to be able to buy for example the 
digital devices in their hands. Generation Y still has ambitions and is willing to do 
it for them while Generation Z sits at home waiting for a miracle. This age group 
includes self-realization, belonging somewhere, fun and public events [4] [5] [16] 
[31] [33] [40]. 

The members of the generation Z are still college students, but tomorrow they are 
the new workforce. This is the only age group born into a technologically 
saturated world. This is a formally educated generation. Digital technology is 
present in every aspect of their lives, and they have learned to use it at a young 
age [20]. Generation Z doesn't have to learn how to handle digital devices because 
they already know that. For them, it is a basic training. They are the ones who are 
never alone, they can be online anytime and anywhere, and can talk about their 
thoughts, themselves and their emotions. They have two forms of identity: one is 
personal identity and the other is social identity. Their personal identity comes 
from attributes that made them unique, such as their personal characteristics, 
special interests, and favorite activities. In contrast, family members, friends, and 
neighbors contribute to their social identity [25]. The biggest difference in the age 
groups is that members of the Z generation become adults later, despite the fact 
that they are mentally more mature than their age. However, smart and intelligent 
they may seem, emotionally it is almost impossible for them to process violent or 
aggressive information. A major component of early maturity is the extent of 
aggression seen on screen. Young people today stay at home with their parents, 
start to work and set up their own family later. [4] [5] [33] [36]. 
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3 Aims and Methodology 

We decided to divide the respondents into four main groups based on generations: 
Baby Boom, Generation X, Generation Y and Generation Z. In addition, there are 
two generations, the Veteran and the Alpha, but these two generations have not 
been dealt with in the research because the "veterans" are likely no longer 
working, while members of the latter group are not yet working. We wanted to 
compare how the four different generational groups still living and working 
together change their views on the topic. 

The questionnaire was prepared online and snowball method was used. It was 
filled in voluntarily and anonymously. Data were collected between December 29, 
2018 and March 10, 2019. The questionnaire was completed by 204 respondents. 
We can say that the number of respondents in the four different groups became 
almost identical, which meant that the answers were easy to compare. 

At the beginning of the questionnaire, we used introductory questions. The next 
set of questions was already regarding the main topic of emotional intelligence. 
First of all, we observed the communication link between the employer and the 
employee. Next, we analysed satisfaction with workplace activities and the 
importance of work appreciation, that is, verbal praise. We wanted to know the 
extent to which material assets, professional recognition, development 
opportunities and a good work environment matter. By completing a web-based 
(gyorseqtests.hu) emotional intelligence test, we were able to assess the mean 
value of the subjects' emotional intelligence. At the end of the questionnaire, we 
inquired about the respondents' demographic data. 

During our research we set up 2 hypotheses: 

Hypothesis 1: Relationship between age group and perception of emotional 
intelligence 

H0: There is no relationship between age group and perception of emotional 
intelligence. 

H1: There is a relationship between age group and perceptions of the importance 
of emotional intelligence. 

Hypothesis 2: The level of emotional intelligence is influenced by age group 

H0: There is no relationship between age group and the level of emotional 
intelligence. 

H1: There is a relationship between age group and the level of emotional 
intelligence. 

The responses received were aggregated using Microsoft Excel, and the SPSS 
statistical program was used to test our hypotheses. 
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4 Results 

In this part of the paper, we present the results of a questionnaire research on 
emotional intelligence. In addition, issues related to emotional intelligence were 
divided into generational groups. Out of the 204 fillers, 61% are women and 39% 
are men. The fillers were divided into generation groups. This was important, 
because we wanted to compare how different generations perceive the role of 
emotional intelligence in the workplace. We used only four generations in the 
research, because they are currently active in the labor market. 24.5% of the 
respondents belong to the Baby Boom, 26% to the X, 25% to the Y and 24.5% to 
the Z Generation. We wanted to check how do these values relate to real labor 
market rates. According to the data [30] we can see that our results relate to real 
labor market rates. 

Table 1 

Real labor market rates – employees by age group and generations used in the study (2019/Q3) [30] 

Generation Age group 
Number of 
employees 

(thousand) 

Percent of 
employees of the 

total workforce 

Z 15-24 139.8 5% 

Y 25-34 607.3 23% 

Y+X 35-44 752.9 29% 

X 45-54 635.8 25% 

Baby-boom + 
Veteran 

55+ 449.3 17% 

 Slovakia 2585.1 100% 

We also tested the highest level of education. For this question, five options were 
identified for the respondents. The rate of those with the highest level of education 
attained a primary school was 2%. They were the least. Secondary education (high 
school, vocational secondary school and vocational school) was the most marked 
(46%). The proportion of students still in tertiary education is 12%, while 35% 
with university degrees. Only 5% of the respondents indicated that they are 
postgraduate students. 

In terms of occupational status, 2% of those who filled in said they were owners 
and 7% were self-employed. Another 8% work as managers, while most (80%) 
work as subordinates. The other option was marked by 3%. We also examined the 
size of the companies they work for. Micro-enterprises are of 38% (0-9 
employees), 28% of small enterprises (10-49) and 34% of medium-sized 
enterprises (50-249). None of our fillers worked for a large company. The 
duration of the employment relationship was also examined. Only 14% of those 
who filled in said they had worked for the company for less than 1 year. 33% 
reported 1 to 5 years, and 13% reported 5 to 10 years. Most fillers (41%) had been 
with the same company for more than 10 years. 
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In our first hypothesis (Relationship between age group and perception of the 
importance of emotional intelligence), we made a cross-table. The age group was 
an ordinal (independent) variable, because we can arrange them in series. To 
assess the importance of emotional intelligence, however, we used a question in 
our questionnaire asking our respondents whether emotional or cognitive 
intelligence they consider more important. This variable is nominal and 
dependent. Based on our responses, we have obtained the following results. 

 

Figure 1 

Which intelligence is more important? – By generations 

Thus, according to the figure, cognitive intelligence is considered more important 
by the oldest generation examined, whereas the vast majority of younger ones 
marked the emotional one. However, in order to prove that our result was not 
merely a coincidence, we needed further investigation. For this, we performed a 
Pearson Chi-square test, the results of which are presented in the following table. 

Table 2 

Contains the result of the H1 testing 
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The degree of freedom in our case was 3, while the significance level was 95% 
(0.05). The Chi square value was 11.746, while the critical value for degree of 
freedom and significance of 0.05 was 7.815 according to the table. The empirical 
significance (P) is 0.008. Thus, overall, the Chi-square we measured is less than 
critical, and empirical significance is less than significance. Based on these 
results, we must reject the null hypothesis (no relationship between the two 
variables) and we have to accept the alternative hypothesis (the relationship 
between the two variables). Our first hypothesis – the relationship between age 
group and perception of the importance of emotional intelligence – can be 
considered as true. 

We also made a cross-tabulation of our second hypothesis (the level of emotional 
intelligence is influenced by age group). The age group was an ordinal 
(independent) variable because we can arrange them in series. The magnitude of 
emotional intelligence was examined in 3 categories: 

 Low – 0-25 

 Medium – 26-50 

 High – 51-75 

This variable is also considered to be ordinal, but also dependent. Based on the 
answers of our respondents, we have obtained the following results. 

 

Figure 2 
EQ score by generations 

According to our results, individuals of Generation X have the highest level of 
emotional intelligence, while those of Generation Z have the lowest level of 
emotional intelligence. However, in order to prove that our result was not merely a 
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coincidence, we needed further investigation. This time we wanted to perform the 
Pearson Chi-square test, but according to the results of the SPSS program, more 
than 20% of the cells had values less than 5. In this sense, we cannot use the 
Pearson Chi-square test. 

Table 3 

Contains the result of the H2 testing 

 

In this case, we need to look at the results of the likelihood ratio. Our significance 
remained at 0.05. The significance (P) value we have for the likelihood ratio is 
0.000, which is less than the defined significance. In this case, we must reject the 
null hypothesis (no relationship between the two variables) and accept the 
alternative hypothesis (the relationship between the two variables). Our second 
hypothesis, according to which the level of emotional intelligence is influenced by 
age, can be considered as true. 

Conclusions 

In the first part of our article, we briefly introduced the theory of emotional 
intelligence. For this we used Hungarian, Slovak and English literature. Emotional 
intelligence can be found in everyday life such as social contacts. It affects human 
relationships and leadership activities. It is essential for recognizing, controlling 
and managing the emotions of ourselves and others. Our emotions affect our 
environment as they have a profound effect on our emotional development. 
Environmental influences can guarantee the development of emotional 
intelligence, for example, the mood in the workplace significantly determines the 
emotional intelligence of the manager or of subordinates. This intelligence plays 
an important role in the workplace as it plays a crucial role in communication and 
in situations that affect behavior and the way people are treated. The closest thing 
to emotional intelligence is empathy. This allows us to recognize the emotions of 
others and to be able to gauge their thinking and behavior. In this work we present 
two aspects of emotional intelligence, its presence in organizations and its 
measurement, which consists of 16 different steps. We went on to do more with 
leaders and coaching. In the last subchapter of the theoretical part, we mention the 
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6 generational groups, but in our paper we only dealt with 4 generations (Baby 
Boom, X, Y and Z), as their members are still active and Already in the job 
market. For the 4 generations, we have highlighted the most important traits in the 
workplace. In our research, we identified 2 main hypotheses that examined each 
generation for emotional intelligence. 

Based on our results, both hypotheses were accepted, after confirming the 
appropriate statistical evidence. Our results indicate that there is a relationship 
between age group and perceptions of the importance of emotional intelligence, 
and that the level of emotional intelligence is actually influenced by age group. 
Furthermore, it has been found that although the youngest (Generation Z) consider 
emotional intelligence to be more important than cognitive, they still have lower 
emotional intelligence than their older (Baby Boom, Generation X and Y) 
counterparts. 
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