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Abstract: The goal of this paper is to develop the neo-classical Solow growth model, in 
which, the authors repeal an assumption of a constant rate of growth of technological 
progress. Herein, the authors assume an alternative trajectory of an increase in scientific 
and technical knowledge A(t), and on that basis, they accept the following assumptions. 
First, the rate of growth of technological progress is not constant, but changes over time. 
Second, the path of the growth of the scientific and technological knowledge tends toward a 
certain level in the long term, which can be equated with the equivalent of the 
technological boundary. Such a modification of the assumptions regarding the 
technological progress rates, allows leading growth paths for both capital and product per 
unit of effective labor. Next, based on the solution of the presented growth model, the 
authors calibrated the parameters and carried out numerical simulations. Numerical 
simulations, conducted for the Polish economy in a 100-year horizon, allowed an inclusion 
of scenarios regarding both the rate of technological progress and investment rates. In the 
simulations, two variants of the annualized rates of technological progress were adopted 
(optimistic, g=1.7% and realistic, g=1.5%). The adopted levels of technological progress 
rates were used to determine the horizontal asymptote for the scientific and technological 
knowledge A(t) that will be shaped in accordance with geometric progress. In the 
considered variants the following investment rates were adopted: 15, 20 and 25%. This 
allowed determining the trajectories of labor productivity growth in the Polish economy 
taking into account different combinations of changes in the rates of technological progress 
and investment rates. 
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1 Introduction 

In the theory of economics technological progress is considered as one of the most 
important factors determining economic growth. In growth models technological 
progress is perceived differently and there is a large variety of factors that 
generate progress, which undoubtedly affects its exogenous or endogenous 
character. Apart from the factors determining technological progress, in this 
article the authors attempt to develop the neo-classical growth Solow model. They 
repeal the assumption of a constant growth rate of technological progress. In the 
paper the authors assume an alternative trajectory of an increase in scientific and 
technological knowledge, and on its basis of they assume the following 
assumptions. Firstly, the growth rate of technological progress is not constant but 
changes over time. Secondly, the growth path of scientific and technological 
knowledge tends to a certain level in the long term, which can be equated with the 
equivalent of the technological boundary. 

The structure of this paper is as follows. The first section is an introduction. The 
second part, a review of the literature regarding the inclusion of technological 
progress in selected models of economic growth and selected generalizations of 
the neo-classical Solow model were presented. The third part contains an 
analytical solution of the model that takes into account alternative assumptions 
regarding the development path of the scientific and technological knowledge. In 
the fourth part, the parameters of the presented model are calibrated and numerical 
simulations of labor productivity growth paths in the considered variants are 
presented. Part five is a summary of the considerations and the more important 
conclusions. 

2 Review of the Literature 

Economic growth is a multidimensional and long-term process leading to an 
increase of the production potential of a given economy. The multidimensional 
character of economic growth is primarily the result of many factors determining 
this process, and the basic ones include: capital, labor, technological progress, 
institutional factors or social capital [25, 27, 30]. Multidimensionality also results 
from an analysis of various aspects of particular factors that determine the 
processes of economic growth [26]. Capital in growth models is considered as 
material, human or social capital. Technological progress as an exogenous or 
endogenous factor, embodied or unmasked in a man, etc. A great contribution to 
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the development of the theory of growth is attributed to the Solow [23] model 
which became the foundation for later growth models. The Solow model was 
based on the power production function of the Cobb-Douglas type and the 
equation of capital accumulation which determines its growth as investments in 
this capital reduced by its depreciated value. This model also assumed a constant 
income from the scale of the production process, a constant rate of technological 
progress, or a constant rate of increase in the number of employees [23]. The basic 
advantages of the Solow model include the form of the equation that describes the 
accumulation of tangible capital, an uncomplicated analytical form of the model 
solution, which, with the power production function, is easily empirically 
verifiable by determining the growth paths of technological labor or labor 
productivity. The main weaknesses of the model include, first of all, an adoption 
of physical capital as the only factor of production, thus omitting, for example, 
human capital, adopting permanent economies of scale and treating technological 
progress or the number of employees as exogenous variables (for more on the 
disadvantages and critiques of the Solow model [18] [19]. Criticism of the 
exogenous nature of technological progress in the Solow model made that many 
researchers attempted to endogenize a technological progress in growth models. 
One of the first researchers who presented the concept of endogenization of 
technological progress was Conlisk. In his research he accepted the assumption 
that economy and its growth are a closed system of dependencies between 
investment rates in human and material capital and technological progress [6]. 
Conlisk’s assumptions were developed as part of a new growth theory in which 
the so-called Solow residual was understood as the result of expenditure in human 
capital, the product of which are new production techniques determining 
economic growth. Technological progress as a product of human capital was 
endogenized. As part of the new growth theory two main trends of research can be 
distinguished. In the first approach an increase in technological progress is the 
effect of the accumulation of knowledge. In the endogenization models of 
knowledge accumulation, the research sector (R&D sector) is introduced. Its 
purpose is to generate new knowledge, and thanks to it, a larger product can be 
obtained with a given capital and labor resource. Such an approach to the 
endogenization of technological progress occurred in works including: [3] [20] 
[11] [1] [28] and empirical studies in the works of, among others [16] [29] [14]. 
The second trend assumes that the accumulation of capital is of fundamental 
importance for growth, while capital is recognized more broadly, including human 
capital as the causative factor of technical progress. The models created under the 
second trend include, among others works: Romer [21], Barro [2], Mankiw, 
Romer, Weil [17] or Kramer, Thompson [15]. 

Theories of endogenous growth, although they justified the issue of generating 
technological progress, proved to be incapable of explaining the key empirical 
regularities in the processes of growth and development in various regions of the 
world during the last two millennia. In general, exogenous and endogenous 
theories are classified as non-uniform theories of economic growth. Currently, one 
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of the most interesting and advanced theories is Unified Growth Theory – Oded 
Galor [9]. With regard to this theory, it can be said, that it belongs to neoclassical 
theories of endogenous growth. One of its main assumptions is an interaction 
between investments in human capital and technological progress which evoke the 
following spiral. Human capital generated faster technological progress, which in 
turn increased the demand for human capital, leading to increasing investments in 
children quality, which ultimately led to a decrease in demographic growth and, as 
a result, to a decline in the population. An increase in demand for human capital 
caused by technological progress eventually resulted in an increase in the quality 
of children's education at the expense of the number of children they have. 
Therefore, human capital also plays an important role here. It creates a faster 
technological progress but also determines the demand for human capital, which 
results in the growth of human capital while leading in highly developed 
economies to a decrease in the birth rate and population, and this becomes a new 
stimulus for a further technological progress. The technology growth rate in the 
Galor [9] model is defined as a function of the quality of education and a 
sufficiently large active population. However, it is not constant as in the Solow 
model but is subject to change. In addition, the technological boundary is possible, 
and in the Solow model technological progress tends to infinity. 

Most growth models were based on certain weaknesses of the Solow model, such 
as the assumption of the exogenous nature of technological progress or the 
adoption of physical capital as the only factor of production, excluding human 
capital. Some researchers focused their attention on developing the Solow model 
by repealing rather unrealistic assumptions. An example of this may be the work 
where the assumption that there is a constant rate of employment growth 
(constituting a constant percentage of the exponentially growing population) 
exists. It means that the number of people working in the economy in the long run 
increases to infinity, which was dictated by the existence of a positive rate of 
demographic growth. Nowadays, demographic processes taking place in many 
developed economies undermine the accuracy of the above assumptions. The 
studies where alternative assumptions about the paths of employment growth are 
considered include the works: Guerrini [10] [12], Biancia, Guerrini [4], 
Sinnathurai [22], Sika, Vidová [24] or Dykas, Misiak, Mentel [7]. 

In this paper the authors attempt to develop the neo-classical Solow economic 
growth model and they repeal the assumption of a constant growth rate of 
technological progress. In the study the authors assume an alternative trajectory of 
an increase in scientific and technological knowledge, and on its basis they 
introduce the following assumptions. Firstly, the growth rate of a technological 
progress is not constant but changes over time. Secondly, the growth path of the 
scientific and technological knowledge tends to a certain level in the long term, 
which can be equated with the equivalent of the technological boundary. 
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3 Model 

The model of economic growth discussed in this paper is based on the following 
assumptions: 

1) The production process is shaped according to the Cobb-Douglas [5] power 
production function according to the formula (see also: Tokarski [27; 28])1: 

          1tEtKtY  (1) 

where Y is the stream of produced product, K and E are (respectively) capital 
expenditure and so-called the units of effective work, αϵ(0;1) is the product's 
flexibility in terms of capital expenditure, and 1-αϵ(0;1) is the flexibility of the 
product created in the economy relatively to the units of effective work. 

2) The accumulation of capital, as it is in the original Solow [23] model, is 
described by the following differential equation: 

     tKtsYtK   (2) 

where δϵ(0;1), sϵ(0;1) mean (respectively) the investment rate and the rate of 
capital depreciation. 

3) The amount of scientific and technological knowledge at the t moment is 
shaped according to the following growth path: 

  teAtA   0  (3) 

where: A0-ϴ>0  

The growth path of the scientific and technological knowledge described by 
equation (3) is characterized by the fact that in the infinite time horizon (t→∞) 
this resource tends to the level of A0. However, in the period t=0, the scientific 
and technological knowledge in the discussed model of economic growth is at 
the level A0-ϴ>0. Moreover, by differentiating the relation (3) with respect to 
time, we obtain: 𝐴̇(𝑡) = 𝜃𝜆𝑒−𝜆𝑡 > 0. The above dependences show that the 
growth path described by (3) grows asymptotically from level A0-ϴ to the value 
A. 

4) Effective work units E(t) are defined as a set of scientific and technological 
knowledge A(t) weighted by the number of employed L(t). When determining 
the growth rate of units of effective work 𝐸̇(𝑡)/𝐸(𝑡), it turns out that they grow 
at a growth rate equal to n+g(t), where n> 0 is the rate of growth in the number 

                                                           
1 All subsequent macroeconomic variables are assumed to be differentiable functions of 

time t≥0. The record x(t) will mean the value of the variable x at the moment t, and 
x(t)=dx/dt - the derivative of the variable x after the time t, i.e. (economically speaking) 
an increase in the value of this variable at the moment t. 
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of the employed in this economy, and 𝑔(𝑡) = 𝐴̇(𝑡)/𝐴(𝑡) is the growth rate of 
the scientific and technological knowledge referred to in the literature as 
technological progress rate. Hence and from dependence (3), it follows that the 
rate of technological progress in the discussed economic growth model is the 
following: 

 
t

t
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0
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From the above considerations, it follows that the growth rate of the effective 
work units is in line with: 
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5) Assuming that y=Y/L and k=K/L are (respectively) labor productivity and 
technical development, then the following relationships will be satisfied: 

   tyeLtY nt
0  (6) 

   tkeLtK nt
0  (7) 

6) Moreover, assuming that yE=Y/E and kE=K/E  yE=Y are (respectively) the 
stream of product produced and the capital stock per unit of effective work and 
based on equation (6) - (7) we get: 

     tyeAty E
t   (8) 

     tkeAtk E
t   (9) 

From the production function (1) one can go to the production function in an 
intense form by dividing its sides by units of effective work E>0, which based on 
assumption 6) gives: 

    tkty EE   (10) 

The relation (10) describes the relationship between the capital expenditure per 
unit of effective work (kE) and the production volume per unit of work (yE). 

Differentiating capital for the unit of effective work(kE=K/E) after the t time we 
obtain: 

         
  

 
 
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tE
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tE

tEtKtEtK
tk EE
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 




2
  

which together with (2)-(5) gives us: 

       tkttsytk EEE   (11) 
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and     0 ntgt   means the rate of capital loss per unit of effective 

work. The differential equation (11) is equivalent to the Solow movement 
equation [22] in the economic growth model discussed here. 

Taking into account the production function in the intense form (10) and the 
relation (11), one can obtain the following differential equation: 

        tkttkstk EEE    (12) 

The equation (12) for each t≥0 has a trivial solution (kE(t)=0) and a family of non-
trivial integrals2. 

The equation (12) for kE>0 can be presented as: 

              1tktstktk EEE
  (13) 

By making the Bernoullei substitution: 

 

      1tktz E  
(14) 

we get the following transformation of the equation (13): 

     tzts
tz 



1


  

which can be transformed into the relation: 

         tztstz   11  (15) 

Considering the homogeneous equation from the relation (15) we get: 

 
       tzttz  1  (16) 

the solution of equation (16) is given by the formula: 

          11   tAetCtz tn  (17) 

where the factor C(t) is the integral integration constant. Differentiating the 
equation (17) with respect to time and taking into account the relation (14) we get: 

                                                           
2 The trivial integral (as uninteresting from both mathematical and economic point of view) 

will be further ignored. Non-trivial integral of this equation will determine the time path 
(or path of growth) of capital for the unit of effective work. 
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Thus, and from the relations (3) - (5) we get: 

            dttAtnstC  1
0 exp1exp1   

Selecting t so that the condition is met3: 

    expWt   

we get C(t) approximated to the form: 

         dttntstC  11exp1   

In addition (for ω=2-α) by differentiating Γ(ω,(1-ω)(n+δ)t) we get4: 

 
           


  nte

dt

tnd tn 1
1, 11   

From here we finally get: 

            CtnnstC     1,11 2
  

where C>0. 

Hence, and from the relations (14) and (17), capital for the unit of effective work 
can be written as: 

                    1

1
211 1,11     CtnnstAetk tn

E
 (18) 

Assuming that for the discussed problem the Cauchy boundary condition of takes 
the form kE(0)= kE0≥0, the constant C>0 can be written as: 
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3 The function W(z) denotes the special function of W-Lambert, i.e. the function which for 

the complex number z meets the relation: z=W(z)exp(W(z)). 
4 The function Γ(z) is a special gamma function, i.e. a function defined for any complex 

number as: 𝛤(𝑧) = 1𝑧∏ (1+1𝑛)𝑧1+𝑧𝑛∞𝑛=1 . 
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Thus, the integral of equation (13) is written as: 𝑘𝐸(𝑡) = [𝑠𝐴01−𝛼(𝛽 − 1)((1 − 𝛽)(𝛿 + 𝑛))1−𝛽𝛤(𝛽, (1 − 𝛽)(𝑛+ 𝛿)𝑡) + +𝑘𝐸0𝛽−1 − (𝜏 − 𝜃)1−𝛽𝑠𝐴01−𝛼(𝛽 − 1)((1 − 𝛽)(𝛿 + 𝑛))1−𝛽𝛤(𝛽, 0)(𝜏 − 𝜃)1−𝛽  (𝑒𝑡(1−𝛽𝛿)(𝜏 − 𝜃𝑒−𝜆𝑡)1−𝛽)] 11−𝛼
 

(19) 

In addition, the product for the unit of effective work (yE(t)) is described by the 
equation: 
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(20) 

4 Calibration of Model Parameters and Numerical 
Simulations 

Numerical simulations of the theoretical model presented in point 3 were 
conducted in two stages in one-hundred-year periods. In the first stage, the values 
of parameters of equations describing the shaping of the scientific and 
technological knowledge and the path of labor productivity growth were 
calibrated. In the second stage, numerical simulations of the above-mentioned 
paths were performed based on different scenarios regarding the investment rates 
and the technological progress rate. For the function describing the growth path of 
the scientific and technological knowledge base, the following conjunction was 
adopted: 

A0-
ϴ=A2000      

˄       
A0=A2100 

(21) 

where: A2000 and A2100 are (respectively) resources of scientific and technological 
knowledge in 2000 and 2100. In the study, the level of scientific and technological 
knowledge A(t) in 2000 was normalized to unity, and the level for 2100 was 
determined based on the average annual technological progress rate assuming that 
A(t) will be shaped in accordance with geometric progress. To this end, the 
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production function (1) was used, assuming a constant rate of increase in scientific 

and technological knowledge 
𝐴̇(𝑡)𝐴(𝑡) = 𝑔 > 0 , thus, we get: 

          1~
tLtKeAtY gt  (22) 

Where 0
~
A  means the level of scientific and technological knowledge in the 

period t=1. 

By logarithmizing equation (22) we obtain: 

            tLtKgtAtY ln1ln
~

lnln    (23) 

When subtracting, in equation (23), the items ln(L(t)) one can go to dependencies: 

       tkgtAty ln
~

lnln   (24) 

The equation (24) describes the log-linear relationship between labor productivity 
y and the technological development k and the rate of technological progress. In 
the next stage, based on panel data for Polish provinces taken from the Central 
Statistical Office for the years 2000-2015, the parameters of the following 
equation were estimated: 

   itit kty lnln 210    (25) 

where yit is labor productivity in the i-th of the provinces (i=1,2, ..., 16) in year t 
(t= 2000, 2001, ..., 2015); kit is a technological development in the i-th province in 
year t; α0 this is the logarithm of the total productivity of factors of production; α1  

parameter determining technological progress; α2 flexibility of labor productivity 
in relation to technological development. 

Table 1 

Estimated parameters of the equation (25) 

Explanatory variable 
Values of estimated 

parameters 

Constant 
-32.0685 
(0.0000) 

ln(kit)  
0.2997 

(0.0000) 

T 
0.0174 

(0.0000) 

R2 
Corr. R2 

0.8171 
0.8151 

Source: personal study 

The level of significance was given in brackets. 
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The estimation of the parameters of the equation (25) was made on the basis of the 
instrumental variables method using the Generalized Method of Moments. The 
estimates presented in table 1 show that the average flexibility of labor 
productivity in relation to technological development in Polish provinces in the 
years 2000-2015 was about 0.30 and the value of such flexibility was accepted for 
further numerical simulations (see also [8]). In addition, the average annual 
technological progress rate for this period was approx. 1.7%. For this reason, in 
numerical simulations two variants were adopted regarding the formation of the 
A(t) value. The first variant (called optimistic) assumes such level of A(t) in 2100 
that would be determined by the average annual technological progress rate 
consistent with the estimates, while the second variant (realistic) assumes an 
average annual growth of 1.5%5. 

Figure 1 presents the growth paths of scientific and technological knowledge with 
the assumed variants. Assuming the first variant, where the level A(t) in 2100 will 
be implied by an average annual technological progress equal to 1.7%. Assuming 
such a scenario of shaping the scientific and technological knowledge, its value in 
2100 in relation to 2000 will increase by 4.8 times. 

 

 

Figure 1 

Trajectories of the scientific and technological knowledge in the adopted variants 

Source: own study 

                                                           
5 The Polish economy has undergone a system transformation from a centrally planned 

economy to a market economy. Almost 50 years of existence of a centrally planned 
economy in Poland generated significant technological delays (a technological gap) in 
relation to the economies of Western Europe. In the period 2000-2015, which was 
adopted to estimate the rate of technological progress, the Polish economy on the 
principle of technological convergence continued to reduce the technological gap. Thus, 
the estimated rate of technological progress may be overstated as it contains the effect of 
technological convergence. For this reason, in the realistic variants, the average annual 
rate of technological progress at the level of 1.5% was adopted. 
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While accepting variant II an increase in the amount of scientific and 
technological knowledge in 2100 will be fourfold in comparison with 2000. 

In addition, in each of the variants considered, three scenarios regarding the 
investment rates were adopted. In the years 2000-2015, the average investment 
rate for the Polish economy was at the level of 19.8%, and based on this average 
the authors assumed that this rate in the discussed time horizon would be equal to 
20% assuming that it may deviate by 5 points rates. Bearing in mind the above, 
the variants regarding the investment rate were: 15%, 20%, 25%. The growth rate 
of the number of employees was assumed at 1%. In addition, based on the capital 
accumulation equation (2), the rate of depreciation of capital for the Polish 
economy was estimated. The equation describing the rate of depreciation of 
capital in discrete time is as follows: 

t

tt

K

KsK 




  (26) 

Equation (26) assumes flexibility of labor productivity in relation to capital-labor 
ratio at the level of 30%, and the investment rate at 20%. Based on statistical data 
taken from the Central Statistical Office, regarding the development of physical 
capital in the Polish economy for the years 2000-2015, the rate of depreciation of 
capital at the level of 8.5% was estimated. 

Table 2 

Numerical simulations of labor productivity in various variants of the rate of technological progress 

and investment rates 

Simulation 
period 

(in years) 

Variant I (g=1.7%) Variant II (g=1.5%) 

s=0.15 s=0.2 s=0.25 s=0.15 s=0.2 s=0.25 

2000 1 1 1 1 1 1 

2020 3.611 4.037 4.410 3.014 3.366 3.674 

2040 6.333 7.152 7.861 5.0181 5.665 6.225 

2060 8.498 9.609 10.571 6.589 7.451 8.196 

2080 10.071 11.391 12.534 7.725 8.738 9.614 

2100 11.172 12.638 13.906 8.518 9.636 10.603 

Source: Own study 

 

Table 2 presents numerical simulations for a 100-year time horizon for the Polish 
economy. The following conclusions of the economic character can be drawn 
from the results of numerical simulations regarding the labor productivity growth 
paths. 
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When assuming the first variant (see Fig. 2) regarding the rate of technological 
progress, and assuming that the economy will be characterized by a relatively low 
investment rate of 15%, labor productivity in the discussed time horizon will 
increase more than eleven times. In the same scenario concerning technological 
progress, but assuming that investment rates will be at 20%, labor productivity in 
the Polish economy will increase by about 12.5 times as compared to 2000. With 
the first option, the highest increase in labor productivity would occur at the rate 
investment equal to 25% and this increase would be almost fourteen. 

 

Figure 2 

Labor productivity growth paths in various scenarios regarding investment rates and technological 

progress rate g=1.7% 

Source: Own study 

 

Figure 3 

Labor productivity growth paths for various scenarios regarding investment rates and technological 

progress rate g=1.5% 

Source: Own study 
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When assuming that the level of the scientific and technological knowledge in the 
year 2100 will increase by 4.8 times - the second variant and also assuming that 
the investment rate in the discussed time horizon will be 15%, then the labor 
productivity will increase by about 8.5 times. However, with the same variant, 
assuming an investment rate of 20%, the product per employee in the economy up 
to 2050 will increase by about 9.6 times. On the other hand, Figure 3 shows that 
with the second variant regarding the rate of technological progress, with an 
investment rate of 25%, labor productivity in the years 2000-2050 will increase by 
around 10.6 times. 

 

 

Figure 4 

Compilation of labor productivity growth paths for different variants concerning the rate of 

technological progress and the investment rate s=20% 

Source: Own study 

When comparing two options regarding the development of the scientific and 
technological knowledge in the horizon 2000-2100, it can be noticed that, for 
example, in the case of investment rates of 20% (see Fig. 4), labor productivity in 
2100 will be approx. 30% higher than for the second variant. 

Conclusions 

The model of economic growth presented in the paper is a modification of the 
neo-classical Solow-Swan model (1956). In the model under consideration, the 
assumption of a constant rate of technological progress was abolished, thus 
assuming the path of growth of the scientific and technological knowledge 
resources changing exponentially to a permanent asymptote. This modification 
allowed taking into account, herein, certain scenarios concerning the shaping of 
the technological progress rate, thus obtaining various paths of growth of the 
scientific and technological knowledge. The study adopted two scenarios, 
regarding the technological progress rate, the first optimistic variant with a 
progress rate equal to 1.7% and (the second) realistic one for the rate equal to 
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1.5%. Numerical simulations show that the scientific and technological knowledge 
in the Polish economy, 2000-2100 will increase about 4.8 times in the 
implementation of the optimistic variant, while the realistic variant has a lower 
growth rate of 400% in the year 2100 compared to the year 2000. 

For each of the variants regarding the development of the technological progress 
rate, three scenarios for the investment rate were selected. The following levels: 
15%, 20%, and 25% were assumed. The numerical simulations carried out for the 
investment rate of 15% allow noticing that depending on the adopted scenario, an 
11-fold increase in labor productivity (for the optimistic variant) and an 8.5-fold 
increase for the realistic variant is possible. With an investment rate of 20%, an 
increase in labor productivity in the discussed time horizon was 12.6 times (in the 
optimistic variant) or 9.6 times (in the realistic variant). The highest increase in 
labor productivity was recorded at the investment rate of 25% and for the 
optimistic variant, it was 13.9 times, while for the realistic variant, it was 10.6 
times. 
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Abstract: Fuzzy-based control systems are popular in practical applications where 
imprecision, subjectivity, and uncertainty can arise in the data and in the evaluation 
process, and it needs to be addressed. One possible solution is the fuzzy approach. 
However, computational requirements of these models can be extremely high, mainly 
defuzzification part of the Mamdani-type control. Whatever great advantages the Mamdani 
model has, it is closer to the human way of thinking compared to the Sugeno model, which 
is another popular controller. In the case where a short reaction time is required, the 
computational needs should be reduced. Here, we propose modified Mamdani models for 
this purpose. This new model is much faster while all the advantageous properties of the 
original Mamdani model are retained, and in some ways, it is better. 

Keywords: fuzzy control; Mamdani control; arithmetic-based control 

1 Introduction 

Fuzzy-based control models are frequently used in engineering tasks and in 
medical related applications [1]. Because of this, they can be built up in a user-
friendly way, i.e. we can apply linguistic terms for the hard-to-quantify 
parameters. The Mamdani control is closer to the human way of thinking, but it 
has high computational requirements. For this reason, the application of the model 
in real-time and adaptive systems is limited. Computational requirements of the 
Takagi-Sugeno system is much lower. For this reason, it is very popular in 
optimization and adaptive tasks, but its limitation compared to the Mamdani 
control that intuition can be less built into the system. For the latter reason, it was 
not examined in detail in this paper, only a brief comparison is performed. 

In the literature, there are several different techniques available for reduces the 
computational requirements in Mamdani-type control [2], such as the HOSVD-
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based model, which eliminates the redundancy from the system [3]; genetic 
algorithms are used for generalization of the antecedents [4]; and, to minimize the 
number of rules and membership functions of the fuzzy system fuzzy subtractive 
clustering [5] or the combination of the inputs or antecedent sets [6] are the most 
popular approaches. Using a hierarchical structure of the model instead of a 
single-stage system also decreases the computational needs because the number of 
the rules increases exponentially with the number of the input parameters. In 
hierarchical systems, this increase is only linear because the problem is broken 
down into sub-problems. In this way, there are fewer input parameters at the 
different stages, leading to sub-systems that operate with fewer rules [7]. 

In this study, two significant modifications of the conventional Mamdani control 
system are introduced. One of them is the Mamdani-like structure with a 
discretized output, where the order of the evaluation steps is swapped, while the 
second is an arithmetic-based model, which is based on a linear combination of 
the membership function components. The aim of the study is to find an algorithm 
that can retain the advantages of the conventional control model, yet significantly 
reduce the computational requirements. The authors examined the proposed 
methods in a hierarchical patient surveillance system, where physiological 
parameters are monitored in real-time. 

2 Mamdani-Type Control System 

In the Mamdani system natural language rules are used, where the rules are given 
in the following form: IF condition THEN consequence. Let the input parameters 
be x1, x2, …, xn from the universe of discourse X1, X2, …, Xn, respectively. In 
this case, the output parameters yϵY can be calculated by using the following type 
of rules:  

IF  is  and … and  is  THEN y is , 

where  is the antecedent  belongs to input k, is the fuzzy set that 

is assigned to the consequent set of the rules, ; and  is the 

number of the antecedent sets belonging to input j. The rule premises can be 
obtained from all the possible combinations of the fuzzified values of the inputs. 

2.1 Fuzzification 

The system inputs are generally obtained as crisp values. In order to handle 
inherent uncertainty, a fuzzy value should be made from them by applying the 
fuzzification method. In this step the degree of fit of the input should be 
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determined on the antecedent set, i.e. the extent to which current inputs belong to 
the fuzzy sets, which are used to characterize them [8]. In the case of triangular 
membership functions and crisp inputs, the fuzzified value can be calculated using 
Eq. (1) and it is illustrated in Fig. 1. 
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where ai, bi, ci are the membership function parameters. Visually it looks like this: 

 

Figure 1 

Fuzzification for triangular membership function 

2.2 Firing Strength Calculation 

During the evaluation the fuzzified values of all the input factors should be taken 
into account. For this reason, these values should be connected by a fuzzy operator 
for each rule, based on its antecedent to get the rule strength, which specifies the 
influence level of the given rule antecedent [9]. The operator selection depends on 
the task. In the case of a product operator, it can be calculated using Eq. (2) and its 
result is shown in Fig. 2. The product formula is 





m

j
Ai xw

kj

1

)(  (2) 

where m is the number of the inputs,  is the fuzzified value of antecedent 
k of input j. And a visualization of it is 

 

Figure 2 

Firing strength calculation using product operator 
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2.3 Fuzzy Implication 

After the rule strength has been determined for each rule we need to find the 
extent to which the rule-consequent is involved in the final result [10]. Different 
operators can be used depending on the task. In Fig. 3. the result of a product 
implication can be seen, which can be calculated using 

iBiB μwy
i
  (3) 

where wi is the firing strength of rule i and  is the consequent set belonging to 
rule i. Visually, it looks like this: 

 

Figure 3 

Fuzzy implication using product operator 

2.4 Aggregation 

After the implication has been calculated for each rule, the partial conclusions are 
obtained. These fuzzy sets should be aggregated via Eq. (4) to get the system 
result using an averaging operator [11]. Fig. 4 shows an example using the 
aggregation method with a sum operator. If the membership functions form a 

Ruspini-partition, i.e. , then it is not necessary to weight the sets 
obtained by using the firing strength [12]. 

Here, 





n

i
Bi i

yw
1

y  (4) 

where wi is the firing strength of the rule-premise i,  is the result of the 
implication method for rule i, and n is the number of rules. Visually, it looks like 
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Figure 4 

Sum aggregation 

2.5 Defuzzification 

In the case where a crisp output is needed, which characterizes the system result 
best, the complex shaped function obtained should be defuzzified. There are 
several different defuzzification methods available for, of which the centroid 
method is the most common and physically appealing of all the defuzzification 
methods [13]. Fig. 5 shows the results of the defuzzification process using the 
centre of gravity method, which can be defined by 
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where  is the aggregated consequent set. 
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Figure 5 

Centre of gravity (COG) defuzzification  

3 Mamdani-like System with Discretized Output 

3.1 Basic Principles of the Modifications 

In the original Mamdani model aggregation and defuzzification are the evaluation 
steps, which increase the computational needs to the greatest extent. The idea of 
our reduction approach came from this fact. The first part of the evaluation (i.e. 
fuzzification, firing strength calculation, fuzzy implication) is the same as that in 
the original model, but the order of the aggregation and defuzzification is 
swapped. After the fuzzy implication step, each rule-consequent set is first 
defuzzified, then it is followed by aggregation. This modification might appear to 
further increase computational needs, because defuzzification is the 
computationally most intensive task and in this version, it should be performed as 
many times for as many rules there are. However, the high computational needs of 
the defuzzification in the original model is caused by the complex shape of the 
function, which is obtained after the aggregation. In contrast, in the modified 
model, simple shaped functions should be defuzzified, whose computational needs 
are negligible. And, during the aggregation significantly fewer operations are 
required because in this case crisp values should be aggregated instead of fuzzy 
sets. Detailed properties and a proof of the equivalency can be found in [17]. 
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3.2 Defuzzification 

In this modified version of the original Mamdani-type control, defuzzification is 
performed for each rule consequent set separately. These sets are piecewise linear 
(i.e. triangular, trapezoidal) fuzzy sets. As can be seen from Eq. (6) this simplified 
form significantly reduces the computational needs, for a triangular membership 
function. 

Here, 

3
iii

i

cba
y


  (6) 

where ai, bi, ci, are the membership function parameters. 

In the case of a symmetric function, the calculation is even simple, because in the 
case of triangular function the defuzzified value is just equal to bi. In the case of 
symmetric trapezoidal function, it can be calculated using 
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i

cb
y


  (7) 

The defuzzification method for the simplified model is shown in Fig. 6 below. 

 

Figure 6 

Defuzzification in the Mamdani-like system with discretized output  

3.3 Aggregation 

After defuzzified values have been obtained for all the rules, the final conclusion 
of the system should be drawn. For this reason, these crisp values should be 
aggregated as a weighted sum of them, where the weight factor is the firing 
strength of the rules, as follows 
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Figure 7 

Aggregation in the Mamdani-like system with discretized output 

4 Arithmetic-based Control 

4.1 Basic Principles of the Method 

The traditional Mamdani-type control is again used here as a basis for our 
simplification approach. Even the order of the evaluation steps is the same as in 
the traditional model (Subsection 2.1-2.5); only the step of fuzzy implication is 
omitted, while aggregation is modified. The basic idea is to manage the left and 
right-hand sides of the functions instead of aggregating the entire consequent sets. 
In this case, the result of the aggregation can be got as the linear combination of 
these parts of the functions, left and right-hand sides separately [14]. 
Consequently, the computational needs can be significantly reduced, due to using 
crisp parameters to represent the membership functions. The proposed method is 
equivalent to the α-cut, but it is more effective. Detailed properties and a proof can 
be found in [15]. 
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4.1 Aggregation 

After the firing strength calculation (2), the values obtained should be normalized 
like so: 





n

i
i

i
i

w

w
w

n

1

 (9) 

The left- end right-hand side of the aggregated consequent set can be represented 
by the following pair of equations 

 
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 LLL axmy  (10) 
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1
 RRR axmy  (11) 

where  and  are the slopes of the membership function, , 

 and . 

A linear combination of the rule consequences can be obtained, for both sides of 
the functions, as follows: 
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After the aggregation, the simple-shaped function obtained can be defuzzified 
using Eq. (6). The way of aggregation and defuzzification work is shown in Fig. 8 
below. 
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Figure 8 

Aggregation and defuzzification in the arithmetic-based control process 

5 Comparison of the Computational Needs 

5.1 Mamdani-type Control vs. Mamdani-like System with 
a Discretized Output 

When comparing the computational needs of these methods, it should be kept in 
mind that the first steps of the evaluation (i.e. fuzzification, firing strength 
calculation, implication) are the same. Consequently, their computational needs do 
not have to be taken into account because they are the same. This significant 
reduction can be achieved due to the swapping of the order of the aggregation and 
defuzzification. 

In the traditional Mamdani-type model, fuzzy sets should be aggregated, then the 
complex shaped function obtained should be defuzzified. In practice, this means 
that aggregation must be performed with an equidistant division of the input 

range. Let Y be the input domain , the set, which contains its 

equidistant base points , where N is the 
number of the base points of the equidistant division and the distance between two 

points is . Aggregation should be performed for 
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these points using Eq. (4), thus the number of operations requirements of this step 

is  multiplicative and  additive operations. During the 
defuzzification, the trapezoidal rule is applied like so: 
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where  , i=1, …, n+1. The number of operations 

needed for the COG method, which is defined in (5) is N+1 additive and 3 
multiplicative operations (since aggregated values are given in the base points). 
This is equal to the computational needs of the denominator of the formula, while 
in the nominator N+1 additive and N+3 multiplicative operations are needed. 
Hence, the overall formula requires 2(N+1) additive and N+6 multiplicative 
operations. 

In the Mamdani-like structure with discretized output, the centre of gravity of each 
simple-shaped rule consequent is calculated. Using Eq. (6) the number of 
operations needed is 2 additive, and 1 multiplicative operation for each rule 
consequent. Then, these crisp values should be aggregated as their weighted sum, 
where the weight factor is the firing strength of the rules defined by Eq. (8). Its 

computational needs are  additive, and n multiplicative operations. 

A summary of the above is shown in Table 1. 

Table 1 
Comparison of the computational needs for the traditional and discretized Mamdani-type control 

processes 

Operation 
Traditional 
Mamdani 

Discretized 
Mamdani 

Aggregation 
Additive n-1 2n 

Multiplicative N*n n 

Defuzzification 
Additive 2(N+1) 2(n-1) 

Multiplicative N+6 n 

Sum 
Additive n-1+2(N+1) 4n-2 

Multiplicative N*(n+1)+6 2n 

Although the Takagi-Sugeno system was not addressed, a brief comparison was 
made for the sake of completeness regarding the computational requirements. The 
results are shown in Table 2. Takagi-Sugeno is a standard method, where the rule 
consequents can be generated as a function of input values using 

 n1i,...,i x,...,xg
n1

, and the rules can be represented in the following form [18]: 

x1 is 
1i1,A  and … and xn is 

nin,A  THEN y is  n1i,...,i x,...,xg
n1

. 
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As a result of the above the computational requirements of the function should be 
examined, instead of the defuzzification step, which is omitted. 

Table 2 

Comparison of the computational needs for the Takagi-Sugeno and discretized Mamdani-type control 

processes 

Operation 
Takagi 
Sugeno 

Operation 
type 

Discretized 
Mamdani 

Operation 

Aggregation 
2(n-1) Additive 2n 

Aggregation 
n Multiplicative n 

Output 
function 

2n Additive 2(n-1) 
Defuzzification 

3n Multiplicative n 

Sum 
4n-2 Additive 4n-2 

Sum 
4n Multiplicative 2n 

The results in the table clearly show that the number of operations needed for the 
traditional Mamdani control system is significantly higher than in the case of its 
discretized version, for both additive and multiplicative operations. 

5.2 Mamdani-like Structure with Discretized Output vs. 
Arithmetic-based Control 

Comparing the two methods, it should be mentioned that in the arithmetic-based 
algorithm fuzzy implication is not a separate step, and the firing strength is used 
during the aggregation process to weight the parameters of the functions. For this 
reason, the number of operations needed for fuzzy implication cannot be defined 
for this approach. Another important issue is defuzzification. In both cases, 
simple-shaped functions should be defuzzified. As a consequence, the number of 
operations needed for defuzzification do not have to be taken into account because 
their computational needs are the same. 

In the case a Mamdani-like system with a discretized output, during the 
implication the above-defined equidistant division is used. The function values 
should be multiplied by the firing strength of the given rule (3), hence it requires 
N*n multiplicative operations. In the arithmetic-based method, we also need to 
aggregate crisp values as in the discretized Mamdani model. However, here 

  (12), and the slope of the functions (13) should be 

aggregated. Based on these equations, the computational needs of the aggregation 

are  additive, and 4n multiplicative operations. 

After summarizing the operational needs of the methods, it can be seen that the 
arithmetic-based method provides a slightly worse result for additive operations, 
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but discretized Mamdani structure has significantly higher computational needs 
for multiplicative operations. It may be deduced from the above that the 
arithmetic-based method has fewer computational needs overall. 

Table 3 

Comparison of the computational needs of the discretized Mamdani-type and arithmetic-based control 

Operation Discretized 
Mamdani 

Arithmetic-based 

Implication 
Additive - - 

Multiplicative N*n - 

Aggregation 
Additive 2n 4(n-1) 

Multiplicative n 4n 

Sum 
Additive 2n 4(n-1) 

Multiplicative (N+1)n 4n 

6 A Case Study 

The above-described methods were examined in a patient surveillance system, 
where physiological parameters were monitored in real-time. In these kinds of 
systems, a short reaction time is essential to avoid any serious consequences 
caused by the inappropriately chosen form, or intensity of the motion [16]. In real-
time systems use of conventional Mamdani control is limited, due to its high 
computational requirements. However, with a modified algorithm one can retain 
its advantages, and also ensure a faster reaction time. 

6.1 Model Structure 

In the system, input parameters are selected patient-by-patient, based on a 
personal profile. This means that the number of the monitored parameters and 
their ranges can be defined specifically for patients and sports. A schematic 
structure of the model is shown in Fig. 9. The aim of the system is to assess the 
risk level of the current activity, based on the measured physiological values in the 
“Medical condition” group; the characteristics of the sport activity are its duration, 
frequency, and intensity under the “Activity” group; and in the case of an outdoor 
activity, the environmental conditions are listed in the third main group. An 
evaluation is performed hierarchically, i.e. risk levels of the different groups are 
calculated separately for each group, then these values form the input parameters 
of the summarizing group at the next level, where the overall risk is obtained. Due 
to the hierarchical structure, the system can be easily modified or expanded, where 
necessary. 
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Figure 9 

Model structure 

6.2 A Comparison of the Control Models 

During the study the heart rate, systolic and diastolic blood pressure of the patients 
were examined for 576 different input value combinations, for a 50-year old 
female patient. 

First, the results of the different algorithms were compared to demonstarte the 
interchangeability of each. The compatibility of the conventional Mamdani 
control and the Mamdani-like control with a discretized output has already been 
shown mathematically [17]. For the two discretized solutions, the results of 
Mamdani-like structure and arithmetic-base model are shown in Fig. 10. 
Quantifying the comparison of the result: the average difference, the maximum 
difference, the standard deviation, and the correlation-coefficient were also 
calculated (see in Table 4). The figure and the metrics tell us that the output values 
in both systems are almost the same, the difference between them being 
negligible, supporting the former mathematical proof. 

Here, the computational speed of the different methods is also considered in a 
standard desktop environment. The algorithms were implemented in a RAD 
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Studio multi-platform, multi-device environment. The running time for the 576 
different cases are as follows: 8.017 s for the conventional Mamdani control, and 
4.309 s for Mamdani-like control, 4.283 s for the arithmetic-based model. This 
means that the average evaluation time of the current input for the different 
algorithms is 14 ms, 7.5 ms, and 7.4 ms, respectively. From the above, we may 
infer that the computational speed is approximately the same as in the case of the 
Mamdani-like control and arithmetic-based models, while the conventional 
Mamdani control requires almost twice as much CPU time. As can also be seen 
from the mathematically described computational requirement (Table 1, 3). 

 

Figure 10 

Comparison of the Mamdani-like and arithmetic-based control results 

Table 4 

Comparison of the results of the discretized Mamdani-type and arithmetic-based control for 576 

different cases 

Average difference 0.0022 

Maximum difference 0.0455 

Standard deviation 0.0091 

Correlation-coefficient 0.9993 

Conclusions 

Fuzzy control systems are widely used in medical-related applications because of 
their  advantageous properties. That is, linguistic terms can be incorporated into 
the model, it can handle the subjectivity in the data and in the evaluation process, 
and its operation is very close to human thinking. However, the applicability of 
the conventional Mamdani control is limited by its high computational 
requirements in real-time and adaptive systems. In this study, possible 
modifications of the conventional Mamdani model were suggested, such as the 
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Mamdani-like structure with a discretized output and the arithmetic-based model. 
The main contribution of the paper is that the proposed models maintain the basic 
“philosophy” of the Mamdani-type controller while utilizing the properties of the 
triangular and trapezoidal membership functions technical modifications were 
suggested that drastically reduce the computational needs in comparison with that 
of the original method that is formulated for general form membership functions. 
Computational requirements of the different approaches were compared 
mathematically in general, for any-shape function. Besides that computational 
speed was also compared in a patient monitoring system. Based on the analysis 
both the Mamdani-like system and arithmetic-based model have lower 
computational needs than the conventional Mamdani model.  There is no 
significant difference between the two discretized models, and both can enhance 
the features of the conventional model by decreasing the computational 
requirements and CPU time required. 
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Abstract: Methods of ranking and evaluation of the effectiveness of Social Media (SM) 
given and applied in this paper are the basis for the selection of online media that the 
public administration uses when communicating with citizens. The methodology presented 
is based on multicircular decision-making using the Fuzzy Analytical Hierarchical Process 
(fuzzy AHP) - Z number model - Fuzzy Multi-Attributive Border Approximation Area 
Comparison (fuzzy MABAC), which eliminates the traditional intuitive ratings of PR 
services. This resulted in poor use of available channels of communication or ineffective 
communication. Positive results of the application of presented methods are especially 
evident in increasing the number of channels of communication on the Internet and the 
realization of communication goals for greater participation of citizens in public 
administration. 

Keywords: Internet; Social Media; Fuzzy Analytical Hierarchical Process (fuzzy AHP); 
Fuzzy Multi-Attributive Border Approximation Area Comparison (fuzzy MABAC);             
Z-number 

1 Introduction 

Governmental institutions, businesses and other legal entities are increasingly 
using social media as channels of communication with their target public. Until 
recently it was common practice to have PR tools located on the front page of the 
site in the form of news, multimedia, contacts, and links, serving as a convenient 
way of servicing classic media [1]. More recent research has revealed that the 
public is spending an increasing amount of time on social media, and that the 
potential of social media is based on interactions, collaboration and cooperation, 
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where social media is seen to transform the relationship of public service and the 
citizenry [2]. In the process of communication with public, government 
institutions and businesses are not able to use the virtually unlimited number of 
media available on the Internet with equal efficiency. The selection of social 
media to be used as a communication channel ensuring reach amongst the targeted 
public online with desired efficiency is one of the challenges faced by these 
services in implementing a given communication strategy. 

In line with the new trends in the usage of social media for business purposes, a 
series of studies have examined the justification of using social media in the 
communication of public administration with the citizenry. Some focused on 
functional availability [3], benefits and risks [4], and the impact of social media 
use [5]. The common trait found in all these studies is the analysis and assessment 
of multiple social media according to a single criterion, or the analysis and 
evaluation of a single social media based on multiple criteria. However, 
communicators are often confronted with the need to choose among available 
social media. They have to identify the criteria and the methodology for making 
such a choice to reduce the risk of failure in communicating via social media. 

Considering the trends in social media usage and the perspective of involving such 
media in the activities of public administration as well as that of other 
organizations, the aim of this research is: 

1. To define the general criteria for choosing social media for 
communication between government bodies and the target public; and 

2. To develop the methodology for social media ranking in view of the 
selection of a particular communication channel suited to a 
communication strategy. 

This paper examines the various options for rating and ranking social media by 
using parameters that influence the efficiency of communication, defined on the 
grounds of criteria partially used in the evaluation and ranking of social media, as 
well as on expert assessments of the applicability of such criteria. 

2 Review of Literature 

Although practically all state institutions have websites today, the needs of 
citizens using the Internet have not entirely been met. The emergence of Web 2.0 
technology prompted the development of new public administration services for 
the implementation of eGov 2.0 or Social Government projects [6] [7] which 
enable an interactive dimension of public administration through online activities. 

The approach most frequently used in the development of eGovernment is the 
evolutionary one. Namely, public administration portals evolve from a basic 
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presence on the Internet, through interaction and then to collaboration with 
citizens [8]. Public relations through the web portal of the institution gradually 
evolve from one-way communication, i.e. from providing information on websites 
to the use of online services for two-way communication and connections with 
institutional sites and profiles on social media (Social Network Room). This 
implies a high-level of interaction with the target audience [9]. Social media 
enable greater participation of citizens and stakeholders, create a space for 
cooperation with government and stimulate innovation in the public sector [10]. 
For the public sector, communication through social media is more targeted, more 
economical and more efficient compared to other communication channels. If the 
information is available on social media, reactions can be expected quickly. Such 
feedback can help speed up more efficient decision-making and serve as a way of 
confirming public support. Feedback also reveals which media should be used as 
carriers of specific information in communicating with the public [11]. Citizens 
and public authorities have different expectations regarding the use of social 
media. Citizens expect their government to use social media as a tool which would 
give them a stronger voice in the decision-making process. Conversely, the 
administration sees social media as a tool for interacting with citizens, and a way 
of promoting services in line with current government policies and strategies. [12]. 

In using social media to communicate with citizens, the public sector pays 
insufficient attention to the "variants among social media tools, i.e., which tools 
are appropriate for certain activities and which for others". Although the adoption 
of new technologies is important, it is equally important to assess how these 
technologies are used and to which purpose. Some technologies are broadly used, 
but not with their full potential. The problem faced by the public sector is the 
excessive use of social media by employees, as this can generate problems in 
managing communications or ensuring that all communications are true and 
consistent [13]. 

2.1 Review of Criteria for Evaluation of Social Media 

Efficiency 

The initial assumption of this paper was the fact that the use of social media is 
determined by a number of factors. Thus, the study recruited 35 researchers 
working in the field of public administration and public relations. Based on the 
evaluation of their competence, 11 experts were selected. Experts were polled in 
more than one round using the Delphi method. Criteria presented in the literature 
were offered to the experts, along with the possibility of adding new ones and 
eliminating the ones already offered. In this research further criteria for the 
assessment of SM efficiency in communication with society were proposed: 

Criterion 1 (C1): Functionality. Social media can be evaluated based on available 
tools classified into functional blocks: identity, conversation, sharing, presence, 
relationships, reputation and groups [14]. The classification of social media in 
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relation to the availability of functional blocks enables us to look at different 
levels of presence on the Internet and networking, or how and to what level of 
availability can a given social medium be configured. The convenience of 
functional classification lies in the ability to compare existing social media and 
assess their capabilities in relation to the target audience. 

Criterion 2 (C2): Presence. Social media can be present in a certain geographical 
area to a greater or lesser extent. If the targeted public is in that area, the influence 
of such presence on the selection of whether and to what extent these particular 
social media platforms be used is related to the share of the targeted public using 
that medium. Presence, measured by the number of users of the social network, 
also affects the level of reach of the targeted public, although it does not have to 
be directly proportional to the number of users of that platform. Quantitative data 
for this criterion are reliable and are found as statistical data for each social 
medium [15]. 

Criterion 3 (C3): Purpose. Social media can also be evaluated according to their 
purpose because the functional richness of a social medium is not sufficient to 
assess the effectiveness of that medium in relation to individual social groups. In 
general, once social media find their own community their true purpose is 
revealed. The information offered and the way of communicating are most often 
suited to a particular type of media. Kaplan et al. categorized social media by their 
purpose as follows: Collaborative Projects, Blogs and Microblogs, Content 
Communities, Social Networking Sites, Virtual Game Worlds, Virtual Social 
Worlds [16]. 

Criterion 4 (C4): Richness of content. The effectiveness of social media can also 
be viewed through the richness of media content described in Media Content 
Theory [17]. Modern public relations theory is based on two-way communication 
with the target audience, which implies the use of social media precisely because 
of its interactive nature. Social media research suggests the need to expand Media 
Content Theory, taking into account the phenomenon of social networking and 
communication efficiency achieved through massive networking and the 
collaboration of communicators through those media [18]. 

Criterion 5 (C5): Target audience. It is customary for the same target group to use 
several social media platforms. One of the ways in which the target audience is 
determined is to rely on available statistics of a social media platform or on 
relevant databases offering information on the use of social media. Media 
coverage and target audience do not need to be directly linked, and significant 
deviations in social media are possible. For example, although Facebook is used 
by more than 47.6% of the population of the Republic of Serbia, the percentage of 
those aged over 60 is only 10%, and male population percentage is higher [19]. 
Therefore, the target audience on a social media platform must be segmented, in 
order to assess its suitability for communication with the public. 
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Criterion 6 (C6): Engagement., Despite the functional availability of various tools 
of social media, the public recognizes some as more or less effective or credible 
regarding the content provided. Surveys covering social network users indicate 
multiple levels of engagement (liking, sharing, comments), which is directly 
related to the level of trust in that media [20]. 

Based on available literature and the positions agreed on by the expert group, an 
overview of the criteria that influence the choice of a social media platform for 
public administration communication with the citizens has been formed, as 
indicated in Table 1. 

Table 1 

Criterion – basic characteristics 

Criterion Description Type Value trend Range 
C1 Functionality Quantitative Growing 1 to 7 
C2 Presence Quantitative Growing 1 to 5  
C3 Purpose Qualitative Growing 1 to 5 
C4 Content richness Qualitative Growing 1 to 5 
C5 Target audience Quantitative Growing 1 to 100% 
C6 Engagement Qualitative Growing 1 to 5 

3 Method Description 

A specific research method has been developed to evaluate and rank the 
effectiveness of social media. The model is defined based on examination of the 
literature related to selection of social media platforms and mulitple-criteria 
decision making implemented in other research fields. The authenticity of the 
criteria based on which the ranking is made, as well as the inter-relations of the 
criteria, conditioned the implementation of AHP method, as a method frequently 
used in research. During the construction of the model, the experts showed 
certainin accuracy when comparing pairs which is the requirement of the AHP 
method. With that regard the fuzzyfication of the method was performed. Similar 
output occurred with the MABAC method, which is emphasized as one of the 
methods which yields highly significant results. However, the course of 
examination showed that the experts are often hesitant when assigning the values 
to those criteria where there is no exact data. Hence, the degree of confidence was 
introduced in the ranking process, which was later mathematically processed. 

When defining the method which should be used, the main criteria were the 
method stability and the ease of confirming the results. The stages and steps of the 
model are defined in Figure 1. When defining the method which should be used, 
the main criteria were the method stability and the ease of confirming the results. 
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Figure 1 

The stages and steps of the model 

The used methods are described in the next part of the paper. 

3.1 Fuzzy AHP 

An Analytical Hierarchical Process (AHP) is a method often used in multi-criteria 
decision-making. This method was developed by Thomas Saaty. It is based on the 
explanation of a complex problem in the hierarchy, with the aim at the top, 
criteria, sub-criteria, and alternatives at the levels and subjections of the hierarchy 
[21]. Apart from the hierarchical structuring of the problem, AHP differs 
methodologically from other multiple-criteria methods, due to its comparisons of 
elements in pair on the given level of hierarchy with the elements on the higher 
level of hierarchy. For each of the elements at the higher level  –1 / 2n n a 

comparison of semantic or numerical type, as defined with Saaty scale is needed, 

Table 2. Saaty's scale is used to determine the weight coefficients of the criteria, as 
well as to rank the alternatives. 
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Table 2 

Saaty's scale for comparison in pairs 

Standard Values Definition Inverse values 

1 The same importance 1 
3 Week dominance 1/3 
5 Strong dominance 1/5 
7 Very strong dominance 1/7 
9 Absolute dominance 1/9 

2, 4, 6, 8 Intervalues 1/2, 1/4, 1/6, 1/8 

The comparison of elements on the given level of hierarchy yields the matrix of 
comparisons A: 

11 12 1

21 22 2

1 1

. . .

. . .

n

n

n n nn

a a a

a

A

a a

a a a






 
 
 
 
 
 
  

           (1) 

The calculation of the weight coefficients, or in other words the ranking of 
alternatives, is related to different prioritizing approaches. Respectively, the most 
common approaches are the Eigenvector method (EV), Logarithmic Least Squares 
method (LLS), and Additive Normalization method (AN). In that regard, this 
research used the Additive Normalization method (AN). 

The calculation of the priority vector w is gained through 3 steps: 

Step 1: each element from the given matrix column A  is divided with the sum of 
elements of that column; 

Step 2: all elements in each column are gathered 

Step 3: each of the given sums is divided with the range of matrix n  

This procedure is described with visuals (2) and (3): 

'

1

,   , 1, 2,...,ij

ij n

ij
i

a
a i j n

a


 


           (2) 

1 ,   1,2,...,

n

ij
i

i

w

w i n
n

 


           (3) 

Very often Saaty's scale is being modified with the application of fuzzy sets. 
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The basic items of the fuzzy logic were given by Lotfi Zadeh [22], [23], [24]. The 
basics that L Zadeh gave were sufficient to continue to develop fuzzy logic and to 
be increasingly applied in practice. In this paper, we use the triangular fuzzy 
numbers T = (t1, t2, t3), Figure 2, where t1 represents the left, and t3 the right 
distribution of the confidence interval of the fuzzy number T and t2, where the 
function of fuzzy number membership has a maximum value, one. 

t1 t2 t3

1

 T x


  21,  
T x

x t  

 
1

1 2
2 1

,  
T x

x t
t x t

t t
 

  
  

3
2 3

3 2

,  
T x

t x
t x t

t t
 

  


  10,  
T x

x t     30,  
T x

x t  


0 α
T1

α
T2  

Figure 2 

Triangular fuzzy number  T [25] 

At the end of the application, the fuzzy number is converted to a real number. A 
number of methods are used for this procedure [26]. Some of the known 
defazification expressions are [27] [28]: 

3 1 2 1 1A ((t t ) (t t )) / 3 t                (4) 

 3 2 1A t t 1 t / 2             (5) 

where  represents an index of optimism, which can be described as a 
belief/decision maker's relationship to decision-making risk [29]. The most 
common optimism index is 0, 0.5 or 1, which corresponds to the pessimistic, 
average or optimistic view of the decision maker [29]. 

There are different approaches to fuzzification of Saaty's scale. In principle, they 
can be divided into two groups: sharp (hard) and soft fuzzification [30]. Under the 
"sharp" fuzzification, it is assumed that for a fuzzy number T= (t1,t2,t3) confidence 
interval is predetermined, i.e., it is defined in advance that the value of the fuzzy 
number will not be greater than t3 nor less than t1 [30]. In soft fuzzification, the 
confidence interval is not predetermined, but it is defined during the decision-
making process, based on additional parameters. 

A common occurrence is the definition of a scale with a smaller number of 
comparisons than Saaty’s Six-step scale [31] [32] [33], while a five-step scale is 
used in Mandic et al, [34], Junior et al. [35] and Ruiz-Padillo et al. [36]. Most of 
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these scales use the model of the fuzzy number T = (t1,t2,t3) = (x-1,x,x+1), where x 
represents the standard value of Saaty’s scale. Some authors modifies the Saaty 
scale use the model of the fuzzy number T=(x-,x,x+), where  is taken from the 
interval 0.5 2   [37] [38] [39] [46]. In part of works [40] [41] instead of 
classical intervals, interval fuzzy numbers are used. 

In some works, in addition to triangles, other forms of functions, trapezoidal, 
gauge curves and the like are used. Unlike the previous one, there are different 
"softer" approaches in the Saaty scale fuzzification, where the confidence interval 
of the fuzzy number is defined after the completed pairing. Such an approach is 
shown in Kahraman et al. [42] and Pamucar et al. [43]. The fuzzification shown in 
these works takes into account the degree of uncertainty (  ). Based on this, the 

new fuzzification, also used in this paper, is shown in Bozanic et al. [44], Pamucar 
et al. [45], Bozanic et al. [46] and Bojanic et al. [47]. The starting elements of this 
fuzzification are: 1) the introduction of fuzzy numbers instead of the classical 
numbers of the Saaty scale, 2) the introduction of the degree of conviction of 
decision makers/analysts/experts (DM/A/E) in the statements they give when 
compared in pairs - . The degree of conviction  is defined at the level of each 
pairing, Table 3. 

Table 3 

Fuzzification of Saaty's scale using the degree of confidence 

Definition 
Standard 
values 

Fuzzy number 
Fuzzy number inverse 
values  

The same importance 1 (1, 1, 1) (1, 1, 1) 

Weak dominance 3 (3γji,3,(2- γji)3) (1/3γji,1/3,1/(2- γji)3) 

Strong dominance 5 (5γji,5,(2- γji)5) (1/5γji,1/5,1/(2- γji)5) 

Very strong dominance 7 (7γji,7,(2- γji)7) (1/7γji,1/7,1/(2- γji)7) 

Absolute dominance 9 (9γji,9,(2- γji)9) (1/9γji,1/9,1/(2- γji)9) 

In between values 2, 4, 6, 8 
(xγji,x,(2- γji)x) 

x=2,4,6,8 
(1/xγji,1/x,1/(2- γji)x) 

x=2,4,6,8 

Left and right distributions differ from one comparison to another when different 
degrees of confidence are introduced. They are changed according to the 
expression: 

 
 
 

   

1 2 1 2 1 2

1 2 3 2 2 2

3 2 3 2 2 3

t t ,           t t ,      t , t 1/ 9,9

T t , t , t t t ,                                 t 1/ 9,9

t 2 t ,    t t ,    t , t 1/ 9,9





   
     
     

   (6) 

where the value t2 represents the value of the linguistic expression from the 
classical Saaty scale, which in the fuzzy number has the maximum affiliation t2=1. 

This approach to fuzzification also requires an altered initial matrix of decision-
making, that is, a matching matrix in pairs (and in cases where the weighting 
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coefficients of the criteria and the ranking of the alternatives are defined). The 
modified matrix would have a new element - the degree of DM / A / E conviction 
that they would define in addition to the performed comparison: 

1 2 n

1 11 11 12 12 1n 1n

2 21 21 22 22 2n 2n

n n1 n1 n2 n2 nn nn

K     K           K

K a ; a ; a ;

A K a ; a ; a ;

K a ; a ; a ;

  
  

  

 
 
 

 



 



                (7) 

where ji=ij. Coming to the final results implies the further application of the 
standard steps of the AHP method. 

3.2 Z Number 

The concept of Z-number was proposed by Zadeh [48]. Kang et al. [49] [50] 
elaborate in detail the application of Z-number in an uncertain environment. 
Krohling et al. [51] show the application of Z-number with phasified methods 
TOPSIS and TODIM. Sahrom and Dom [52] elaborate a hybrid model using the 
AHP-Z-number-DEA method, while Azadeh and Kokabi [53] use the DEA 
method with Z-number. Azadeh et al. [54] use Z-number with the AHP method. 
Yaakob and Gegov [55] Z-number uses the TOPSIS method. Salari et al. [56] 
elaborate a novel earned value management model using Z-number. Z-number 

represents an ordered pair of fuzzy numbers that appear as Z=( A , B ) [48]. The 

first component, fuzzy number A , represents the fuzzy limit of a particular 

variable X, while the second component fuzzy number B  represents, the reliability 

of the first component ( A ). The appearance of the Z-number with triangular fuzzy 
numbers is shown in Figure 4 [48]. 

a1 a3a2

Ã(x)
1

x

Ã

b1 b3b2

 (x)
1

x

BB ,Z A B

Figure 4 

A-Simple Z-number [49] 
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The general record of triangular Z-numbers can be displayed as
    1 2 3 1 2 3 BA

Z a ,a ,a ; w ,(b ,b ,b ; w )  (8) 

where the values 
A

w i
B

w
 
represent weight factors of fuzzy numbers A  referring 

to B , which for the initial Z-number the majority of authors defines 
as

BA
w w 1  ,  BA

w , w 0,1  (
A

w  is the height of the generalized fuzzy 

number and 
A

0 w 1  ) [57]. Defining values
B

w 1
 
would introduce a greater 

degree of uncertainty in defining Z-number When
BA

w w 1  , then A and B is a 

normal fuzzy number; otherwise it is said to be a non-normal fuzzy number [58]. 
The transformation of the Z-number into the classical fuzzy number, with the 
presented evidence, is shown in Kang et al. [50]. This transformation consists of 
three steps: 

Convert the second part ( B ) into a crisp number using the centered method [50]: 

B

B

x (x)dx

(x)dx





 


 (9) 

where ∫ denotes an algebraic integration. 

For triangular fuzzy numbers, the centroid is calculated by [59]: 

1 2 3a a a

3


 
  (10) 

Add the weight of the second part ( B ) to the first part ( A ). The weighted Z-
number can be denoted as [50] 

 AA A
Z x, (x) (x) (x) 

        (11) 

which can be denoted by the Fig. 5a. 

a1 a3a2

Ã(x)
1

x

Ã

A

a1 a3a2

Ã(x)
1

x

Ã

A

Ã(x)
1

x

`Z

1 a 2 a 3 a

a) b)  
Figure 5 

Z-number after multiplying the reliability (a) and the regular fuzzy number transformed from Z-
number (b) 
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This can be written as [54]: 1 2 3Z (a ,a ,a ; )   

Convert the weighted Z-number into a regular fuzzy number. The regular fuzzy 
set can be denoted as [50] 

‚ ‚
‚

AZ Z

x
Z x, (x) (x) ( )  


 

    
 

 (12) 

‚
1 2 3Z *A ( *a , *a , *a )      (13) 

and it can be present as Fig. 5b [50]. 

3.3 Fuzzy MABAC Method 

The MABAC method is developed by Pamucar & Cirovic [60]. The basic setting 
of the MABAC method consists in defining the distance of the criteria function of 
every observed alternative from the border approximate area. The method was 
later used in several papers [44], [46], [47] [61]. The Fuzzy MABAC method 
consists of 6 steps [46]: 

Step 1. Forming of the initial decision matrix ( X  ). Matrix is formed with a grade 

of alternatives based on criteria  1 2, ...,i i i inA x x x , where ijx  represents the value 

of i-th alternative (i=1,2,...m), based on j-th criteria (j=1,2,...,n). 

1 2

1 11 12 1

2 11 22 2

1 2

...

...

... ... ... ... ...

...

n

n

n

m m m mn

K K K

A x x x

A x x x
X

A x x x

 
 
 
 
 
 

 (14) 

Step 2. Normalization of the initial matrix elements ( X ). 

The calculation of the elements of normalized matrix ( N ) depends on the type of 
criteria. For beneficial criteria this calculation is executed according to the 
expression: 

ij i

ij

i i

x x
t

x x



 





 (15) 

For detriment criteria the calculation is executed according to the expression: 

ij i

ij

i i

x x
t

x x



 





 (16) 
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Values ijx , ix , ix represent elements of the initial matrix of decision-making 

( X ). The values ix , ix  are defined as explanied bellow 

- 1 2max( , ,..., )i r r mrx x x x   - represent maximal values of the right distribution of 

fuzzy numbers of the observed criteria alternatives 

- 1 2min( , ,..., )i l l mlx x x x   - represent minimal values of the left distribution of 

fuzzy numbers of the observed criteria alternatives. 

Consequently, the normalized matrix ( )N  is calculated 

1 2

1 11 12 1

2 11 22 2

1 2

...

...

... ... ... ... ...

...

n

n

n

m m m mn

K K K

A t t t

A t t t
N

A t t t

 
 
 
 
 
 

 (17) 

Step 3. Calculation of the weighted matrix ( V ) elements. 

Elements of this matrix are calculated based on the following expression: 

 ij i ij iv w t w  (18) 

In the previous expression 
ijt represents elements of the normalized matrix( N ), 

whereas iw epresents weight coefficients of the criteria. Weighted matrix ( V ) is 

visualized in the following way 

11 12 1

21 22 2

1 2

...

...

... ... ... ...

...

n

n

m m mn

v v v

v v v
V

v v v

 
 
 
 
 
 

 (19) 

Step 4. Determination of the approximate border area matrix ( G ). The bordering 
approximate area for each criteria is determined based on the expression: 

1/

1

m
m

i ij
j

g v


 
  

 
  (20) 

The matrix of approximate area ( )G  has a format n x 1, where n presents overall 

sum of criteria number and is represented in the following way 

 
1 2

1 2

...

...
n

n

K K K

G g g g  (21) 
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Step 5. Calculation of the matrix elements of alternatives distance from the border 
approximate area ( Q ). The distance of alternatives from the border approximate 

area ( ijq ) is defined with the expression: 

 Q V G  (22) 

Afterwards the matrix is calculated Q  

11 12 1

21 22 2

1 2

...

... ... ... ...

...

 
 
 
 
 
 

n

n

m m mn

q q q

q q q
Q

q q q

 (23) 

Step 6. Ranking of alternatives. The value estimation of criteria functions of 
alternatives is gained from the sum of the distance of alternatives from the border 
approximate areas ( iq ). The ultimate values of criteria functions of alternatives 

are gained from the sum of elements of the matrix Q  in rows: 

1

,  1, 2,..., ,  1, 2,...,
n

i ij
j

S q j n i m


    (24) 

Defuzzification of the extracted values iS  yields the ultimate rang alternatives. 

4 Application of the Model to the Ranking of Social 
Media Platforms 

Based on previous experience and with regard to the fact that the surveyed experts 
are from the field of public relations, and available data from various sources, for 
example data from institute for statistics, relevant analytical websites, academic 
and expert literature which covers the field of social media for commercial 
purposes. The first experts summary of all data classified according to the criteria 
from available resources is presented in Table 4. 

Table 4 

Summary of all data classified according to the criteria 

Alternative Functionality 
Target 

audience 
Content 
richness 

Purpose Precence Engagement 

Blogs 5 100 4 5 0,1 3 

Facebook 7 56 5 4 1721 5 

Youtube 4 63 3 4 1325 3 
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Twitter 5 33 4 4 342 4 

LinkedIn 3 12 4 4 380 2 

Pinterest 5 8 3 3 73 4 

Flicker 4 3 3 3 120 3 

Instagram 7 63 3 3 500 4 

Wikipedia 1 23 1 2 1500 1 

Vimeo 4 3 3 4 40 3 

The experts performed a comparison of the significance of the selected criteria, 
using the Saaty scale, and defined the degree of conviction in the comparisons 
they gave. This defined the initial decision matrices for each expert. Defining the 
degree of conviction was done using the fuzzy linguistic scale shown in Figure 6. 

1

0.8

0.6

0.4

0.2

0
0.2 0.4 0.6 0.8 1

Very small Small Medium High Very high

0  
Figure 6 

Fuzzy linguistic descriptors for evaluating the degree of conviction of experts 

Table 4 shows the comparison of the criteria of the first expert, with degrees of 
confidence in data comparisons (degrees of conviction are shown in brackets). The 
implementation of the fuzzy AHP method will only be performed on the initial 
decision-making matrix of an expert. 

Table 5 

The initial matrix of deciding the expert 1 for defining the weight coefficients of the criterion 

Criteria C1 C2 C3 C4 C5 C6 
C1 1  3 (VH) 5 (H) 4 (H) 2 (H) 4 (VH) 

C2 1/3 (VH) 1 3 (H) 3 (VH) 1/3 (VH) 2 (S) 

C3 1/5 (H) 1/3 (H) 1 1/2 (VS) 1/6 (VH) 1/3 (M) 

C4 1/4 (H) 1/3 (VH) 2 (VS) 1 1/5 (M) 1/2 (VH) 

C5 1/2 (H) 3 (VH) 6 (VH) 5 (M) 1 6 (VH) 

C6 1/4 (VH) 1/2  (S) 3 (M) 2 (VH) 1/6 (VH) 1 

  1

2

C
3*0.933,3, 2 0.933 *3 (2.8,3,3.2)

C
    

In the next step, the initial decision matrix was initialized using the terms given in 
Table 5. The Fuzzy comparison C1 / C2 was obtained as follows: 
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Where value ji=0.933 represents the degree of conviction obtained using the 
expression (5), the displayed linguistic descriptors in Figure 6 and based on the 
expert's test that the degree of conviction in his claim is "very high". The given 
value was obtained as follows: 

ji ((1 0.75) (1 0.75)) / 3 0.75 0.933        

All values of the fuzzified initial decision matrix are shown in Table 6. Next, the 
standard steps of the AHP method are applied. First, column addition is done. The 
results in the first column were done as follows: 

n
1
j

j 1

C (1 0.31 0.16, 0.2 0.4 0.23,1 0.33 0.2 0.25 0.5 0.25,

1 0.36 0.27 0.33 0.67 0.27) (2.3,2.53,2.9),n 1, 2...6;


          

      


 

Table 6 

Fuzzified initial decision matrix for expert 1 

Criteria C1 C2 C3 C4 C5 C6 

C1 (1,1,1) 
(2.8,3, 

3.2) 
(3.75,5, 

6.25) 
(3,4,5) 

(1.5,2, 
2.5) 

(3.73,4, 
4.27) 

C2 
(0.31,0.33, 

0.36) 
(1,1,1) 

(2.25,3, 
3.75) 

(2.8,3, 
3.2) 

(0.31,0.33, 
0.36) 

(1,2, 
3.5) 

C3 
(0.16,0.2, 

0.27) 
(0.27,0.33, 

0.44) 
(1,1,1) (0.26,0.5,1) 

(0.16,0.17, 
0.18) 

(0.22,0.33, 
0.67) 

C4 
(0.2,0.25, 

0.33) 
(0.31,0.33, 

0.36) 
(1,2,3.87) (1,1,1) 

(0.13,0.2, 
0.4) 

(0.47,0.5, 
0.54) 

C5 
(0.4,0.5, 

0.67) 
(2.8,3, 

3.2) 
(5.6,6, 
6.4) 

(2.5,5, 
7.5) 

(1,1,1) 
(5.6,6, 

6.4) 

C6 
(0.23,0.25, 

0.27) 
(0.29,0.5, 

1) 
(1.5,3,4.5) (1.87,2,2.13) 

(0.16,0.17, 
0.18) 

(1,1,1) 

n

j 1

Cj


  (2.3,2.53, 
2.9) 

(7.47,8.16,9.
20) 

(15.1,20, 
25.77) 

(11.43,15.5, 
19.83) 

(3.26,3.87, 
4.62) 

(13.02,13.83, 
16.38) 

Next, the fuzzy numbers were divided by a collection of columns, using standard 
fuzzy arithmetic: 

n
1

j
j 12

C 1 1 1
/ C ( , , ) (0.35,0.4,0.43)

2.9 2.53 2.3C 

 
  

 
  

Then column addition is done: 
n

1
i

i 1

C (0.35 0.3 0.15 0.15 0.33 0.23,0.39 0.37 0.25 0.26 0.52 0.29,

0.43 0.43 0.41 0.44 0.77 0.35) (1.5,2.08,2.84),n 1,2...6,


          

      

  

The other values are shown in Table 7. 
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Table 7 

Values of AHP methods 

Criteria C1 C2 C3 C4 C5 C6 
n

i
i 1

C

  

C1 
(0.35,0.39, 

0.43) 
(0.30,0.37, 

0.43) 
(0.15,0.25, 

0.41) 
(0.15,0.26, 

0.44) 
(0.33,0.52, 

0.77) 
(0.23,0.29, 

0.35) 
(1.50,2.08, 

2.84) 

C2 
(0.11,0.13, 

0.15) 
(0.11,0.12, 

0.13) 
(0.09,0.15, 

0.25) 
(0.14,0.19, 

0.28) 
(0.07,0.09, 

0.11) 
(0.06,0.14, 

0.29) 
(0.57,0.83, 

1.22) 

C3 
(0.06,0.08, 

0.12) 
(0.03,0.04, 

0.06) 
(0.04,0.05, 

0.07) 
(0.01,0.03, 

0.09) 
(0.03,0.04, 

0.05) 
(0.01,0.02, 

0.06) 
(0.18,0.27, 

0.44) 

C4 
(0.07,0.1, 

0.14) 
(0.03,0.04, 

0.05) 
(0.04,0.1, 

0.26) 
(0.05,0.06, 

0.09) 
(0.03,0.05, 

0.12) 
(0.03,0.04, 

0.04) 
(0.25,0.39, 

0.7) 

C5 
(0.14,0.2, 

0.29) 
(0.30,0.37, 

0.43) 
(0.22,0.3, 

0.42) 
(0.13,0.32, 

0.66) 
(0.22,0.26, 

0.31) 
(0.34,0.43, 

0.53) 
(1.34,1.88, 

2.64) 

C6 
(0.08,0.1, 

0.12) 
(0.03,0.06, 

0.13) 
(0.06,0.15, 

0.3) 
(0.09,0.13, 

0.19) 
(0.03,0.04, 

0.05) 
(0.06,0.07, 

0.08) 
(0.36,0.55, 

0.87) 

The final values of the weight coefficients were obtained by dividing the sum of 
the rows with the number of criteria (n): 

n
1
i

i 1

1.5 2.08 2.84
C / n ( , , ) (0.25,0.346,0.473)

6 6 6

   

The steps shown are the standard steps of the AHP method, which resulted in the 

fuzzy weight coefficients of the criteria for the first expert 
 

( ejw , j=1,...6, e=1,2,...11), Table 8. 

Table 8 

Fuzzy weight coefficients obtained using expert data 1 

Criterion ejw ,e 1  

C1 (0.25, 0,346, 0.473) 

C2 (0.096,0.138,0.203) 

C3 (0.031,0.045,0.073) 

C4 (0.042,0.065,0.017) 

C5 (0.224,0.313,0.44) 

C6 (0.06, 0.092,0.145) 

In order to compare the obtained results, the defuzzification of the obtained values 
was performed for the first expert and the normalization of value was done. The 
values of weight coefficients obtained from the comparison of the first expert are 
shown in Table 9. 
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Тable 9 

Comparative overview of weight coefficients obtained by classical and fuzzy AHP method 
C

ri
te

ri
on

 

Classical 
AHP 
method 

Fuzzy AHP 

Defuzzification  

1jw applying 

expression 4 

Defuzzification
 

1jw applying 

expression 5, 
λ=0 

Defuzzification
 

1jw applying 

expression 5, 
λ=0.5 

Defuzzification
 

1jw applying 

expression 5, 
λ=1 

Rank 

C1 0.346 0.339 0.350 0.341 0.334 1 

C2 0.138 0.139 0.138 0.138 0.140 3 

C3 0.045 0.047 0.044 0.046 0.048 6 

C4 0.065 0.071 0.063 0.070 0.074 5 

C5 0.313 0.310 0.316 0.311 0.307 2 

C6 0.092 0.094 0.089 0.094 0.097 4 

The differences observed between the application of classical AHP method and 
the fuzzy AHP methods are not large. Essential differences are noticed on the 
second and third decimals of weight coefficients, even though they represent 
minor differences. These differences also depend on the approach to fuzzification 
of the fuzzy weight coefficient of the criteria. The table provides two approaches 
or four budgets. As seen from the table, classical comparison in pairs is still 
dominant in the application of the method, while the degree of conviction is only 
an ancillary. These differences increase when multiple researchers use the 
analysis. 

In further work, we calculated the weight coefficients for each expert. The 
obtained results were aggregated so one fuzzy number was obtained, which 
describes the weight coefficients, and which by using expression (5) is 
defuzzified. The final values of weight coefficients are given in Table 10. 

Table 10 

Final weight coefficients of the criterion 

Criterion Final weight coefficient ( w ) Rank 

C1 0.351 1 

C2 0.113 3 

C3 0.063 6 

C4 0.074 5 

C5 0.318 2 

C6 0.081 4 

After defining the weight coefficients, using the fuzzy MABAC method ranking 
of the alternative was performed. Ten alternatives are ranked. The values for the 
criteria C1, C2 and C5 are precisely defined, while the values for the criteria C3, 
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C4 and C6 are defined with two fuzzy or Z numbers: A - which represents the 

value of the fuzzy number and B - which represents the degree of the conviction 

of the experts in the described values. The initial matrix of decision-making ( X ) 
is shown in Table 11. 

Table 11 

The starting matrix of decision-making in ranking alternatives 

Alternative 
Alternative 

index 
C1 C2 

C3 C4 
C5 

C6 

A  B  A  B  A  B  

Blogs A1 5 4 (45,50,55) VM (4.5,5,5) M 0.1 (2.5,3,3.5) M 

Facebook A2 7 5 (85,90,95) M (3.5,4,4.5) V 1721 (4.5,5,5) M 

Youtube A3 4 3 (90,95,100) S (3.5,4,4.5) VV 1325 (2.5,3,3.5) VV 

Twitter A4 5 4 (28,33,38) S (3.5,4,4.5) S 342 (3.5,4,4.5) S 

LinkedIn A5 3 3 (29,34,40) VM (3.5,4,4.5) M 380 (1.5,2,2.5) VM 

Pinterest A6 5 3 (22,27,32) VV (2.5,3,3.5) VV 73 (3.5,4,4.5) V 

Flicker A7 4 3 (7,12,17) V (2.5,3,3.5) S 120 (2.5,3,3.5) S 

Instagram A8 7 3 (81,86,91) S (2.5,3,3.5) VM 500 (4.5,5,5) VM 

Wikipedia A9 1 1 (51,56,61) VV (1.5,2,2.5) VM 1500 (1,1,1) V 

Vimeo A10 4 3 (0,4,9) M (3.5,4,4.5) V 40 (2.5,3,3.5) VV 

In the next step, the phasing of linguistic expressions was performed using the 
scale shown in Figure 6. The display of the obtained values is given in Table 12. 

Table 12 

Fuzzified initial decision matrix by application of Z numbers in the ranking of alternatives 

Alternative 
Alter-
native 
index 

C1 C2 

C3 C4 
C5 

C6 

A  B  A  B  A  B  

Blogs A1 5 4 (45,50,55) 0.067 (4.5,5,5) 0.25 0.1 (2.5,3,3.5) 0.25 

Facebook A2 7 5 (85,90,95) 0.25 (3.5,4,4.5) 0.75 1721 (4.5,5,5) 0.25 

Youtube A3 4 3 (90,95,100) 0.5 (3.5,4,4.5) 0.933 1325 (2.5,3,3.5) 0.933 

Twitter A4 5 4 (28,33,38) 0.5 (3.5,4,4.5) 0.5 342 (3.5,4,4.5) 0.5 

LinkedIn A5 3 3 (29,34,40) 0.067 (3.5,4,4.5) 0.25 380 (1.5,2,2.5) 0.067 

Pinterest A6 5 3 (22,27,32) 0.933 (2.5,3,3.5) 0.933 73 (3.5,4,4.5) 0.75 

Flicker A7 4 3 (7,12,17) 0.75 (2.5,3,3.5) 0.5 120 (2.5,3,3.5) 0.5 

Instagram A8 7 3 (81,86,91) 0.5 (2.5,3,3.5) 0.067 500 (4.5,5,5) 0.067 

Wikipedia A9 1 1 (51,56,61) 0.933 (1.5,2,2.5) 0.067 1500 (1,1,1) 0.75 

Vimeo A10 4 3 (0,4,9) 0.25 (3.5,4,4.5) 0.75 40 (2.5,3,3.5) 0.933 

Using the expression for transferring Z-numbers into standard fuzzy numbers, a 
new fazified initial matrix of decision-making is obtained, Table 13. 
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Table 13 

Fuzzified initial matrix of decision making using classic fuzzy numbers 

Alternative 
Alternative 

index 
C1 C2 C3 C4 C5 C6 

Blogs A1 5 4 
(0.904,1.033, 

1.162) 
(2.25,2.5, 

2.5) 
0.1 

(1.25,1.5, 
1.75) 

Facebook A2 7 5 
(2.25,2.5, 

2.5) 
(3.031,3.464, 

3.897) 
1721 

(2.25,2.5, 
2.5) 

Youtube A3 4 3 
(1.768,2.121, 

2.475) 
(3.381,3.864, 

4.347) 
1325 

(2.415,2.898, 
3.381) 

Twitter A4 5 4 
(2.475,2.828, 

3.182) 
(2.475,2.828, 

3.182) 
342 

(2.475,2.828, 
3.182) 

LinkedIn A5 3 3 
(0.904,1.033, 

1.162) 
(1.75,2,2.25) 380 

(0.387,0.516, 
0.645) 

Pinterest A6 5 3 
(2.415,2.898, 

3.381) 
(2.415,2.898, 

3.381) 
73 

(3.031,3.464, 
3.897) 

Flicker A7 4 3 
(2.165,2.598, 

3.031) 
(1.768,2.121, 

2.475) 
120 

(1.768,2.121, 
2.475) 

Instagram A8 7 3 
(1.768,2.121, 

2.475) 
(0.645,0.775, 

0.904) 
500 

(0.904,1.033, 
1.162) 

Wikipedia A9 1 1 
(0.966,0.966, 

0.387) 
(0.387,0.516, 

0.645) 
1500 

(0.866,0.866, 
0.866) 

Vimeo A10 4 3 (1.25,1.5,1.75) 
(3.031,3.464, 

3.897) 
40 

(2.415,2.898, 
3.381 

After defining the initial decision matrix with standard fuzzy numbers, the 
application of the fuzzy MABAC method is performed. The final rank of the 
alternative is shown in Table 14. 

Table14 

Final rang of alternatives 

Alternative 
Altern. 
index. 

Defuzzification  

1jw applying 

expression 4 

Defuzzification
 

1jw applying 

expression 5, 
λ=0 

Defuzzification
 

1jw applying 

expression  5, 
λ=0.5 

Defuzzification
 

1jw applying 

expression  5, 
λ=1 

Rank 

Blogs A1 -0.063 -0.072 -0.063 -0.055 6 

Facebook A2 0.476 0.467 0.477 0.486 1 

Youtube A3 0.182 0.164 0.181 0.199 2 

Twitter A4 0.084 0.069 0.084 0.098 4 

LinkedIn A5 -0.169 -0.177 -0.169 -0.161 10 

Pinterest A6 0.024 0.005 0.023 0.042 5 

Flicker A7 -0.079 -0.095 -0.080 -0.064 8 
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Instagram A8 0.104 0.094 0.104 0.114 3 

Wikipedia A9 -0.157 -0.161 -0.157 -0.153 9 

Vimeo A10 -0.079 -0.095 -0.079 -0.064 7 

Regardless of which model of defadification is taken, the ranking alternative has 
not changed. However, a deeper analysis suggests that there are differences from 
one to another defadification, and that under certain circumstances the ranking of 
the alternative could be altered, primarily when it comes to the close values of the 
output parameters. The ranking of the first four alternatives were approved by the 
experts, who were interviewed independently of the application of the method. 
Matching expert views suggest that the model accurately depicts real world. On 
the other hand, the significance of the model is reflected in the ranking of other 
alternatives, as for other alternatives experts had very different views. 

An unavoidable step in modeling is the assessment of its sensitivity. The 
sensitivity assessment was done by changing the weight coefficients of the 
criteria, using different scenarios, wherein each scenario the second criterion was 
favorable [62]. The display of weight coefficients according to the scenarios is 
given in Table 15. 

Table 15 

Weight coefficient in a different scenario 

  Criterion S0 S1 S2 S3 S4 S5 S6 

C1 0.351 0.5 0.1 0.1 0.1 0.1 0.1 

C2 0.113 0.1 0.5 0.1 0.1 0.1 0.1 

C3 0.063 0.1 0.1 0.5 0.1 0.1 0.1 

C4 0.074 0.1 0.1 0.1 0.5 0.1 0.1 

C5 0.318 0.1 0.1 0.1 0.1 0.5 0.1 

C6 0.081 0.1 0.1 0.1 0.1 0.1 0.5 

The values obtained by applying different scenarios are given in Table 16. 

Table 16 

Ranking of alternatives by applying different scenarios 

Altern. 
index 

S0 S1 S2 S3 S4 S5 S6 

W 
ra-
nk 

W 
ra-
nk 

W 
ra-
nk 

W 
ra-
nk 

W 
ra-
nk 

W 
ra-
nk 

W 
ra-
nk 

A1 -0.063 6 0.002 6 0.046 5 -0.178 8 -0.034 7 -0.164 10 -0.094 7 

A2 0.476 1 0.402 1 0.413 1 0.312 1 0.339 1 0.503 1 0.277 1 

A3 0.182 2 0.091 5 0.102 3 0.154 4 0.268 2 0.300 2 0.221 3 

A4 0.084 4 0.143 3 0.187 2 0.253 2 0.149 3 0.056 4 0.198 4 

A5 -0.169 10 -0.206 9 -0.128 9 -0.253 9 -0.150 8 -0.150 9 -0.281 9 

A6 0.024 5 0.125 4 0.069 4 0.246 3 0.138 4 -0.024 6 0.252 2 
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A7 -0.079 8 -0.026 8 -0.015 7 0.114 5 -0.025 6 -0.097 7 0.015 6 

A8 0.104 3 0.162 2 -0.027 8 0.025 6 -0.173 9 -0.021 5 -0.121 8 

A9 -0.157 9 -0.388 10 -0.377 10 -0.312 10 -0.349 10 0.061 3 -0.290 10 

A10 -0.079 7 -0.019 7 -0.008 6 -0.056 7 0.118 5 -0.109 8 0.111 5 

By analyzing the obtained results, it can be determined that there are differences in 
ranks when applying different scenarios, which indicates that the model is 
sensitive to changes. It is noted that alternative A2 is always ranked as the first 
one, which can indicate the insensitivity of the model, but the specific values of 
the output results are in favor of the sensitivity of the system. In support of this, 
the results obtained with scenario number 6, where the values of the first three 
ranged alternatives are very close. A constant rank of Alternative A2 indicates the 
dominance of the input parameters of this alternative relative to others by all 
criteria. The highest ranking range is present in the alternative A8, where the 
ranges go from 2 to 9, and alternatives A9 where the ranges go from 3 to 10. In 
other alternatives, this ranking range is much lower. All of the above indicates that 
the model can tolerate even minor errors in defining the weight coefficients of the 
criteria. 

For the mathematical determination of the correlation of ranks, the values of 
Spirman's coefficient were used: 

n
2
i

i 1
2

6 D
S 1

n(n 1)
 





                                                                                    
(11) 

where is: 

         S - the value of the Spirman coefficient, 

        Di - the difference in the rank of the given element in the vector w and         
                 the rank of the correspondent element in the reference vector, 
        n - the number of ranked elements.  

The rank of each criterion - the alternative is determined based on the weight 
coefficient vector w=(w1, w2, ..., wn). 

Spirman's coefficient takes values from the interval -1,1. When the ranks of the 
elements completely coincide, the Spirman coefficient is 1 ("ideal positive 
correlation"). When the ranks are completely opposite, the Spirman coefficient is -
1 ("ideal negative correlation"), that is, when S = 0 the ranks are unregulated. 

Table 17 

Spirman's coefficient values 

 S0 S1 S2 S3 S4 S5 S6 

S0 - 0.915 0.782 0.782 0.685 0.636 0.721 

S1 - - 0.733 0.806 0.588 0.455 0.673 
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S2 - - - 0.879 0.939 0.418 0.915 

S3 - - - - 0.867 0.539 0.903 

S4 - - - - - 0.455 0.952 

S5 - - - - - - 0.430 

S6 - - - - - - - 

As seen from the table of Spirman's coefficient values, they are very high in a 
large number of cases. It can be said that there are no unordered ranks, which 
leads to the same conclusion as after the analysis of the previous picture, i.e., that 
the model can tolerate even minor errors in defining the weight coefficients of the 
criteria. 

Conclusion 

The Ministry of Defense of the Republic of Serbia uses a criteria selection and 
ranking methodology in choosing the social media platforms it uses in 
communication with the public. Statistical indicators and analyses of the usage of 
social media by the public administration of the Republic of Serbia, which are 
conducted annually by the Office for Electronic Administration of the Republic of 
Serbia and the Faculty of Organizational Sciences of the University of Belgrade 
[63], identify the Ministry of Defense as the most efficient governmental 
institution in the application of social media. 

Further development of social media ranking methodology can be articulated in 
two directions: Firstly, the development of an application using set criteria and 
weight factors for automatic ranking according to the described methodology, thus 
speeding up data calculation and giving the experts the opportunity to correct 
errors in criteria and weight factors assessment. Secondly, the selection process 
and the number of criteria affecting ranking can be further improved in direct 
dependence on future development and usage of social media on a global level. 
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Abstract: The aim of this study is to highlight the correlations among the main parameters 
of lighting systems, for the agricultural industry. With these data, engineers could enhance 
the efficiency of their light source, in regards to different plant types. Statistical analysis 
has been conducted on the results of several experiments to find out if there is any 
correlation among different LED driver settings, which could affect light source design. 
The experiments have been re-grouped according to plant types and used variables. Two 
major groups have been examined: the experiments made with lettuce and with microalgae 
(in which most studies were made in the topic of photo-bioreactor enhancement). Smaller, 
sub-groups, have been clustered together with similar test variables as well. Significant 
correlations have been found between the variables of: light intensity (photosynthetic 
photon flux density) and photoperiod, light intensity and frequency, and light intensity and 
light spectrum as well. The results are in congruence with other studies and the summary of 
the analysis could be used to optimize light source design. 

Keywords: Indoor Plant Cultivation; PPFD; Photosynthesis; Pulse Width Modulation, 
LED light source driver 

1 Introduction 

Production efficiency is more and more crucial on the field of agriculture. 
Sunlight is dependent on weather conditions, time of the season and other time 
and place dependent parameters. Therefore, artificial light has to be provided to 
enhance or substitute natural light in plant production. 

This paper highlights the relationship between pulse width modulated (PWM) 
LED light source system parameters such as wavelength, frequency, duty cycle 
and light intensity (PPFD). This information provides support for engineers who 
are involved in plant factory design process. 

Different types of light sources are used to enhance plant growth in agriculture, 
but light emitting diode (LED) could be the optimal choice. Its response time is 
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quite fast, has much longer lifetime, very good controllability and has very good 
efficiency. Also, LEDs radiate electromagnetic waves in a quite narrow wave 
band. This attribute could give a perfect solution to “assemble” the spectrum 
necessary for most applications [38].  

Different plants might need different light source settings. If the correlation 
among different light source parameters could be known plant specifically, the 
control of light sources could be optimized. It would be possible to use less 
electricity and to achieve better plant quality and quantity. The effect of change of 
different parameters of light source on plant growth have been examined by 
previous researches. The following variables were tested in previous studies: duty 
cycle, frequency, wavelength, light intensity, photoperiod and phase difference of 
different wavelengths of a light source. However, only few of these parameters 
have been examined in the same experiment. Jao et al. [21] [22] tested different 
combinations of duty cycle, frequency and photoperiod, while Mori et al. [28] and 
Park et al. [34] checked frequency and duty cycle (Table 3). Lot of experiments 
made to find out the results of frequency change (Kanechi, M. [25], Son, K.-H. et 
al., [45], Jannsen M.G.J. [20], Vejrazka, C. et al., [49]). Others checked 
wavelength (light color) difference (Pardo, G.P. et al. [33], Yago, T. et al. [52] 
[53]) and the phase difference between different wavelengths of light (Shimada, 
A. et al. [44]) or the combination of them (Senol, R. et al. [40] [41]). Timothy, M. 
et al. [48] checked the effect of light intensity change (via the help of the change 
of duty cycle). Berkovich, Y. A. et al. [6] summarized the results of studies and 
experiments.  

Usually, only a few parameters are tested in a research. In this paper a statistical 
analysis is introduced to be used on already performed experiment data to 
synthesize their best results. It would be easier to optimize the parameters of 
PWM driven light sources and save energy cost with the found correlations. Based 
on this information, depending on the aim of a cultivation facility (which plant 
types to grow), it is possible to enhance the feasibility of a plantation.  

In the plant photosynthesis part, the light quality needs of plants are investigated. 
This information is vital to achieve perfect light conditions for plants and to be 
able to interpret data in a statistical analysis. It is possible to reach (or go beyond) 
the (photosynthetic) saturation levels (photoinhibition) [10] under optimal 
conditions. In the present paper the effects of electromagnetic radiation on plants 
are categorized according to PWM controlled LED light parameters. Part of the 
raw data is taken from a previous article [24] and used from an entirely new point 
of view. This way the analyzed parameters could be viewed from an engineering 
(PWM drive) point of view. 

Photosynthetic photon flux density (PPFD), is the measure of light energy arriving 
to plants. In the PPFD parameter calculation section of the paper, it is highlighted 
how to convert light source parameters according to the processes of plant 
photosynthesis procedures.  
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The plant specific light source parameter part shows the results of the compared 
studies. It gives information about optimal LED driver settings (PWM duty cycle, 
frequency etc.) for specific plants.  

The statistical analysis part introduces the used analysis methods to achieve a 
synthesis of the analyzed experiments.  

In the last part of the paper, the results of the statistical analysis are highlighted 
and the findings of the study are summarized in the conclusion. This procedure 
could give support to the realization of a more efficient PWM driven LED light 
source design for plant cultivation.  

2 The Photosynthesis of Plants 

2.1 The Effect of Different Light Wavelengths on Plants 

2.1.1 The Light Sensors of Plants – Photoreceptors 

Photoreceptors in plants mostly not just sense light but absorb it as well – and 
according to their types, they absorb different band of light. These photoreceptors 
transmit - transduce signals to the crops to be able to change their structure.  

Several photoreceptor signals work together, which result in plant response or in a 
morphological change of the plant. These are the phytochromes, cryptochromes, 
rhodopsins, xanthopsins and phototropin (light-oxygen-voltage (LOV) sensors) 
[29]. The newest discovered photoreceptor is the UV resistance locus 8, which 
absorbs UV-B light [6]. 

It is important to find a photoreceptor signal’s effect and also have to find a way to 
stimulate the photoreceptor with light.  

2.1.2 The Energy Harvesters of Plants - Photosynthetic Pigment Groups   

In plants photoreceptors and the materials which are contained in their 
cells/structure are effected by light as well. The chloroplast has several parts 
absorbing electromagnetic waves and reacting to it. Only certain parts of the 
electromagnetic spectrum affect them and only certain parts of it are absorbed by 
them. As a consequence of the “color” sensitivity of the chloroplast, it has a certain 
color as well: therefore they can be called pigments [5]. They are responsible for 
different metabolic processes of plants. These are photosynthesis, thermal balance, 
etc..: the state of the plant and its behavior [12] [5]. 
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Table 1 
Photopigment sensitivity to different bands of electromagnetic stimulus. The effect of electromagnetic 

stimulus on plant morphology 

Since pigments absorb light in certain wavebands only, it is possible to group them 
accordingly. Chlorophylls, Phycobilins and Carotenoids are the major pigment 
groups.   

Chlorophyll is one of the major pigment group, consists of “Chlorophyll a” and 
“b”, (c1, c2 and d). It consists of a phytol tail and a porphyrin ring, which 
respectively captures light. With its electrons activates the photosynthesis. 
“Chlorophyll b” absorbs a different band of light and helps “Chlorophyll a” with its 
energy. It reacts to green (450-475 [nm]) and orange-red (630-675 [nm]) light. 
Chlorophyll content increases when R : FR ratio increases – that is also the time 
when photosystem II to photosystem I decreases (PSII/PSI) [14].  

Carotenoids have the task to deal with the excess of light. They protect other 
pigments (Chlorophylls at first place) and absorb light from the blue (400 [nm]) 
until the green (550 [nm]) band.  

Phycobilins are present mostly in cyanobacteria and red microalgae. They replace 
the accessories of Chlorophyll in terms of light absorption accessory – antennae. 
They absorb light bands in the blue, green, yellow or orange (400-650 [nm]) parts 
[27]. 

Photopigment 
name 

Color Sensitivity Area controlled / effected by the pigment 

Chlorophyll a, b 
(c1,c2,d) 

green (450-475 nm) and 
orange-red (630-675nm)  

Captures light, and with its electrons 
activates the photosynthesis. Chlorophyll b 
absorbs a different band of light and helps 

Chlorophyll a with its energy. 

Phycobilin 
(primarily in 
cyanobacteria and 
red microalgae) 

blue, green, yellow or 
orange (400-650 nm)  

They replace the accessories of Chlorophyll 
in terms of light absorption accessory – 

antennae. 

Carotenoid 

from the blue 
 (400 nm) until the green 

(550 nm)  

It deals with the excess of light – protecting 
other pigments (Chlorophylls at first place). 
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Table 2 
 Photoreceptor sensitivity to different bands of an electromagnetic stimulus. The effect of 

electromagnetic stimulus on plant morphology 

Taken into account the above mentioned information, the following wavebands are 
the most important: UV-B, UV-A, blue, red and far-red light. However, green [6] 
[11], yellow and the orange band also affects plants (Table 2). 

2.2 The Speed of Different Processes in Photosynthesis 

The oxidization of water (via a tetra manganese cluster [51]) is the base of the 
whole photosynthesis. It gives the base material (electrons and protons) for the 
Electron Transport Chain (ETC). This process is in the thylakoid membrane of the 
chloroplast. The ETC process could be called an energy harvester procedure since 
photons activate it. The performance of the ETC could be characterized with the  

parameter called Linear Electron Flux (LEF) as well [5]: 

Photoreceptor name 
Color 

Sensitivity 

Area controlled / effected by the 

receptor 

Phytochrome (might be 
complementer system with 
Cryptochrome) ABCF/E 

Red : Far red 
ratio (shade) 

Early flowering - stem elongation, Fatty 
acid regulation during seed maturation, 
Chlorophyll and carotenoid increase - 
Reduces during the End Of the Day 

Cryptochrome  (might be 
complementer system with 
Phytochrome) Cry1,Cry2 

UV-A and Blue  Cell expansion reduction 

Phototropin (light-oxygen-
voltage (LOV) sensor) 
Phot1, Phot2 

Blue 

Chloroplast and leaf movement, stomatal 
opening, phototropism, onset of flowering, 

entrainment of the circadian clock, 
regulate aspects of morphogenesis, , de-

etiolation 

Rhodopsin (in Microalgae) 
Light intensity 

(color 
independent) 

Fototaxis direction indicator 

UVR8 (UV res. Locus 8) UV-B Light dependent gene expression reg. 

Figure 1 
Process of the electron transport chain [25] 
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From the above showed processes the PSII and PSI reaction (centers) are the light 
(induced) reactive phases. It is important to take into account the speed of these 
processes. The frequency of light reaching these centers are essential in terms of 
the efficiency of photosynthesis. The speed of the reaction center PSII is 
approximately 200 μs and the speed of PSI is 20 ms [25].  

In parallel with these processes works the ATP synthase, but its reactions are non-
photochemical. Plants create adenozyne-tri-phosphate (ATP) with the help of the 
light reaction of photosynthesis. This gives energy to the plants in and also 
nicotinamide – adenine-dinucleotide-phosphate (NADP+). It reduces power to 
organic materials. These are synthesized with the help of Photosystem II (P680), 
Photosystem I (P700) and ATP synthase.  

The Calvin(-Benson) cycle happens in the thylakoid lumen and it could be one of 
the end phases of the energy conversion of photosynthesis. During this reaction 
happens the carbon assimilation. The created ATP and NADPH2 helps to assimilate 
CO2 into organic materials (recreate cells, or store it) [5] [5]. This process is 
directly independent of light. It is dependent on the processes (end products) of 
PSII and PSI, it is also indirectly dependent on light. 

Mostly the harmony of the ETC process makes it possible for pulsed light to give 
better results than continuous light. This happens with the re-oxidation of the 
plastoquinin pool in the chloroplast/photosynthetic membrane. Higher photon flux 
density (PFD) could be reached – and with that higher quantities could be reached 
in plant production [30]. It is important to have an abundant supply of other input 
materials than light as well (depending on plant type: CO2, H2O, N2, P etc…) [43]. 
Moreover, it is important to state, that there are studies which conducted research 
with the concentrated and pulsed light of the sun. The results of these studies 
showed that plant cultivation with pulsed sunlight gives better results than 
continuous sunlight [13]. Also, other studies state that sunlight itself can not arrive 
without interruption to most plants. Different obstructions are in their way, such as 
leaves on trees [25]. 

2.3 Light Energy Required for Plants    

It is very important to note that light energy input for plants is very much 
connected with the daily light period used. The total daily amount of photons could 
be the same with longer photoperiod. For example, with 16/24 instead of 12/12 
would need lower PPFD (i.e.: with this, the photoinhibition could be avoided).  

The most efficient power level could be different at each type of plant. According 
to different researches, the minimum level of PPFD is 0.1 [μmolm-2s-1] which is a 
measurement threshold [5], but the efficient PPFD usage could reach 1500 [μmolm-

2s-1] as well [6]. However, common values are 200-300-400 [μmolm-2s-1]). The best 
solution is to use measurements to confirm the best illumination input.  
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There are different ways to measure the level of photosynthesis in vivo. One 
indirect method is to measure the level of chlorophyll a fluorescence with the help 
of a (portable) fluorimeter [5]. Although this factor belongs to the PSII center, it is 
correlated with the efficiency of the whole photosynthesis. With the measurement 
of the minimum and maximum level of fluorescence, it is possible to find the best 
operating efficiency of PSII.  

The best possible power settings could be skewed by the indirect effects of other 
parts of the ETC on PSII. Such effects are the regeneration time, resource needs 
and assimilation rates of PSI center. Furthermore, ATP synthase and the Calvin 
Cycle (among others) could affect power settings. Furthermore, the effect of the 
environment of the plants have to be taken into account as well (possible abiotic 
stresses like gases present, temperature, humidity, nutrients) [9]. 

3 PPFD Parameter Calculation from Flux of LED  

An LED is different from a diode in terms of its (emitting) nature. This emission is 
measured in luminous flux (photometric power [lm]) or radiant flux (radiometric 
value [W]). It is also characterized by the wavelength of the emitted light [nm]. 

In the UV and IR bands the radiance: the intensity of the emission is represented by 
the SI unit of radiometric flux: Φe; watt [W] or [mW] – which is a radiometric 
value.  

Component catalogues use the SI unit of Luminous flux: Φv, lumen [lm] as the 
measurement unit for the emission values in the visible region of the 
electromagnetic wave spectrum. This is a photometric value, representing luminous 
energy (which has a visible – luminous – nature). This parameter is based on the 
photopic response of the human eye (relative spectral sensitivity function (V(λ)) 
[33]). The photoreceptors of the human visual perception differ from plants (in 
functionality and responses as well). There are two main groups of photoreceptors 
in the human eye: rods and cones. Rods are incapacitated (saturated) during 
daylight conditions. Cones function as the main tool of visual perception, which is 
called a photopic response [39]. 

The radiometric flux parameter (Φe, [W]) of light source could be calculated from 
its photometric parameter (Φv, [lm]). The calculations are detailed in several books 
and articles [36] [38]. The relative spectral sensitivity function (V(λ)) has to be 
used as a weighting factor and could be calculated via a non-linear regression (like 
in [47]). The conversion from luminous flux to radiometric flux data involves a 
wavelength parameterized component. Because of this, it is necessary to integrate 
the results of the whole band (the whole emission source spectral band of a 
component) [36]. 
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Although, this value gives information only about the light source performance. In 
terms of plant cultivation, one has to be able to control the number of photons per 
second arriving at an area (plant surface), because photosynthesis is activated 
(energized) via photons.  

The parameter which is used for this purpose is the Photosynthetic Photon Flux 
Density (PPFD), which is the measure of the number of photons arriving at a unit 
area during a unit time [μmolm-2s-1].   

PPFD could be calculated via the help of spectral irradiance (Eλ(λ)) [37]: 

     (1) 

where h is the Planck’s constant (6.626 × 10-34 [Js]), c is the speed of light (3.00 × 
108 [ms-1]) and NA is the Avogadro’s number (6.023 × 1023). 

Spectral irradiance (Eλ(λ) [1]) is a combination of absolute irradiance and spectral 
power distribution (SPD) [37]:  

     (2) 

Spectral power distribution is included in the datasheet of the emitters. It is a ratio 
number over a spectrum band (different wavelengths (λ)).  

Absolute irradiance (flux density): E, [Wm-2] could be calculated with the help of 
radiant intensity, but this solution could be used only if the distance between the 
emitter and the irradiated surface is large enough. In this way it would not deviate 
from the inverse-square law (and if we assume that the emitter could be modelled 
with a Lambertian source model [1]): I, [Wsr-1] [36]. 

     (3) 

The radiant intensity (I, [Wsr-1]) could be calculated from the radiometric flux (Φe, 
[W]) and with the help of the solid angle (Ω) parameter of the emitter [36].  

      (4) 

Where α is the viewing angle in terms of emitters (LED). Based on the viewing 
angle of the emitter, the radiant intensity: Ie, [Wsr-1] for a given waveband could be 
calculated. The calculation will need the radiometric flux (Φe, [W]) and the solid 
angle (Ω) parameters as well [36]: 
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     (5) 

Therefore, we can conclude that under certain conditions (the usage of Lambertian 
modelling is possible) one can predict the PPFD to a certain extent with an error 
margin.  

It is important to note, that in cases where the Lambertian model is not applicable, 
one can arrive at false conclusions with the usage of the above model. Safe results 
could be achieved via the usage of validating measurements on the used emitters.  

Usually, PPFD is measured via the usage of (photon) quantum sensors (in [μmolm-

2s-1]) such as the LI-COR 190. This machine is quite expensive and gives 
information only about the PPFD of the location point, where the quantum sensor 
is placed because it is not feasible and possible to use in a larger plantation area. On 
the other hand, it is possible to use a much cheaper solution described by Sato and 
Tsukada: a simple digital camera could give a solution to find the PPFD of the used 
emitters [37].  

4 Plant Specific Light Source Parameters of 
Analyzed Studies  

There are many factors that affect the growth of plants besides light quality. Such 
parameters are the ground medium, fertilization (amount and mixture type), air 
exchange ratio, O2 and CO2 levels, air humidity, temperature and light source 
distance. Several papers – experiments were gathered to find trends among light 
source settings. The mentioned input variables and the output variables of the 
examined experiments are not included in this paper due to space limitations. Only 
the setup parameters of the best results are taken to use them as the base of a 
statistical analysis to find relationships among them. Mainly non-parametric tests 
were chosen because of the non-related nature of the examined values. Parametric 
tests were used in the cases where the data had certain (normal) distribution 

 

Figure 2 
Process of the conversion  
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Table 3 
LED based light source driver setup data of previous projects 

Variable abbreviations: F – Frequency, D- Duty cycle, Pho – Photoperiod, I – Light intensity, Pha – Phase 
shift of different wavelengths, W - Wavelength 

Research 
ID Type of plant 

LED light 

spectrum 

Freq.    

[Hz]   

Duty 

cycle  
[%] 

PPFD 

(μmolm
-2s-1) 

Varia

bles 

Daily 
photope

riod 

[21] Jao et 
al.  - 2003 

Potato  -         
Solanum T. L . 

9 red 645 +-20 Nm, 
4 blue 460 +-20 

Nm 
720 50 120 FDPh

o  16/8 

[22] Jao et 

al. -2004 

Potato   -        
Solanum T. L. 

9 red 645 +-20 Nm, 
4 blue 460 +-20 

Nm 
720 50 120  FDPh

o 
16/8 

[17] 
Hernández 

et al.- 2014 

Cucumber –C. 
s. ‘Cumlaude’ Red – 661 [Nm] 2500 50** 60  D 18/6 

[28] Mori et 

al. -2002 

Lettuce - 
Lactuca sativa 

L.  

10X20 / 10X40 
Clear White 2500 33 50  DPho 24 

[25] Kanech

i et al. -2016 

Lettuce - 
Lactuca sativa 

L.  

red and blue, 
660:455 nm = 4:1 10000 50 200  F 16/8 

[33] Pardo 

et al -2016 

Lettuce - 
Lactuca sativa 

L.  

4 red LEDs 
(600-650nm) 50 20 

240lu
mens/l
amp 

W 12/12 

[23] Jishi et 
al. -2012 

Lettuce - 
Lactuca sativa 

L.  
196 white LED 100 75 133,3 FD 16/8 

[8] Cho et 
al. -2013 

Lettuce - 
Lactuca sativa 

L.  

red:blue:white = 
5:2:1  2500 25 100  DI 16/8 

[16] Harun 
et al. (2013) 

Lettuce - 
Brassica C. 

16 Red 660Nm,  
4 Blue 460Nm 

not 
discl. 75 100  Pho 0,45/0,1

5*24 
[48] 

Timothy et 
al.., 2016 

Lettuce - 
Lactuca sativa 

L.  

16 Red 660Nm,  
4 Blue 460Nm  

not 
disclo

sed 
75 38,8  I 

0,45/0,1
5*24 

[19] Iersel 

et al.2016 

Lettuce - 
Lactuca sativa 

L.  

4X100 W white 
LED (3000 K)  1000 

50 - 
varied 

380 - 
520 

varied 
DI  12/12 

[45] Son et 

al. (2018) 

Lettuce - 
Lactuca sativa 

L.  

red 655 Nm,  
white 456 Nm  

+ 558 Nm 
blue 456 Nm LEDs 

(7:2:1) 

1000 75 190  F 12/12 

[31] Olvera- 
Gonzalez et 

al. -2013 

Lettuce - 
Lactuca sativa 

L.  

30 Blue 460±25 
Nm,  

170 Red 660±30 
Nm, 200 watts/l 

0,1 50 750  F not 
diclosed 

[32] Olvera-
Gonzalez et 

al. -2012 

Tomato - 
Lycopersicon 
esculentum 

30 Blue 460±25 
Nm, 170 Red 

660±30 Nm, 200 
watts/l  

1 50 450 F not 
diclosed 

[46] 

Tennessen 
et al.- 1995  

Tomato - 
Lycopersicon 
esculentum 

40 red 668nm,  
 more 
than 
1000 

 less 
than 
50 

50 FI 16/8 

[41] Senol et 

al. -2016 

Carnation –     
Dianthus sp. 

3 Red 615-630 Nm, 
3 Red 660 Nm,  
3 Blue 455 Nm,  

3 Blue 460-475 Nm   

5000 50 20  FPha not 
diclosed 



Acta Polytechnica Hungarica Vol. 17, No. 3, 2020 

 – 81 – 

Table 4 
Summary of driver settings of different plants about the most efficient settings  

Research 

ID 
Type of plant LED light 

spectrum 
Freq.    

[Hz]   

Duty 
cycle  

[%] 

PPFD 
(μmolm-

2s-1) 
Notes 

Daily 
photope

riod 

[44] 
Shimada et 

al. -2011 

Thale cress - 
Arabidopsis 

thaliana 

100 Red 630 Nm,  
100 Blue 470Nm, 
 in a unit (Starlet) 

2500 45 1800 Pha  12/12 

[49] 

Vejrazka et 
al. -2012 

Microalgae – 
Chlam. 

reinhardti  

48 Red 630 Nm,  
48 Blue 450 Nm 100 50 220 DF 

not 
diclosed 

[50] 

Vejrazka et 
al. -2013 

Microalgae - 
Chlam. 

reinhardti 
96 Red 630Nm  

more 
than 
50 

10 115 DF 
not 

diclosed 

[20] 

Jannsen -  

2002 

Microalgae -  
Dun. 

tertiolecta  

1452 Red 666 
[Nm] 22 LEDs 

/line 
5,31 50 445 F 16/8 

[52] Yago et 

al. - 2012 

Micoralgae - 
Isochrysis g. 

White – 400-800 
Nm, LED panels 10000 50 104  FI 12/12 

 [34] Park 

et al. -2001 

Microalgae - 
Chlorella 
kessleri 

180 Red 680 nm 10-
50000 

50 78  DF not 
diclosed 

[42] Sforza 

et al, - 2012  

Microalgae – 
Nannoch. 

salina  

750nm - LED Light 
Source SL 3500  30 33 120  FI 

not 
diclosed 

[43] 

Simionato 
et al. -2013 

Microalgae - 
Nannoch. 

salina 

750nm - LED Light 
Source SL 3500 30 33 120  ID 

not 
diclosed 

[53] Yago et 

al. - 2014 

Micoralgae - 
Isochrysis g. 470 blue 10000 50 52 W 12/12 

The summary of the best results (Table 4), shows that there were several optimal 
power regulators (mostly PWM) settings for each plant types. The plants are 
grouped to clusters of sub-types which are noted with addition mark in brackets. 
The number in the brackets after a plant shows the number of sub-types per plant. 

Plant type (number of 

researches ) 

PWM 

Duty 
cycle 

Frequency Light Intensity (PPFD) 

Potato (2) 50 720 120 

Cucumber (1) 50 2500 120 

Lettuce (6+1) 20/25/50 0.1/0.2/50/1000/2500 80/100/125/127/133 

Tomato (3) 50 0.1/1/1000 20/100/750 

Carnation (1) 50 5000 20 

Thale Cress (1) 45 2500 20 

Microalgae 
(2+2+1+1+1) 

10/25/50/
60 

5.3/10/50/100/10000/25
000/50000 

104-200-220-1800 

Table 3 
LED based light source driver setup data of previous projects 
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5 Statistical Analysis 

Statistical analysis has been conducted with the help of SPSS (Ver. 20) to find out 
if there is any significant relationship between the parameters of the experiments. 
First, the relevant experiments have been collected. Second, the necessary data 
were collected from the articles. The following variables were used in the analysis: 
PWM duty cycle, Frequency, Light intensity (PPFD), Light spectrum and 
Photoperiod. These parameters are suggested by other researches as main 
parameters as well [6]. As third step, the data were prepared for the descriptive 
statistical analysis (with the help of section 3 as well). The light spectrum variable 
is a simplification: it shows the percentage of RED light used in the light sources in 
the cited experiments. The data were acquired based on Table 3. All these 
parameters represent the best possible settings to achieve the best results in plant 
cultivation (under certain conditions). The parameters were “competing” against 
each other in their own experimental settings. Each of them “won” in their own 
environment. Therefore, it is not necessary to take into account other variables: all 
the conditions in the experiment. Fourth, the clustering of the experiments has been 
done (characterized by their best settings) according to plant types and tested 
variables. In the end, the statistical analysis has been conducted according to the 
parametric and non-parametric part of the paper to find significant relationships 
among variables. Smaller groups (N<6) have been ignored because the reliability 
of the data they provide is low.  

5.1 Parametric and Non-Parametric Tests 

If it is possible to make certain assumptions about a sample, it is possible to apply a 
parametric test. Such tests are the Pearson’s r or ANalysis Of Variance (ANOVA) 
[54]. Among other assumptions, the population of the test has to have a normal 
distribution. If it is not the case, the results of the tests will be false. Therefore, the 
distribution of the data set has to be checked in order to avoid false results. Normal 
distribution has very specific traits. It is a unimodal, symmetrical curve, with exact 
areas from the mean after each standard deviation (SD): ±1SD 68.3%, ±2SD 
95.4%, ±3SD 99.7% (in SPSS: graphs/leg.dialogs/histogram).  

The Pearson’s r correlation could be calculated with the following equation [2]: 

(6) 

 

Figure 3 
The process of correlation finding across experiments  
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Non-parametric correlational tests had been conducted with Kendall’s tau (rank test 
- correlation signed with rτ) and also with Spearman’s rho (rρ) to check for error in 
the data set. The above mentioned tests were chosen because the variables are 
continuous and it can be assumed that no specific distribution exists among the 
specified results of the studies. The statistics take care of the wide variances of the 
results via giving ranks to the different magnitudes of results. Also, the size of the 
sample is quite small (N=25 examined studies – 2 omitted experiments because of 
missing data) – and the distribution of the values are quite wide (therefore 
Kendall’s tau is suggested according to these values as well). Although, Kendall’s 
tau does not take into account tied cases (same values) on dependent or 
independent variables, therefore most of the times (and in statistical software) 
Kendall’s tau b version is used [2]:  

(7) 
 
 

Where Ty represents the cases tied on the independent variable while the Tx 
represents the cases tied on the dependent variable. Spearman’ rho could be 
calculated with the equation [26] 

(8) 
 

 
Where di is the difference between the ranks of the corresponding values. The two 
methods gave similar results, therefore Spearman’s rho is more prone to errors and 
outliers [3]. It is suggested to use the results of Kendall’s tau b.  

6 Results 

There was no significant relationship between the variables of all the experiments 
(n=25). This was anticipated to happen, because of the differences in plants and the 
experimental setups. There was no significant relationship among the experiments 
made with the tests of Duty cycle (N=11) and Light Spectrum (N=2). Even though 
significant relationships were found between variables among the experiments 
made with the tests of Photoperiod (N=4), the results were not reliable because of 
the too low number of cases. 

Significant relationship (inverse proportionate) has been found with the Parametric 
Pearson’s r correlation test between light intensity and photoperiod among the 
variables found in the studies conducted on lettuce (N=10; r= -0.824; pτb< 0.003 (2-
tailed)), (Figure 4). Normal distribution was checked via graphical test (Figure 5).  

Significant relationship (inverse proportionate) has been found between light 
intensity and frequency in the studies conducted on microalgae (N=8; rτb=-0.679; 
(rρ= -0.812); pτb< 0.023 (pρ< 0.014)). (Figure 6). 
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Significant relationship (inverse proportionate) has been found between light 
intensity and frequency in the studies conducted with the test of frequency (N=15; 
rτb=-0.522; (rρ= -0.662); pτb< 0.008 (pρ< 0.007 (2-tailed)). (Figure 7). 

Significant relationship (inverse proportionate) has been found between light 
intensity and photoperiod in the studies conducted with the test of Light intensity 
(N=7; rτb=-0.738; (rρ= -0.833); pτb< 0.028 (pρ< 0.02 (2-tailed)). (Figure 8) and also 
between light intensity and light spectrum (N=7; rτb=-0.843; (rρ= -0.935); pτb< 
0.011 (pρ< 0.001 (2-tailed)). (Figure 9). 

 
 

 
 
 
 
 

 
 
 

 
 

 

Figure 5 
Normal Distribution test of variable Photoperiod 

(on the experiments made on lettuce 

Figure 4 
 Significant rel. between light intensity & photoperiod 

on the experiments made on lettuce – Eq. 6. 

Figure 6 
 Significant rel. between light intensity and freq. 
on the experiments made on microalgae - Eq. 7 

Figure 7 
 Significant rel. between light intensity and 

frequency on the experiments made on all the plants 
conducted with the test of frequency - Eq. 7 

Figure 8 
 Significant rel. between light intensity and 

photoperiod on the experiments made on all the 
plants conducted with the test of light intensity   

- Eq. 7 

Figure 9 
 Significant rel. between light intensity and light 

spectrum on the experiments made on all the 
plants conducted with the test of light intensity   

- Eq. 7 
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Light intensity (PPFD) has significant correlation with other variables almost in 
every analyzed group. Because it is proportional to the energy used by a light 
source, the variables correlated with it could be used to reduce the energy costs of a 
plantation – to enhance efficiency. Photoperiod, frequency and light spectrum are 
the variables found by this research as the variables affecting the amount of light 
intensity necessary. 

Different plants might require a different wavelength of light (Table 3). With the 
right spectrum of light, not just plant growth, but energy costs could be lowered as 
well. Therefore, light equipment could be made with flexible spectral parameters or 
the light equipment has to be made for a special type of plant. Wavelength and 
frequency of a light source could be different in the case of different plants (Table 
4).  

Conclusions 

The statistical analysis gave consistent results to other studies [6] and highlighted 
the correlations for the main parameters of LED light sources. 

This type of statistical analysis can support light source design and the setup of 
agricultural facilities. It has synthesized the results of different experiments. PWM 
driving of light sources, with optimal settings (frequency, duty cycle, PPFD, 
spectrum and photoperiod) better yields of plant growth and lower running costs 
could be obtained.  
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Abstract: The heat release characteristics of the combustion process in a four-stroke 
compression-ignition engines depend strongly on the fuel injection strategy. In the case of 
multiple fuel injection, deviations from the classic heat release model applicable to a single 
injection are observed. This paper presents the results of empirical tests and their analysis 
for a single-cylinder compression-ignition research engine with double injection of fuel. 
The influence of fuel injection pattern on the indicated pressure has been analyzed, in 
particular the derivative of indicated pressure in respect of the crank angle. The processes 
of fuel supply and heat release have been investigated in time domain. A correlation 
analysis of voltage controlling the opening of injector and unit heat release rate have been 
presented. The delay angle and delay time of unit heat-release rate in respect of the voltage 
controlling the opening of the injector have been determined. The heat release for each 
injected fuel dose has been analyzed. 

Keywords: heat release; compression-ignition engine; multiple fuel injection; ignition delay 

1 Introduction 

It is widely known that fuel injection strategy plays a dominant role in 
determining the performance of combustion engine, especially in the case of 
direct-injection fuel supply systems of four-stroke compression-ignition engines 
[14, 15]. Multiple or split fuel injection (i.e. the division of the fuel dose into 
several parts injected during one working cycle) has been applied in automotive 
engines for some time now. It allows a more precise control of the heat release 
characteristics of the combustion process and positively influences thermal 
efficiency of the engine as well as pollutant emission [3, 9, 10, 12, 23]. 
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The course of the combustion process in compression-ignition engines is strongly 
influenced by phenomena associated with fuel injection and the formation of 
combustible mixture [24]. These phenomena determine the autoignition delay and 
the course of heat release [2, 22, 25]. They have been sufficiently investigated in 
the case of single fuel injection, providing analytical description that allows to 
generalize the formulated conclusions [13, 17]. However, in the case of multiple 
fuel injection, the combustion of the second and subsequent doses of fuel proceeds 
differently than the first dose, for which spontaneous combustion must occur. For 
subsequent injections there are significant differences in the phenomena 
associated with ignition [16]. Firstly, mixture formation takes place under 
conditions other than during the first injection: at a higher temperature and higher 
pressure of the medium, and in an environment comprising a mixture of air, fuel 
vapor and exhaust components, wherein mixture formation is accompanied by 
already spreading flames. Secondly, the initiation of ignition occurs not only due 
to pre-ignition reactions, but also to flames that have already started to spread, 
originating from the spontaneous combustion of the first dose, and, in the case of 
subsequent doses, from the burning of the previous dose. There is a need, 
therefore, to study the dynamics of ignition delay to the subsequent fuel doses. 
Although there are many studies in this field, both empirical [2, 10, 22, 23, 25] 
and theoretical [11, 17-19, 22, 23, 25], none has so far presented generalized 
knowledge of the dynamics of fuel combustion processes for multiple injection. 

This paper presents detailed analysis of heat release dynamics in a compression-
ignition engine with double fuel injection. The study was based on the results of 
empirical tests performed with the use of a single-cylinder compression-ignition 
research engine. The objective was to provide the detailed insight into the effects 
of splitting the fuel dose on heat release, its magnitude and rate of change. 

2 Materials and Methods 

Empirical tests that served as the basis for the considerations contained in this 
work have been described in the previous paper [6]. It presents the detailed 
technical specifications of the engine, the test stand and instrumentation, as well 
as characteristics of the fuel and procedures of the test program. Therefore, only 
basic information is given in this section. 

Tests were carried out on the AVL Single Cylinder Test Bed [4] consisting of a 
single-cylinder compression-ignition research engine AVL 5402 (Table 1), a set of 
exhaust-gas analyzers, and instrumentation controlling the operation of the entire 
system. Data has been collected and processed using the software AVL PUMA 
and AVL CONCERTO. 
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The test program included engine operating in static states, at the external speed 
characteristic with engine rotational speed within the range of 1200-3600 rpm in 
steps of 400 rpm. The basic measurements involved the following quantities: 
rotational speed – n, torque – Me, indicated pressure – pg, recorded in crank angle 
domain – α, voltage of the injector opening control signal – U as well as other 
quantities, which were not included in this work. 

Table 1 

Technical specifications of the AVL 5402 engine [6] 

Specification Data 

Number of cylinders 1 

Bore 85.01 mm 

Stroke 90.00 mm 

Displacement 511.00 cm3 

Combustion type Compression ignition 

Valve system 4 valves 

Compression ratio 17.0 ÷ 17.5 

Fueling system Direct injection, Common Rail 

Maximum effective power 6 kW 

Rated engine speed 4200 min−1 

Injection pressure 180 MPa 

The data on pressure inside engine cylinder was obtained by recording of 20 traces 
of indicated pressure vs. the crank angle at each engine working point. The 
measurements were performed with a resolution of 1 deg. of crank rotation, except 
for the crank angle in the range of -30–90 deg., corresponding to active 
combustion near the Top Dead Centre (TDC), where a resolution equaled 0.1 deg. 

In order to reduce the contamination of recorded signals with high-frequency 
noise, processing of the signals was performed, consisting in synchronous 
averaging [5, 20]. The rough estimator of numerical differentiation has been low-
pass filtered to reduce the share of high-frequency noise in the signal [7, 8]. For 
filtering, a non-recurring filter was applied five times: 







5i

5ij
ji y

11
1

y  (1) 

where y – rough estimator, y  – filtered estimator. 

The engine was supplied with diesel oil. Its properties are described in [6]. 
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3 Results and Discussion 

3.1 Analysis of the Course of Indicated Pressure 

Figure 1 shows the influence of double fuel injection on the indicated pressure and 
the derivative of the indicated pressure at the engine working point corresponding 
to the maximum torque (1600 rpm). In contrast, Figure 2 shows the typical curves 
of the indicated pressure and the derivative of the indicated pressure for the single 
fuel injection. 
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Figure 1 

The indicated pressure and the derivative of the indicated pressure at the engine working point 

corresponding to maximum torque (1600 rpm) 
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Figure 2 

Typical curves of the indicated pressure and the derivative of the indicated pressure for engine with 

single fuel injection 
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Figure 3 illustrates the relationship between the values of three extrema of the 
derivatives of the indicated pressure and the engine rotational speed. The average 
value and standard deviation of these extrema for each rotational speed are also 
plotted in the graph. 
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Figure 3 

The values of three extrema of the derivative of the indicated pressure and their average value – AV 

and standard deviation – D, depending on the engine rotational speed 

3.2 Analysis of the Processes of Fuel Supply and Heat Release 

On the basis of the indicated pressure and the information associated with the 
parameters of engine and fuel, the following quantities have been determined: the 
unit heat (understood as the heat related to the volume, i.e. the cylinder 
displacement), the unit heat-release rate, and the temperature of medium. For this 
purpose, AVL CONCERTO and AVL BOOST algorithms have been applied. 
Figure 4 presents the courses of those quantities along with the indicated pressure 
and the voltage of the injector opening control signal. 

Figure 5 shows diagrams of crank angles corresponding to the important 
phenomena of fuel supply and heat release in the cylinder. Diagram (a) depicts the 
case where for the second fuel dose there is one maximum of the rate of unit heat 
release while diagram (b) – the case where the number of maxima is larger (three 
in analyzed tests). The crank angles shown in Figure 5 correspond to (notation (a) 
or (b) indicates that the crank angle is specific exclusively to diagram (a) or (b)): 
the autoignition delay – DIGN, the start of the injection control signal – US1, the 
maximum value of the control signal in the first injection – UMAX1, the end of 
the control signal in the first injection – UE1, the length of the control signal in the 
first injection – U1, the start of the control signal in the second injection – US2, 
the maximum value of the control signal in the second injection – UMAX2 (a), 
first maximum value of the control signal of the second injection – UMAX21 (b), 
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second maximum value of the control signal of the second injection – UMAX22 
(b), third maximum value of the control signal in the second injection – UMAX23 
(b), average value of the maximum values of the control signal in the second 
injection – UMAXAV (b), the end of the control signal in the second injection – 
UE2, the length of the control signal in the second injection – U2, the start of the 
heat release in the first injection – QS1, maximum value of unit heat-release rate 
in the first injection – QMAX1, the start of the heat release in the second injection 
– QS2, the maximum value of the unit heat-release rate in the second injection – 
QMAX2 (a), first maximum value of the unit heat-release rate in the second 
injection – QMAX21 (b), second maximum value of unit heat-release rate in the 
second injection – QMAX22 (b), third maximum value of the unit heat-release 
rate in the second injection – QMAX23 (b), the average value of the maximum 
values of the unit heat-release rate in the second injection – QMAXAV (b), the 
delay to the ignition of first dose – DS1, the delay to the maximum value of the 
unit heat-release rate in relation to the maximum value of the control signal in the 
first injection – DMAX1, the delay to the ignition of the second dose – DS2, the 
delay to the maximum value of the unit heat-release rate in relation to the 
maximum value of the control signal in the second injection – DMAX2 (a), the 
delay to the first maximum value of the unit heat-release rate in relation to the 
maximum value of the control signal in the first injection – DMAX21 (b), the 
delay to the second maximum value of the unit heat-release rate in relation to the 
maximum value of the control signal in the second injection – DMAX22 (b), the 
delay to the third maximum value of the unit heat-release rate in relation to the 
maximum value of the control signal in the second injection – DMAX23 (b), the 
average value of the maximum values of unit heat-release rate in relation to the 
maximum value of the control signal in the second injection – DMAX2AV (b). 
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Figure 4 

Indicated pressure – pg, temperature of medium – Tg, unit heat-release rate – dq/da, unit heat – q and 

the voltage of the injector opening control signal – U at the engine working point corresponding to 

maximum torque (1600 rpm) 
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Figure 5 

The rate of unit heat release – dq/da and the voltage of the injector opening control signal – U at the 

engine working point corresponding to maximum torque (1600 rpm) for one maximum (a) and three 

maxima (b) of the rate of unit heat release (see the text for the description of the angles) 

Figure 6 shows the angles corresponding to the start of injection, autoignition and 
autoignition delay as a dependence on the engine rotational speed. The start of the 
injection angle is an increasing function of the rotational speed. This is due to the 
fact that it is necessary to initiate combustion in the appropriate phase of the 
engine cycle, and for increasing the rotational speed, the shorter time corresponds 
to the same angle of rotation. The start of the combustion angle is practically 
constant in the rotational speed domain, while the autoignition-delay angle is an 
obviously decreasing function – approximately linearly. 
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Figure 7 shows the angle of the start of the injection control signal, the angle of 
the maximum value of the control signal in the first injection, the angle of the end 
of the control signal in the first injection, and the angle of the length of the control 
signal in the first injection as a dependence on the engine rotational speed. The 
angle of the length of the control signal in the first injection is practically constant 
in the rotational-speed domain, while other angles decrease, which corresponds 
approximately to the constancy of the processes in question in the timescale. 
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Figure 6 

The start of the injection angle – SOI, the autoignition angle – SOC and the autoignition-delay angle – 

DIGN as a dependence on the engine rotational speed 
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Figure 7 

The angles of: the start of the injection control signal – US1, the maximum value of the control signal 

in the first injection – UMAX1, the end of the control signal in the first injection – UE1 and the length 

of the control signal in the first injection – U1, as a dependence on the engine rotational speed 

Figure 8 is an illustration of the dependence of the angles corresponding to the 
phenomena associated with the second injection on the engine rotational speed. It 
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can be seen that the angle of the length of the control signal in the second injection 
increases together with the increase in the rotational speed, while injection end of 
the second stage is practically constant. Other angles are weakly dependent on the 
rotational speed with a tendency to decreasing dependence. 

Figure 9 shows the relationship between the angles characterizing heat release 
inside engine cylinder and engine rotational speed. Analysis of the plotted data 
allows to evaluate this relationship as weak – no clear trend can be identified. 

Figure 10 shows the relationship between the length of the control signal of 
subsequent injections and engine rotational speed. These are increasing functions, 
which corresponds to the increase of fuel dose with increasing rotational speed. 

Figures 11 and 12 show the dependence of the angles of ignition delay and the 
maximum value of the unit heat-release rate delay in relation to the maximum 
value of the control signal in each phase of ignition on the engine rotational speed. 
These are increasing functions of the rotational speed. 

Figures 13 and 14 show the relationship between the angle of the maximum value 
of the unit heat-release rate and the angle of the maximum value of the control 
signal in each phase of ignition. These are quantities weakly correlated to each 
other. In the first case, the Pearson linear-correlation coefficient [21] is -0.494, 
and the probability that the hypothesis of the absence of a correlation would not be 
rejected is 0.260, while in the second case –0.035 and 0.941, respectively. These 
results can be interpreted as a lack of linear correlation between the analyzed sets. 
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Figure 8 

The angles of: the start of the control signal in the second injection – US2, the first maximum value of 

the control signal in the second injection – UMAX21, the second maximum value of the control signal 

in the second injection – UMAX22, the third maximum value of the control signal in the second 

injection – UMAX23, the average value of the maximum values of the control signal in the second 

injection – UMAXAV, the end of the control signal in the second injection – UE2 and the length of the 

control signal in the second injection – U2 as a dependence on the engine rotational speed 
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Figure 9 

The angles of: the start of heat release in the first injection – QS1, the maximum value of unit heat-

release rate in the first injection – QMAX1, the start of heat release in the second injection – QS2, the 

first maximum value of unit heat-release rate in the second injection – QMAX21, the second maximum 

value of unit heat-release rate in the second injection – QMAX22, the third maximum value of unit 

heat-release rate in the second injection – QMAX23 and the average value of the maximum values of 

unit heat-release rate in the second injection – QMAXAV as a dependence on the engine rotational 

speed 
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Figure 10 

The angles of: the length of the control signal in the first injection – U1, the length of the control signal 

in the second injection – U2 and the total length of the control signal of injection – UT as a dependence 

on the engine rotational speed 
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Figure 11 

The angles of: the autoignition delay – DIGN and the delay to the maximum value of the unit heat-

release rate in relation to the maximum value of the control signal in the first injection – DMAX1 as 

a dependence on the engine rotational speed 
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Figure 12 

The angles of: the delay to the ignition of the second dose – DS2, the delay to the first maximum value 

of the unit heat-release rate in relation to the maximum value of the control signal in the first injection 

– DMAX21, the delay to the second maximum value of unit heat-release rate in relation to the 

maximum value of the control signal in the second injection – DMAX22, the delay to the third 

maximum value of the unit heat-release rate in relation to the maximum value of the control signal in 

the second injection – DMAX23, the average value of the maximum values of the unit heat-release rate 

in relation to the maximum value of the control signal in the second injection – DMAX2AV as 

a dependence on the engine rotational speed 
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Figure 13 

The relationship between the angle of the maximum value of the unit heat-release rate in the first 

injection – QMAX1 and the angle of the maximum value of the control signal in the first injection – 

UMAX1 
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Figure 14 

The relationship between the angle of the average value of maximum values of the unit heat-release 

rate in the second injection – QMAXAV and the angle of the average maximum values of the control 

signal in the second injection – UMAXAV 

Since the rate of heat release is determined by the flow of fuel supplied to the 
cylinder, a correlation analysis of the processes of injector opening control voltage 
and unit heat-release rate has been performed. The algorithm using a fast Fourier 
transformation implemented in the Statistica 6.1 software has been used to 
determine the cross-correlation function of processes [5, 20]. To investigate it, an 
assumption about the stationarity of these processes was adopted [5, 20]. In this 
algorithm, the Fourier transform method is calculated using the mutual spectral 
power density of the studied processes and then the function of the cross 
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correlation of these processes is determined by the method of the inverse fast 
Fourier transform. 

Figures 15 and 16 show the cross-correlation of standardized voltage signals 
controlling the opening of the injector and the rate of the unit heat release in the 
domain of the crank angle offset for maximum torque and power output. 
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Figure 15 

Cross correlation – K of standardized voltage signals controlling the opening of the injector – U and 

unit heat-release rate – dq/da in the domain of the crank-angle offset – b for maximum torque 

(n = 1600 rpm) 
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Figure 16 

Cross correlation – K of the standardized voltage signals controlling the opening of the injector – U 

and unit heat-release rate – dq/da in the domain of the crank-angle offset – b for maximum power 

output (n = 1600 rpm) 

The first distinct maxima correspond to the estimated delay to the signals. Figure 
17 shows the speed characteristics of the delay angle and Figure 18 – of the delay 
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time, for the signal of the unit heat-release rate in respect of the signal of the 
control voltage of the injector opening. The delay angle of the unit heat-release 
rate in respect of the signal of the control voltage of the injector opening is an 
increasing function of the rotational speed. This angle is in the range of 10-40 deg. 
The delay time of the unit heat-release rate in respect of the signal of the control 
voltage of the injector opening is weakly dependent on the rotational speed – this 
time depends mainly on the kinetics of the pre-ignition reactions [13, 22]. 
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Figure 17 

The speed characteristics of delay angle – bD of the signal of the unit heat-release rate in respect of the 

signal of the control voltage of injector opening 
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Figure 18 

The speed characteristics of delay time – Dt of the signal of the unit heat-release rate in respect of the 

signal of control voltage of injector opening 
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3.3 Analysis of the Heat Release 

The analysis of the heat release in the cylinder involved the unit heat-release rate, 
along with the unit heat for the two doses of the fuel injected and in various parts 
of the second injection, restricted by the local minima of the unit heat-release rate. 
Figure 19 shows schematic indications for the analysis of the heat release. 
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Figure 19 

The unit heat-release rate – the identification of the maximum values of the unit heat-release rate and 

the angles limiting parts of the ith-phase of injection 

The unit heat in two stages of the fuel injection and in different parts of the second 
injection, as well as the total unit heat – qT – were calculated according to the 
formulas 
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where αE – the angle of the conventional end of combustion. 

Figure 20 shows the maximum value of the unit heat-release rate in two stages of 
fuel injection and in different parts of the second injection as the dependence on 
the engine rotational speed. The maximum unit heat-release rate in the second 
injection is much higher, by more than twice, than in the first injection. The 
maximum value of the unit heat-release rate in the first injection has a decreasing 
tendency in the domain of rotational speed. For the rotational speed, for which 
there are no more maxima of unit heat-release rates in the second injection, the 
maximum value of the unit heat-release rate is also a decreasing function of the 
rotational speed. For the higher rotational speeds the maximum value of the unit 
heat-release rate in the first part of the second injection increases together with the 
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increase in the rotational speed, while in the subsequent parts is a decreasing 
function. 
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Figure 20 

The maximum value of the unit heat-release rate – max[dq/da] (1 – in the first injection, 21 – in the 

first part of the second injection, 22 – in the second part of the second injection and 23 – in the third 

part of the second injection) as a dependence on the engine rotational speed 

Figure 21 shows the unit heat, while Figure 22 the relative unit heat, related to the 
total unit heat in the two stages of fuel injection and in different parts in the 
second injection, as a dependence on the engine rotational speed. 
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Figure 21 

Unit heat – q (1 – in the first injection, 21 – in the first part of the second injection, 22 – in the second 

part of the second injection, 23 – in the third part of the second injection and T – the total unit heat) as 

a dependence on the engine rotational speed 
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Figure 22 

The relative unit heat – qr (1 – in the first injection, 21 – in the first part of the second injection, 22 – in 

the second part of the second injection, 23 – in the third part of the second injection) as a dependence 

on the engine rotational speed 

The unit heat being released in the first injection is almost constant over the entire 
useful range of rotational speed, while in the second injection the unit heat 
increases with the increasing rotational speed – consequently, the amount of fuel 
dosed by the supply system is an increasing function of the rotational speed.  

Conclusions 

The dynamics of the processes associated with the combustion of fuel in the 
cylinders of compression-ignition engines with multiple fuel injection is 
determined primarily by the flow rate of fuel injected into the cylinders in the 
individual injections. With Common Rail supply systems, the dose of fuel injected 
into the cylinders is primarily determined by the opening time of the injectors. It is 
significant to the analyzed fuel supply system that the increasing flow of fuel 
dosed, with increasing rotational speed, is determined mainly by the second 
injection, while the initiation of the combustion process is propagated by an earlier 
start of the injection, with increasing rotational speed. 

Both the autoignition delay angle of the first fuel dose and the ignition-delay angle 
of the second fuel dose are increasing functions of rotational speed, which 
corresponds approximately to the constant value of the delay time of the 
autoignition and ignition of the second fuel dose. At the same time, the ignition-
delay angle of the second fuel dose is substantially smaller than the autoignition 
delay – this is the result of the different nature of phenomena of the combustion 
initiation in both cases in question. 

The research work carried out proved that the angle of the maximum value of the 
unit heat-release rate is weakly correlated with the angle of the maximum value of 
the control signal in each phase of ignition, although the rate of heat release is 
determined by the flow of fuel supplied to the cylinder. This is confirmed by the 
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results of correlation analyses of the processes of the injector-opening control 
voltage and unit heat-release rate. The angle of the delay to the unit heat-release 
rate, in respect of the signal of the control voltage of the injector opening, is 
approximately 10–40 deg and is an increasing function of the rotational speed. 
The time of delay to the unit heat-release rate, in respect of the signal of the 
control voltage of the injector opening, is weakly dependent on the rotational 
speed, as it depends mainly on the kinetics of pre-ignition reactions. 

The research work carried out proved that the maximum unit heat-release rate is 
much higher in the second injection than in the first injection. The unit heat being 
released in the first injection is almost constant over the entire useful range of the 
rotational speed, while in the second injection the unit heat increases with 
increasing rotational speed. 

Research into the heat release dynamics in the cylinder of compression-ignition 
engines with the multiple injection of fuel allows to gain knowledge about the 
processes occurring in engine cylinders, and – consequently – to rationally assess 
the impact of fuel supply on engine performance. 
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Abstract: During the development tests of high voltagecircuit-breakers (HVCB), the 
manufacturers obtain a large amount of information regarding the behavior and 
parameters of the equipment. Such valuable conclusions can be deduced from processing, 
analyzing and evaluating them by scientific methods that are appropriate for developing a 
new decision-supporting model. The Author describes the methodology of the development 
process of such part of the new decision-supporting model (Circuit Breaker Design 
algorithm CBDa) which systematizes and evaluates the information from tests as results 
and illustrates the possible ways of usage. 

Keywords: HVCB; 3rdgeneration SF6 circuit-breaker; CBDa model 

1 Introduction 

High-voltage circuit-breakers are an integral part of the electricity system. Their 
task is to close and open the circuits in normal operational and outside of normal 
operational circumstances. The circuit-breakers are the only short circuit-
protection devices (SCPD) in the high voltage networks. Accordingly, reliable 
operation is critical in terms of reliability of the entire system. It is necessary to 
extinguish the arc between the contacts that appears during the opening process, 
within the shortest time, even several times in succession at the breaking of the 
short-circuit currents. The arc chambers built into the circuit-breaker perform this 
task [1]. The Author analyses those high voltage circuit-breakers that use SF6 gas 
as arc extinguisher medium, which is the same as the insulator medium. The 
Author investigates the third generation, auto-puffer high voltage circuit-breakers, 
as those are the most common and uses the most modern technology. The IEC 
62271-100:2008/AMD2:2017/COR1:2018 [2] refers to high voltage circuit-
breakers and describes what types of breaking tests certify that the tested circuit-
breaker is able to perform its tasks under any network conditions and would be 
able to break the circuit safely. During the design of the circuit-breakers, the 
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designers follow two main directions. Firstly, they perform a computer simulation 
in which they analyze the variation of the generated gas flow (speed, density, 
pressure change) and the electrical field strengthen the developed geometric 
circumstances [3]. On the other hand, based on the results of the simulations, test 
equipment is manufactured on which the designers carry out the tests in order to 
verify the correctness of the calculations. The Author created and introduced to 
the science a new Circuit Breaker Design algorithm (CBDa) model [4] as a result 
of the Author’s scientific work which is suitable for modeling the SF6 high 
voltage circuit-breaker development process. Figure 1 shows the CBDa model’s 
main steps: 

 

Figure 1 

Simplified flow chart of CBDa model 

This article describes the third step of Figure 1 in detail. In the following chapters, 
the Author presents the evaluation of results and information from the completed 
tests and the utilization of them. The fourth step of the model (Figure 1) is the 
determination and weighting of results to be fed back [5]. The author will describe 
the feedback method in then extarticle. It will also include the methodology of 
weighting and how all these increase the accuracy of preliminary calculations and 
simulations. 

2 Theory and Process of Measurement 

The measurement starts with the determination of the scope of the measurement. 
The first step is to determine what one would find out with the measurement. The 
second step of the measurement process is the collection of all prior information 
and knowledge. It is investigated what other researchers used what variables and 
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which methods and what results they reached. After all these, one plans the 
measurement process: what is measured, which equipment is used for the 
measure, what protocol will apply for the tests. At the next step, the measurement 
equipment is established and the measurement instrument is checked [6]. The 
actual measurement/test is processed after this and if needed, correction can be set 
up in the measurement process. The final step of the measurement process is the 
evaluation of the test results. [7] 

2.1 Application of the Measurement Theory 

The measurement theory [8] is a scientific tool used during the measurement 
process: measurement planning, data collection, measurement and evaluation of 
results. It can be applied and performed step-by-step: (Fig. 2). 

 

Figure 2 

Circuit-breaker test flow chart 

Figure 2 shows the test process. The first step is the determination of the geometry 
to be tested, i.e. the assembly of the test circuit-breaker (Test object – TO). In the 
next step it is determined in accordance with the CBDa model [4] and the 
standards (2.2) which test would be performed. Then, the researcher defines the 
measurable physical quantities. The standards prescribe part of these (typically the 
electrical parameters of the test circuit). However, such additional parameters can 
be determined that can be used at a later stage also for feedback. The test 
laboratory can design their own test circuit once the measurement circuit and 
supplementary parameters are determined. The tests can be performed after these 
steps. The Author describes the evaluation of the results in the last chapter (4). 
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2.2 Standard Environment of Synthetic Tests 

The IEC 62271-100:2008/AMD2:2017/COR1:2018 [2] applies to the high voltage 
circuit-breakers. The standard prescribes the carry-out of all such test that needs 
for the certification that the high voltage circuit-breaker can be built into the 
system, and also for the proof of the proper operation in the system and for the 
proof of the lifetime. In this article, the author deals only with the breaking tests 
and the evaluation of such tests. The fulfillment of the following tests prove that 
the circuit-breaker operates properly under any circuit circumstances: 

1. Basic short-circuit tests (T100s)  

2. Basic short-circuit tests (T100a) 

3. Basic short-circuit tests (T60) 

4. Basic short-circuit tests (T30) 

5. Basic short-circuit tests (T10) 

6. Short-line fault test (L90) 

7. Short-line fault test (L75) 

8. Out-of-phase making and breaking test (OP2) 

9. Capacitive current switching test (BC2) Making / Breaking 

10. Capacitive current switching test (BC1) 

11. Double-earth fault test (DEF) 

One part of the above tests are opening tests (O), other parts are closing and 
opening tests (CO) and there are tests to simulate the opening – closing– opening 
operations (O-0,3s-CO) with that the fast reclose automation is simulated. 

Certain tests must be performed with different arcing times. The minimum arcing 
time in this context is the shortest time under which the circuit-breaker in the set 
circuit conditions can interrupt the circuit. Some tests are performed with 
maximum arcing time, others with medium arcing time and there are combinations 
of these. The standards prescribe that the minimum arcing time must be found first 
and all other test times must be calculated from this value.  

2.3 The Process of Measurement 

Due to the high energy need of the above-described tests, it is not possible to 
perform the test on the electric network. So-called synthetic circuits are used for 
these tests. Figure 3 shows a sample synthetic circuit. [9] 
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Figure 3 

Test circuit for basic short-circuit tests (T100s(a)) [10] 

The Figure 3 shows the simplified schematic connection drawing of a synthetic 
circuit that is suitable for T100s (a) test. Other, similar circuits are assigned to 
each test types. The characteristics of the network – the test laboratory wants to 
simulate – can be reached by the fine-tuning of the built-in inductive and 
capacitive elements. [11] 

On Figure 3 there are the following marks: Gen - generator, PT – potential 
transformer, Cg – TRV tuning capacitor, BB – back-up circuit-breaker, MS – 
making switch, CLR – current limiting reactor, ACB – auxiliary circuit-breaker, 
PMS – Plasma making switch, VD – voltage divider, TO – test object, CT – 
current transformer, HVTr – high voltage transformer, ITMC – Initial transient 
making current circuit. 

The standards prescribe that the minimum arcing time must be found first and all 
other test times must be calculated from this value. However, this means that tests 
must be carried out on the circuit-breaker in a way that the arcing time is 
decreased by milliseconds until the circuit-breaker cannot interrupt the circuit. 
Accordingly, a circuit-breaker carries out more breaks even before the real tests. 
This fact is important as certain assembled parts are damaged or worn with each 
breaking. This worn may affect the arcing contacts and the material (Teflon) of the 
gas deflector components (e.g. main nozzles) around the arcing place which 
evaporates due to the extreme heat. As a consequence of the evaporation of this 
material, the geometry of the nozzles changes and this decreases the efficiency of 
the arc extinguish. Figure 4 shows the simplified assembly of the arcing chamber 
of an SF6 circuit-breaker. 

Figure 4 shows an arcing chamber of the circuit-breaker in which 1 is the gas 
deflector, 2 and 6 are arcing contacts, 3 – arc formation place, 4, 5 – main 
contacts. 
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Figure4 

Simplified assembly of circuit-breaker arcing chamber (own figure) 

 

Figure 5 

Part of used arcing chamber (own photo) 

Figure 5is a picture about a part of a used arcing chamber. It can be observed that 
the arcing sleeve (1) and the main nozzle (2) melted and evaporated due to the 
heat. 

During the developmental process, several geometries is tested. These typically 
relate to the volume of the thermal and compression chambers, the establishment 
of that geometry that determines the gas flow channel. Generally, the testing 
process starts with tests that load the circuit-breaker the most. These are the 100% 
breaking and the L90 test duties. At the same, time it is necessary to consider that 
due to the operational principle of third-generation (auto-puffer) SF6 circuit-
breakers, the range of medium short-circuit currents, test duty (T60), represents a 
significant strain [12]. If the first test on the geometry established by the computer 
simulation is successful then the next test is carried out on the same geometry.  
During the test a large amount of information is obtained on the characteristics of 
the circuit-breaker. The evaluation and feedback of this information into the 
development process may increase the accuracy and effectiveness of the 
development. 
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3 The Measurement and the Organization of 

Measurement Results 

The large amount of data generated during the development process classified into 
three groups: mechanical parameters (3.1), test parameters (3.2) and the ordering 
of measurement results (3.3).The aggregated matrix, as the result of the data in the 
three groups, is presented in the chapter 3.4. [13] 

3.1 Ordering of Mechanical Parameters 

Several parts are assembled in the arcing chambers of third-generation SF6 
circuit-breakers. The Author – based on prior experiences – determined sixteen 
different mechanical parameters (examined geometric shape) which have major 
impact on the arc extinguish process. These mechanical parameters are marked as 
M1-M16. 

During the tests the parameters are modified continuously and are summarized in 
the matrix (1): 

𝐴𝑇𝑀 = (𝑀1,1 𝑀1,2 … 𝑀1,16𝑀2,1 𝑀2,2 … 𝑀2,16… … … …𝑀𝑛,1 𝑀𝑛,2 … 𝑀𝑛,16) (1) 

where the matrix columns indicate a mechanical parameter and each line 
corresponds to a test configuration, shape combination. 

 

Figure 6 

Mechanical data in table format 

Lines are taken on till the given test type becomes successful. 

3.2 Ordering of Test Parameters 

According to the above, the test parameters are also included in a matrix (2). E1 
indicates the test type (Chapter 2 standard environment), E2 – E9 are the measured 
electric and mechanical values. Even though the standards determine the value of 
the electric parameters (e.g. transient recovery voltage (TRV) value, rate of 
decrease of the specified short-circuit current (di/dt), etc.) these can differ from the 
nominal value due to the standard deviation of the synthetic circuit. Therefore, the 

M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15 M16

37 --- --- --- --- --- --- --- --- --- --- --- --- --- --- --- ---

38 2*) 175 24 33 --- 12 / 19 42 / 67 20 R11 3 normal 125 NO 320 500 37

39 2*) 175 24 33 --- 3  / 19 36 / 67 14 R11 3 normal 125 866530-I 320 500 37

40 2*) --- --- --- --- --- --- --- --- --- --- --- --- --- --- ---

41 5 187 24 33 --- 12 / 19 36 / 79 14 R11 1 normal 145 866530-I 320 500 37

42 --- --- --- --- --- --- --- --- --- --- --- --- --- --- --- ---

43 4 187 24 34,4 --- 3 / 19 36 / 79 14 R11 1 normal 145 866530-I 320 550 37
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author considers these values as the measured value. The matrix (2) also contains 
mechanical values that are typical for that test (e.g. set gas pressure, operational 
speed and main time of circuit-breaker, etc.): 

𝐴𝑇𝐸 = (𝐸1,1 𝐸1,2 … 𝐸1,8𝐸2,1 𝐸2,2 … 𝐸2,8… … … …𝐸𝑛,1 𝐸𝑛,2 … 𝐸𝑛,8) (2) 

where the matrix columns indicate a test parameter. Similarly to the mechanical 
parameters, the lines are taken on till the test type becomes successful. 

 
Figure 7 

Test parameters in table format 

Figure 7 shows an example of the electric parameters of L90 tests. Similar tables 
are generated to collect the results of each test types that are specified in point 2.2. 

3.3 Ordering of Measurement Results 

R1 – R11 indicates the measurement results. R1may have two different values, 1 – 
if the test was successful and 0 – if the test failed. R2 – R11 indicates such kinds of 
parameters as, e.g. first and second peak value of the pressure in the thermal 
chamber. This data is also integrated into a matrix (3): 

𝐴𝑇𝑅 = ( 𝑅1,1 𝑅1,2 … 𝑅1,11𝑅2,1 𝑅2,2 … 𝑅2,11… … … …𝑅𝑛,1 = 1 𝑅𝑛,2 … 𝑅𝑛,11) (3) 

As before, each line in the matrix includes the results of a new test. 

 
Figure 8 

Measurement results in table format 

E2 E3 E4 E5 E6 E7 E8 E9

37 L90 AQF0507 5,98 6 22,07 124 35,6 15,93 --- 169

38 L90 AQF0606 6 6 17,4 125 35,74 16,34 ---

39 L90 AQF1104 6 6 21,44 125 35,81 16,4 --- 170

40 L90 AQF1106 6 6 24,9 125 35,7 16,35 ---

41 L90 AQF2809 5,79 6 14,64 123 36,3 15,8 --- 161

42 L90 AQF2819 5,8 6 21,71 125 36,06 16,39 ---

43 L90 AQG0515 6 6 21,7 124 35,7 16,19 --- 165

E1
Electrical
parameter
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R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11

37 OK/NO 121 3 X X *) --- --- --- --- --- *) 82,5 kV, after  6ms 

38 NO 113 --- --- --- 9,42 --- 13,03 10,7 --- ---

39 OK --- --- --- --- 34,2 --- 45,7 33 --- ---

40 NO*) --- --- --- --- 30 --- 40,4 28,3 --- *) membrane breach

41 OK --- --- --- --- 27,71 19,9 --- --- --- ---

42 NO --- --- --- --- 24,26 18,5 24,16 16,36 --- ---

43 OK/NO 105 16,3 --- --- 43,17 35,9 39,27 30,3 --- ---
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Figure 7 and Figure 8 show details of the test parameters and the test results 
tables. The missing values are such values that are typically non-test data, or data 
not registered due to measurement circuit failure. 

3.4 The Aggregated Matrix 

Description of the development measurement series 

1. M1-M16defines the mechanical characteristics of the equipment. The 
researcher runs a standard described test type, e.g. L90. This is indicated as 
T1. It is almost certain that the first test will fail, therefore, R1will be 0. 

2. M1-M16 values are modified until the test becomes successful. At this time 
R1will be 1. 

3. Once R1=1, the measurements of next test type T2 start. It is also almost 
certain that the first test is unsuccessful. M1-M16 values are again modified 
until R1 becomes 1. 

4. Then the researcher returns to T1. Based on the prior measurements, it is 
clear that what kind of modification of which element of M1-M16 what effect 
it has on the result. M1-M16 is modified in such a way that R1 = 1, in both T1 
and T2. This can be reached from several tests. 

5. If it is reached that for the same M1-M16, R1 = 1 both at T1 and T2, then T3 
can start. 

6. This process is continued for all Tx until R1 = 1 using the same M1-M16 
parameters.  

7. R2…R11results are used for the determination of the next M1-M16 

independently from the fact of whether R1 value is 0 or 1.  

Aggregating the matrixes of the mechanical parameters, of the test parameter and 
the matrix of the results, a new matrix is received that is the aggregated matrix of 
one test type: 

𝐴𝑇1 = (𝑀1,1 𝑀1,2 … 𝑀1,16 𝐸1,1 … 𝐸1,8 𝑅1,1 𝑅1,2 … 𝑅1,11𝑀2,1 𝑀2,2 … 𝑀2,16 𝐸2,1 … 𝐸2,8 𝑅2,1 𝑅2,2 … 𝑅2,11… … … … … … … … … … …𝑀𝑛,1 𝑀𝑛,2 … 𝑀𝑛,16 𝐸𝑛,1 … 𝐸𝑛,8 𝑅𝑛,1 = 1 𝑅𝑛,2 … 𝑅𝑛,11) (4) 

Figure 9 shows the application of ATM, ATE, ATR and the aggregated matrix in the 
previously published CBDa model. The determination of the geometry in the 
CBDa model corresponds to a new line of ATM matrix. At the same way, the new 
measured parameters and the measurement results in the tests would increase ATE, 
ATR matrixes. The aggregated matrix represents the amount of information to 
feedback. 
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Figure 9 

Development process with feedbacks [4] 

Figure 9 shows the development process and the integration of the aggregated 
matrix in the feedback processes. The Authors described the development process 
in detail in their previously published article. [4] 

4 Evaluation of Feedback Results 

The author, former leader of R&D team, in Switchgear Department, at Ganz 
Transelektro Electric Co. took part in several tests performed at VEIKI-VNL 
Electric Large Laboratories Ltd. Figure 10 and Figure 11 show two test results 
carried out in this laboratory. The oscillograms contain a completed test result, 
which is the test of the same circuit-breaker on the same test type, but with 
different arcing time: 
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Figure 10 

Breaking process with T100s maximum arcing time 

Figure 10 shows the current flowing through the poles of the circuit breaker, the 
voltage between the poles after the current interruption process, the time-travel 
diagram and the gas pressure evolution in the thermal chamber. 

 

Figure 11 

Breaking process with T100s minimum arcing time 
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Figures 10 and 11 show the operation of the same circuit-breaker during a T100s 
breaking process. Figure 10 shows the maximum while Figure 11 shows the 
minimum arcing time. The current through the tested circuit-breaker, the transient 
recovery voltage, travel-time characteristic, and the pressure evolution in the 
thermal chamber show in the diagrams. Points 1 and 4 show the current’s first and 
second peak values after contact separation. The pressure peak values also appear 
(points 2 and 5). The time shift of pressure peak values in relation to the current 
peak values is the consequence of the arc thermal inertia. Point 3 indicates the 
current’s zero before breaking. Point 6 shows the start of the operation of the 
current injection circuit [14], [15]. 

The diagrams (Figure 10, Figure 11) highlight two substantial facts: 

- First is that the pressure peak value arises after the current peak value. 
This is the effect of the arc inertia. 

- Second is that the thermal chamber pressure at the maximum arcing time 
is lower (8,86 barg on Figure 10) then in case of the minimum arcing 
time (27,43 barg on Figure 11). 

Due to the facts described in Chapter 3, the Author transforms the engineering 
task into a mathematical task with the use of the feedback method discussed in 
Chapter 4. Accordingly, the Author studied the Mn,1..Mn,16 values where for any E1 
R1 = 1. On the other hand, the Mn,1..Mn,16 values were also examined for the case 
where p provides an ideal distribution. 

Conclusions 

With the assistance of measurement theory and considering the standards’ 
specifications, in this article the Author determined those typical mechanical 
parameters of the arcing chamber of circuit-breaker which have the greatest 
influence on the circuit-breaker’s operation. These are the bases on which ATM 
matrix consisting of the mechanical parameters is set. The modification of ATM 
matrix resulted in the test parameter matrix including E1E9. The Author 
denominated 11 result parameters that used during the feedback process. From all 
of this data, the ATR result matrix is set and with the connection and aggregation of 
all matrixes a final matrix is set. This is the aggregated circuit-breaker 
development matrix. In the article, the interpretation of one test results is shown 
based on the oscillogram of two arcing time of T100s test. 

In the following article the changes in the geometry will be associated with the 
pressure wave peak values. The Author will weigh the ATR mechanical parameters 
to be fed back by using Fuzzy logic. This is necessary as the FEM calculation will 
be fine-tuned with a feedback appropriate to CBDa model and these results will be 
used in the establishment of the new geometry. The Author will present the 
multidimensional matrix established from the aggregated matrixes used for the 
different tests. 
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Abstract: Herein, we research the possibilities of assisting visually impaired pedestrians 
moving in traffic situations by using camera-based detection of relevant objects in their 
immediate surroundings. Therefore, we use and adapt algorithms from the field of driver 
assistance. We present a road background segmentation based on watersheds, whose 
results are used as input for the presented crosswalk and lane detection algorithms. The 
crosswalk detection is based on the application of two 1D mean filters and the lane 
detection on local computations of the EDF (Edge Distribution Function). In our 
evaluation, the described algorithms achieved good hit rates of 99.87% (road 
segmentation), 98.64% (crosswalk detection), and 97.89% (lane detection). 

Keywords: ADAS; Driver Assistance; Visually Impaired; Road Segmentation; Crosswalk 
Detection; Lane Detection; Computer Vision 

1 Introduction 

According to [6], in 2015, worldwide 36 million people were estimated to be blind 
and 216.6 million people were estimated to have a moderate to severe visual 
impairment. Since 1990, the numbers of both groups have increased: in 
comparison to 1990, there was a rise of 17.5% in blind people and 35.5% in 
people with moderate to severe visual impairment.   

In their study from 2001, Duckett and Pratt underline the importance of mobility 
for the visually impaired: “The lack of adequate transport was described as 
resulting in many visually impaired people living in isolation. Transport was felt 
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to be the key to visually impaired people fulfilling their potential and playing an 
active role in society,” [10].  

Therefore, we research possibilities of assisting visually impaired people by using 
camera-based object detection in traffic situations in order to increase their 
independent mobility. As the amount of research in the field of Advanced Driver 
Assistance Systems (ADAS) is much higher in comparison with Assistive 
Systems for the Visually Impaired (ASVI), our research focuses on transferring 
algorithms and concepts from ADAS to ASVI.  

1.1 Previous Work 

In [19], we motivate the need for a transfer concept from ADAS to ASVI and 
present a plan for an ASVI consisting of a smartphone app and a cloud service. A 
camera as well as earphones to provide text-to-speech output are connected to the 
smartphone; expensive image processing calculations are exported to the cloud 
service. Although the system will not be built in the near future, we keep this 
system in mind as reference system during our research. Furthermore, [19] 
contains first findings regarding the transfer concept and a short description of a 
preliminary version of the crosswalk detection algorithm that we describe in detail 
in this article.  

In order to gather the needs of visually impaired people in traffic situations, we 
conducted qualitative interviews with experts and members of the target group 
using Witzel’s method of problem-centered interviews [34]. The results of the 
expert interviews are presented in [18] and [20]; a common evaluation of both 
interview types is not published yet. The evaluation of the interviews is presented 
in the form of tables, adapted from Sommerville’s software engineering book [30], 
describing the six identified traffic scenarios: (1) General orientation, (2) 
navigating to an address, (3) crossing a road, (4) obstacle avoidance, (5) boarding 
a bus, and (6) at the train station. For each traffic scenario, we recorded the vision 
use cases that could help visually impaired people in the according scenario. We 
then formed the overlap with vision use cases that are of interest in both 
considered fields, ADAS and ASVI. These are the use cases, we have to consider 
in our research: (1) Lane detection, (2) crosswalk detection, (3) traffic sign 
detection, (4) traffic light (state) detection, (5) (driving) vehicle detection, (6) 
obstacle detection, and (7) bicycle detection. Additionally, we described a 
preliminary version of the lane detection algorithm presented explicitly in this 
article in [20].  

For the evaluation of the algorithms that are developed in the course of our 
research, comparable sequences from driver and pedestrian perspective covering 
the seven identified use cases are needed. While there are many publicly available 
data sets from driver perspective, e.g. the KITTI data set [14] and the German 
Traffic Sign Detection Benchmark [16], there are few data sets from pedestrian 
perspective and no data sets with comparable material from both perspectives. 
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Therefore, we created the CoPeD (Comparable Pedestrian Driver) data set for 
traffic scenarios [21]. It is licensed under the Creative Commons Attribution 4.0 
International License1 and hosted publicly2. The data set is divided into four 
categories: (1) Lanes, (2) crossings (incl. traffic lights and crosswalks), (3) 
obstacles (incl. vehicles and bicycles), and (4) traffic signs with relevance to 
pedestrians. 

1.2 Presented Work 

The next step towards a transfer concept from ADAS to ASVI is the examination 
of the seven identified use cases with relevance in both fields concerning their 
possibilities of adaptation from ADAS to ASVI.  

The additional consideration of a road background segmentation makes it possible 
to run some detection algorithms on only a subset of the original image. 
Crosswalk and lane detection can be executed on the road image, whereas traffic 
sign and traffic light detection are carried out on the background part of the image. 
Obstacles, including vehicles and bikes, can occur in both parts of the image and 
are therefore run on the complete image. Figure 1 illustrates the procedure. This 
article focuses on the middle path of the diagram in Figure 1, meaning that we 
propose a road background segmentation and solutions for the “on-road” 
detections crosswalks and lanes. Thereby, the segmentation result is used as a 
preprocessing step for the different detection algorithms. This means that when 
integrated into an assistive system, the segmentation result is not communicated to 
the user unlike the result of the requested detection algorithm. 

The following chapter first gives an overview concerning related work for the 
topics camera-based ASVI as well as road background segmentation, crosswalk 
detection, and lane detection for ADAS and ASVI. Afterwards, we present our 
proposed ASVI solutions for these topics, each based on procedures from ADAS. 
The proposed algorithms are then evaluated on sequences from the CoPeD data 
set [21]. Finally, Chapter 4 outlines our future work.  

2 Related Work 

This chapter first gives an overview of camera-based assistance for the visually 
impaired. Then, related work of the three topics that have to be considered, 
namely road background segmentation, crosswalk, and lane detection, is cited. For 
each topic, we explain which ADAS procedures we chose for the adaptations 
presented in the following Chapter 3.  

                                                           
1 https://creativecommons.org/licenses/by/4.0/ 
2 http://dataset.informatik.hs-furtwangen.de/ 
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Figure 1 

Partition of detections with road background segmentation 

2.1 Camera-based Assistance for the Visually Impaired 

We describe the state of the art of camera-based assistance for the visually 
impaired in [17]. The developed systems cover a wide range: In the case of 
sufficient remaining eyesight, camera images are represented in a suitable way 
(e.g. [32]). While other systems focus on the interpretation of image content in 
certain situations (e.g. [29]), Sensory Substitution Devices (SSD) offer a 
comprehensive perception of the environment by transferring the sense of sight to 
a different sense, e.g. hearing [7] or tactile sense [1]. 

In general, ASVI consist of a capture, an image processing, and an output unit 
[17]. The research presented in this paper focuses on the processing step and does 
at this stage not take the output - the way of communicating the results with the 
user - into account.  

2.2 Road Background Segmentation 

In the 1990s, road segmentation for driver assistance using morphological 
watersheds was introduced [5]. The algorithm uses markers situated in front of the 
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car; hence, it cannot be used without adaptations on data from pedestrian 
perspective.  

From about 2008 onward, Alvarez et al. proposed road segmentation based on 
illumination-invariant models [2, 3, 4]. Their procedure poses two problems when 
used from pedestrian perspective: They use seeds in front of the car and a camera 
calibration is needed. The latter makes it difficult to use on any smartphone which 
is the platform an assistive system for the visually impaired is most likely to use.  

Other algorithms are based on neural networks (e.g. [12]), support vector 
machines (e.g. [31]), or deep learning (e.g. [25]). These machine learning 
approaches are too complex and costly to be the first step in the image processing 
chain of an assistive system for the visually impaired.  

Therefore, a road segmentation from pedestrian perspective based on Beucher et 
al.'s work using watersheds [5] is introduced in this article. 

2.3 Crosswalk Detection 

The adapted algorithm presented in the following chapter is based on the work of 
Choi et al. [9]. They introduce a combined detection of crosswalks and traffic 
lights. Their crosswalk detection is based on a 1-D mean filter in horizontal 
direction. Another example of an algorithm using the fact that crosswalks are 
horizontal structures from driver’s perspective is described in [15]. Haseloff and 
Kummert apply Fourier and Hough Transform and thus make use of the bipolarity 
and straight lines which characterize crosswalks. Zhai et al. propose a crosswalk 
detection based on MSER and ERANSAC [37].  

Furthermore, there is some research concerning crosswalk detection in the area of 
ASVI. The algorithms described in [28] and [33] are based on parallel lines that 
are extracted by Hough Transform. Cheng et al. [8] extract the bright crosswalk 
stripes by adaptive thresholding. They address challenging scenarios, such as 
partial occlusion, low contrast and distant crosswalks, and different illuminations. 
In addition, they offer an extensive literature review on crosswalk detection 
algorithms. 

2.4 Lane Detection 

In ASVI, the goal of lane detection is to help with general orientation by giving 
information about the course of the road, meaning indicating if the road goes on 
straight ahead or takes a left respectively right turn. On the other hand, in ADAS, 
lane detection is used to warn the driver if they risk to depart the lane. These lane 
departure warning systems consist of three steps, namely lane detection, lane 
tracking, and communication with the driver [24].  
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For ASVI, only the first step is of importance. According to [24], single frame 
lane detection is generally composed of four steps: (1) Image acquisition and 
preprocessing, (2) edge detection, (3) stripe identification by Hough Transform or 
Edge Distribution Function (EDF), (4) line fitting.  

As the Hough Transform is not suitable to detect even slight curves, we 
concentrate our research on using the EDF which is the histogram of the gradient 
magnitude with respect to the corresponding edge angle. The work described in 
this paper is based on the lane detection using EDF presented by Lee [23]. After 
computing the region of interest with the help of the vanishing point, edge 
extraction as well as EDF construction are carried out. Based on an EDF analysis, 
Lee identifies if the car is safely within the lane or in risk of departing the lane 
boundaries.  

3 Proposed ASVI Solutions 

In the following, we describe our proposed solutions for road background 
segmentation as well as crosswalk and lane detection. Each reported procedure is 
based on known solutions from ADAS. In the end, we present an evaluation of all 
three procedures on a subset of the CoPeD data set [21]. 

In previous publications, we focused on the differences between the underlying 
ADAS algorithms and the proposed adaptations. This article, however, 
concentrates on the mathematical details of the proposed adaptations. 

Table 1 shows the input and output variables for each procedure. It can be seen 
that road background segmentation is the foundation for the other two algorithms 
as the output from road background segmentation is used as input for crosswalk 
and lane detection.  

Table 1 

Input and output variables for road background segmentation, crosswalk detection, and lane detection 

 Road Background 
Segmentation 

Crosswalk Detection Lane Detection 

Input I: RGB Input Image. I, R I, R 

Output R: Binary image; road 
pixels are white. 
BG: Binary image; 
background pixels are 
white (𝐵𝐺 = ¬𝑅). 

CW: Binary image; 
crosswalk pixels are 
white.  

Text: Indicates if the 
road is straight or takes 
a right/left turn, 
provided any lanes are 
detected.  

In the complete chapter, (𝑥, 𝑦) refers to a pixel position in a given image of size 𝑁 ×𝑀.  
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3.1 Road Background Segmentation 

The presented algorithm is based on Beucher et al.'s work [5] and consists of five 
steps: After the watershed computation (1), properties of the according catchment 
basins are determined (2). With the help of this information, the mosaic image is 
built by assigning to each pixel the mean gray value of the catchment basin it 
belongs to (3). Afterwards, we merge adjacent catchment basins if their gradient is 
below a threshold (4). Finally, a decision is made which uniform region from the 
merged mosaic corresponds to the road part of the image and a morphological 
post-processing of this region is carried out (5).  

Contrary to [5], we do not use a morphological gradient image as input of the 
watershed computation in order to reduce the number of catchment basins. To 
achieve this goal, we set some catchment basins to zero, depending on their mean 
value and mean saturation. Additionally, Beucher et al. use seeds in front of the 
car to expand the road from which is not possible in ASVI. To replace this 
procedure, we developed step (5), namely decision and morphological 
postprocessing.  

(1) Watershed Computation 

Watersheds are based on a topological interpretation of gray value images where 
the pixels, as spatial coordinates, are plotted against their intensity values. Local 
maxima are defined as watershed lines that separate the image into different 
regions. The inner parts of these regions are called catchment basins. In our 
implementation, we use the according method from Matlab’s Image Processing 
and Computer Vision Toolbox.  

In the following, we consider the notations:  

I: RGB input image, smoothed with a Gaussian Filter. 

gray: Gray value version of I. 

s: s-channel (saturation) from I converted into HSV space. 

L: Watershed image of gray. Every pixel has an assigned number k according to 
the catchment basin it belongs to. 𝐿 is set to zero for watershed lines. 

N: Number of catchment basins.  

(2) Properties of the Catchment Basins 

For every catchment basin 𝑘, 1 ≤ k ≤ N, we compute the mean intensity and 
mean saturation value: 𝑔𝑟𝑎𝑦̅̅ ̅̅ ̅̅ ̅(𝑘) = ∑ 𝑔𝑟𝑎𝑦(𝑥, 𝑦)#{(𝑥, 𝑦)|𝐿(𝑥, 𝑦) =  𝑘}{(𝑥,𝑦)|𝐿(𝑥,𝑦)=𝑘}  
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𝑠̅(𝑘) = ∑ 𝑠(𝑥, 𝑦)#{(𝑥, 𝑦)|𝐿(𝑥, 𝑦) =  𝑘}{(𝑥,𝑦)|𝐿(𝑥,𝑦)=𝑘}  

Thereby, # stands for the number of elements in a set.  

(3) Mosaic Image 

For 𝐿(𝑥, 𝑦) = 𝑘, the mosaic image is then defined as 𝑚𝑜𝑠𝑎𝑖𝑐(𝑥, 𝑦) =  {𝑔𝑟𝑎𝑦̅̅ ̅̅ ̅̅ ̅(𝑘), if 𝑘 ≠ 0 ∧ 𝑠̅(𝑘) < 𝑡ℎ𝑠 ∧ 𝑡ℎ1 < 𝑔𝑟𝑎𝑦̅̅ ̅̅ ̅̅ ̅(𝑘) <   𝑡ℎ2 0,   else . 

Depending on the thresholds 𝑡ℎ𝑠, 𝑡ℎ1, and 𝑡ℎ2, the value of the mosaic image is 
either set to the mean gray value or to zero.  

If 𝑚𝑜𝑠𝑎𝑖𝑐(𝑥, 𝑦) is set to zero, we simultaneously set 𝐿(𝑥, 𝑦) to zero. This means 
that the value of each pixel is set to the mean gray value of the corresponding 
catchment basin, provided mean gray value and mean saturation of the basin are in 
ranges that make them possible parts of the road. 

(4) Merged Mosaic Image 

In this step, adjacent catchment basins are merged, if the gradient between them 
falls below a threshold 𝑡ℎ𝑔𝑟𝑎𝑦. Let k and l be the identification numbers of 
adjacent catchment basins. Their gradient is then defined as: ∇(𝑘, 𝑙) = |  𝑔𝑟𝑎𝑦̅̅ ̅̅ ̅̅ ̅(𝑘) − 𝑔𝑟𝑎𝑦̅̅ ̅̅ ̅̅ ̅(𝑙)| 
If it holds that ∇(𝑘, 𝑙) < 𝑡ℎ𝑔𝑟𝑎𝑦, we update 𝑔𝑟𝑎𝑦̅̅ ̅̅ ̅̅ ̅(𝑘) and 𝑔𝑟𝑎𝑦̅̅ ̅̅ ̅̅ ̅(𝑙) to their mean 
value 𝑔𝑟𝑎𝑦̅̅ ̅̅ ̅̅ ̅(𝑘) = 𝑔𝑟𝑎𝑦̅̅ ̅̅ ̅̅ ̅(𝑙) =  𝑔𝑟𝑎𝑦̅̅ ̅̅ ̅̅ ̅(𝑘) + 𝑔𝑟𝑎𝑦̅̅ ̅̅ ̅̅ ̅(𝑙)2  

and the mosaic image to the merged mosaic image 𝑚𝑜𝑠𝑎𝑖𝑐(𝑥, 𝑦) =  {𝑔𝑟𝑎𝑦̅̅ ̅̅ ̅̅ ̅(𝑘), if (𝐿(𝑥, 𝑦) = 𝑘 ∨ 𝐿(𝑥, 𝑦) = 𝑙) ∧ ∇(𝑘, 𝑙) < 𝑡ℎ𝑔𝑟𝑎𝑦𝑚𝑜𝑠𝑎𝑖𝑐(𝑥, 𝑦),   else . 

Furthermore, we set 𝐿(𝑥, 𝑦) = 𝑘 for all {(𝑥, 𝑦)|𝐿(𝑥, 𝑦) = 𝑙}.  
We repeat this process for all adjacent catchment basins.  

(5) Decision and Morphological Postprocessing 

Let 𝑚𝑎𝑥𝑖  be the gray value that occurs most often in the merged mosaic image. 
We then define the binary road image R as: 𝑅(𝑥, 𝑦) =  {1, if 𝑚𝑜𝑠𝑎𝑖𝑐(𝑥, 𝑦) =  𝑚𝑎𝑥𝑖0,   else  
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We perform morphological postprocessing by applying filling, opening, largest 
component, and closing on R.  

The background is then determined as the complement of R: 𝐵𝑅 =  ¬𝑅 

For stability reasons, we use the union of the last 𝑛 frames as a tracking step. 
Hence, the road of the 𝑛-th frame in a sequence is defined as: 

𝑅𝑛 =⋃𝑅𝑛−𝑖𝑛−1
𝑖=0  

In tests, 𝑛 = 10 led to good results. 

      

      

Figure 2 

Intermediate steps of road background segmentation (cropped images):  

Original, mosaic, merged mosaic, and result 

Figure 2 shows intermediate steps of this algorithm for an example image. Even 
though, the road is not completely extracted, the segmentation counts as 
successful, because there are enough road detail to determine the road path. 
Furthermore, it is important that the bus stop sign (right side) was not extracted as 
road.  



J. Jakob et al. Camera-based On-Road Detections for the Visually Impaired 

 – 134 – 

3.2 Crosswalk Detection 

The presented algorithm is based on Choi et al.’s work [9] and preliminary 
descriptions can be found in [19] and [21]. It consists of four steps: After 
preprocessing and computing the Region of Interest (ROI) (1), horizontal and 
vertical 1-D mean filters are applied (2). The differences between original and 
filtered images are the foundation for binarization and morphological 
postprocessing (3). Finally, the two resulting masks are combined via a bitwise or 
operation and a decision is made if the remaining pixels form a crosswalk or not 
(4). According to Table 1, the original image as well as the extracted road from 
the road segmentation algorithm are the input variables for this algorithm. 

Choi et al. [9] developed their algorithm for an ADAS containing a tilted front 
camera so that the resulting images show only the road, but no background. 
Therefore, no ROI was needed in [9] and we developed the before presented road 
background segmentation as ROI. Furthermore, we added a vertical filter in order 
to be able to detect crosswalks from every angle by combining it with the 
horizontal filter. As we consider two filters, our handling of the masks differs 
from the one in [9]. Finally, Choi et al. [9] gave no detailed description of their 
postprocessing and decision step so that we had to develop our own version.  

(1) Preprocessing and ROI 

As preprocessing, we apply a Gaussian filter for noise reduction. Alternatively, we 
use the already smoothed RGB image I from the road segmentation algorithm as 
input.  

Let 𝑔𝑟𝑎𝑦 be the gray value version of 𝐼. The ROI is defined by the before 
computed road 𝑅. We therefore set the background pixels in 𝑔𝑟𝑎𝑦 to zero and 
keep the values belonging to the road: 𝑔𝑟𝑎𝑦(𝑥, 𝑦) =  {𝑔𝑟𝑎𝑦(𝑥, 𝑦), if 𝑅(𝑥, 𝑦) = 10, else  

(2) 1-D Mean Filters 

Choi et al. [15] propose a horizontal 1-D mean filter to detect crosswalks, because 
from driver’s perspective crosswalks are horizontal structures. For pedestrians, 
however, crosswalks appear in every possible angle. Therefore, we use an 
additional 1-D mean filter in vertical direction. By combining the two filters, we 
are able to detect crosswalks occurring in any angle.  

In order to respect the ROI, pixels having the value zero are excluded from the 
computation. With that, we get the result for filtering in horizontal respectively 
vertical direction as 𝐺𝑥 and 𝐺𝑦: 
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𝐺𝑥(𝑥, 𝑦) =  ∑ 𝑔𝑟𝑎𝑦(𝑥 + 𝑘, 𝑦)#{(𝑥 + 𝑘, 𝑦)| − 𝑠 ≤ 𝑘 ≤ 𝑠 ∧ 𝑔𝑟𝑎𝑦(𝑥 + 𝑘, 𝑦) ≠ 0}𝑠
𝑘=−𝑠 , 

𝐺𝑦(𝑥, 𝑦) =  ∑ 𝑔𝑟𝑎𝑦(𝑥, 𝑦 + 𝑙)#{(𝑥, 𝑦 + 𝑙)| − 𝑠 ≤ 𝑙 ≤ 𝑠 ∧ 𝑔𝑟𝑎𝑦(𝑥, 𝑦 + 𝑙) ≠ 0}𝑠
𝑙=−𝑠 . 

The size of the filter is in both cases (2 ⋅ 𝑠 + 1). 
(3) Binarization and Morphological Postprocessing 

We compute the differences between the original image 𝑔𝑟𝑎𝑦 and the filtered 
results 𝐺𝑥 and 𝐺𝑦 as 𝐷𝑥 and 𝐷𝑦: 𝐷𝑥(𝑥, 𝑦) = |𝑔𝑟𝑎𝑦(𝑥, 𝑦) − 𝐺𝑥(𝑥, 𝑦)| 𝐷𝑦(𝑥, 𝑦) = |𝑔𝑟𝑎𝑦(𝑥, 𝑦) − 𝐺𝑦(𝑥, 𝑦)| 
By applying a threshold 𝑡ℎ, we get the masks 𝑀𝑥 and 𝑀𝑦: 𝑀𝑥(𝑥, 𝑦) = {1, if 𝐷𝑥(𝑥, 𝑦) > 𝑡ℎ  0, else  

𝑀𝑦(𝑥, 𝑦) = {1, if 𝐷𝑦(𝑥, 𝑦) > 𝑡ℎ  0, else  

Afterwards, we perform closing followed by opening with a larger structuring 
element on both masks independently.  

(4) Bitwise or Operation and Decision 

Before combining the two masks, we delete components that cover less than 1.5 % of the image. We then unite the two masks to one mask 𝑀 by applying a 
pixelwise or operation: 𝑀(𝑥, 𝑦) =  𝑀𝑥(𝑥, 𝑦) ∨ 𝑀𝑦(𝑥, 𝑦) 
The largest component 𝐶𝑊 of 𝑀 is a crosswalk candidate, provided it also 
exceeds the 1.5 % mark. The decision is made based on two values: The extent of 𝐶𝑊 indicating the relative number of pixels that are set inside a box surrounding 𝐶𝑊 and the ratio between minor and major axis length of 𝐶𝑊. 

If both, ratio and extent, are higher than thresholds 𝑡ℎ𝑟 and 𝑡ℎ𝑒, 𝐶𝑊 is considered 
a crosswalk. Otherwise, no crosswalk is present and 𝐶𝑊 is set to zero.   

Figure 3 shows intermediate results of the crosswalk detection algorithm for an 
example image. The figure only shows intermediate steps for vertical direction, 
because the crosswalk in this example is a vertical structure. Therefore, the 
horizontal mask is zero and the vertical mask is identical with the result. 
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Figure 3 

Intermediate steps of the presented crosswalk detection (cropped images):  

Original, vertical filter, vertical mask, and result 

3.3 Lane Detection 

The presented algorithm is based on Lee’s work [23] and a short description was 
published in [20]. Six subsequent steps are carried out: After preprocessing and 
computing the ROI based on the road background segmentation (1), we divide the 
ROI into a total of eight subimages (2). For every subimage, we compute (3) and 
analyze (4) the EDF, resulting in an angle for every subimage. Afterwards, the 
angles are interpolated (5) and the course of the road ahead is decided (6) based on 
the concavity of the interpolated function.  

Lee’s ROI computation [23] is based on the vanishing point. Because we cannot 
use this procedure in ASVI, we use the before extracted road as ROI. In contrast, 
EDF computation and analysis were mostly taken from [23]. The partition into 
subimages and the decision step were newly developed by us. As the purposes of 
lane detection differ for ADAS and ASVI, there are no according steps in [23]. 
Interpolation by linear parabolic fitting is carried out similarly to [24], but was 
adapted to the presented procedure.  

(1) Preprocessing and ROI 

This step is analogous to the before presented crosswalk detection algorithm. 
Additionally, the first row of the road 𝑅 containing a non-zero entry is computed 
as 𝑚𝑖𝑛𝑦. 
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(2) Partition into Subimages 

We divide the image from the bottom of the image to 𝑚𝑖𝑛𝑦 into eight parts. From 
bottom to top, the first two subimages consist of one fourth of the available rows, 
the next two of one eighth, and the last four of one sixteenth.  

The following two steps are carried out for each of the eight subimages. This will 
be indicated with the index 𝑗, where 𝑗 = 1 refers to the subimage at the bottom 
which is the one closest to the user. 

(3) EDF Computation  

We compute the gradient 𝐺𝑗(𝑥, 𝑦) = (𝐺𝑗𝑥(𝑥, 𝑦), 𝐺𝑗𝑦(𝑥, 𝑦))𝑇 , 𝑗 = 1, … ,8, by 

convolving the image with the Sobel masks: 𝐻𝑥 = (−1 0 1−2 0 2−1 0 1) 𝐻𝑦 = 𝐻𝑥𝑇  

The magnitude 𝑀𝑗(𝑥, 𝑦) is then defined as  𝑀𝑗(𝑥, 𝑦) = √𝐺𝑗𝑥2 (𝑥, 𝑦) + 𝐺𝑗𝑦2 (𝑥, 𝑦), 𝑗 = 1,… ,8 

and the angle 𝛼(𝑥, 𝑦) is computed as 𝛼(𝑥, 𝑦) = tan−1 (𝐺𝑗𝑦(𝑥, 𝑦)𝐺𝑗𝑥(𝑥, 𝑦)) , 𝑗 = 1,… ,8, 
so that the result is in the range [1,180]. The degree values are rounded to 
integers.  

Before determining the EDF, we compute the 97%-quantile of 𝑀 and set the 
values below it to zero. The EDF is then definied as: 𝐸𝐷𝐹𝑗(𝑖) =  ∑ 𝑀(𝑥, 𝑦), 𝑖 = 1,… ,180𝑖=𝛼(𝑥,𝑦) , 𝑗 = 1, … 8 

(4) EDF Analysis  

First, we smooth 𝐸𝐷𝐹 𝑗 , 𝑗 = 1, … ,8, with a 1D-filter of size 15. Afterwards, we 
compute the relative value of the highest peak 𝑝𝑗 ∈ [0,1], 𝑗 = 1, . . ,8 and its 
position 𝜃𝑗𝜖[1,180], 𝑗 = 1,… ,8. In case of no occurring peak, we set 𝑝𝑗 = 0 and 𝜃𝑗 = 180. 
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(5) Interpolation: Linear Parabolic Fitting 

For interpolation, we consider the lane in the first two subimges from the bottom, 
the ones closest to the user, as linear and the remaining lane as parabolic. In order 
to be able to interpolate independently from image size, we normalize the values 
to [0,1]. Furthermore, we change the axes, meaning that the x-values are defined 
according to the size computed in step (2). With that, we get the interpolation 
function  𝑓(𝑥) =  { 𝑎 ⋅ (𝑥 − 0.5) + 𝑏, if 𝑥 ≤ 0.5𝑎 ⋅ (𝑥 − 0.5) + 𝑏 + 𝑐 ⋅ (𝑥 − 0.5)2, else 
and the x-values 𝑥 = (0, 0.25, 0.5, 0.625, 0.75, 0.8125, 0.875, 0.9375, 1)𝑇. 

The according y-values are computed by determining a line with angle 𝜃𝑗: 𝑦1 = 0 𝑦𝑗 =  𝑦𝑗−1 + (𝑥𝑗 − 𝑥𝑗−1) ⋅ tan(𝜃𝑗−1 − 90) , 𝑗 = 2,… ,9 

It is necessary to subtract 90 from the angle, because we rotated the axes. After 
computing, the y-values, we normalize them to [0,1]. 
To get the interpolation function 𝑓, we compute the mean square error solution of 
the following overdetermined system of equations:  

( 
   
   
𝑥1 − 0.5 1 0𝑥2 − 0.5 1 0𝑥3 − 0.5 1 0𝑥4 − 0.5 1 (𝑥4 − 0.5)2𝑥5 − 0.5 1 (𝑥5 − 0.5)2𝑥6 − 0.5 1 (𝑥6 − 0.5)2𝑥7 − 0.5 1 (𝑥7 − 0.5)2𝑥8 − 0.5 1 (𝑥8 − 0.5)2𝑥9 − 0.5 1 (𝑥9 − 0.5)2) 

   
   ⋅ (𝑎𝑏𝑐) =

( 
   
  
𝑦1𝑦2𝑦3𝑦4𝑦5𝑦6𝑦7𝑦8𝑦9) 
   
  

 

(6) Decision 

There are four possible outcomes for the algorithm: The input image does not 
contain lanes, the road goes straight ahead, or it takes a right or left turn.  

First, we determine if the image contains lanes by checking if the mean value of 
the highest peaks 𝑝̅ = 18∑ 𝑝𝑗8𝑗=1  is within a certain range [𝑡ℎ𝑝𝑙𝑜𝑤 , 𝑡ℎ𝑝ℎ𝑖𝑔ℎ].  
This is based on the idea that there is a characteristic amount of pixels belonging 
to the lane boundaries that indicate the direction. In tests, these pixels made up 
between 1.4% and 3% of the subimage.  
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If 𝑝̅  lies outside the specified range, the output text is set to ‘No lane detected’.  
Otherwise, we check the course of the road by examining the parameter 𝑐 from the 
interpolation function and the variance of the 𝜃-values 𝜃̿ =  17 ⋅ ∑ (𝜃𝑗 − 𝜃̅)8𝑗=1 , 

where 𝜃̅ is the mean 𝜃 value. In general, a negative 𝑐 value means that the 
parabola is concave down and the road takes a right turn; accordingly, a positive 
value of 𝑐 means that the parabola is concave up and the road takes a left turn. The 
higher the absolute value of 𝑐, the tighter the curve of the road; the lower the 
absolute value of 𝑐, the straighter the road. At the same time, the variance of the 
angles within the image is higher when the curve is tighter. With this knowledge, 
we set up a four-step process to determine the course of the road depending on 
several thresholds: 

(1) If |𝑐| < 𝑡ℎ𝑐𝑙𝑜𝑤, the output text is ‘Straight ahead’. 
(2) If 𝑡ℎ𝑐𝑙𝑜𝑤 ≤ |𝑐| < 𝑡ℎ𝑐𝑚𝑖𝑑, the output is determined as: 

text =  { ′Straight ahead′, if 𝜃̿ < 𝑡ℎ𝑣𝑎𝑟ℎ𝑖𝑔ℎ′Left turn′ , if 𝜃̿ ≥ 𝑡ℎ𝑣𝑎𝑟ℎ𝑖𝑔ℎ⋀𝑐 > 0′Right turn′, else  

 

(3) If 𝑡ℎ𝑐𝑚𝑖𝑑 ≤ |𝑐| < 𝑡ℎ𝑐ℎ𝑖𝑔ℎ, the output is determined as: 

text =  { ′Straight ahead′, if 𝜃̿ < 𝑡ℎ𝑣𝑎𝑟𝑙𝑜𝑤′Left turn′ , if 𝜃̿ ≥ 𝑡ℎ𝑣𝑎𝑟𝑙𝑜𝑤⋀𝑐 > 0′Right turn′, else  

 
(4) If |𝑐| ≥ 𝑡ℎ𝑐ℎ𝑖𝑔ℎ, the output is determined as: text =  {′Left turn′, if 𝑐 > 0′Right turn′, else  

To increase the robustness, we compute the mean values of 𝑝̅ and 𝜃̿ for the last 15 
frames and set the output text to the one occurring the most in the last 15 frames.  

Figure 4 shows the interpolated function for an example image. In general, the 
interpolated function does not match the course of the road exactly, but is a good 
approximation and has identical concavity.  

3.4 Evaluation 

The three before described algorithms were implemented in Matlab Version 
R2017b using the Image Processing and Computer Vision Toolbox. The output of 
the road segmentation was used as input for the ROI computation of crosswalk 
and lane detection. 
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Figure 4 

Lane detection: Original (cropped image) and interpolated function.  

Blue lines mark the subimages. 

The algorithms were tested on a subset of the CoPeD data set [21]. In the 
following, we give the relative path to the used sequences inside the folder that 
can be downloaded from the CoPeD website (Link: see Chapter 1): 

- Crosswalk with traffic (CW w/ traffic), first 243 frames:  
CoPeD\2 Crossings\Pedestrian\ Pedestrian_Crosswalk_Traffic.mp4 

- Crosswalk without traffic (CW w/o traffic), first 195 frames:  
CoPeD\2 Crossings\Pedestrian\ Pedestrian_Crosswalk_NoTraffic.mp4 

- Straight, 74 frames:  
CoPeD\1 Lane Detection\Pedestrian\Others\ Pedestrian_Straight_2.mp4 

- Left, 489 frames: 
CoPeD\1 Lane Detection\Pedestrian\Others\ Pedestrian_Left_2.mp4 

- Right, 585 frames: 
CoPeD\1 Lane Detection\Pedestrian\Others\ Pedestrian_Right_2.mp4 

Tables 2, 3, and 4 show the evaluation for road segmentation (Table 2), crosswalk 
detection (Table 3), and lane detection (Table 4). In the first two cases, we 
considered nine frames less than stated above, in the third case 14 frames less. 
This is because we computed the union of the last ten frames for road 
segmentation and formed the mean of different values of the last 15 frames for 
lane detection.  

For road segmentation, an over detection means that in addition to the road, 
important data belonging to the background according to Figure 1 (traffic lights 
and signs) close to the user, at least 20 × 20 pixels in size, were extracted. An 
under detection means that not enough of the road was extracted in order to detect 
the road’s markings.  

For crosswalk detection, the goal was to detect the crosswalk in all frames of the 
first two sequences and no crosswalk in the other sequences. In the case of lane 
detection, it was the other way around: For the first two sequences, the result 
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should be ‘No lane detected’ whereas for the latter three the respective course of 
the road should be determined.  

Table 2 

Evaluation Road Background Segmentation (NF: Number of Frames, CD: Correct Detection, OD: 

Over Detection, UD: Under Detection) 

 
CW w/ 
traffic 

CW w/o 
traffic 

Straight  Left  Right  Total 

NF 234 186 65 480 576 1541 

CD 234 186 65 478 576 1539 

OD 0 0 0 2 0 2 

UD 0 0 0 0 0 0 

Hit rate 100.00% 100.00% 100.00% 99.59% 100.00% 99.87% 

Table 3 

Evaluation Crosswalk Detection (NF: Number of Frames, CD: Correct Detection, ND: Not Detected if 

crosswalk is present, FP: False Positive) 

 
CW w/ 
traffic 

CW w/o 
traffic 

Straight  Left  Right  Total 

NF 234 186 65 480 576 1541 

CD 226 181 65 472 576 1520 

ND 8 5 0 0 0 13 

FP 0 0 0 8 0 8 

Hit rate 96.71% 97.37% 100.00% 98.36% 100.00% 98.64% 

Table 4 

Evaluation Lane Detection (NF: Number of Frames, CD: Correct Detection, WD: Wrong Detection) 

 
CW w/ 
traffic 

CW w/o 
traffic 

Straight  Left  Right  Total 

NF 229 181 60 475 571 1516 

CD 229 181 60 473 541 1484 

WD 0 0 0 2 30 32 

Hit rate 100.00% 100.00% 100.00% 99.58% 94.75% 97.89% 

The overall hit rates were 99.87% for road segmentation, 98.64% for crosswalk, 
and 97.89% for lane detection. It would be useful to compare the evaluations with 
results from the underlying ADAS algorithms, but this is difficult to achieve 
because they were tested on other, not publicly available data. Choi et al. [9] 
report 96.2% correctly detected, present crosswalks and 0.66% false positives for 
a data set of 21864 frames from which 1053 contain a crosswalk. In our case, the 
according numbers were with 96.9% and 0.76% in a similar range. For lane 
detection, Lee [23] tested on 1200 frames, if the car departed from the road or not. 
The reached hit rate was 96.42%. Beucher et al. [5] presented their results on a 
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small number of single frames. Even though it is not possible in all cases to 
compare our hit rates with the ones of the underlying ADAS algorithms, we can 
state that our adapted algorithms performed well and reached suitable hit rates that 
are applicable for ASVI. 

4 Future Work 

In the future, we will implement the ADAS algorithms on which the presented 
algorithms are based in order to be able to compare performance in the fields of 
ADAS and ASVI. The evaluation will be done using the CoPeD data set [21], 
which contains comparable video sequences from the driver and pedestrian 
perspectives. Implementing the ADAS algorithms is a challenging task, because 
the algorithms are in general not described in detail in the related papers.  

Another possibility to provide information about the course of the road to a 
visually impaired pedestrian, is to adapt the ADAS algorithm from [11] which 
detects arrows on the road setting out lane arrangements.  

Improving the segmentation will also improve the crosswalk and lane detection 
results. Therefore, we will consider up-to-date road segmentation algorithms using 
deep learning (e.g. [25]). 

Additionally, we will focus on the remaining paths in Figure 1 and work on ASVI 
solutions based on ADAS algorithms for obstacle, especially bike and vehicle, 
detection (e. g. [13], [22], [35]) as well as traffic light (e. g. [27]) and traffic sign 
detection (e. g. [36]). The adaptations for all considered use cases will be 
summarized in a concept for transferring ADAS algorithms to ASVI using 
methods from software engineering [30] and project management [26].  

Conclusions 

The content in this article is embedded in our project of developing a concept for 
the transfer of camera-based algorithms from ADAS to ASVI.  

In previous work, we identified a total of seven use cases that have to be 
considered. This article focuses on the detection of markings on the road, namely 
crosswalk and lane detection. In order to reduce the computational cost, we first 
introduced a road background segmentation. Thereby, crosswalk and lane 
detection can be carried out on the road only. Algorithms for traffic sign and 
traffic light detection, to be developed in the future, will be applied to the 
background part of the images, whereas obstacles will be detected in the whole 
image. 

The presented road background segmentation is based on Beucher et al.’s [4] use 
of morphological watersheds and in addition used thresholds for the mean gray 
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and saturation values of each catchment basin. Our model reached a hit rate of 
99.87%. 

The basis of our developed crosswalk detection is Choi et al.’s idea of using a 
horizontal mean filter [7]. We combined the horizontal with a vertical filter and 
defined a decision process. The recognition rate of this algorithm was 98.64%.  

The suggested lane detection used the Edge Distribution Function (EDF). Instead 
of applying the EDF to the whole image as in Lee’s ADAS work [18], we first 
divided the image into subimages of increasing sizes from bottom to top. 
Afterwards, interpolation of the angles and analysis of the according function 
returned the course of the road. Correct detections occurred in 97.89% of the 
examined frames. 

With that, we can state that the presented ASVI algorithms, adapted from relevant 
ADAS methods, achieved overall good hit rates and thus are applicable for ASVI.  

In our future work, we will first compare the performance of the presented ASVI 
algorithms with their underlying ADAS solutions and then focus on the remaining 
use cases. 
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Abstract: One of the most studied and funded renewable energy sources is solar energy, all 
over the world. Solar panels are used to obtain electrical energy from the sun. They should 
be used effectively due to their expensive structure and challenging installation. However, 
as the sun light only reaches to the earth during daylight hours, solar systems cannot 
generate active power during the night, or in cases where daylight is not enough, the whole 
power capacity of the solar inverters have not been used. In this study; it was shown that in 
addition to the active power generation during the daytime hours, the solar systems were 
able to generate reactive power with the remaining capacity of the inverter. Thereby 
adjusting the grid voltage was provided by the solar system’s reactive power control. 
Designed solar system generates completely reactive power at nights. Thus, the efficiency 
of the solar systems has been increased by ensuring that the solar systems have used to 
keep the grid voltage within the values, which stated in the standards, by producing 
reactive power as well as active power. Matlab/Simulink was used to model the system 
when using hysteresis band method for system control. 

Keywords: power grids; reactive power control; renewable energy sources; solar system; 
voltage control 

1 Introduction 

Daily, the development of technology and the increase in the human population 
increases the demand for electrical energy. People have used traditional sources of 
energy, such as, coal, natural gas and oil for years, to meet electricity demands. 
Today, however, these resources are not capable in meeting the energy needs, 
moreover, using these resources pollutes the environment and depletes its 
reserves. Therefore, over the last twenty years, renewable energy sources which 
are solar, wind, wave, geothermal and biogas have become very popular and 
investments have focused on these resources. One of the most popular and most 

mailto:mustafatekin@ksu.edu.tr


M. Tekin et al. Active-Reactive Power Control of Grid-Tied Solar Energy Systems,  
 Using Multi-Parameter Band Control for Grid Voltage Regulation 

 – 148 – 

important among these renewable sources is solar energy, because of its simple 
and enduring structure. Photons from the sun have been converted into electrical 
energy through photovoltaic panels. The fact that used photovoltaic panels and the 
inverters are not cheap enough yet, emphasize the necessity of using these systems 
as efficiently as possible. The biggest disadvantages of using photovoltaic panels 
are that they do not generate at night due to the lack of sunlight on the earth and it 
generates an unstable amount of energy differ with the changing sunlight 
conditions during the day. These disadvantages can be eliminated by ensuring that 
the inverters used in solar systems can regulate voltage by producing reactive 
power at night with all their capacities and they can generate reactive power along 
with active power during the daytime, through the inverter’s remaining capacity. 
Scientists have been researching the possibilities of using the full capacity of the 
inverters used in systems. Because they are completely non-functional at night and 
not employed at full capacity during the day. Some relavent current studies are 
listed below. 

Q/V control was performed to prevent the voltage oscillations caused by the 
photovoltaic systems which connected to the grid in [1]. In [2], the authors 
developed a rapid power flow response by developing an algorithm that generates 
a reference current. In [3], The voltage control of the busbar at the end of the line, 
which was selected as the critical busbar in the grid where many PhotoVoltaic 
(PV) systems were connected, was made by using reactive power and necessary 
control technique. It was performed reactive power control of a single phase, 
transformerless, grid connected solar inverter by [4]. In [5], voltage fluctuations in 
the grid due to solar systems were discussed and this problem was solved by 
reactive power control. In [6], the unnecessary switching of the On-Line Tap 
Changer (OLTC) was prevented by ensuring that the OLTC, which was present in 
the grid and PV system were working compatibly with each other. Using the 
sliding mode control, the inverter in the PV system was provided to generate 
useful reactive power in the study [7]. In article [8], the reactive power at the 
inverter output was controlled by the linear decision rules method. In [9] and [10], 
the active and reactive power control of the inverter was realized. In [11], to 
prevent the voltage rise at the grid connection point of the PV systems, the 
reactive power adjusted through the inverter's reactive current control. In article 
[12], the reactive power of the inverter was controlled by the Quasi Sinusoidal 
Waveform method. The triggering performances of the solar inverter’s, used as 
reactive power generator, switching elements were analyzed in [13]. After the 
connection of the PV systems to the grid, the reverse power flow due to the 
supply-demand imbalance was mentioned and possible solution for the situation 
can be fixed with the control of P-Q and Q-V in [14]. In [15], the solar inverter 
was used as a harmonic and reactive power compensator. The active-reactive 
power production balance of the inverter output was controlled in [16-18]. The 
reactive power control of the inverter was made by reactive current control in 
[19]. In [20], the response of the inverter to the unexpected conditions in the grid 
was analyzed. In the study [21], the PV system with a battery was connected in 



Acta Polytechnica Hungarica Vol. 17, No. 3, 2020 

 – 149 – 

parallel with the grid and the inverter of PV provided harmonic compensation to 
the grid using the active-reactive power control. In [22], active harmonic filtering 
was performed by using type-2 fuzzy control method. The active-reactive power 
control of the inverter was done by the passivity-based method in the article [23], 
it was made by the incremental conductance method in [24]. A new relay was 
designed for reactive power control in [25]. 

In the light of all these works; the grid-connected PV system was modelled in 
Matlab/Simulink environment in this study. By controlling the phase angle and 
amplitude of the inverter voltage of this PV system, in case of the presence of the 
insufficient amount of sunlight or at night, it was ensured that the grid voltage was 
kept at optimum values with the active-reactive power production balance of the 
inverter. Unlike other studies in the literature, with this work, it was ensured that 
the inverter provides the most suitable active-reactive power response to the grid 
by considering the amount of radiation on the environment, the inverter power 
capacity and whether the grid voltage was at the critical limit values. Accordingly, 
a new approach to the literature has been introduced. 

2 Structure and Components of the System 

In this study; a low-voltage grid, which is connected to the three-phase solar 
system, was modelled. The capacity of the inverter connected to the electricity 
grid was selected as 1 kVA in the Matlab model. The PV system consists of a 
phase lock loop (PLL), a pulse width modulation (PWM) generator, solar inverter 
and controller of this inverter. The system diagram was given in Figure 1. 

 

Figure 1 

Power system with solar inverter 
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2.1 Solar System 

The model of the PV system was given in Figure 2. The PLL and PWM generator 
of the inverter were embedded in the PWM generator block. A boost type 
converter was used in the solar system and the inverter output was filtered as it 
was shown in Figure 2. Phase angle control was performed with phase controller 
block. There is a system in the grid and it determines the amount of radiation, the 
inverter capacity and the reactive power in the phase controller block. 

Figure 2 
Solar system 

2.2 Phase Lock Loop (PLL) 

In the grid-connected solar system, PLL is the component that allows the inverter and grid 
voltage to synchronize with each other [26]. A PLL operates in its simplest form that the 
phase angle of the reference signal from the grid is determined by the phase detector. Then 
the obtained signal is passed through the low pass filter and entered into the voltage-
controlled oscillator so that the voltage is generated at the desired phase angle and 
frequency. The PLL block was shown in Figure 3. 

 

Figure 3 
PLL block diagram 
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2.3 PWM Generator 

The PWM is a control element that converts analogue input to digital output (0 or 
1). PWM technique has been used in many areas. One of the most important 
parameters in this technique is Duty Cycle (D) [27]. D is a variable that analyzes 
how long the PWM output is “on” over a period and is usually given in 
percentage. 

The logic operation of PWM was summarized in Figure 4. According to this 
figure; the triangular wave has compared to the sinus wave, during the time when 
the sinus is greater than the triangle, the output is equal to 1, during the time when 
vice versa output is equal to 0 and thus sine wave, which gives as reference, in the 
beginning, is converted a digital signal. In this study, PWM was used to convert 
the alternative voltage signal from the input to a digital signal that used to trigger 
the inverter switches. The basic single phase equivalent of PWM was given in 
Figure 5. 

 

Figure 4 

PWM technique [28] 

 

Figure 5 

PWM generator block diagram 

2.4 System Parameters 

System parameters are determined as follows, the reactive power of the grid, the 
grid voltage, the amount of radiation in the environment and the active-reactive 
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power of the solar inverter. The general power formula is given in (1), the active 
and reactive power of the inverter are given in (2) and (3) respectively. 
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In the above equations; S represents the apparent power, P inverter active power, 
Q inverter reactive power, ϴ angle represents the phase angle between the grid 
voltage Vs and the inverter voltage Vi, the L coupling coil and the f frequency (50 
Hz). In the active-reactive power control of the system, the phase angle with the 
inverter voltage amplitude holds an important place. Figure 6 shows that reactive 
power change versus the voltage change. 

 
Figure 6 

Reactive power-voltage change chart [30] 

3 System Control 

The parameters to be controlled in the system are the phase angle of the voltage at 
the output of the inverter to be connected to the grid, the amount of radiation in 
the environment, the reactive power of the inverter, the inverter output voltage 
amplitude and the grid voltage. Hysteresis band control was used to control these 
parameters. Hysteresis control works in case the specified parameters go beyond 
the limit values and return this parameter to the desired value by activating system 
control components. In this study, system control is done as follows; the voltage 
and reactive power values are continuously monitored by the sensors, the amount 
of radiation in the environment is also recorded. The measured voltage value is 
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compared to the nominal (reference) voltage value. If the difference between these 
two voltages is at the limit values and the amount of radiation in the environment 
is maximum, the inverter continues to generate only active power. If the 
difference between the reference voltage and the voltage measured exceeds the 
limit value, the inverter generates the reactive power with all its capacity to 
prevent the voltage drop. If there is a difference between the reference voltage and 
the grid voltage but not around the limit values and if the amount of radiation is 
not the maximum value, the inverter generates reactive power with the remaining 
capacity from the active power generation, depending on the state of the reactive 
power in the electric grid. This is done by controlling the phase angle and 
amplitude of the output voltage of the inverter. If the amount of radiation is zero 
(night mode), the inverter can use its full capacity for reactive power generation. 
In the night mode, the inverter is allowed to generate reactive power according to 
the grid voltage condition as in daylight mode. The logical flow diagram of the 
system is depicted in Figure 7. 

4 Results 

In this part of the study; various scenarios were tested in the Matlab/Simulink 
environment in order to see if the mentioned voltage regulation operation can be 
done with PV in the electrical grid where a solar system is connected and thus 
system performance was evaluated. In these scenarios, the amount of radiation in 
the environment, grid voltage and change of grid reactive power were modelled 
and how the inverter reacted to the grid in terms of active and reactive power was 
evaluated. 

4.1 Case-1 

In this scenario; it was assumed that the amount of radiation in the environment 
was 400 W/m2 and the grid voltage decrease with the grid’s inductive 
characteristic. However, this voltage drop was considered to be within the limit 
values. When Figure 8 shows the reactive power of the grid, Figure 9 shows the 
voltage amplitude in the case of this reactive power. 

In the case of an inductive load is 916 VAR in the system, it is understood that the 
single-phase voltage amplitude of the grid is 305.7 V in Figure 8 and Figure 9. In 
this low voltage grid with a nominal value of approximately 310 V, there is a 
voltage drops approximately 4.3 V caused by both active and reactive loadings. 
The following graphs indicate that how much of this voltage drop was caused by 
inductive loading. 
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Figure 7 
Block flow diagram of the system 
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The active-reactive power response of the 1 kVA solar inverter is shown in Figure 
10. Figure 10 shows that the solar inverter was connected to the grid with a 1 
second delay. This is due to the integration conditions required for frequency and 
voltage. In the 400 W/m2 environment, the inverter uses it’s 400 W capacity for 
active power generation, it is understood that the capacitive reactive power 
capacity of approximately -900 VAR of inverter was used to compensate the +900 
VAR inductive reactive power where already exists in the grid. 

Inverter and grid reactive powers were given together in Figure 11. From this 
graph, it can be seen that the inverter reacts by generating capacitive reactive 
power to the grid to eliminate the inductive load that exists in the grid. 

It is observed in Figure 12 that the inductive reactive power is eliminated by the 
solar inverter and the grid voltage amplitude increases from 305.7 to 305.9 Volts. 
This 0.2 V voltage regulation is achieved with the selection of the inverter 
capacity as 1 kVA and the reactive power generation in the grid according to this 
selection. In other words, this effect will also increase in the selection of a larger 
grid and inverter. 

       
Figure 8                                                                                  Figure 9 

Inductive reactive power of grid                                                 Grid voltage amplitude 
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Figure 10                                                                            Figure 11 

      Active-reactive power response of inverter                            Grid and inverter reactive powers 

 

Figure 12 
Regulated grid voltage 

4.2 Case-2 

In this scenario; approximately 800 W/m2 of radiation amount exists in the midday 
and the situation where the voltage drop was close to the lower limit values 
(critical condition) was modelled. The system was designed to be inductive, and 
since the voltage drop was close to the limit value, regardless of the amount of 
radiation, the solar inverter used the entire power capacity for capacitive reactive 
power to pull the voltage higher and prevent the low voltage relays in the 
distribution grids from disabling the system. This means that the inverter does not 
generate active power notwithstanding the radiation amount. The critical value of 
the grid voltage amplitude and 1000 VAR inductive reactive power were given in 
Figure 13 and Figure 14 respectively. 
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                                   Figure 13                                                                       Figure 14 

                 Inductive reactive power of grid                                           Grid voltage amplitude 

Figure 14 shows that the grid voltage is 278.8 V, which is the critical voltage value 
due to the active and reactive power supplied by the system. In this case, the 
response of the inverter in terms of active and reactive power generation was 
given in Figure 15. 

As seen in Figure 15, despite the fact that radiation is maximum, the inverter has 
used its entire capacity to generate capacitive reactive power as the grid voltage is 
at critical values. 

As a result of this response of the inverter, the amplitude of the grid voltage was 
given in Figure 16. It was understood from the voltage amplitude graph of Figure 
16 that initially, when the grid voltage was about to almost disable the grid with 
the amplitude of 278.8 Volts, the voltage amplitude was brought to 279 Volts 
through the capacitive response of the inverter thus it prevented the disable of 
grid. 

In Figure 17, the reactive power of the grid and the inverter were given at the 
same time and so the reactive power contribution of the inverter to the grid was 
seen more clearly. 
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                                   Figure 15                                                                       Figure 16 

      Active-reactive power response of inverter                                      Regulated grid voltage 

 

Figure 17 

Grid and inverter reactive powers 

4.3 Case-3 

In this scheme of the study, it was taken into consideration that the amount of 
radiation is 600 W/m2 and the grid has capacitive properties so that the grid 
voltage was increased but not critically. In this case, the response of the solar 
inverter and the changes in the grid voltage were evaluated. In this context, grid 
reactive power and grid voltage were given in Figure18 and Figure19 respectively. 

Figure 18 shows that the capacitive reactive power of the grid is approximately -
800 VAR. In Figure 19 the single phase voltage amplitude value is seen as 306 
Volts in this grid which has capacitive character. The reaction of the solar inverter 
in terms of power balance was given in Figure 20. When Figure 20 is examined, it 
has been understood that the inverter consumes 600 W of capacity for active 
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power generation, the remaining power capacity of it is spent on inductive reactive 
power generation to suppress the capacitive reactive power in the grid. 

        
                                  Figure 18                                                                        Figure 19 

              Capacitive reactive power of grid                                         Grid voltage amplitude 

 

       

                                   Figure 20                                                                      Figure 21 

     Active-reactive power response of inverter                         Grid and inverter reactive powers 

The reactive power of the grid and solar inverter can be seen in the same 
coordinate of Figure 21. With this graph, the inductive reactive power response 
from the inverter to the existing capacitive reactive power in the grid can be 
understood more clearly. 

In Figure 22, as a result of the reaction of the inverter to the grid, it is understood 
that the grid voltage amplitude value which is initially capacitive is decreased 
from 306 V to 305.9 V with only 800 VAR inverter intervention. 
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Figure 22 

Regulated grid voltage 

Conclusions 

In this study, the aim was to improve system voltage by eliminating the reactive 
powers occurring in networks, by means of the opposite reactive powers and solar 
inverters connected to the electricity grid. The active and reactive power responses 
of these inverters to the grid were discussed by considering the presence of critical 
voltage in the network and the amount of radiation. In this context, the grid was 
modelled in Matlab/Simulink environment to see the system performance. Three 
different scenarios were performed in order to measure the response of the 
modelled system for different conditions. In the first scenario, an inductive grid 
was created and the condition where the grid voltage was not critical, was 
modelled. Accordingly, it was seen that the inverter contributes to the voltage 
adjustment by giving a capacitive response to the grid. In the second scenario; the 
grid was again considered inductively and the radiation amount was modelled to 
be high. However, with the assumption that voltage had a critical value, the 
inverter acted fully capacitive and it didn’t generate active power to prevent grid 
voltage drop. In the last case; the grid was thought as capacitive and it was 
assumed that there is a certain amount of radiation in the environment. In this 
condition, it was seen that as the system voltage was not critical, the inverter 
contributes to the grid by generating active power up to the amount of radiation 
and generating inductive reactive power with its remaining power capacity. 

As a result, it was understood, that reactive power generated in electrical grids can 
be eliminated by means of solar inverters and stable voltage regulation could be 
achieved in this way. It can be seen that the power losses can be reduced and the 
grids which were disabled, due to voltage drops, can continue to function. 
Eventually, good power quality, with an optimal and steady voltage and frequency 
supply, can be offered to consumers, through the elimination of the reactive 
powers in the grid. 
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Abstract: The current study is dedicated to the realization and development of an ASTM 
E972 standardized, class C sunlight simulator. Sunlight simulators or sun simulators are 
laboratory devices used to study solar cells. Our sun simulator is suitable for the 
examination and qualification of solar cells, with an area of 150 mm x 150 mm. It consists 
of 4 LED blocks of different colors and a halogen reflector. The completed sun simulator is 
validated; the design and realized parameters display good matching. 

Keywords: sun simulator; solar simulator; solar cell tester; halogen; LED 

1 Introduction 

Energy production, which inevitably involves pollution, is indispensable in our 
society. Producing energy in a way that is environmentally-friendly is possible 
with renewable sources, of which, the source is usually (with some exceptions, 
such as geothermal energy and nuclear) solar energy related. This energy reaches 
the surface in the form of radiation, which can be harvested via solar panels, solar 
thermal collectors and/or solar concentrators. 

Today’s widespread mono- and polycrystalline solar panels work with an 
efficiency of 14-18%. Research is continuously being carried out, in order to 
achieve a higher rate of efficiency and complex investigations of currently used 
technologies are also required. The quality of illumination of solar panels is a high 
priority factor in laboratory examinations, which is determined by how similar the 
facilitated sun simulator’s light is compared to natural illumination [5, 8, 21, 24]. 

A sun simulator is a device that provides illumination, of which, the intensity and 
spectral composition is similar to that of natural sunlight inside the inspection 
range. The similarity depends on the light of the facilitated sun simulator. Using 
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such equipment, the simulated sunlight is continuously available, relatively 
homogeneously distributed, hence can be used for various indoor or long-term 
investigations. Since it is regulable, it is commonly used to inspect solar cells, 
awnings, plastics and other materials, and sunlight-sensitive devices [5, 21, 24]. 

Sun simulators usually consist of three main units. Any sun simulator has light 
sources and power supplies. Optical light filters can be used to achieve appropriate 
illumination, and the use of a control unit is essential so that the properties of the 
light can be changed as desired. 

First generation sun simulators were generally based on halogen, xenon, or 
tungsten light sources, and their combinations. To achieve homogeneous light 
intensity, complex optical systems had to be installed. Acquiring the desired 
spectral composition required optical filters. In the 1990s, with the rapid 
advancement of semiconductor technology, new sun simulator types have seen the 
light. They operated with a cheaper, more compact and more energy efficient 
alternative of previously mentioned light sources; LED units. These devices can 
be described as easily regulable, and a huge advantage of LED based light sources 
is that, by applying different colors, a similar spectral composition to that of 
natural sunlight can be achieved. Note that by relying solely on LED lights, 1,000 
W/m2 light intensity, which is required for standardized examinations, can hardly 
be achieved. However, applying a combination of LED lights and conventional 
illumination can mean the solution to this problem [1-4, 12, 25]. 

Our goal is to develop an ASTM E972 standardized [1-4, 12, 25], class C sun 
simulator, which is suitable to illuminate an inspection area of 150 mm x 150 mm, 
making the standardized examination of small size solar cells possible. 

2 Design 

This section briefly describes the relevant standards, and details the steps and 
results of the design process. 

2.1 ASTM E972 Standard 

Requirements considering sun simulators are found in the American Standard for 
Testing and Materials (ASTM) E972. According to this standard, sun simulators 
can be classified by three main aspects into different classes, however, any sun 
simulator must be able to provide the average surface light intensity (AM 1.5) 
with a maximal 1,000 W/m2 value [1-4, 25]. 

When inspecting the conformity of a sun simulator with standards, the similarity 
between the spectral composition of the illumination and natural sunlight is 
examined, as well as the temporal and spatial unevenness of said illumination. 
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The standard states that the spectral conformity in case of AM 1.5 is to be 
examined between the wave lengths of 400 and 1,100 nm. Sun simulators can then 
be classified into class A, B or C based on the previously mentioned three aspects. 
The requirements of the three groups are summarized in Table 1 [1-4, 25]. 

Table 1 

Category requirements for standardized sun simulators 

 Class A Class B Class C 

Spectral conformity with natural sunlight 75-125% 60-140% 40-200% 

Spatial unevenness ≤ 2% ≤ 5% ≤ 10% 

Temporal unevenness ≤ 2% ≤ 5% ≤ 10% 

The stricter requirements of class A and B sun simulators carry a higher cost and 
an increased time of development, hence taking the feasibility into account, we set 
the development of an ASTM E972 standardized, class C sun simulator as the 
main objective for our research and development project. For future research 
projects with small size solar cells, said class C simulator provides a suitable 
laboratory light source, as the solar intensity to be provided is the same for every 
class. For a class C sun simulator, however, the deviation of spectral conformity, 
and its spatial and temporal unevenness hardly affect the final measurement 
results, therefore the use of a higher-class sun simulator is unnecessary to 
successfully carry out the measurements [1-4, 25]. 

2.2 Design Parameters, Construction Basics 

Our goal is to design a class C sun simulator which complies the ASTM E972 
standard. The sun simulator consists of a combination of high-performance, 
colored LED units and halogen lamps; by implementing LED units with 
appropriate colors, a similar spectral composition to that of natural sunlight can be 
achieved, that is between the wave lengths of 400 and 700 nm. But relying solely 
on LED lights, the 1,000 W/m2 light intensity required for standardized 
examinations can – in this case – not be achieved, hence, the application of 
halogen lamps. Further advantages of the concept are that by arranging the LED 
units in a matrix form, a relatively homogeneous light intensity distribution can be 
achieved, and the spectral distribution of the halogen lamp is similar to that of the 
sunlight within the wavelength range of 700 and 1,100 nm [1-4, 9, 12, 14, 25]. 

After laying the foundations of the construction, it is now necessary to define a 
number of parameters which are going to significantly influence future results. 

In our case, we can distinguish fixed parameters and so-called design parameters. 
Fixed parameters are set based on previous measurements or considerations, while 
the optimal values of the design parameters will be determined in a later phase of 
the design process. Fixed parameters are summarized in Table 2. 
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Table 2 

Fixed parameters of LED units, halogen light sources, and the inspection range 

LED 

Number 36 pieces 
(6 x 6 matrix arrangement) 

Colours neutral white, red, green, blue 

Distance between LED units in the matrix 3 cm 

Maximal performance of LED units 3 W 

Halogen lamps 

Maximal performance of halogen lamps 50 W 

Placements of halogen lamps at the corners and/or sides of the LED 
matrix 

Number of halogen lamps 2 x 4 = 8 pieces 

Inspection range 

Size of inspection range 15 cm x 15 cm 

Distance from the LED matrix 8 cm 

The size of the inspection range is determined by the size of the solar cells, which 
is usually 15 cm x 15 cm. The number of LED units can be determined by 
considering that the size of the matrix is slightly larger than the size of the 
inspection range, but it is also necessary for the final number of LEDs to be a 
multiple of four, since four LED colors are implemented. The main considerations 
when choosing the colors of the LED units are the availability and the supposed 
spectral composition of individual colors. The available color palette is as follows: 
neutral white, cold white, orange, red, green, blue. The cold white spectrum is 
similar to the neutral white, but it has a dominant blue vibe, which becomes 
dispensable by implementing the blue as an individual color. The spectrum of 
orange highly overlaps with red, hence using both at the same time is superfluous. 
Accordingly, neutral white, red, green, and blue are chosen. 

The distance between the LED matrix and the inspection range is chosen to be as 
short as possible to maximize light intensity, but taking the halogen lamps into 
account as well, which due to their size require a larger space, 8 cm distance 
between the two units is necessary. Early in the design, the question of the 
adjustability of light intensity of the halogen lamps arose. Therefore, a high 
performance (50 W, GU10 socket) halogen lamp seems to be the most expedient 
choice, giving us the opportunity to adjust the light intensity on a wide scale. 

Based on preliminary light intensity measurements, we found that 4 pieces of 50 
W halogen lamps may not be enough to provide the necessary 1,000 W/m2 light 
intensity. The number of halogen bulbs is 4 or 8 pieces (which will further be 
unfolded later in the optimization part). Keeping the symmetry in mind, halogen 
lamps can be placed in the corners and/or on the sides. 
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Contrary to the fixed parameters, some variable parameters require a more 
detailed design. For LED units, such parameters are the supply amperage of 
individual color groups. In case of the halogen lamps, we are looking for the 
optimal number (4 or 8 units) and their positions (horizontal inclination, 
horizontal and vertical distance from the inspection range). 

2.3 Designing for Spectral Conformity 

One criterion required by the standard, is the spectral conformity of the 
illumination with sunlight. When designing for spectral conformity, the first step 
is to determine the spectrum curves of the light sources. However, during the 
design process we do not have access to a spectrometer to perform an absolute 
spectral assay, so the spectrum curves are obtained indirectly. Calculations are 
based on light intensity test measurements, calculations and evaluations are done 
in MATLAB environment. (The MATLAB code can be found at: http://www.uni-
miskolc.hu/~vegybod/sunsimulator.m). 

In case of the LED units, the spectrum curves can be approximated by Gaussian 
curves. For this, three practically chosen wavelength - light intensity points are 
necessary, to which the desired curve will be approximated by the MATLAB 
code. Similar algorithms are used by Hussain et al. [25]. For LED units, the 
wavelength values of emission peaks for each colour are given by the 
manufacturer, and for each colour, the wavelength range in which the emission is 
still significant is also known. Therefore, we have the necessary points. Hereupon, 
the relative spectrum curve becomes obtainable for the given colour, although for 
design purposes the absolute spectral distribution is necessary. This calibration 
problem can be resolved by considering that the integral of the absolute spectrum 
curve of the given light source is approximately the same as the value of light 
intensity it produces. So, if the light intensity and amperage of the different LED 
colours are known for a particular arrangement, then all the information that is 
necessary to determine the absolute spectrum curve is given. 

In case of halogen lamps, the absolute spectrum structure can be derived from the 
black-body radiation, assuming a color temperature of 3,200 K using equation 1 
[5-8, 14, 16, 23]. 
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where: E – spectral intensity 
λ – wavelength of light 
T – color temperature 
h – Boltzmann-constant 
c – the velocity of light in vacuum 
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The superposition of the spectrum curves of individual light sources gives the 
specific spectrum structure of the sun-simulator for the given variables. The next 
task is to determine the amperage that can provide the best possible spectral 
conformity and complies the standard to power the LED units. The spectral 
conformity is calculated by equation 2 – in case of AM 1.5 global emission – in 
the wavelength range 400 - 1,100 nm [5-8, 14, 16, 23]. 
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where:  SE (λa – λf) – Spectral difference for the given wavelength range, 
λa – Lower limit of the wavelength range 
λf – Upper limit of the wavelength range 
ENSz – Spectral intensity of the sun simulator 
EAM 1.5 – Spectral intensity of the sun 

The maximum amperage capacity of the 3 W LED modules is 700 mA. 

 

Figure 1 

Spectral composition in case of the best matching LED-halogen combination 

Five cases with different amperage values are investigated for every color by the 
MATLAB program we have written, starting from 700 mA decreasing by 100 mA 
steps. For the four colors, this means 54= 625 combinations in total. Thus, the 
calculation is executed for 625 amperage combinations; individual spectrum 
curves and, after the superposition, the specific spectrum structure of the sun-
simulator is determined, and the spectral conformity is calculated in every case. 
The LED power supply combination with the best matching spectrum conformity 



Acta Polytechnica Hungarica Vol. 17, No. 3, 2020 

 – 171 – 

can be selected from the results of the iterations [1-4, 16, 25-29]. The spectral 
compositions of individual light sources, the sun simulator, and natural sunlight in 
case of the best matching amperage combination are shown in Figure 1 [5-8, 14, 
16]. 

2.4 Designing for Light Intensity Distribution 

Prior to the proper design of the light intensity distribution, test measurements 
take place. The light intensity distribution generated by the LED and the halogen 
illumination is calculated separately, and their superposition gives the light 
intensity distribution produced by the sun simulator. For LED units, 
measurements are made with the power amperage values used for spectral 
matching. 

The test range is divided into 3 cm x 3 cm squares and the light intensity 
measurement is performed in each square. Such a measurement results the light 
intensity distribution generated by a single LED unit for the given amperage. The 
expected light intensity distribution is calculated in MATLAB for the array of 
LED units’ matrix, and the calculation is run for 625 amperage combinations [16]. 
Regarding the halogen lamps, variable parameters are their number (either 4 or 8) 
and their positions. Tests of 30 combinations of halogen position – number pairs 
are made. The halogen lamp can be positioned at the corners or at the sides of the 
test range, similarly to the previous one, and the light intensity measurement is 
performed again in each small square. The result is a light intensity distribution 
formed by a single halogen lamp at a given position, from which the future light 
intensity distribution will be determined. Figure 2 illustrates the light intensity 
distribution obtained by LED and halogen light sources [17-19]. 

 

Figure 2 

Light intensity distribution of (a) LED matrix, (b) halogen lamps 

After the superposition of light intensity distributions produced by the LED and 
halogen lamps, the next step is to find the variables, with which the 
inhomogeneity of the light distribution is at nadir. According to the correlation 
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given by the standard, the inhomogeneity of the light distribution can be 
calculated by: 

      (3) 

where: TEgy – unevenness of light intensity 
Emax – maximal light intensity 
Emin – minimal light intensity 

The upcoming process is similar to the method used to obtain the spectral 
distribution. The expected light intensity distribution is calculated for the 625 
amperage and 30 position combinations by the MATLAB program, then the 
inhomogeneity of the current distribution is calculated. 

The variable parameters that provide the highest homogeneity can be selected 
from the results of individual iterations. Figure 3 shows the light intensity 
distribution with the highest homogeneity. (Note: changing the light intensity of 
LEDs slightly affects the final light intensity distribution, the positioning of the 
halogen lamps has a much stronger impact.) 

 

Figure 3 

Light intensity distribution with the highest homogeneity inside the inspection range 

2.5 Results of the Design Process 

The purpose of the design method is to determine the optimal values of the 
previously described variable parameters (the power supply amperage of LEDs, 
quantity and position of halogen lamps), and to outline the actual design of the 
device to be constructed. Our designed sun simulator consists of a combination of 
36 pieces of colored, 3 W LED lights, and 8 pieces of 50 W halogen lamps. Table 
3 summarizes the power input of each LED colors separately. (When determining 



Acta Polytechnica Hungarica Vol. 17, No. 3, 2020 

 – 173 – 

these parameters, both spectral conformity and proper light intensity distribution 
are taken into account.) Table 4 summarizes the ideal positions of the halogen 
lamps. 

Table 3 

Power input values for different LED colors 

Color I [mA] U [V] Color I [mA] U [V] 

Red 710 2.5 Green 670 3.2 

Blue 710 3.4 White 680 4.0 

Table 4 

Planned positions of the halogen lamps 

Horizontal distance from the LED matrix Corner: 30mm Side: 34mm 

Horizontal inclination Corner: 15° Side: 45° 

Vertical distance from the inspection range Corner: 75mm Side: 60mm 

The effectiveness of the design phase can be evaluated according to compliance to 
standard. In the case of optimum variable parameters, the inhomogeneity of the 
projected sun simulator's light intensity is 12% based on the calculations and the 
average light intensity distribution at this time is 910 W/m2. The degree of spectral 
matching in each wavelength range is given in Table 5. 

Table 5 

Calculated spectral conformity within the inspection range [5-8] 

Wavelength range 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.1 

Spectral 
conformity 

12.8 67.0 82.3 67.9 81.5 115.3 

According to the standard conformity, the following conclusions can be drawn: 
 Light intensity and the homogeneity of the light is slightly below of what is 

specified by the standard. This problem can likely be solved by further 
optimizing the positions of the halogen lamps on the physical framework. 

 As for spectral conformity, the illumination meets the requirements of the 
class C standard at every wavelength range, except for the 400nm to 
500nm interval. This result suggests the necessity to incorporate a new, 
low-wavelength dominant (ultraviolet) LED unit. 

3 Construction and Realization 

This chapter describes the construction of the sun simulator with the previously 
detailed parameters. 
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3.1 Power Supply 

Power supply can be divided into two groups, since the power supply of the 
halogen lamps and the LED units must both be insured. Powering the halogen 
lamps is rather simple, since the 8 halogen lamps (with GU10 socket) are powered 
from the electrical grid through two dimmer switches [12, 17-19]. The halogen 
lamps can further be divided into two groups according to their dimming; these 
groups are halogen lamps on the sides and in the corners. Since the dimming of 
the groups is separated, the load on any dimmer will never exceed 4 x 50 W = 200 
W. Our specific dimmer has an operation range between 40 W - 400 W, TRIAC 
based phase-splitting power control. Bliss et al. [3] and Kim et al. [4] show 
solutions for this purpose, where they combine LEDs with solar halogens. 

For LED units, the goal is to control the brightness of each individual color 
groups. To ensure the feasibility of future fine tuning, higher power (5 W) LED 
units are installed. LED units of the same color are connected in series and are 
supplied by individual power supplies through individual power controllers. The 
actual LED matrix wiring plan is shown in Figure 4. 

 

Figure 4 

Positions and wiring of the LED units in the matrix 

In case of LED lighting, it is essential to keep the amperage and voltage limit, 
which – in the case of these 3 W LED units – is 700 mA and 4 - 4.5 V. Given 
these parameters, the color groups of the LED matrix are powered through a 
combination of four dimmable current sources and power regulators of the same 
type as the halogen lamps connected to the AC side. This design is capable of 
supplying the system with the maximal voltage supply, and can dim the light 
intensity through a phase-splitting based controller. 

To ensure the proper operation conditions of the high-performance LED units, the 
heat dissipation of the device must be absorbed somehow, which in practice, is 
most often solved by installing a heatsink. In our case the heat sink must fulfil two 
roles; first, it must have the appropriate heat transfer properties to be able to 
dissipate the generated heat. Second, it must have a large enough useful surface 
area that it can hold the designed LED matrix [1-4, 12]. At the beginning of the 
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design process of the heat dissipation system, we suspect that heat sinks with an 
affordable price will not be able to provide the necessary heat dissipation rate, 
hence we decided to incorporate a fan. Further calculations are done assuming the 
presence of forced convection. Geometric dimensioning is done in an inverse 
method, meaning that some heat sink and fan combinations are selected, and then 
checked individually. After that, we choose the one that is most suitable for our 
demands. From here on out, the verification of the chosen heatsink – fan 
combination will be unfolded. The material of the chosen heat sink is aluminum, 
its bounding size is 190 mm x 190 mm x 50 mm [length x width x height]. Active 
cooling is provided by a fan with a diameter of 140 mm. The nominal airflow rate 
of the fan is 126 m3/h. The first step of the verification is to determine the thermal 
resistance of the heatsink given a certain airflow rate, which is calculated in an 
online program called My Heat Sink- Thermal Resistance Calculator [5]. After 
specifying the geometrical dimensions and the material of the heatsink, we get the 
thermal resistance as the function of the airflow rate. 

According to relevant literature, the semiconductor material of the LED lights will 
remain properly operable below 125 °C [7, 15, 22]. In our case, the chosen heat 
sink – fan combination guarantees the proper operation of the LED units even at 
maximum loads the temperature is 88.9 °C [5, 12]. 

The last step is to provide the power supply of the cooling fan. The selected fan 
requires 12 VDC to operate, which is provided by a 12 V, 2 A, 24 W industrial 
power supply unit. The entire power supply wiring of the sun simulator is shown 
in Figure 5. 

 

Figure 5 

The power supply wiring of the sun simulator 

3.2 Framework 

The following main aspects are considered when designing the framework: 
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 proper holder for the heatsink with the LED matrix 
 stable halogen framework that can provide positional adjustability 
 no interference with the light sources (by casting shadows) 

The material of choice is an iron hollow section with a cross section of 20 mm x 
20 mm, which is easy to weld, has high bearing capacity and is since quite stable. 
It is not liable to warping or deformation, and besides can be used to construct a 
relatively slim structure. Halogen bulbs are held by threaded stems attached to the 
grooves of radially placed grooved flat iron rods [17-19]. The heatsink hangs from 
four threaded iron balls. Above located the support bracket of fan providing the 
active cooling is. The horizontal, “H” shaped part, to which all the other elements 
mentioned so far connect, can be considered the central unit of the structure. The 
vertical elevation of said unit is provided by four feet, while the horizontal crosses 
on the feet are required to achieve high stability, since the center of mass is 
located comparatively high. The inspection range is located below the heatsink of 
the LED matrix [12]. The height of the inspection range is planned to be 
adjustable. The bounding size of the framework is 600 mm x 550 mm. The visual 
representation of the completed framework is shown in Figure 6. 

 

Figure 6 
The designed construction of the sun simulator, with the main elements indicated 

3.3 The Realized Construction 

The Realized Construction can be seen in Figure 7. A two-channel laboratory 
power source with two current limiters are used to power the LED matrix, as 
shown in Figure 8. 

 

Figure 7 
The complete sun simulator 
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Figure 8 

Power supplies used for the validation measurements and (a) Wiring of the LED matrix, (b) LED 

matrix during operation 

4 Validation of the Design 

This chapter is bound to describe the measurement of the previously calculated 
values (spectral structure, light intensity distribution, temperature of the LED), 
hereby describing the validation process of the sun simulator [12, 13]. 

4.1 Inspection of Light Intensity Distribution 

An important quality of standard sunlight simulators is the magnitude and the 
distribution of the light intensity measured in the illuminated range. A light 
intensity measurement is performed on the finished construction. The inspection 
range – a square with width and depth of 15 cm – is split up to 1 cm2 segments, 
then the light intensity is measured by a handheld light intensity [W/m2] meter in 
every segment [20]. Measurements are done as described in Figure 9. As opposed 
to pre-measurements, this time the illumination is provided by the sun simulator 
with the previously defined fixed and design parameters. The resulting light 
intensity distribution is shown in Figure 10. 

 

Figure 9 

Measurement setup for measuring light intensity distribution 
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By examining the measured values, it can be deducted that light intensity values 
are within a certain range, depending on the measuring position. The smallest 
measured intensity value is Imin = 868 W/m2 and the largest is Imax = 1,060 
W/m2. The arithmetic mean of the measured light intensity values is 951 W/m2. It 
can clearly be seen that the light intensity distribution is relatively homogenic 
within the inspection range. Inhomogeneity can be calculated by a standardized 
equation (3) [20]. 

 

Figure 10 

Measured light intensity distribution within the inspection range 

According to the standard, for class C class sun simulators, the inhomogeneity of 
the light intensity distribution may not be more than 10%. The light intensity 
distribution of our sun simulator has a 9.96% inhomogeneity, which means the 
device complies with the standard. 

4.2 Inspection of Spectral Structure 

To check the spectral structure of the illumination, an Ocean Optics USB 4000 
type spectrometer is used. Due to the high directional dependence of the device, a 
white sheet of paper is placed atop the inspection range, and the probe is fixed in a 
position facing the scattered light. The measurement environment is shown in 
Figure 11. 
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Figure 11 

Spectral structure measurement 

During the spectrum analysis, the spectrum structure of the finished sun simulator 
is examined. The applied spectrometer is not suitable to perform absolute light 
intensity measurements; however, it allows for the spectral curve of the sun 
simulator and natural sunlight to be recorded. Thus, it is possible to compare the 
spectrum structure of the sun simulator and natural sunlight, and calculate their 
spectral conformity [5-8, 20]. The measured spectral curves of the sun simulator 
and natural sunlight are shown in Figure 12. The same tendency can be seen in 
some similar publications, such as Kádár et al [8]. and Kenny et al. [20]. 

 

Figure 12 

Spectral structure of the sun simulator and natural sunlight 

Table 6 

Actual spectral conformity within the inspected wavelength ranges [5-8] 

Wavelength range 
[μm] 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.1 

Spectral 
conformity [%] 

120.9 59.0 89.3 116.8 160.6 182.7 
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The rate of the measured spectral conformity is always within the 40% - 200% 
range assigned to a class C sun simulator, hence the desired spectral structure can 
be provided [10, 11]. The unexpected correctness of the lowest wavelength 
interval is caused by a slight shift in the intensity peak of the blue LED lights, 
therefore the application of UV dominant LED units may not be necessary. Many 
other researchers received similar results, inter alia, Kenny et al. [20] and Hussain 
et al. [25]. 

4.3 Inspection of Operating Temperature 

During the operation of the sun simulator, heat production caused by current 
running through certain units is inevitable. Excessive warming may result in the 
deterioration of efficiency, it can damage the device, and may result in fire- and 
accident hazards, hence it is important to determine if the operating temperatures 
of the device fall within the safe zone [15]. 

Three thermometer probes are placed at three points of the – initially room-
temperature – device, the operating temperatures will be measured and inspected 
in these points. One sensor is placed atop a solar cell above the inspection range, 
another is placed on the surface of the heatsink below the LEDs, and the last one 
is on the back of the heatsink. The heatsink is cooled by a fan above it. During the 
measurement, the halogen lamps are operated at maximum load, the LED units are 
uniformly powered at 700 mA. A four-channel digital thermometer is used to 
measure and save the results once every second. The whole measurement is 
carried out in roughly 20 minutes, at which point constant temperature values are 
obtained at all three points [15]. The obtained results are shown in Figure 13. 

 

Figure 13 
Temperature transient of the surface and the back of the heatsink 

Even at the critical points of the device no dangerous overheating is experienced. 
After 20 minutes of operation, the temperature stabilizes at a constant value on 
both sides of the heatsink, which in both cases are around 30 °C. Measuring the 
temperature of the semiconductor material of the LED is not possible, thus the 
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dimensioning of the heatsink is not executable. However, the temperature increase 
on the heatsink is barely 10 °C, which is well within the generally accepted 20 °C 
boundary, meaning that the cooling is without doubt applicable. 

As expected, the temperature of the solar cell is much higher than the temperature 
measured on the heatsink, since it is being illuminated by 8 halogen lamps and 36 
LED units simultaneously. The temperature of the solar cell stabilized at around 
88 °C. This is roughly the same temperature as it would be of a solar cell 
illuminated by natural sunlight on a sunny summer day. In the light of this 
information it can be stated that the solar cell will not suffer any damages from 
this amount of heat, although its temperature, according to plans, is going to be 
much lower. In conclusion, the sun simulator can be declared safely operable in 
terms of heating. 

Results and Conclusions 

Herein, we provide an overview of the whole work, in which, the design and 
construction of the standard sun simulator was executed. During the design, fixed 
parameters and, with the help of optimizing calculations, variable parameters were 
defined, while always keeping the proper light intensity distribution and the 
spectral structure of the illumination. Then the sun simulator was assembled, and 
test measurements were implemented. 

The light intensity distribution was inspected, using a light intensity meter, in 
cases with different halogen lamp positions. We achieved an inhomogeneity of 
9.96%, which is acceptable for a standard class C sun simulator. The average of 
the light intensity in this case is 951 W/m2, which is slightly below the 1,000 
W/m2 peak, but is a good approximation of an average light intensity on a clear 
day, hence it is applicable to inspect solar cells. 

The spectral composition of the illumination was inspected using a spectrometer. 
According to the design, proper spectral conformity was expected in each interval 
but one; between the wavelengths of 400 nm – 500 nm. In possession of the 
measurement results, it can be said that the spectral conformity of the sun 
simulator is within the prescribed class C standards, meaning that the methods 
used during the design of the sun simulator were correct and are applicable to 
provide close to reality calculations. 

An important aspect when designing the sun simulator is to keep the costs 
realistic. For small sized solar cells, a standard illumination can be provided by a 
relatively inexpensive device; the full price of this construction is 600 Euro. 
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Abstract: Distributed generation represents an optimal solution for energy problems in 
remote sites, where access to energy distribution companies is difficult. This article 
therefore presents the modeling and optimization of an electric power system based on 
hybrid renewable energy (photovoltaic/hydrokinetic/diesel), combined with a Lithium Ion 
battery storage system. The analysis is performed using two methods. The first is a 
computational model based on mathematical equations using the Simulink Design 
Optimization (SDO) tool in Matlab. The second is a simulation of the hybrid system using 
the HOMER Software. The results show that the highest annual energy contribution 
corresponds to the hydrokinetic generation system (78.87%), the photovoltaic generation 
with a percentage of 19.59% and the penetration of the diesel generator is the lowest with 
1.53%. In addition, the Nelder-Mead algorithm (SDO) shows a lower number of diesel 
generator starts, increasing the capacity of the batteries. 

Keywords: Hydrokinetic turbine; Solar panels; Renewable energy; Hybrid System 

1 Introduction 

Considering the population increase, the reduction of oil reserves and evident 
negative climate change produced by a hydrocarbon based economy, renewable 
energies should be further developed in the coming years. Therefore, further 
research in this field is necessary. Furthermore, the planet can have enough 
renewable resources to cover global electricity demand, the energy being the main 
source of development, especially in countries where not the entirety of the 
population has electricity [1]. However, in Ecuador, there are few rural 
electrification projects and even less in Amazonian populations such as Kichwa, 
Siona and Achuar, which require electrical energy for development in their daily 
activities. However, in Ecuador there are few rural electrification projects and 
even less in Amazonian populations. Therefore, it is necessary to carry out 
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research projects on possible electrification taking advantage of the natural 
resources of rural areas [2]. 

Electricity service in Ecuador is 97.04%. However, the lowest rate of 
electrification is present in the Amazon region [1]. The deficit of electricity in 
these regions is the result of limited reach of distribution companies, but the main 
reason is the remote area of these communities, since they are located hundreds of 
kilometers away from the main distribution centers. For this reason, the viability 
of generating electricity with renewable sources in the consumption zone is 
analyzed. The Agency for Regulation and Control of Electricity (ARCONEL) 
authorized the construction of photovoltaic energy projects in 2018, with a 
preferential rate of USD 0.40 per kilowatt hour (kWh) of generation, since the 
country has a high rate of solar resource [1]. 

In Ecuador, one of the main sources of electricity generation is hydroelectric, 
since the country is located in the middle of the Andes Mountain Range, therefore 
it has high water resources. 

According to the Ministry of Electricity and Alternative Energies, in 2023, the 
country will have more than 90% of hydroelectric generation. In the case of 
remote communities, a practical solution could be to generate electricity with 
hydrokinetic turbines located in the consumption sites. Unlike a hydroelectric 
plant, hydrokinetic turbines do not require the construction of dams for reservoirs, 
they simply require a continuous flow of water. There are recent studies of 
technical-economic feasibility for the use of this type of turbines in remote 
communities with favorable results [3] [4]. The "Nuevo Rocafuerte" community 
does not have 100% electricity coverage. Nowadays, electricity is produced by 
diesel genera-tors, even though it is located next to the Napo River, therefore it 
has a lot of water [5]. 

Considering the abundant water and solar resources in the area, two renewable 
sources could be combined in a hybrid electric power generation system (PV / 
HKT / DG / Li-ion). Lithium Ion batteries have a higher energy density than the 
acid lead, apart from having a life cycle greater than 10 years, have greater depth 
of discharge (SOC) [6]. In this way, the demand of the community could be 
efficiently supplied by hybrid systems [7]–[13]. The proposed hybrid system will 
be analyzed through the HOMER software [14], that allows to determine the 
optimal configuration of the system, and a simulation in Matlab Simulink Design 
Optimization (SDO), in order to ensure the best configuration and energy 
reliability of the community. The determination of the sizing of a hybrid system of 
renewable energies is increasingly notable. Different authors have investigated 
methods that guarantee the optimization of the system, adding multiobjective 
functions and studies of demand prediction, [15]. The hybrid system that is most 
researched is the combination of photovoltaic and wind energy. The reference 
[16], explains the sizing of the hybrid system composed of (PV-Wind) in a remote 
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area of Tunisia obtaining the results of sizing optimization, and other isolated 
systems [17]–[26]. 

In the reference [14], performs an economic feasibility analysis by using a hybrid 
system to reduce environmental pollution, using different fuels to find the best 
configuration using Homer software, showing that a hybrid system can supply the 
demand without violating any restrictions. 

In relation with the storage system, the most common ones are lead acid batteries 
and hydrogen tanks. The backup systems are typically DG and electrolysers (FC), 
in some cases supercapacitors [27], today more authors use lithium ion batteries as 
a storage system due to their high efficiency [6] [28]. 

In reference [4], determines the optimal sizing of a Hybrid System of Renewable 
Energies (PV / HKT / DG) in an island located on the Ecuadorian coast. The study 
demonstrates that the system can supply off-grid loads, which could be analyzed 
on a large scale, especially evaluating the stability of the system with high 
penetration of renewables, however it could be further optimized with the use of 
Lithium Ion batteries, taking into consideration the impact on the hybrid system 
using this storage technology. 

Renewable systems have proven to be an effective alternative by reducing the 
consumption of fossil fuels. The reference [29], explains the gradual reduction of 
diesel consumption in a remote community of Indonesia using solar panels and 
batteries. Moreover, in [30] analyzes energy management and optimization of 
battery size for a micro-grid located on an island in Australia with novel results. 

On the other hand, photovoltaic and hydroelectric solar energy has been 
developed in Ecuador during the last decade [31]. Today, there are many studies 
of hybrid renewable systems in remote communities encouraging the use and 
optimization of renewable resources. The study conducted by [4], explains that a 
hybrid system (PV/HKT/DG/Lead acid Battery) has the capacity to supply the 
demand of an off-grid community. It is noteworthy that the acid lead battery has a 
short life cycle. In the same way, [25] discusses replacing the diesel generation 
system with fuel cells, yet fuel cells are expensive. In addition, this work may be 
extended in the future to include hydrogen and different storage systems. 

The difficulty in designing the sizing of renewable systems focuses on the 
randomness of resources for their sources, in conventional systems the 
information is insufficient to simulate and predict complex systems. In reference 
[32], the author shows the use of fuzzy cognitive maps, with the aim of 
representing dynamic systems by means of migration algorithms, as convenient 
means of adaptation. Through this method it has been possible to combine several 
variables to approach the optimal solution of a renewable system. Research based 
on improving the behavior of renewable energy sources proposes different 
methods, as in the case of [33], this paper proposes a convergent IFT algorithm for 
single-entry discrete time systems using fuzzy control logic, this type of control 
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systems can process non-linearity is better than other control systems, although 
the error is non-zero, but this type of control could be useful to help the 
convergent algorithms that are part of renewable systems through an adequate 
analysis of stability and convergence. The improvement in the use of optimization 
algorithms are increasingly evident, in [34] has presented an ideal gas 
optimization algorithm (IGO), which is based on the first law of thermodynamics 
and kinetics, basically uses the grouping of gas molecules in each iteration to find 
non-uniform spaces finding suboptimal. This algorithm has a greater capacity and 
efficiency of analysis than some highly used algorithms, such as particle swarm 
(PSO) and genetic algorithm (GA). Similarly, different types of algorithms are 
discussed in [35]–[38], these studies present the different types of algorithms 
inspired by nature, focused mainly on diffuse control (Takagi-Sugeno, Swarm of 
Particles, Gravitational Search), hybrids (Swarm of Particles-Gravitational Search) 
and adaptive (Gravitational Search). 

In the papers [9] [39], several optimization algorithms have been used, among 
them: basic equation, SDO (genetic algorithm, latyn hypercube) and Hoga and 
Homer software, in order to find optimal values in a hybrid system composed of 
PV/WT/FC systems, the results show that the best configuration found 
corresponds to the SDO method, performing a technical optimization through the 
application of genetic algorithm. 

Similarly, in [12] the same hybrid system has been analyzed. However, the 
simulation was carried out only in Matlab software, through 3 dispatch strategies 
combining lead acid batteries and FC cells. The results have shown that, 
combining both storage systems, the results are more energy efficient. On the 
other hand, reference [40] has carried out an optimization analysis of a hybrid 
system composed of HKT/PV/lead acid batteries, using two methods: SDO and 
Homer software, the results have shown that the best result is found through SDO 
(Latin Hypercube algorithm), reducing the operation of the DG. In addition, this 
article has obtained similar results. The Matlab software through its SDO tool has 
obtained the best technical result using the Nelder-Mead algorithm, reducing the 
penetration of the diesel generator. 

Several authors present problems of optimization with respect to hybrid systems 
composed of renewable energy, such as Homer software, which is highly accepted 
by the scientific community and has several libraries that facilitate the analysis of 
data. On the other hand, Matlab has many tools to improve the optimization of the 
parameters of a system and can be edited as necessary. Therefore, it is important 
to analyze a renewable hybrid system using both methods [9]. 

El software Matlab (SDO) puede proporcionar opciones de simulación en el 
dominio del tiempo y la frecuencia, utilizando la interfaz gráfica de usuario (GUI). 
In addition, it is possible to impose limits for the study of several signals. The 
design variables need to be declared in SDO as well as their limits, for example 
the SOC of a lithium ion battery, the charge limits of the battery must be 
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maintained in SOCmin of 20% and SOCmax of 100%. Then, the variables to be 
optimized must be defined, such as the size of the batteries, PV and HKT. In 
addition, it is possible to choose the optimization method in SDO, among them: 
gradient gescent, pattern search and simplex search. In several cases, it has been 
concluded that the pattern search method is able to find the appropriate parameters 
in the simulation. Within this method, optimization algorithms such as: Latin 
hypercube, genetic algorithm and Nelder Mead, should be chosen. Finally, the 
following parameters are defined for the optimization of the control process [9]. 

Parameter tolerance: the optimization process ends when successive parameters 
values change less than this number. 

Constraint tolerance: this parameter represents the maximum relative amount by 
which the constraints can be violated and still allow a successful convergence. 

Function tolerance: this parameter is used to end the optimization when successive 
function values are less than this value. This parameter is only useful when 
Simplex Search method is selected. Its value does not matter in our study. 

Maximum iterations: define the maximum number of iteration allowed in the 
optimization process. 

The general objective of this study is to optimize hybrid system using Lithium Ion 
batteries in order to analyze the resulting effects. The originality of this study is 
reflected in the type of storage system, which by the combination of two 
renewable sources must provide clean and reliable energy to the community under 
study. In addition, the battery replacement time should be reduced. Therefore, this 
study is organized as follows: mainly, the study area is analyzed, obtaining data 
such as solar radiation, river velocity and electric demand, then the mathematical 
modeling of the generation sources (PV/HKT/DG) and storage of Lithium Ion (Li-
ion), to later perform the simulation using the Matlab tool (Simulink design 
optimization) and in the Homer software. Hence, by obtaining system sizing 
results that will be analyzed with the purpose of determining the optimal 
configuration. 

2 Case Study 

The case study is the "Nuevo Rocafuerte" community, part of the Aguarico 
Canton located in the province of Orellana in the Ecuadorian Amazon, see Figure 
1. This community is located at a latitude of 0 ° 56'00 '' South and a length of 75 ° 
24'00 '' West. The number of inhabitants until the last census conducted in 2010 
was 1,024, according to the National Institute of Statistics and Census (INEC). 
The economy is mostly based on agriculture and fishing. 
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Today, according to the National Electricity Corporation (CNEL) in the area of 
“Nuevo Rocafuerte” there are electric generators powered by diesel, which 
operate from 09:00 to 24:00, making it difficult for most of the inhabitants to carry 
out their activities outside of the established schedule. On the other hand, building 
electricity transmission lines is environmentally and economically unfeasible, 
since the community is surrounded by two natural reserves. 

 

Figure 1 

Community "Nuevo Rocafuerte", province of Orellana 

Source: (National Institute of Statistics and Census - INEC) 

2.1 Demographic Profile and Meteorological Data of the 

Studied Community 

The inhabitants of the area cannot enjoy the comforts provided by a power 
generation system that supplies electricity all day. The annual average solar 
radiation in the area is 4.35 kWh/m2/day and the clarity index is 0.43 (NASA 
Prediction of Worldwide Energy Resources). Figure 2 represents the hourly solar 
radiation of the selected area using the Homer software database [41]. 

 

Figure 2 

Solar Radiation in the community 
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Additionally, the flow (m3/ s) and the monthly average speed (m/s) of the Napo 
River are shown in Table 1, with a value of 2.34 m/s. 

Figure 3 presents the speed of the river as developed by the HOMER software. It 
is demonstrated that there is a variation range of 1.8 m/s to 4 m/s throughout the 
year, with the months of October, November and December being those with the 
greatest variations. This information will be considered later in the analysis and 
optimal sizing of the hydrokinetic turbine. 

Table 1 

Contains the Flow and speed of the Napo River in "Nuevo Rocafuerte" 

Flow (m3/s) Months River speed (m/s) 

1500 Jan 2.591 

1600 Feb 2.656 

1800 Mar 2.526 

2100 Apr 2.62 

2900 May 2.859 

3000 Jun 2.81 

2600 Jul 2.739 

2200 Aug 2.46 

1800 Sep 2.591 

1800 Oct 2.227 

1800 Nov 2.469 

2100 Dec 2.54 

 

Figure 3 

River Speed 

2.2 Estimation of Electricity Consumption Community 

The habits of the inhabitants of the area under study do not vary substantially with 
respect to the rest of Ecuadorians. According to the Electricity Corporation of 
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Ecuador (CELEC EP), the maximum of the national electricity demand occurs 
between 19:00 to 20:00, and the minimum between 01:00 and 05:00. Since there 
is no exact data of the demand of the inhabitants of the area, an approximation is 
made regarding the national demand (See Figure 4). 

When it comes to energy consumption, a group of loads is considered typical of a 
household located in rural areas, it is assumed the use of LED lighting and 
efficient refrigerators of reduced size. Table 2 indicates the common alternating 
current loads for the system. It should be mentioned that DC loads are not 
analyzed, since they are not common, even for this type of applications. The loads 
presented are estimated according to the customs and climate of the area. 

Table 2 
Customers Load 

Description Quantity 
Current 
(A) 

Power 
(W) 

Hours / 
day 

Days / 
week 

Weekly 
consumption 
(Wh) 

LED light 3 0.1 10 4 7 280 

TV  1 0.2 25 6 7 1,050 

Radio 1 0.15 20 3 7 420 

Cell charger 1 0.05 5 5 3 75 

Alarm clock 1 0.05 5 24 7 840 

Installed 
power (W) 

Simultaneo
us power 
(W) 

Weekly 
energy 
(Wh) 

Losses  
Monthly 
energy 
(Wh) 

    

65 52 2,665 0.05 10,127     

According to Table 2, the demand in each house is 65 W on average, since the 
population of "Nuevo Rocafuerte" is approximately 1,000 inhabitants. 
Considering the average family consisting of 3 to 4 members including street 
lighting, the total installed power would be approximately 20 kW. It can be seen 
that peak demand occurs between 19:00 and 20:00. 

 
Figure 4 

Daily load profile 
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There are no significant variations during the year (Figure 5). 

Figure 5 presents the seasonal load profile obtained by [19], based on real data 
from the area. To model the system, it is very important to use one hour intervals 
during a year. 

 

Figure 5 

Seasonal load profile 

3 Modeling - Sources of Generation and Storage 

3.1 Modeling of the Photovoltaic Solar System (PV) 

The performance of a solar module varies according to the climatic conditions of 
the installation site [42]. 

The photovoltaic power varies according to the incident solar radiation in the 
module and the environmental factors (ambient temperature, humidity, etc.). The 
system power is calculated using equation (1).WhereYPV (kW) is the photovoltaic 
generator nominal capacity, fPV (%) is the reduction factor IT (kW/m2) is the 
solar energy from the incident irradiation in the photovoltaic module, IS (kW/m2) 
is the incident solar radiation under standard test conditions, αP is the temperature 
coefficient of the power, Tc (˚C) is the PV cell temperature, and Ts (°C) 
Temperature of the photovoltaic cell under standard test conditions (25 ° C) [42].  
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Where: Ta, Is the ambient temperature, τα is the absorption transmittance of the 
photovoltaic module. In general, HOMER takes it as 0.9, NOCT is the nominal 
temperature of the operating cell that results in a solar radiation of 800 W/m2, at 
an ambient temperature of 20 °C and in unloaded conditions and ηPV is the panel 
efficiency. In the study area there is an average temperature of approximately 25 
°C, the best option is to use polycrystalline solar panels [42]. This study uses the 
parameters of the US commercial solar module SunPower, model E20-327, 360 W 
of peak power with an efficiency of 17%, polycrystalline and with a power 
coefficient of -0.37% / °C. In this system, the tracking system and the 80% rating 
reduction factor have not been taken into account. 

The system mode in SDO is shown below: 

The function f(u) is represented by Equation (1) 

 

Figure 6 

Simulated photovoltaic system in SDO 

3.2 Modeling Hydrokinetic System (HKT) 

In this study, taken into consideration the river speed characteristic, the 
hydrokinetic turbine has been selected (Smart Hydro Power, Feldang, Germany 5 
kW). The power of the hydrokinetic turbine is given by equation (3) [25]. 

1 3
2

. . . . .
,

P w A v C
HKT p H HKT

r h=  
(3) 

The energy is given by: 

.E P t
HKT HKT

=  (4) 

It is important to consider that the river velocity profile applies to open channel. 

In the open channel flow, the velocity of the river at a certain point above the river 
bed is considered a power function that uses the depth relationship. The average 
velocity in time (𝑢), the normal distance of the rising bed above the reference (𝑦), 
the velocity at the point ‘’𝑎’’ where it deviates vertically from the river bottom 
(𝑢𝑎) and the exponent of the power law (1/𝑚), [4]. 



Acta Polytechnica Hungarica Vol. 17, No. 3, 2020 

 – 195 – 

1

( )
u y m

u y
a a

=  

 

(5) 

The system mode in SDO is shown below: 

 

Figure 7 

Hydrokinetic turbine in SDO 

3.3 Modeling of the Diesel Generator (DG) 

As mentioned in the previous section, the supply of electrical energy from 
renewable sources is random depending on the available resource. To ensure the 
reliability of the supply, it has been decided to use diesel generators as a backup 
system in case there is no solar radiation in times of low water and if the bank of 
batteries is discharged. HOMER calculates the capacity of the diesel generator 
with an additional 10% to the highest peak of present demand with a life 
expectancy of 15000 h. The maximum load ratio of the generator is 25%. The fuel 
consumption for the production of electricity is calculated according to equation 
(6) [43]. 

0 1,
F F Y F P

dg dg dg dg
= +  (6) 

Where, F0 is the intercept coefficient of the fuel curve (0.000205m3/h), F1 is the 
slope of the fuel curve (0.00025 m3/h/kW), Ydg (kW) is the rated capacity of the 
generator and Pdg (kW) is the electrical power. The lowest calorific value of diesel 
fuel is 43.2 MJ/kg with a density of 820 kg/m3 [43]. 

The work factor (DF) (kWh/start-stop/year) is the power generation ratio of the 
supplementary primary motors to the total start-stop and can be calculated using 
equation (7), where Ns/sis the number of starts and stops [44]. 
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The energy dispatch of the diesel generator will be carried out depending on the 
hybrid system conditions. When the generation and demand are disproportionate, 
a shutdown of the electrical system can be produced since its generation sources 
would not be able to maintain the load. 

The generation, (PV + HKT) must be equal to the consumption (Load + Pbat). 
When this equality condition is not met, the diesel generator must be turned on to 
supply the demand. Also, if the objective function (PV + HKT-Load-Pbat) is in 
the stability zone, that is, the generation must be greater than or equal to the 
demand, the generator must be turned off. For the simulation a first-order model is 
used so that the fuel consumption is a function of the mechanical power and speed 
of the engine [45]. 

The system mode in SDO is shown below: 

 

Figure 8 

Diesel generator in SDO 

3.4 Modeling of the Storage System (Li-ion) 

In this study, a Lithium Ion battery bank is used as a storage system. The process 
of charging the batteries begins when the generation of electric power is greater 
than the consumption. In the same way, when the renewable system is not 
sufficiently capable of producing energy according to the demand (dry season or 
low solar radiation), the load will be supply through the storage system. 
Considering the state of charge (SOC) of the batteries, a charge and discharge 
limit can be established. 

The capacity of a battery is defined as the maximum charge that can be extracted 
from a battery when it is fully charged. [46], (International Standard IEC 61427-
61432). According to [19], several equations are used to determine the charge and 
discharge power of the Lithium Ion battery. Equation (8) determines the 
maximum load power of the storage system (battery). 

 



Acta Polytechnica Hungarica Vol. 17, No. 3, 2020 

 – 197 – 

( )
( ) ( ) ( )

( )
1

1

1 1

k k tkQ t e Q t kc e
P t
b k t k te c k t e

D

D DD

- -+ -
=

- -- + - +
 

 

(8) 

Where: Q1(t)refers to the energy available at the beginning of the operating range 
and above the minimum load state (SOC), in the case of Lithium Ion batteries is 
20%, the maximum SOC will be 100%. Q (t) it is the total energy at the beginning 
of the passage of time, c is the ratio of the storage capacity of each system, k is the 
constant energy storage rate, and ∆t is the time interval. The maximum power can 
be calculated with the following equation: 
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Where Qmax(t) is the total storage capacity. 

Homer calculates the life span of the battery according to its performance. In this 
case different parameters that help to choose the optimal combination of the 
system are compared. 

In order to determine the number of batteries necessary, factors such as the life 
span of the hybrid system and that of every battery should be considered [19]. 

( )

,
)(

.
.

 pu año
Vida Vida

SH btN ceil
bat vidaT

bat

=  

 

(10) 

Where: Nbat  - batteries number Tbatvida - time period from beginning of the year to the last battery is replaced VidaSH - life cycle of the hybrid system (25 years in this case) Vidabtpu,año - battery life in the last year Ceil - sum of the battery bank 

The system mode in SDO is shown below: 
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Figure 9 

Storage system control in SDO 

4 Energy System Control 

Starting from the objective function (PFV + HKT-Load-Pbat), the power of the 
PV, HKT and the storage system composed of Lithium Ion batteries (Pbat), are 
defined as adjustment variables. (DG) is set as a fixed variable, given the fact that 
the continuity of the electricity supply must be ensured under any contingency. 

The limit values of each parameter depend on the expressed mathematical model. 
For example, the battery state of charge will indicate the operating time of the 
diesel generator according to the load and weather conditions at each instant. 
Whereas, the work objective is to reduce the diesel generator operation hours 
without removing the continuity of the electric service, the state of charge of the 
batteries is defined as an input signal. 

In normal climatic conditions, the demand will be satisfied by the (PV/HKT), with 
fully charged batteries, in times of high demand between 19:00 and 21:00, there 
will only be HKT generation. If there is a generation deficit, the storage system 
provides the energy to meet the demand. In case of hydrokinetic power deficit, the 
battery bank must supply all the available electricity at night time (PV power =0). 
When the batteries are discharged at a minimum SOC level (20%), the diesel 
generator should start charging the batteries as a priority. The generator must be 
turned off when the renewable power is greater than the demand and the batteries 
are charged. 

In this study, the option of optimization was selected through Pattern Search in 
Matlab, since it allows finding appropriate values for the adjustment parameters. 
In addition, three of the five algorithms available for the search of patterns are 
considered, in order to ensure that the convergence is correct. It has been selected 
within the toolbox “Matlab/Simulink Design Optimization”, the Genetic 
Algorithm, Latin Hypercube and the Nelder-Mead, since they obtain values that 
correspond to those obtained by using HOMER, as indicated in Figure 10. 
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Figure 10 

Simulation in Simulink Design Optimization 

Figure 11 depicts the simulated Homer system, where both the batteries and the 
photovoltaic system are connected to a direct current bus. The (HKT, DG and 
Customers load) are connected to the alternating current bus. The energy is taken 
from the PV/Li-ion system to the load though an inverter, and the excess energy is 
stored in the batteries by means of a rectifier (Converter). 

 

Figure 11 

Schematic of the Hybrid System 

5 Results and Comments 

Figure 12 shows the operating logic for the proposed system. It is evident that, this 
type of control allows the diesel generator to start only if the batteries need to be 
recharged and not directly to feed the electrical demand, as explained in Section 4. 
This insures a reduction of the DG operational hours. In Fig. 8, this type of system 
behavior is observed. If the Customers Load (kW) is greater than Renewable Pout 
(kW) and when the State Of Charge (%) is less than SOCmin (20%), the diesel 
generator starts at full load recharging the batteries, until the Li-ion have been 
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charged at least 80% in such a way as to supply the load, at that point the diesel 
generator turns off. 

 

Figure 12 

System operation 

The results of the energy production necessary to supply the annual demand are 
shown in Figure 13. These results have been obtained through HOMER. 

The largest contribution corresponds to the hydrokinetic generation system, with 
78.87%. The photovoltaic generation represents 19.59% of the total energy 
production and finally the contribution of the diesel generator is merely 1.53%. 

 

Figure 13 

Electric Production 

Figure 14 shows SOC of the storage system, during a year. Since October, the 
flow rate of river Napo is low and its velocity decreases. In this way, the batteries 
have to supply the load at night, since the photovoltaic system is not in operation. 
Here, there is an optimal system response. The generator does not allow the state 
of charge of the batteries to fall below 20%, thus increasing the life span of the 
storage system. By comparison, during the months of June and July there are 
enough water and solar resources to supply the demand. Figure 14 shows that in 
these months the batteries’ SOC remains at a value close to 100%, apart from 
some discharge peaks that can be attributed to the known random behavior of 
renewable sources. 



Acta Polytechnica Hungarica Vol. 17, No. 3, 2020 

 – 201 – 

 

Figure 14 

Li-ion batteries SOC 

Conversely, the results using SDO algorithms, with respect to, Homer, are similar. 
Nevertheless, the contribution of the diesel generator is lower according to SDO 
algorithms, due to the fact that in this software, the generator is intended to 
operate as little as possible without taking into account extra costs in replacement 
of the storage system (as HOMER does). 

In Tables 3 and 4 the results of the optimization of the power can be compared 
with Matlab and HOMER. 

Table 3 

Sizing and operation of the diesel generator 

 

Algorithm 
PV 
(kW) 

HKT 
(kW) 

DG 
(kW) 

Li-ion 
(kWh) 

Switch on 
DG/yr 

Latin 
Hypercube 

32.03 21.04 25 518.95 124 

Genetic 
algorithm 

31.05 20.56 25 513.54 155 

Nelder-mead 30 20 25 530 118 

Homer 30 20 24 100 237 

Table 4 

Annual energy produced by each component 

Algorithm 
PV 
(kWh/yr) 

HKT 
(kWh/yr) 

DG 
(kWh/yr) 

Li-ion 
(kWh/yr) 

Latin Hypercube 43,952 114,758 15,856 37,840.15 

Genetic 
algorithm 

43,887 114,568 14,589 32,945 

Nelder-mead 43,576 114,327 11,968 48,280 

Homer 41,101 115,080 17,228 3,023.9 
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In Table 3, the Nelder-mead algorithm calculates 118 diesel generator starts, 
genetic algorithm 118 starts, 124 for Latin hyper-cube and 237 for homer. 
However, the largest storage capacity is calculated by Nelder-mead (530 kWh). 
The generation sources power is similar between SDO and Homer, however, 
Homer calculates the lowest capacity of all the components of the system. 

The energy contribution of the diesel generator is lower in Nelder-mead and the 
highest in the Homer result. Yet, the highest battery system result is attributed to 
the Nelder-mead, whereas the lowest to Homer, maintaining similar values in 
terms of generation by PV/HKT. 

The similarity of the size of the system shown by the two simulations is evident. It 
is obvious that since there is a high water resource, the penetration of hydrokinetic 
energy is greater than the photovoltaic. The novelty is that SDO considers it viable 
to increase the storage system reducing the DG operation, unlike Homer, which 
considers it a better option to use the diesel generator more times with lower 
power in each one, reducing the capacity of the batteries, creating an economic 
optimization. 

Conclusions 

The results show that the hybrid system is able to supply the demand of the 
community throughout an entire year, since the meteorological conditions of 
Nuevo Rocafuerte are adequate for this purpose. With the obtained results, the use 
of alternative energies in Ecuador can be enhanced. In addition, there are 
numerous protected areas of the Amazon where rural populations are located. 

The result of the research shows that it is possible to include a hybrid renewable 
energies system in the area, apart from the existing one that consists solely of 
diesel generators. One of the most important aspects shows that continuity of an 
electricity supply for the community is not compromised. Furthermore, his 
reduction of transport expenses and diesel consumption is evident, even without 
carrying out a cost analysis, not to mention, reducing emissions of greenhouse 
gases produced by DG. 

The analysis carried out by Simulink Design Optimization does not take into 
account the minimization of system costs, since it is focused on reducing the 
operation of the diesel generator ensuring the continuity of the electric generation 
by optimizing the photovoltaic and hydrokinetic design. The variability of 
renewable energy sources could hinder the normal operation of hybrid system, 
therefore, it is recommended to perform a stability study of this system. Finally, 
another important aspect, is to consider is the use of Lithium Ion batteries, because 
in the near future, they will be used more frequently than lead based batteries. 
Future work will consider the use of storage systems composed of different 
technologies, with the aim of studying the effects they would produce within the 
proposed hybrid system. 

 



Acta Polytechnica Hungarica Vol. 17, No. 3, 2020 

 – 203 – 

References 

[1] M. Ten Palomares and A. Boni Aristizabal, “Visiones de la electrificación 
rural en la Amazonía Ecuatoriana: disputando lógicas hegemónicas,” Let. 
Verdes. Rev. Latinoam. Estud. Socioambientales, No. 20, p. 4, Oct. 2016 

[2] R. Luna-Rubio, M. Trejo-Perea, D. Vargas-Vázquez, and G. J. Ríos-
Moreno, “Optimal sizing of renewable hybrids energy systems: A review of 
methodologies,” Sol. Energy, Vol. 86, No. 4, pp. 1077-1088, Apr. 2012 

[3] H. J. Vermaak, K. Kusakana, and S. P. Koko, “Status of micro-hydrokinetic 
river technology in rural applications: A review of literature,” Renewable 
and Sustainable Energy Reviews, Vol. 29, pp. 625-633, Jan-2014 

[4] J. Lata-García, F. Jurado, L. M. Fernández-Ramírez, and H. Sánchez-Sainz, 
“Optimal hydrokinetic turbine location and techno-economic analysis of a 
hybrid system based on photovoltaic/hydrokinetic/hydrogen/battery,” 
Energy, Vol. 159, pp. 611-620, Sep. 2018 

[5] R. J. Cevallos Meza and M. E. Ruales Lara, “Estudio de la geodinámica 
actual del río Napo (Amazonía Ecuatoriana - Peruana) usando datos 
hidrológicos y de DGPS,” 2005 

[6] B. K. Das, Y. M. Al-Abdeli, and M. Woolridge, “Effects of battery 
technology and load scalability on stand-alone PV/ICE hybrid micro-grid 
system performance,” Energy, Vol. 168, pp. 57-69, Feb. 2019 

[7] C. Ammari, M. Hamouda, and S. Makhloufi, “Comparison Between Three 
Hybrid System PV/Wind Turbine/Diesel Generator/Battery Using HOMER 
PRO Software,” 2019, pp. 227-237 

[8] S. Ahmadi and S. Abdi, “Application of the Hybrid Big Bang–Big Crunch 
algorithm for optimal sizing of a stand-alone hybrid PV/wind/battery 
system,” Sol. Energy, Vol. 134, pp. 366-374, Sep. 2016 

[9] A. Cano, F. Jurado, H. Sánchez, L. M. Fernández, and M. Castañeda, 
“Optimal sizing of stand-alone hybrid systems based on PV/WT/FC by 
using several methodologies,” J. Energy Inst., Vol. 87, No. 4, pp. 330-340, 
Nov. 2014 

[10] R. Dufo-López et al., “Multi-objective optimization minimizing cost and 
life cycle emissions of stand-alone PV-wind-diesel systems with batteries 
storage,” Appl. Energy, Vol. 88, No. 11, pp. 4033-4041, Nov. 2011 

[11] M. Jamshidi and A. Askarzadeh, “Techno-economic analysis and size 
optimization of an off-grid hybrid photovoltaic, fuel cell and diesel 
generator system,” Sustain. Cities Soc., Vol. 44, pp. 310-320, Jan. 2019 

[12] M. Castañeda, A. Cano, F. Jurado, H. Sánchez, and L. M. Fernández, 
“Sizing optimization, dynamic modeling and energy management strategies 
of a stand-alone PV/hydrogen/battery-based hybrid system,” Int. J. 
Hydrogen Energy, Vol. 38, No. 10, pp. 3830-3845, Apr. 2013 



P. Arévalo Cordero et al. Optimization of an Off-Grid Hybrid System Using Lithium Ion Batteries 

 – 204 – 

[13] D. N. Luta and A. K. Raji, “Optimal sizing of hybrid fuel cell-
supercapacitor storage system for off-grid renewable applications,” Energy, 
Vol. 166, pp. 530-540, Jan. 2019 

[14] F. K. Abo-Elyousr and A. Elnozahy, “Bi-objective economic feasibility of 
hybrid micro-grid systems with multiple fuel options for islanded areas in 
Egypt,” Renew. Energy, Vol. 128, pp. 37-56, Dec. 2018 

[15] O. Djelailia, M. S. Kelaiaia, H. Labar, S. Necaibia, and F. Merad, “Energy 
hybridization photovoltaic/diesel generator/pump storage hydroelectric 
management based on online optimal fuel consumption per kWh,” Sustain. 
Cities Soc., Vol. 44, pp. 1-15, Jan. 2019 

[16] M. Belouda, M. Hajjaji, H. Sliti, and A. Mami, “Bi-objective optimization 
of a standalone hybrid PV–Wind–battery system generation in a remote 
area in Tunisia,” Sustain. Energy, Grids Networks, Vol. 16, pp. 315-326, 
Dec. 2018 

[17] R. Sarrias-Mena, L. M. Fernández-Ramírez, C. A. García-Vázquez, and F. 
Jurado, “Fuzzy logic based power management strategy of a multi-MW 
doubly-fed induction generator wind turbine with battery and 
ultracapacitor,” Energy, Vol. 70, pp. 561-576, Jun. 2014 

[18] R. Sarrias-Mena, L. M. Fernández-Ramírez, C. A. García-Vázquez, and F. 
Jurado, “Improving grid integration of wind turbines by using secondary 
batteries,” Renew. Sustain. Energy Rev., Vol. 34, pp. 194-207, Jun. 2014 

[19] J. P. Torreglosa, P. García-Triviño, L. M. Fernández-Ramirez, and F. 
Jurado, “Control based on techno-economic optimization of renewable 
hybrid energy system for stand-alone applications,” Expert Syst. Appl., Vol. 
51, pp. 59-75, Jun. 2016 

[20] J. P. Torreglosa, P. García, L. M. Fernández, and F. Jurado, “Energy 
dispatching based on predictive controller of an off-grid wind 
turbine/photovoltaic/hydrogen/battery hybrid system,” Renew. Energy, Vol. 
74, pp. 326-336, Feb. 2015 

[21] W. Zhang, A. Maleki, M. A. Rosen, and J. Liu, “Optimization with a 
simulated annealing algorithm of a hybrid system for renewable energy 
including battery and hydrogen storage,” Energy, Vol. 163, pp. 191-207, 
Nov. 2018 

[22] W. Zhang, A. Maleki, M. A. Rosen, and J. Liu, “Sizing a stand-alone solar-
wind-hydrogen energy system using weather forecasting and a hybrid 
search optimization algorithm,” Energy Convers. Manag., Vol. 180, pp. 
609-621, Jan. 2019 

[23] S. C. Bhattacharyya, “Energy access programmes and sustainable 
development: A critical review and analysis,” Energy Sustain. Dev., Vol. 
16, No. 3, pp. 260-271, Sep. 2012 

[24] B. K. Das and F. Zaman, “Performance analysis of a PV/Diesel hybrid 



Acta Polytechnica Hungarica Vol. 17, No. 3, 2020 

 – 205 – 

system for a remote area in Bangladesh: Effects of dispatch strategies, 
batteries, and generator selection,” Energy, Vol. 169, pp. 263-276, Feb. 
2019 

[25] J. Lata-Garcia, F. Jurado-Melguizo, H. Sanchez-Sainz, C. Reyes-Lopez, 
and L. Fernandez-Ramirez, “Optimal sizing hydrokinetic-photovoltaic 
system for electricity generation in a protected wildlife area of Ecuador,” 
Turkish J. Electr. Eng. Comput. Sci., Vol. 26, No. 2, pp. 1103-1114, 2018 

[26] P. García, J. P. Torreglosa, L. M. Fernández, and F. Jurado, “Optimal 
energy management system for stand-alone wind turbine/photovoltaic/ 
hydrogen/battery hybrid system with supervisory control based on fuzzy 
logic,” Int. J. Hydrogen Energy, Vol. 38, No. 33, pp. 14146-14158, Nov. 
2013 

[27] A. Abdelkader, A. Rabeh, D. Mohamed Ali, and J. Mohamed, “Multi-
objective genetic algorithm based sizing optimization of a stand-alone 
wind/PV power supply system with enhanced battery/supercapacitor hybrid 
energy storage,” Energy, Vol. 163, pp. 351-363, Nov. 2018 

[28] A. Farmann, W. Waag, A. Marongiu, and D. U. Sauer, “Critical review of 
on-board capacity estimation techniques for lithium-ion batteries in electric 
and hybrid electric vehicles,” J. Power Sources, Vol. 281, pp. 114-130, 
May 2015 

[29] C. D. Rodríguez-Gallegos, O. Gandhi, M. Bieri, T. Reindl, and S. K. Panda, 
“A diesel replacement strategy for off-grid systems based on progressive 
introduction of PV and batteries: An Indonesian case study,” Appl. Energy, 
Vol. 229, pp. 1218-1232, Nov. 2018 

[30] K. S. El-Bidairi, H. Duc Nguyen, S. D. G. Jayasinghe, T. S. Mahmoud, and 
I. Penesis, “A hybrid energy management and battery size optimization for 
standalone microgrids: A case study for Flinders Island, Australia,” Energy 
Convers. Manag., Vol. 175, pp. 192-212, Nov. 2018 

[31] M. Vasquez C., F., F, L., Espinoza, J., & Garcia R., “(12) (PDF) Energia 
solar en el Ecuador,” 2015 

[32] J. Vaščák, “Adaptation of fuzzy cognitive maps by migration algorithms,” 
Kybernetes, Vol. 41, No. 3/4, pp. 429-443, Apr. 2012 

[33] R.-E. Precup, M.-B. Rădac, M. L. Tomescu, E. M. Petriu, and S. Preitl, 
“Stable and convergent iterative feedback tuning of fuzzy controllers for 
discrete-time SISO systems,” Expert Syst. Appl., Vol. 40, No. 1, pp. 188-
199, Jan. 2013 

[34] M. Impr. Bourg-offset), E. Rashedi, S. M. Dashti, and A. Hakimi, 
Communication, BEP terminale professionnelle : corrigé., Vol. 15, No. 2, 
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Abstract: It is well known that the structure of social, organization and economic networks

have a huge effect on the behaviour of the underlying system. This structure is often consid-

ered as a network, and modelling the formation of these networks is an active research area

of complex systems. In this paper we present a simple network generation model: there is a

closed population of agents, and the agents are voting to the connections according to their

fixed preferences. These preferences are denoted by real numbers, and can be considered as

simply the desired number of connections or social capital.

Keywords: static random graph model;inhomogeneous random graphs; social networks

1 Introduction

Networks play a central role in determining the outcome of many social and eco-

nomic relationships as well in the effectiveness of organizations such as companies.

The fact, that we live in hierarchies [1] is a fundamental feature of our society and

one of the basic organization rule of structures such as companies, the government,

schools, army, etc. Social networks are also important in determining how diseases

spread [2] ,which products we buy [3], how we vote [4] and so on. These fields are

very interesting in their own right, but better understanding of them can have several

practical consequences. Avoiding the spreading of fake news [5], better infection

control [6], improving traffic and designing smart cities [7] are just a few examples

of many. At this point it is useful to define two crude categories where networks

are important in sociology and economy: In the first one, the network structure is a

distribution or service network, in the second, the network connects different indi-

viduals (persons, companies, countries). In the former case the structure is usually

a result of some kind of design, in the latter case however the formation of the net-

work depends on the independent and often self-interested agents. This latter case

is much more interesting for us. In case of modelling social and economic network

formation, the models come mainly from two fundamental disciplines: the first is

the theory of random networks, where the network formation is considered as a
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random process, and the second is game theory, where strategic models of how net-

works are formed are developed. The static voting model is in the random network

model family. Here we are not going to review the huge area of random networks,

but just mention some important milestones. The field of random graphs was first

introduced by the famous paper of Erdos and Rényi [8]. The Erdos-Rényi ERn(p)
random graph has n vertices and each pair of vertices is independently connected

with probability p. Despite the fact that ERn(p) is the simplest imaginable model

of a random network, it has fascinating phase transition when p varies. Looking at

many real world networks [9] such as social network, Internet, transport networks,

biological networks, etc., we can see that their degree distribution is power-law, and

they have the so called small-world property. Since the ER model has Poisson de-

gree distribution, it is not a good model of real world networks. There are many

extensions of this random graph model, for example the inhomogeneous version of

the ER model [9] that we will use later in this paper, the configuration model [9],

the generalized random graph model [9], and the most general form of the inhomo-

geneous random graphs [10] defined by kernel functions. In this paper we only deal

with static models, but we have to mention one network growth model family: the

class of preferential attachment models are such that new elements are more likely

to attach to elements with high degree compared to elements with small degree.

This phenomenon was first published by Barabási and Albert [11] and their model

is called Barabási - Albert (BA) model. Networks generated by the BA model show

power-law degree distribution. In this paper we continue and extend the work on

static edge voting models [12]. The structure of this paper is as follows: after an

introduction to the necessary notions and definitions, in Section 2 we turn to the

Inhomogeneous Random Graphs. In this section we have two main points: the

Chernoff-bounds and the fact that we can use the Gauss distribution to approximate

the distribution of the degree of a given node in the network. In Section 3 we de-

fine the static edge voting model (SEV), introduce the Mixture of Gaussians (MOG)

method to estimate the degree distribution of the graph (Subsection 3.1) and discuss

how we generate the parameters of the SEV models to be able to execute numeri-

cal tests (Subsection 3.2). In Subsections 3.3, 3.4 and 3.5 we define and analyse 3

special cases of the SEV model: the proportional, the Poission and the biased vot-

ing model. We will demonstrate the usability of the MOG approximation with the

proportional model, and in the following models we will use only this.

1.1 Notations and definitions

We denote the set {1, ...,n} with [n]. In our models there are only simple graphs. A

G simple graph is given by a pair: G = (V (G),E(G)), where V (G) is the vertex set

of the G graph and E(G) contains the edges of the graph. The vertices are marked

with integer numbers, so the vertex set of the graph with n vertices is V = [n]. The

degree of a node in the graph is definded as the number of neighbours of the node.

For a given a ∈ V we denote the degree of a by d(a) or simply by da. We can

enumerate the degrees of all the nodes in a sequence: (d1, ...,dn). This sequence is

called the degree sequence of the G graph. We define the degree distribution of the

G graph as the distribution of d(U), where U is a randomly and uniformly chosen

node. Therefore d(U) is a random variable even in case of a deterministic graph.
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In deterministic case we can express P(d(U) = k) as #{a|a ∈ V,da = k}/n. If G

is random we can handle da as a random variable, and we refer to the distribution

of da as the distribution of the degree of the node a. We will use the abbreviation:

Vi = V \ {i}. Now we define the inhomogeneous random graphs (IRG) as it is de-

fined in [9]. Lets denote P = {pi j}, 1 ≤ i < j ≤ n, the edge probabilities in the

graph, and IRGn(P) for the inhomogeneous random graph for which the edges are

drawn independently, and the probability that the edge {i, j} is present in the graph

equals pi j. All the models in this paper have an equivalent IRG representation, and

we will use either the original definition or the equivalent IRGn(P) depending on

which one is more suitable.

In order to compare discrete probability distributions, we use two methods: to-

tal variation distance [9] and Jensen-Shannon divergence [13]. In general, for two

probability measures µ and ν , the total variation distance is defined as:

dTV (µ,ν) = sup
A

|µ(A)−ν(A)|

For discrete probability distributions with the same X support (px)x∈X and (qx)x∈X,

these measures are given by µ(A) = ∑a∈A pa and ν(A) = ∑a∈A qa. In this case it

becomes:

dTV (p,q) =
1

2
∑
x

|px −qx|

The Jensen-Shannon divergence is the symmetrized and smoothed version of the

Kullback–Leibler divergence, so first we have to define it. For discrete probability

distributions (px)x∈X and (qx)x∈X defined on the same probability space:

KL(p,q) = ∑
x∈X

px log

(

px

qx

)

The Kullback–Leibler divergence is defined only if for all x, qx = 0 implies that px =
0. Whenever px is zero the contribution of the corresponding term is interpreted as

zero. The KL divergence is not symmetric. To make it symmetric define the Jensen-

Shannon divergence as:

JS(p,q) =
1

2
KL(p,m)+

1

2
KL(q,m)

where the (mx)x∈X distribution is defined as: mx =
1
2
(px +qx)

2 Properties of Inhomogeneous Random graphs

It would be worthwhile to know the distribution of the di degree of an arbitrary i

vertex in the IRG model. However, computationally it is very expensive to compute

the proper distribution. Generally:

P(di = k) = ∑
S⊆Vi,|S|=k

∏
j∈S

pi j ∏
j∈Vi\S

(1− pi j) (1)
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In our preliminary paper [12] we have formalized the following proposition, and the

proof is also given there. This is not a new theorem, but only the reformulation of

the Chernoff bound [9] for the case of inhomogeneous random graphs.

Proposition 1. If given a IRGn(P) model where P = {pi j}, i ≤ i < j ≤ n, and di is

the degree of the vertex i, then for all D ∈ N:

P(di ≥ D)≤ e−tDMi(t) for all t > 0

and

P(di ≤ D)≤ e−tDMi(t) for all t < 0

where

Mi(t) = ∏
[n]\i

(pi je
t +1− pi j)

Now, we prove the following corollary of Proposition 1:

Corollary 1. If given a IRGn(P) model where P = {pi j}, i ≤ i < j ≤ n, and di the

degree of the vertex i, then for all D ∈ N:

P(di ≥ D)≤ (L(D))n−1
if D > (n−1)pi (2)

and

P(di ≤ D)≤ (L(D))n−1
if D < (n−1)pi (3)

where:

L(D) = pi

(

(1− pi)
D

n−1

pi(1−
D

n−1
)

)1− D
n−1

+(1− pi)

(

(1− pi)
D

n−1

pi(1−
D

n−1
)

)− D
n−1

(4)

and

pi =
1

n−1
∑
j∈Vi

pi j

Proof. Using the notations of Proposition 1:

Mi(t) =





(

∏
[n]\i

(pi je
t +1− pi j)

) 1
n−1





n−1

Applying the inequality (∏xi)
1
n ≤ 1

n ∑xi and rearranging the terms, we have:

e−tDMi(t)≤ (L(D, t))n−1

– 210 –



Acta Polytechnica Hungarica Vol. 17, No. 3, 2020

where:

L(D, t) = e−t D
n−1
(

pie
t +1− pi

)

∂L(D, t)

∂ t
=−

D

n−1
e−t D

n−1
(

pie
t +1− pi

)

+ e−t D
n−1 pie

t =

= et(1− D
n−1 )pi

(

1−
D

n−1

)

+(pi −1)
D

n−1
e−t D

n−1

And the second derivative:

∂ 2L(D, t)

∂ 2t
= et(1− D

n−1 )pi

(

1−
D

n−1

)2

− (pi −1)

(

D

n−1

)2

e−t D
n−1

Since
∂ 2L(D,t)

∂ 2t
is positive for all t therefore L(D, t) is convex for any fixed D, so

L(D, t) has a unique minimum, what we can get solving
∂L(D,t)

∂ t
= 0 for t:

t∗ = argmintL(D, t) = ln

(

(1− pi)
D

n−1

pi(1−
D

n−1
)

)

After substitution back to L(D, t):

L(D) = L(D, t∗) = pi

(

(1− pi)
D

n−1

pi(1−
D

n−1
)

)1− D
n−1

+(1− pi)

(

(1− pi)
D

n−1

pi(1−
D

n−1
)

)− D
n−1

We still have to show that in case of (2) t∗ > 0 and similarly in case of (3) t∗ < 0.

Lets start with (2) and assume that D
n−1

> pi

t∗ = ln

(

(1− pi)
D

n−1

pi(1−
D

n−1
)

)

> 0

if and only if

(1− pi)
D

n−1
> pi

(

1−
D

n−1

)

After rearrange the terms, we get:

D

n−1
> pi

Similarly, if we assume that D
n−1

< pi we can see that t∗ < 0 in the same way.

Corollary 1 is a less strict, but easier to use theorem when L(D) < 1 holds. In

ref [12], we showed that we can find an approximation of the degree distribution of

node i with the N (µ,σ) Gauss distribution, setting the parameters to µ = E[di] =

∑ j∈Vi
pi j and σ2 =Var[di] = ∑ j∈Vi

pi j(1− pi j). The Lyapunov variant of the central

limit theorem [14] gives the theoretical background for this. In this paper we refer

to this approximation method as the Gauss approximation of the degree distribution

of the nodes.
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3 The static edge voting model

We divide the set of agents to disjoint groups: V = [N] = S0 ∪ ...∪SM , and suppose

that the behaviour of the agents belonging to a group is the same. Denote Vab a

random variable that means the vote of the a node to the {a,b} edge. For all a ∈ Si

and b ∈ Sb, Vab has the same probability distribution. For any different nodes a and

b the probability that there will be an edge between the nodes a and b in the graph is

up to the incoming votes and it is equal to s(Vab,Vba), where s is the edge probability

function.

Definition 1. Denote SEVN( {S0, ...,SM}, {Fi j|i, j ∈ {0, ...,M}}, s) the static edge

voting model, where:

• N is the number of agents and V = [N] is the set of agents.

• {S0, ...,SM} is a partition of the V set and M is the number of groups in the

partition. (Here we allow empty sets in the partition.)

• Denote Vab the random variable that means the vote of the a node to the {a,b}
edge candidate.

• {Fi j|i, j ∈ {0, ...,M}} is a set of probability distributions. For all a ∈ Si and

b ∈ Sb the law of Vab is Fi j.

• s :R×R 7→ [0,1] is the edge probability function, a non-decreasing integrable

function in both arguments. Every {a,b} (a 6= b) node pair will be part of the

graph with probability s(Vab,Vba).

We proved in [12] the following simple proposition:

Proposition 2. Given a SEVN( {S0, ...,SM}, {Fi j|i, j ∈ {0, ...,M},s} static edge vot-

ing model the expected value of the da degree of the a node, if a ∈ Si:

E[da|a ∈ Si] =
M

∑
j=0

k jE[s(Vab,Vba)|b ∈ S j]−E[s(Vab,Vba)|b ∈ Si,a 6= b]

where ki = |Si|

3.1 Approximation of the degree distribution

It is clear that the equivalent IRGn(P) of the SEVN( {S0, ...,SM}, {Fi j|i, j ∈{0, ...,M}},

s) is the IRG with edge probabilities:

Pab = P({a,b} ∈ E)

We can use the total probability rule to express the degree distribution of the SEVN

random network:

P(d(U) = k) =
M

∑
i=0

P(U ∈ Si)P(d(U) = k|U ∈ Si) (5)
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We can get P(U ∈ Si) =
#Si
N

directly from the SEVN model, and we can compute

P(d(U) = k|U ∈ Si) directly using the equivalent IRGn(P) model and equation (2).

However, the direct use of equation (2) is computationally very expensive. In spite

of this, we can use the Mixture of Gaussian’s (MOG) model: apply the Gauss ap-

proximation of P(d(U) = k|U ∈ Si) as defined in Section 2. For arbitrary a ∈ V

denote µa = ∑
N
b=1 Pab and σ2

a = ∑
N
b=1 (Pab(1−Pab)). It is easy to see that for a

fixed Si and for arbitrary a,b ∈ Si, Pac = Pbc for all c ∈V . Therefore the µa and σ2
a

values are the same for all a ∈ Si, that we denote by µSi
σ2

Si
. We use the estimation

P(d(U) = k|U ∈ Si)≈ F(k+0.5; µSi
,σ2

Si
)−F(k−0.5; µSi

,σ2
Si
), where F(x; µSi

,σ2
Si
)

is the cumulative distribution function of the Gauss distribution with parameters µSi

and σ2
Si

. Plugging these back to equation (5), we have

P(d(U) = k)≈
N−1

∑
i=0

P(U ∈ Si)
(

F(k+0.5; µSi
,σ2

Si
)−F(k−0.5; µSi

,σ2
Si
)
)

(6)

3.2 Degree sequences

In the rest of the paper we would like to present numerical examples, and for this,

we need to generate D = (D1, ...,Dn) degree sequences. We use four methods to

generate these sequences: constant, uniform, binomial and lognormal. The constant

degree sequence is the simplest: we just create a N-length sequence of constant val-

ues: ConstSeq(C,N) = (C, ...,C). The second method is the uniform. We denote

this with Uni f ormSeq(MIN,MAX ,N), where MIN, MAX and N are the minimum,

the maximum and the size of the sequence. The last two are the binomial and log-

normal, denoted by BinomSeq(p,N) and LognormalSeq(µ,σ2,N), where p and N

are the parameters of the binomial distribution and N is the length of the sequence

at the same time, while µ and σ2 are the parameters of the lognormal distribu-

tion. We omit here the algorithm what we used generating these sequences. The

main point here is that the values in the generated sequences are approximately

obey the uniform, lognormal and binomial laws. After the degree sequence gen-

eration, we computed the empirical distribution of each sequence. In case of the

sequences BinomSeq(0.1,25), LognormalSeq(1.7,0.4,25), BinomSeq(0.1,1000),
LognormalSeq(4,0.6,1000) the result distributions are plotted on Figure 1. Note

that except the constant sequence case, the empirical distributions of the sequences

are just the approximations of the source distributions.

3.3 The proportional edge voting model

The static proportional edge voting model is a static random network model where

the Vab random variables do not depend on b, and for all a∈ Si, Vab ∼Bernoulli( i
N−1

)
and s(x) = x/2. This model can be interpreted as that the agent a who belongs to

the group Si would like to achieve Da = i degree. The probability that the a agent

gives a vote on the {a,b} edge candidate is Da
N−1

. This voting rule justifies the ”pro-

portional” name. The direct consequence of this setup is that the number of agent

groups M = N − 1, and Si is the group of agents who target degree is i. The gen-

eral definition of the static edge voting model assumes that the distribution of the
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Figure 1

The empirical distribution of the degree sequences: BinomSeq(0.1,25) (top-left),

LognormalSeq(1.7,0.4,25) (top-right), BinomSeq(0.1,1000) (bottom-left),LognormalSeq(4,0.6,1000)
(bottom-right)

Vab random variables are given. In case of the proportional model this is equivalent

with that the {Da|a ∈ V} degree sequence is given, where Da can be considered as

the desired degree of agent a. It is clear that:

P({a,b} ∈ E) =
1

2

Da +Db

N −1

From Proposition 2 we can directly get:

E[da|a ∈ Si] =
1

2(N −1)

(

i(N −2)+
N−1

∑
j=0

k j j

)

Using the estimation: N −1 ≈ N and N −2 ≈ N we have:

E[da|a ∈ Si]≈
1

2N

(

iN +
N−1

∑
j=0

k j j

)

=
1

2

(

i+
N−1

∑
j=0

k j

N
j

)

=
1

2

(

i+D
)

(7)

Where D = ∑
N−1
j=0

k j

N
j is the mean target degree. This result shows that this model

has a ”smoothing” effect on the degrees. Equation 7 also shows that if an agent a

has a desired degree Da close to the average D desired degree, then she/he can easy

achieve Da in mean, however when Da is far from D, then hitting the aims is much

harder: the D average value has a gravity.

Lets continue with the degree distribution of the static edge voting model. For
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this, use the four degree sequence generator methods to generate the desired degree

sequences. To be able to compute the exact degree distributions using equations

(2) and (5) first we use a small network with 25 nodes. The desired degree se-

quences are: ConstSeq(2,25), BinomSeq(0.1,25), LognormalSeq(1.7,0.4,25) and

Uni f ormSeq(0,4,25). The degree distribution of each case is plotted on Figure 2.

On Figure 3 we also plotted the MOG approximation of the degree distributions.

In order to compare the exact degree distributions and the MOG approximations,

we computed the total variation distance and the Jensen-Shannon divergence of the

distributions. The results are summarised in Table 1. We can conclude that the ex-

act and the MOG approximated distributions are close to each other. We can not

compute the exact degree distribution for greater networks, because it is computa-

tionally very expensive. However, in one special case, we know the exact distri-

bution: in case of ConstSeq(C,N) desired degree sequence the probability of each

edge is p(N,C) = C
N−1

, therefore this model is equivalent to the Erdos-Renyi ran-

dom graph: ER(N, p(N,C)). We know that the degree distribution of this ER model

is binomial with parameters N − 1 and p(N,C). We computed therefore the total

variation distance and the Jensen-Shannon divergence of the binomial distribution

with parameters N−1 and p(N,C) and the MOG approximation of the degree distri-

bution with desired degree sequence ConstSeq(C,N), where N ∈ {10,20, ...,2000}
and C = N/10. The results are in Figure 4. We can see, that both distances de-

crease as N increases, however the rate of decline is decreasing. We can con-

sider the proportional edge voting model as a transformation of the distribution

of the input parameters, e.g. the distribution of the desired degree sequence. To

be able to illustrate this with numerical examples, we set the desired degree se-

quence to ConstSeq(100,1000), LognormalSeq(4,0.6,1000), BinomSeq(0.1,1000)
and Uni f ormSeq(0,99,1000). We used the MOG approximation of the degree dis-

tribution, and the results are in Figure 5. We also computed the empirical mean

and variance of the desired degree distribution and the approximated degree dis-

tribution of the proportional model. These values are collected in Table 2. From

Equation (7) we may expect that the model has a shrinking effect to the desired

degree distribution. However, this phenomenon is valid only in case of the log-

normal and uniform distributions. The constant degree sequence is a special case,

but it is not clear why this effect does not work when the input degree distribution

is binomial. Finally, we apply Corollary 1 to the IRG equivalent with the propor-

tional edge voting model to bound the probability that the degree of a given node is

greater/smaller than a value. In this numerical example, we set the desired degree

sequence to LognormalSeq(4,0.6,1000) and apply Corollary 1 to the nodes with

degrees 15, 60, 130, 170 respectively. Note that the average desired degree in this

case is 61.2919. On Figure 6 we plotted the bound probability in the function of D.

In the case, when the desired degree of the node is 15, we can realize that the bound

probabilities have a maximum around 38. This observation meets with equation (7).

We can do the same observation when the desired degree of the the node is 60, 130

or 170. Looking at the shape of the curves, we may have the idea, that the Chernoff

bound and the Gauss approximation of the degree distribution of a given node give

similar results.
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Table 1

Total variation distance (TV) and Jensen-Shannon divergence (JS) of the exact degree distributions and

the MOG approximation of the degree distributions when the desired degree sequences are:

ConstSeq(2,25), BinomSeq(0.1,25), LognormalSeq(1.7,0.4,25) and Uni f ormSeq(0,4,25)

ConstSeq BinomSeq LognormalSeq UniformSeq

TV 0.0668770019 0.0459734622 0.0257139778 0.0535480364

JS 0.0035851277 0.0015726680 0.0008468790 0.0022105596

Figure 2

The exact degree distributions of the proportional edge voting model when the desired degree sequences

are: ConstSeq(2,25) (top-left), BinomSeq(0.1,25) (top-right), LognormalSeq(1.7,0.4,25)(bottom-left),

Uni f ormSeq(0,9,25) (bottom-right)

Table 2

The mean and the variance of the desired degree distribution (µD, σD) and the degree distribution of the

proportional edge voting model using the Mixture of Gaussians approximation (µd(U), σd(U))

ConstSeq BinomSeq LognormalSeq UniformSeq

µD 100 99.88 61.2919 49.5

σD 0 87.8295 1242.1627 833.25

µd(U) 100 99.88 61.292 49.5

σd(U) 90.0733 111.8468 366.913 254.6096
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Figure 3

The degree distributions of the proportional edge voting model computing with the MOG

approximation, when the desired degree sequences are: ConstSeq(2,25) (top-left), BinomSeq(0.1,25)
(top-right), LognormalSeq(1.7,0.4,25)(bottom-left), Uni f orm(0,9,25) (bottom-right)

Figure 4

Total variation distance (left) and the Jensen-Shannon divergence (right) of the binomial distribution

with parameters N −1 and p(N,C) and the MOG approximation of the degree distribution with desired

degree sequence ConstSeq(C,N), where N ∈ {10,20, ...,2000} and C = N/10
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Figure 5

The degree distributions of the proportional edge voting model computing with the Mixture of

Gaussians approximation, when the desired degree sequences are: ConstSeq(100,1000) (top-left),

BinomSeq(0.1,1000) (top-right), LognormalSeq(4,0.6,1000(bottom-left), Uni f orm(0,99,1000)
(bottom-right)

.

Figure 6

Applying the additive version of the Chernoff bound (Corollary 1) to the IRG equivalent with the

proportional edge voting model with LognormalSeq(4,0.6,1000) desired degree sequence. We plotted

the bound probability in the function of D. The desired degree of the selected nodes are 15 (top-left), 60

(top-right),130 (bottom-left) and 170 (bottom-right).
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3.4 Voting model with Poisson voting law

Let’s discuss an example when the nodes may have more then one vote to a link.

Consider the case when Vab ∼ Poisson (λi) if a 6= b and a ∈ Si and the edge prob-

ability function is given as s(x) = 1− e−λx, where λ is the control parameter. We

have shown [12] that the probability of the {a,b} edge is

P({a,b} ∈ E|a ∈ Si,b ∈ S j) = 1− e(λi+λ j)(e
−λ−1) (8)

And the expected degree of the a node is:

E[da|a ∈ Si] = N −1+ e2λi(e
−λ−1)−

N−1

∑
j=0

e(λi+λ j)(e
−λ−1)

(9)

The parameters of the Poission voting model are {λi|i ∈ V} and the λ control pa-

rameter. We would like to compare the behaviour of the Poission model to the pro-

portional model. To be able to do this we use the same sequences to set the λi param-

eters of the model: ConstSeq(100,1000), BinomSeq(0.1,1000), LognormalSeq(4
,0.6, 1000) and Uni f ormSeq(0,99,1000), but in this case we apply these values to

set the λi parameters. However, we have an additional model parameter: λ , that

we have to set somehow. It is reasonable to set λ such that the mean of the {λi}
parameters approximately equals to the mean of the (MOG approximated) degree

distribution of the Poisson model. To achieve this, we used the bisection [15] root-

finder to find the appropriate parameter. The fitted parameters are collected in Table

3. We also added the variance of the degree distribution of the Poisson model and

the proportional edge voting model with the same {Di} sequence. The degree dis-

tribution of the Poisson models with the fitted parameter are plotted on Figure 7.

According to the plots and the variance numbers we can conclude that the Poisson

voting model and the proportional voting models behave in a very similar way in

this setup.

We can do the same, but fitting to the variance. The results of this approach are in

Table 4. We can see that changing the parameter λ we can get similar variability as

the input {λi} parameters have, but the price is that the mean is shifted.

We can now ask what is the role of the λ parameter in the model. We can investigate

the effect if we fix the {λi} parameters and observe how the mean and the variance

is changing when we change λ . We expect that λ behaves as the accelerator of the

model, as it is increasing, the mean is increasing, however the variance will reach a

maximum and then it will fall. Our experiments confirm these expectations. Fixing

the {λi} parameters in LognormalSeq(4,0.6,1000), we plotted the results in Figure

8.

3.5 Biased voting model

In this variant of the static edge voting model we modify the proportional edge

voting model. Here we consider the Da values as social capital, where the greater

Da means not only more desired degree but also greater influence. This idea is

similar to the preferential attachment rule in the Barabasi-Albert model [11]. To be
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Table 3

The fitted λ parameter of the Poisson voting model, when the {λi} parameters setted to

ConstSeq(100,1000), BinomSeq(0.1,1000), LognormalSeq(4,0.6,1000) and

Uni f ormSeq(0,99,1000). The first and the second lines are the mean and the variance of the λi

parameters. The third line is the fitted λ parameter for each cases. The forth and the fifth lines are the

variance of the (approximated) degree distribution in case of the Poisson and the proportional voting

model respectively.

ConstSeq BinomSeq LognormalSeq UniformSeq

µλi
100 99.88 61.2919 49.5

σλi
0 87.8295 1242.1627 833.25

λ 0.0005280 0.00052802 0.00051923 0.00051572

σPoi
d(U) 90.1494 109.7385 345.0582 246.0220

σ
pro
d (U) 90.0733 111.8468 366.913 254.6096

Figure 7

The degree distribution of the Poisson voting model, when the {λi} parameters are

ConstSeq(100,1000), BinomSeq(0.1,1000), LognormalSeq(4,0.6,1000) and Uni f ormSeq(0,99,1000)

and the λ parameter of each cases is setted to 0.0005280, 0.00052802, 0.00051923, 0.00051572

respectively
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Table 4

The fitted λ parameter of the Poisson voting model, when the λi parameters setted to

ConstSeq(100,1000), BinomSeq(0.1,1000), LognormalSeq(4,0.6,1000 and Uni f ormSeq(0,99,1000).

The first line is the variance of the λi parameters. The second line is the fitted λ parameter for each

cases. The third and the forth lines are the means of the (approximated) degree distribution in case of

the Poisson and the proportional voting model respectively.

ConstSeq BinomSeq LognormalSeq UniformSeq

σλi
0 87.8295 1242.1627 833.25

λ 0.05850230 0.00042395 0.00112025 0.00105202

µPoi
d(U) 998.999 81.089 126.781 97.933

µ
pro

d(U)
100 99.88 61.2919 49.5

Figure 8

Above, the mean and the variance of the Poisson voting model are plotted in the function of parameter

λ , when the λi parameters are LognormalSeq(4,0.6,1000). Below the variance is plotted in the

function of the mean
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able to formalize this with the edge probability function, first define:

v(Vab,Vba) =
Da

N −1
Vab +

Db

N −1
Vba

In the function v the vote of agent a has a weight Da
N−1

. Using the v function we can

formalize the s function for any fixed η > 0:

sb(Vab,Vba) = 1− e−ηv(Vab,Vba)

As voting rule we use the Bernoulli voting rule, where Vab does not depend on b and

P(Vab = 1) = pi if a ∈ Si

Proposition 3. In the static edge voting model using the Bernoulli voting rule and

the sb edge probability function, for any a ∈V node:

P[{a,b} ∈ E] = p∗ab + p∗ba − p∗ab p∗ba (10)

where:

pab = P(Vab = 1)

p∗ab = pab

(

1− e−η Da
N−1

)

Proof. Using the definition of sb and the fact that the expected value of a Bernoulli

random variable is its parameter, we have:

P[{a,b} ∈ E] = E[1− e−ηv(Vab,Vba)] = 1−E[e−ηv(Vab,Vba)]

Since the agents can give 0 or 1 vote, we can express the expected value directly

using the definition:

1−E[e−ηv(Vab,Vba)] = 1− e0(1− pab)(1− pba)− e−η Da
N−1 pab(1− pba)−

− e−η
Dba
N−1 (1− pab)pba − e−η

Da+Db
N−1 pab pba =

After doing the multiplications, rearranging and grouping the appropriate terms, we

get the statement:

= pab(1− e−η Da
N−1 )+ pba(1− e−η

Db
N−1 )− pab(1− e−η Da

N−1 )pba(1− e−η
Db

N−1 ) =

= p∗ab + p∗ba − p∗ab p∗ba
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Proposition 4. In the static edge voting model using the Bernoulli voting rule and

the sb edge probability function, for any a ∈V node:

E[da] = ∑
b∈Va

(p∗ab + p∗ba − p∗ab p∗ba)

where:

pab = P(Vab = 1)

p∗ab = pab

(

1− e−η Da
N−1

)

Proof. Since the degree of a node is the number of its neighbours in the graph, and

the expected value of a Bernoulli random variable is its parameter:

E[da] = ∑
b∈Va

P[{a,b} ∈ E]

Applying Proposition 3 we get the statement.

Using equation (10) we can construct the equivalent IRG model. As before in the

case of the Poisson model, we would like to compare the model to this proportional

model and to the Poisson model. In order to do this we use the same sequences to

set the {Di} parameters of the model: ConstSeq(100,1000), BinomSeq(0.1,1000),
LognormalSeq(4,0.6,1000) and Uni f ormSeq(0,99,1000). We use the proportional

voting rule: pi =
Di

N−1
but we also have to set the η parameter. We do the same as be-

fore: set the η parameter such that the mean of the {Di} parameters approximately

equals to the mean of the (MOG approximated) degree distribution. To achieve this,

we used the bisection [15] root-finder again. The fitted parameters are collected in

Table 5. and the corresponding degree distributions are on Figure 9. As in the case

of the Poission model, we also fitted the η parameters to hit the variance of the {Di}
parameter set. The results of this method are in Table 6. When we fitted the η pa-

rameter to hit the mean of the input {Di} sequence, we can see that we can achieve

greater variance in the degree distribution than in the case of the other two models.

While we fitted to hit the variance, we can now see that the shift of the mean is not

so high then in case of the Poisson model.

Now we investigate the role of the η parameter with numerical experiments. As be-

fore, fix the {Di} parameters to LognormalSeq(4,0.6,1000) and compute the mean

and the variance of the approximated degree distribution for each η ∈ 0,1, ...,100

The results are plotted in Figure 10.

4 Discussion

In this paper we continued and extended our preliminary work [12] about static

edge voting models. In Section 2 started with reviewing the properties of inho-

mogeneous random graphs (IRG), because IRGs are our basic tool, and proved a

corollary of the Chernoff-bounds what we can use to bound the probability that the

degree of a fixed node is below or above of a given D value. In Section 3 we gave
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Table 5

The fitted η parameter of biased model, when the Di parameters setted to ConstSeq(100,1000),
BinomSeq(0.1,1000), LognormalSeq(4,0.6,1000 and Uni f ormSeq(0,99,1000). The first and the

second lines are the mean and the variance of the Di parameters. The third line is the fitted η parameter

for each case. The next lines are the variance of the (approximated) degree distribution in case of the

biased, the proportional voting model and the Poisson model respectively.

ConstSeq BinomSeq LognormalSeq Uniform

µDi
100 99.88 61.2919 49.5

σDi
0 87.8295 1242.1627 833.25

η 7.1914 7.1591 9.5026 11.1728

σb
d(U) 90.0733 148.266 884.0557 444.9441

σ
pro
d (U) 90.0733 111.8468 366.913 254.6096

σPoi
d(U) 90.1494 109.7385 345.0582 246.0220

Figure 9

The degree distribution of biased voting model, when the Di parameters are ConstSeq(100,1000),
BinomSeq(0.1,1000), LognormalSeq(4,0.6,1000 and Uni f ormSeq(0,99,1000) and the η parameter of

each cases is setted to 7.1914, 7.1591, 9.5026, 11.1728 respectively
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Table 6

The fitted η parameter of the biased voting model, when the Di parameters setted to

ConstSeq(100,1000), BinomSeq(0.1,1000), LognormalSeq(4,0.6,1000 and Uni f ormSeq(0,99,1000).

The first line is the variance of the λi parameters. The second line is the fitted η parameter for each

case. The next lines are the means of the (approximated) degree distribution in case of the biased, the

proportional voting model and the Poission model respectively.

ConstSeq BinomSeq LognormalSeq UniformSeq

σDi
0 87.8295 1242.1627 833.25

η 0 3.8873 16.348 26.3628

µb
d(U) 0 63.654 82.00028 76.305

µ
pro

d(U)
100 99.88 61.2919 49.5

µPoi
d(U) 998.999 81.089 126.781 97.933

Figure 10

Above, the mean and the variance of the biased voting model are plotted in the function of parameter η ,

when the Di parameters are LognormalSeq(4,0.6,1000) Below the variance is plotted in the function of

the mean
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the general definition of the static edge voting models, and introduced the method

of Mixture of Gaussians to be able to estimate the degree distribution of the model.

We dealt with three special cases: the proportional edge voting model, the Pois-

son model and the biased voting model. In case of the proportional model any a

agent votes for the {a,b} edge candidate with probability proportional to its Da de-

sired degree, and the probability that {a,b} becomes an edge is just the average

of the incoming votes. We have seen, that the proportional model has a smooth-

ing effect, the expected degree of a node a is approximately the average of the

Da desired degree of a and the D mean desired degree. In the Poisson model the

agents can give more votes to an edge candidate, and the distribution of the votes

given by agent a is Poisson(λi) if a ∈ Si. The edge probability function here is

s(x) = 1− e−λx where λ is a control parameter. The input parameters are in this

model the {λa|a ∈V} parameters of the Poisson distributions and the λ control pa-

rameter. We have seen, that if we set λ such that the mean of the degrees is equal

to the mean of {λa|a ∈ V}, then the Poisson edge voting model behaves like the

proportional model, however we can get similar variance in the degrees like in the

{λa|a ∈ V} input sequence at the price that the mean of the degree distribution is

shifting. The biased voting model is the modification of the proportional model in

a way that the votes of agent a is weighted by Da
N−1

. In this model Da can be con-

sidered as social capital. This biased behaviour is enforced by the edge probability

function: sb(Vab,Vba) = 1− exp
(

−η
(

Da
N−1

Vab +
Db

N−1
Vba

))

. We have seen that we

can achieve greater variability in degree as in case of the proportional and the Pois-

sion models. Lets do now a final comparison as a summary. Fix again the input

parameters of all the three models: in case of the proportional and biased models set

the {Di|i ∈V} sequences to LognormalSeq(4,0.6,1000), and in case of the Poisson

model set {λi|i ∈ V} to LognormalSeq(4,0.6,1000) again. Choose the control pa-

rameters λ and η in case of the Poisson and the biased models forcing the mean of

the degree distribution equal to the mean of the input LognormalSeq(4,0.6,1000)
sequence. Now compute the expected degree of the nodes for a reference node for

each non-empty Si agent group, and plot E[da|a ∈ Si] in the function of the pa-

rameter (Di or λi). The results are in Figure 11. We can see that the proportional

and the Poission models are behaving almost identically, and we can experience the

”smoothing” behaviour in both cases. However, in case of the biased model after a

short initial period the curve of the expected degrees becomes close to the identical

function, which shows that the biased model more-or-less preserves the variability

of the input parameter set in the degree distribution.

We note that the SEV model better describes the process in which agents explore

their environment in the social space, but the survival of relationships are affected by

other factors. A natural extension is to make the model temporal, and the previous

note makes sense only in temporal networks: agents first explore their environment

by making connections, but maintaining these connections is a different process.

Finally, here we supposed a small population, where every agent can link to any

other agent. However, in larger populations this is not true, so we have to include

the distance into our framework in some way.
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Figure 11

Comparison of the expected degrees of the nodes in the function of the model parameters. The

horizontal axis is the parameter and the vertical axes is the expected degree of the node in the function

of the parameter. The proportional, the Poission and the biased models are represented by the red, green

and blue lines respectively. The blue dashed line is the identical function.
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Abstract: The paper is from the field of anti-social behavior recognition in online 
discussions. It focuses on the extraction of knowledge about special web reviewers as 
authorities or trolls, and trying to distinguish one from the other, based on their opinions 
and credibility. This paper presents a statistical application of supervised learning for 
creating a prediction model applied to find authorities (or trolls) among authors of online 
comments. The model can be used for differentiating between authoritative and non-
authoritative reviewers. Standard methods, such as linear and logistic regression and 
genetic programming were applied. The objective of designed approach is to model 
dependency of the reviewer variable on independent predictors representing special 
reviewing. Values of those independent predictors (variables) are extracted from the data 
about structure as well as text content of online discussions. The model can offer important 
information for social web users, who search for truthful and reliable information, while in 
the process of developing their own opinions. 

Keywords: reviewers classification; authority; troll; linear regression; logistic regression; 
genetic programming 

1 Introduction 

Currently, social media is studied intensively. Particularly, the extraction of 
summarized knowledge from online discourse content, has been a popular topic of 
research, in recent years. The volume of discourse data, extracted every day from 
social networks, is too large and time consuming to be processed by humans. 
Discourse data are accumulated from different online platforms, such as 
Facebook, Google+, Twitter, Disqus, Quora, etc. Within posts on social networks, 
useful information is mixed with misleading information, such as fake news, or 
troll reviews. Thus, it is important to search for authoritative sources and 
reviewers. An “authoritative-ness” evaluation becomes an increasingly important 
aspect of research on online discussion media. This evaluation can generate a list 
of reviewers, who are ordered according to their credibility. Usually, other users 
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follow the most credible reviewers. Our work can bring useful insights, for 
example, when we have to rely on the opinions given by reviewers, who are 
reviewing papers for conferences or journals. 

Within this publication, we are focusing on the extraction of knowledge 
concerning specific reviewers of online communities. Our aim is to distinguish 
between classes of reviewers – authorities or trolls – automatically, in order to 
know whether we can trust their opinions. This approach is a part of research on 
the recognition of antisocial behavior in online communities. When classifying a 
reviewer into the authority or non-authority (troll) class, we have to address a 
classification problem. On the other hand, we can consider this problem as a 
regression problem, when we want to estimate the exact value of authoritativeness 
or trolling of some reviewer from a given interval. We have used the regression 
analysis, particularly linear, nonlinear, polynomial or symbolic regression as a 
measure of authoritativeness estimation, and logistic regression for web reviewer 
classification into the class of authority or non-authority. 

2 Related Works 

Our aim is to search for authorities and trolls of an online discussion. Other 
similar problems are authorship attribution, authorship verification of web 
reviewers and author profiling. Authorship attribution and identification is a 
problem of labelling an unknown document with a correct author from a given list 
of potential authors. The authorship attribution is based on measuring the 
similarity between the authors’ interests (including writing styles) and the given 
text [1]. According to [2], character n-grams are considered among the best 
predictive features for the authorship attribution task. The paper presents an 
experiment with different machine-learning methods. The model for the 
authorship attribution can be successfully used for authorship verification as well. 
The objective of authorship verification [3] is to determine if a specific author has 
written a given text. The aim of the author profiling method is to learn all 
dimensions of the author profile. The paper [4] describes a method of learning an 
author profile with the focus on two dimensions: age and gender. The aim of this 
learning method is to identify differences in writing between a man and a woman 
within given dimensions. 

A similar task was solved in work [5], which presents a methodology for detecting 
fake profiles on Twitter social network, and consequently, to associate them to 
real profiles in the same social network. This approach is based on an analysis of 
posts content generated by both fake and real profiles. Machine learning methods, 
such as Support Vector Machines, Random forests, K-NN and Naïve Bayes 
classifiers, were used. The results of accuracy were less than desirable. The 
highest achieved accuracy was 0.68. 
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The work [6] addresses problems related to detecting communities of authority 
and estimating the influence of such communities in dynamic social networks. 
The work detects communities sharing common interests – called "meta-
communities", using topic modelling and the between-ness centrality. The authors 
empirically demonstrate the suitability of presented approach for the community-
of-authority detection. 

The approach [7] focuses on spreading of rumours in online discussions on 
Twitter. It is used to find an opinion leader using centrality measure metric on 
social network analysis. Aside from defining the centrality measure, it defines the 
special weighted edge. Twitter creates different kinds of relationship that can be 
turned into an edge, but not all the relationships have the same impact on 
spreading rumours. Thus, the study experiment considered edge weighting and 
centrality weighting. The study found that the edge with the ability to spread to a 
wider audience (quote, retweet, and reply) tends to have a bigger impact on 
finding an opinion leader. The study also finds that a low in-degree weight, high 
between-ness weight and low or no PageRank weight could give a 100% 
agreement upon other evaluation algorithms for finding the opinion leader. 

Bouguessa et al. [8] proposes a parameter-less mixture model-based approach. 
They represent each user with a feature vector composed of information related to 
their social behavior and activity in an online community. Then, they propose a 
statistical framework, based on the multivariate beta mixtures, in order to model 
the estimated set of feature vectors. Therefore, the probability density function is 
estimated and the beta component which corresponds to the most authoritative 
users is identified. 

The work [9] uses an assumption that the influencer has greater effect on the 
online social network than the average member. According to this definition, the 
influencer can be considered as an authority. In this work, an approach for 
influencer detection is designed, using semantic analysis to filter out irrelevant 
interactions, and achieving a simplified graph representation allowing the 
detection of true influencers. The approach is an interesting aggregation of both, 
semantic and social web. 

According to paper [10], digital revolution has drastically changed people’s lives. 
They try to distinguish the differences between two other user types - digital 
immigrants and natives. Digital natives are characterized by their highly automatic 
and quick response in a hyper-textual environment. Digital immigrants are 
characterized by their main focus on textual elements and a greater proneness to 
reflection. The main goal of the present research is to investigate the effect of 
affective priming on prosocial orientation in natives and immigrants by using a 
mobile application. 

The majority of existing methods have certain limitations. There is usually a lack 
of automatic mechanism to formally differentiate between authoritative and non-
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authoritative users. So we tried to find a formula for estimation of 
authoritativeness and trolling behavior of an online reviewer. 

3 Authoritative Posting 

The measure of “authority” can be represented by an ability of people to influence 
others, positively or negatively, and to lead them to achieve a certain goal. The 
concept of “authority” comes from the Latin word “augere”. It denotes a person 
with opinions, attitudes or decisions respected by other group members. The 
authority can be derived from the relations between people (web users), but also 
from positions and hierarchies [11]. There are many kinds of authorities. Often, 
we divide them into formal authorities (measure of a person´s influence based on 
their formal position, regardless of personality traits) and an informal or natural 
authorities (result of personal capability, adequate self-confidence, spontaneous 
influence on others, no usage of pressure or force). Our work focuses on detection 
of informal – natural authority. 

An important question to be answered is how the authority of social media can be 
defined. Reviewers insert their posts with their opinions, ideas and attitudes to an 
online discussion forum and thus create a “discourse content”. The discourse 
content represents data for modelling an authority of online discussion, which is a 
special kind of authority. It is related not only to the content but also to the 
structure of an online discussion. We tried to find attributes (variables, predictors) 
representing the authoritative posting. The values of these attributes should be 
extracted from the structure of an online discussion as well as short texts of the 
posts. To achieve our objective, we need to define: 

 Attributes (variables, predictors) – values of which can be extracted from 
an online discussion. 

 Dependency of the variable “Authority” on the independent variables – 
attributes selected in the first step. This dependency should be represented 
by an estimation or discrimination function. 

We will use capital letter A in “Authority” for a case, when Authority is not a 
general concept but an exact variable. 

3.1 Attributes of Authority from the Structure 

Each online discussion can be represented by a tree (Figure 1). The following 
information can be obtained from the discussion tree: 

 Number of discussion posts by a given reviewer 

 Number of reactions to posts(s) by a selected reviewer 
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 Position in the discussion tree expresses the mean level of posts by a 
reviewer 

 Word number represents the ratio of the number of words in the 
reviewer’s comments and the total number of words in a discussion 

 

Figure 1 

The discussion tree has 4 levels. The main theme is in the root. All comments of the same reviewer 

have the same number. Reactions are situated on levels 1 – 4 

3.2 Attributes of Authority Related to Meta-information 

Another approach to the authority attributes selection is based on their extraction 
of attributes from metadata about the reviewer posts in an online discussion. For 
example, evaluation of reviewer’s authority by other reviewers: 

 Average evaluation of the comment is represented by the ratio of the sum 
of all reactions (agree (+) and disagree (-)) on the posts of a given 
reviewer to the number of all their posts 

 Value of karma is represented by a direct ratio of the number of readers 
who added a like to the total number of readers of the reviewer's posts. 
Karma is a number from the interval 0 to 200 

 Number of matched words with a specific thesaurus 

 Number of likes in one online discussion 

 Total sum of likes 

 Number of followers 

 Number of followed 
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4 Used Regression Methods 

We have used regression analysis methods [12] (linear, logistic and symbolic 

regression) to learn a model for the recognition of special online reviewers as 

authorities or trolls. The linear regression is based on formal definition of a line, 

which approximates the input data in the best way. It means that predicted values 

of depending variable (Authority in our case) are the most similar to the real 

values in the training data. The logistic regression is derived from the linear 

regression. These two methods vary in the type of variables used. The variable can 

be continuous or discrete. 

 The continuous variable takes all values from a given interval of real 

numbers. For example, temperature from minus to plus values. Linear 

regression is a suitable method for modelling continuous variables. The 

continuous variables are used in solving the regression task – how to 

predict exact value of depended attribute for a new observation. 

 The discrete variable takes values from a definite list of values. The 

values are categorical, for example man/woman or authority/non-

authority. Logistic regression is a suitable method for modelling the 

discrete variable. Discrete variables are used in solving the classification 

task, i.e. how to predict the class for a new observation. 

In short, the regression task represents an exact value prediction and classification 

task represents a class prediction. 

The linear and logistic regression appeared to be a natural choice, because we 

wanted to obtain an estimation function, which can be linear because of the 

character of the data. We also wanted to learn the decision procedure for 

distinguishing an authoritative reviewer from a non-authoritative one based on the 

same data. Our aim was not only to learn the parameters of linear or other implicit 

functions but also to elicit the appropriate form of an estimation function without 

any conditions about its form. Therefore, we selected the genetic programming for 

this task. The genetic programming can not only learn an unexpected function, but 

can also randomly select only some of the variables (attributes) in training data to 

form an estimate of the function, thus providing useful information about the 

importance of authoritative posting attributes. 

4.1 Linear Regression 

The linear regression is a method for modelling dependency of variable Y 
(Y=Authority in our case) on the independent variable. It can be a simple Y=f(x) 
or a multiple regression, when we are modelling the dependency of the variable Y 
on several independent variables, called predictors, (x1, x2, …xN) (1). 

Y = f(x1, x2, …, xN) (1) 
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The aim is to describe this relation by a suitable mathematical model, for example, 
by a linear function. The result will be a regression line, which should optimally 
match the empirical polygon [13]. The linear regression can be represented by the 
equation (2). Values of parameters (weights of predictors) w0, w1, ..., wN have to 
be found in order to achieve the optimal matching with the point graph 
(observations). These weights can be calculated using the Ordinary Least Squares 
method [14] for minimizing the sum of square mistakes. 

yi = w0 + w1xi1 + ... + wnxiN + εi (2) 

4.2 Logistic Regression 

When we use linear regression on data with a discrete variable, there appears to be 
a problem with the correct prediction. This problem (illustrated in Figure 2) arises 
when a sudden change (jump) occurs on the Y-axis – change from no reaction to 
reaction or similarly from non-authority to authority. Linear regression will 
incorrectly predict part of this change from value “response=0” to value 
“response=1”. In this case, it is better to use a sigmoid curve obtained by the 
logistic regression. In Figure 3, we can see that the logistic regression is more 
suitable for predicting discrete variables. 

If our aim is to estimate the value of reviewer´s authoritativeness from a given 
interval, the linear regression is a more suitable method. However, if we want to 
classify a web reviewer into the class of authority or non-authority, logistic 
regression is more suitable. Now the question is how to obtain the sigmoid curve, 
which is typical for logistic regression from the data. The logistic regression can 
be considered as an extension of linear regression. A line, i.e. graphical 
representation of linear regression, is defined by two constants: b0 (cross point of 
the line) and b1 (directional vector). In practice, the line can be used for prediction 
of value Y depending on X. Predicted value Y’= b0 +b1X. In the case of logistic 
regression, the linear line has to be transformed to sigmoid curve. In such case, Y 
is defined as Y=1, if a reviewer is considered an authority, or Y=0, if a reviewer is 
not considered an authority. If p represents probability of the fact, that the given 
reviewer is an authority, then (1-p) represents probability that the reviewer is not 
an authority and ratio of p and 1-p represents a chance that the reviewer is an 
authority. It is required for the logarithm of this chance to be linear for predictors 
X. This is modelled according to [15] by equation (3). ln ( 𝑝1 − 𝑝) = 𝑏0 + 𝑏1𝑋 (3) 

In the case of multiple independent variables X1, …, XN, the logistic regression 
can be modelled using the equation (4): ln ( 𝑝1 − 𝑝) = 𝑏0 + 𝑏1𝑋1 +⋯+ 𝑏𝑛𝑋𝑛 (4) 
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Figure 2 

Linear regression in prediction of (no)reaction in dependence on an advertising spending [15]  

 

Figure 3 

Logistic regression in prediction of (no)reaction in dependence on an advertising spending [15]  

According to this model, the probability that a reviewer is an authority (Y=1) can 
be calculated according to equation (5): 𝑝(𝑌 = 1) = 𝑒𝑏0+𝑏1𝑋1+⋯+𝑏𝑁𝑋𝑁1 + 𝑒𝑏0+𝑏1𝑋1+⋯+𝑏𝑁𝑋𝑁 

(5) 

After transformation, final model representing sigmoid curve has the following 
form (6): 
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𝑝(𝑌 = 1) = 11 + 𝑒−(𝑏0+𝑏1𝑋1+⋯+𝑏𝑁𝑋𝑁) (6) 

During the learning of this model, the values of constants (b0, b1, …, bN) have to 
be learned from a training set. 

5 Authority Modelling Using Classic Regression 
Analysis 

5.1 Used Data 

We have prepared a set of real data from an online discussion. We have used the 
same data set in all our experiments with different methods of statistical learning 
to compare the used techniques. The Authority value was related to reviewers, not 
to their comments. Therefore, we collected and aggregated all data about each 
reviewer. After the pre-processing step, the aggregated data had the form 
illustrated in Table 1. There were 117 reviewers acquired from the portal 
“www.sme.sk”. 

Table 1 

Illustration of the data collected about each reviewer  

Reviewer AE K NCH AL ANR NP 

c1 60 108 26.0 0 1.0 1 

c2 80 182 220.0 2 0.5 2 

c3 80 171 548.5 3 2.5 2 

c4 80 162 57.5 4 0.5 2 

c5 50 99 112.5 6 0.0 2 

. . .       

For each reviewer we collected values of the following independent variables – 
attributes of the web discussion: 

 NP is the number of posts of a given reviewer 

 ANR is the average number of reactions to the author’s posts 

 AL is the average number of layers, on which the posts of a reviewer are 
situated within the discussion tree (Figure 1) 

 NCH is the average number of characters in a post by the reviewer 

 K is the karma of a reviewer in the form of a number from 0 to 200, which 
represents the activity of a reviewer from the last 3 months 
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 AE is the average evaluation of the comment, which is available on the 
web discussion page. The values of AE are in the range from 0 to 80 

The input data matrix was regular. There does not exist any strong correlation 
between any pair of variables – attributes. It is illustrated in Table 2. 

Table 2 

Correlation matrix of data from portal “www.sme.sk” 

Attributes K NCH AL ANR NP AE 

K  1 0.121 0.153 0.078 0.114 0.307 

NCH 0.121 1 0.009 -0.024 0.162 0.348 

AL 0.153 0.009 1 -0.027 0.354 0.015 

ANR 0.078 -0.024 -0.027 1 0.071 -0.050 

NP 0.114 0.162 0.354 0.071 1 0.190 

AE 0.307 0.348 0.015 -0.050 0.190 1 

In the Table 2, we can see values from the interval <+-0.01, +-0.29> representing a 
nearly zero correlation or values from the interval <+-0.30, +-0.49> representing a 
moderately medium correlation. There are no values representing a strong 
correlation (<+-0.50, +-1.00>). The types of correlations are presented in [16]. 

5.2 Linear and Non-linear Regression 

The estimation function for the prediction of the value of authority can be 
represented by the formula (7): 

Authority = f(NP, ANR, AL, NCH, K, AE) (7) 

At the beginning, we computed weights of linear and nonlinear regression 
functions. For computing these weights, we needed to know not only the values of 
independent variables NP, ANR, AL, NCH, K, AE but also the values of the 
dependent variable Authority. These values were obtained for each reviewer from: 

 Labelling by a “human expert” 

 Labelling by other reviewers of the online discussion – it represents the 
“wisdom of the crowd”. This labelling represents a sum of information 
about a labelled example – reviewer, which was obtained from 
evaluations of this reviewer by other reviewers in the same discussion. 

The following regression functions for authority estimation were generated: linear 
and non-linear functions learned from the “human expert” or “wisdom of the 
crowd”. All these functions were generated using standard MATLAB functions: 
“regress” in the case of linear and “lsqnonlin” in the case of non-linear relations. 
No auxiliary regularization method was used because the input data matrix was 
regular. All learned functions have been tested using average deviation for the 
validation of estimation functions. After transforming the regression problem into a 
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classification problem, other tests were performed using classical precision and 
recall measures. The results can be found in Table 3. 

Table 3 

Achieved average deviation, precision and recall of tests of the approach to the authoritativeness 

identification based on linear and nonlinear regression 

 DEVIATION PRECISION RECALL      

Version EXPERT CROWD EXPERT CROWD EXPERT CROWD 

Linear  17.34 3.29 0.70 0.98 0.67 0.80 

Non-linear 18.11 6.56 0.67 0.97 0.67 0.80 

Once we have a suitable model for authority estimation, we can provide the 
information about an exact authority value of some reviewer from a defined 
interval to web users. The user might not need the exact value of authority but only 
an indication of whether the reviewer is or is not an authority. Thus, we tried to 
transform the regression problem to a classification problem by defining a 
threshold value for the variable Authority. All reviewers with the predicted value of 
Authority equal or higher than the defined threshold will be identified as 
authoritative reviewers. For this classification problem, the obvious measures 
precision and recall were used for the validation of classification to class Authority 
or Non-authority. For discrimination we used the Threshold value of Authority = 
70 from the interval (0, 100). The detailed results are in [17] and some of them are 
illustrated in Table 3 to compare them with results achieved by logistic regression 
and symbolic regression (genetic programming). The best results were achieved by 
learning a linear function from the “wisdom of the crowd” data. 

We have also used RapidMiner Studio (version 7.4) for the creation of predictive 
models based on regression analysis. We chose this solution to avoid the need to 
generate an estimation function and use it in combination with the defined 
threshold to transform the regression problem to a classification problem. 
RapidMiner disposes of the operator “Classification by regression”. The operator 
can use linear regression for prediction of a binary variable. But achieved results 
were very poor. That was the reason why we focused on a different solution using 
logistic regression, which is suitable just for the prediction of a categorical (binary) 
variable. 

5.3 Logistic Regression 

Besides our model based on linear regression, a model based on logistic regression 
was created using the operator “Logistic Regression” in RapidMiner. We set the 
solver to the value AUTO. We used “Split data” for transforming data into 
training and testing sets in the ratio of 70/30 percentage. 

We performed experiments with the model based on linear and logistic regression 
using 10-fold cross validation. These experiments were done on three data sets: 
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www.sme.sk, www.quora.com, and www.disqus.com using the well-known 
measures Precision and Recall (see Table 4). 

Table 4 

Achieved Precision and Recall of tests of the designed approaches to authority classification based on 

linear and logistic regression 

 www.sme.sk www.quora.com disqus.com      

Model Precision Recall Precision Recall Precision Recall 

Linear regression 0.91 0.97 0.97 0.85 0.86 0.38 

Logistic regression 0.96 0.95 0.94 0.91 0.80 0.91 

From the results in Table 4, we can hardly say which is better, the model based on 
linear regression or the model based on logistic regression. Therefore, for easier 
comparison, we also present results of other measures such as Accuracy, F1 rate 
and AUC. Table 5 illustrates Accuracy and F1 rate representing a harmonic 
average of Precision and Recall. 

Table 5 

Achieved Accuracy and F1 rate of tests of the designed approaches to authority classification based on 

linear and logistic regression 

 www.sme.sk www.quora.com disqus.com      

Model Accuracy F1 Accuracy F1 Accuracy F1 

Linear regression 0.914 0.939 0.929 0.906 0.823 0.527 

Logistic regression 0.914 0.955 0.917 0.925 0.887 0.851 

The effectiveness of our models was verified by the means of an ROC curve [18] 
and an AUC value, which represents the area under the ROC curve. 

 Values of AUC from the interval <0, 0.50) represent an inappropriate 
model 

 AUC values from the interval <0.50, 0.75) represent an acceptable but 
not a very effective model 

 AUC values from the interval <0.75, 0.92) represent a good model for the 
given data sample 

 AUC values from the interval <0.92, 0.97) represent a very good model 

 AUC values from the interval <0.97, 1.00) represent an excellent model 
for the given data sample 

The results for linear and logistic regression are presented in Table 6. These 
results confirm that the model based on logistic regression is more suitable for 
Authority classification than the model based on linear regression. 

http://www.quora.com/
http://www.quora.com/
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Table 6 

Achieved results of AUC values of tests of the designed approaches to authority classification based on 

linear and logistic regression 

 www.sme.sk www.quora.com disqus.com      

Model AUC AUC AUC 

Linear regression 0.50 0.50 0.50 

Logistic regression 0.98 0.95 0.96 

The results of the AUC values for linear regression are 0.50. The reason for this 
fact could be that linear regression is not primarily designed for the prediction of 
binary (categorical) attributes. Even the operator “Classification by regression” 
cannot improve the results of the model based on linear regression. On the other 
hand, the results of the AUC values for logistic regression evaluate this model as 
very good or excellent. 

6 Genetic Programming as Symbolic Regression 

Genetic programming is a modification of genetic algorithms which was designed 
by John Koza [19]. The chromosomes are represented by character strings in 
genetic algorithms. In genetic programming, these character strings are replaced by 
symbols, which can be represented by operators or by more difficult structures such 
as elementary functions. A chromosome, graphically represented as a syntactic 
tree, itself represents some function y=t(x). This function assigns a dependent 
variable y to an independent variable x. For example, the function t(x) = x(1+x) in 
Figure 4. Let A= {(xi, yi), i=1, …, N} be a training set containing N points. Then, 
our goal is to find the function t(x) by minimalizing the difference (quadratic or 
absolute) between the computed value of y and a real value of y from the training 
set. Particularly, when the sum of all the differences is smallest, we will have found 
the goal function represented by a syntactic tree. This formulation of the task is 
close to regression analysis, where only the parameters of a given function are 
learned for a training set of points. The space of functions is finite, and their form 
changes only based on changing parameters. In genetic programming the space of 
functions is infinite, so genetic programming represents a generalized approach to 
symbolic regression. The process of symbolic regression is based on the operations 
of crossover and mutation. Crossover is illustrated in Figure 5 and Figure 6. Two 
parents (syntactic trees) were selected as inputs for the operation of crossover. The 
special nodes emphasized with black circles are called “points of crossover” and 
they are selected randomly. After switching these points of crossover, we will 
obtain the new generation. 

 

http://www.quora.com/
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Figure 4 

Syntactic tree as a representation of a chromosome corresponding to the function x(1+x) [20] 

The process of symbolic regression is based on the operations of crossover and 
mutation. Crossover is illustrated in Figures 5 and 6. Two parents (syntactic trees) 
were selected as inputs for the operation of crossover. The special nodes 
emphasized with black circles are called “points of crossover” and they are selected 
randomly. After switching these points of crossover, we will obtain the new 
generation. 

 

Figure 5 

Illustration of parents’ syntactic trees as an input to the operation crossover 

The mutation operation (see Figure 7) comprises of replacing a subtree of the 
original tree with a new randomly generated subtree. This means that some branch 
of the syntactic tree is randomly changed. Besides these two elementary genetic 
operators, other secondary operators can be used, for example permutation, 
editing, encapsulation, decimation, etc. [20]. 

We need to use an individual in the form of a syntactic tree representing a function 
in genetic programming. The individual can be a computer program formed from 
functions and terminals. From these illustrations of crossover and mutation 
operations we can deduce that a random polynomial function can be constructed 
in the space of nodes with two arguments equivalent to the arithmetic operations 
of addition, subtraction and multiplication. In case we expand the set of acceptable 
nodes by those equivalent to new operations such as division, exponentiation etc., 
we can express practically any function. Work [21] contains more information 
about genetic programming. 

Nowadays, genetic programming is often used for different classification 
problems. The work [22] offers a review of tree-based genetic programming 
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classification methods. It also analyses their strengths and weaknesses in relation 
to the task of classification. 

 

Figure 6 

Illustration of children’s’ syntactic trees representing a new generation as the result of crossover over 

two syntactic trees in Figure 5 

 

Figure 7 

Illustration of mutation of one syntactic tree 

In conclusion, genetic programming can be effectively used for performing the 
classifier evolution task. On the other hand, long training time and lack of 
convergence can be considered as its disadvantages. Nevertheless, it can be 
successfully used for this task. 

7 Authority Modelling Using Genetic Programming 

We have prepared an environment in Matlab for experiments with genetic 
programming to train a model for Authority estimation. At first we did some 
experiments with the finite although big space of elementary operators (functions). 
Nevertheless, the generated estimation functions were too complicated, 
completely unreasonable and it was impossible to interpret them. For this reason, 
we decided to constrain the space of elementary operators to the following: 
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addition, subtraction, multiplication and exponentiation to the second power. The 
function regfitness was used for the measure of fitness of individuals in the form: 
ind = regfitness (ind, params, data, terminals, varsvals). 

We have used the data from section 6.1 to train the estimation function. The data 
were divided into three parts (123, 132 and 231) for three-fold cross validation 
(for example 123: 1st and 2nd parts for training and 3rd part for testing). Six 
experiments were conducted for both learning from an expert and from wisdom of 
the crowd. From the six functions generated in the process of learning using 
genetic programming, the function (8) learned from the “wisdoms of the crowd” 
on data 132 achieved the best results according Table 7. 

A = plus(ANR,plus(NC,plus(NC,plus(AE,times(AL,NC))))) (8)  

All learned functions have been tested using classical Precision, Recall and F1 
measures. The results can be found in Table 7. The results are promising (between 
94 and 100 percent), with the exception of Precision of the models trained on 
expert labelled data (in average 59 percent) and consequently a lower F1 rate. 
Overall results for all used methods of regression analysis: linear, non-linear, 
logistic and symbolic (genetic programming) are presented in Table 8. 

Table 7 

Achieved results of Precision, Recall and F1 rate of tests of the approach based on genetic programming 

 Precision Recall F1      

Data EXPERT CROWD EXPERT CROWD EXPERT CROWD 

123  0.592 0.937 0.938 1.000 0.726 0.967 

132 0.623 0.974 0.979 1.000 0.762 0.987 

321 0.562 0.961 0.911 1.000 0.695 0.980 

Average 0.592 0.957 0.943 1.000 0.728 0.978 

According to the values of the F1 measure (a balanced averaged of Precision and 
Recall) in Table 8, the best model for authority classification is the model trained 
by symbolic regression (genetic programming) on data labelled by a crowd. Using 
logistic regression, we have trained the second best model on the same data. In the 
case when we only consider the precision measure reflecting the number of false 
positive classifications, the best model is that learned using linear regression on 
crowd data. On the other hand, if we only consider the recall measure reflecting 
the number of false negative classifications, the best model is the one trained 
using symbolic and then logistic regression on crowd data. 

The genetic algorithms used have brought new information about a real need and 
suitability of independent attributes of authoritative posting. Table 9 presents the 
frequency of appearance of these attributes (AE, ANR, AL, NC, NCH and K) in 
16 experiments within the space of elementary operators (functions) and 6 
experiments with a constrained space of elementary functions in the process of 
generation of the Authority estimation functions. 
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Table 8 

Achieved results of Precision, Recall and F1 rate of tests in all used methods on the same data 

 Precision Recall F1      

Regression EXPERT CROWD EXPERT CROWD EXPERT CROWD 

Linear 0.70 0.98 0.67 0.80 0.68 0.88 
Non/linear 0.67 0.97 0.67 0.80 0.67 0.87 

Logistic - 0.91 - 0.97 - 0.94 

Symbolic 0.59 0.96 0.94 1.00 0.73 0.98 

Table 9 

Frequency of appearance of the monitored attributes in generated functions using genetic programming 

within 22 experiments 

Attribute Frequency % 

AE – average evaluation 22 100.00 

ANR – average number of reactions 14 63.64 

AL – average layer 13 59.09 

NC – number of comments 11 50.00 

NCH – number of characters 7 31.82 

K – karma 7 31.82 

Conclusions 

The contribution of this paper is the design of a novel approach to the recognition 
of authority or trolling for special online reviewers. This approach is based on the 
solution of the problem of Authority identification from a discourse content. A 
similar solution could be used for Troll classification when attributes of troll 
posting are defined. The first solution was based on learning the Authority 
estimation function from the structure of online discussions using linear or non-
linear regression. According to the test results, the best solution was a linear 
regression function trained from “wisdom of the crowd”. The second solution was 
the classification model based on logistic regression. According to the test, the 
logistic regression method is more suitable for the identification of special web 
reviewers as an Authority. The last solution is a model obtained by symbolic 
regression in the form of genetic programming. This solution seems to be the most 
suitable. The results in Table 7 and Table 8 also prove, that learning from data 
labeled by crowd is more precise, no matter which learning method was used. 

Authority identification can be used in many real situations. Mostly when web 
users search for an authority that can advise them in decision-making or forming an 
opinion on important topics. The work can have many useful applications, 
especially in areas where we have to rely on the opinions of reviewers, for example 
the case of reviewing papers for conferences or for journals. 

The decision making process can be influenced by trolling and other types of 
antisocial online reviewing. For the future, we would like to focus on the 
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modelling of troll reviewers in online discussions within the field of antisocial 
behavior recognition. 

When we talk about sentiment analysis, we usually mean the analysis of opinions 
and emotions. Emotion analysis can be used in the field of robotics in human-
robot interaction. Particularly emotion analysis of a human can be useful for a 
robot, which communicates with humans to be able to adapt its behavior to the 
emotional situation of the interaction. 

Other future extensions are connected to the semantically enriched detection of 
special web reviewers using an ontology [23] and involving topic modeling [24] 
of the texts of the examined reviews. It would also be useful to involve a neural 
network as a widely used method, in extended testing. We may only use the 
variables AE, ANR, AL and NC for the generation of the Authority estimation 
function. A surprising insight was that the “karma” of a reviewer doesn’t seem to 
be very influential in determining his/her authority. 
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