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Abstract: This paper presents the results obtained from wind tunnel experiments on VFE-2 

wing profile model which are differentiated by their leading edge profiles; medium- and 

large-edged. VFE-2 was established to investigate the effects of Reynolds number, angle of 

attack, Mach number and leading edge bluntness on vortex properties above-blunt-edged 

delta wing. The original VFE-2 wing has 4 sets of interchangeable leading edge profile 

namely sharp, small, medium and large-edge ratio. There were lot of experiments and 

simulations data in VFE that compares sharp-edged with the medium-edged wings within 

the VFE campaign. This paper presents the current data on a blunter wing or large-edged 

wing. These experiments were conducted at UTM - Low Speed Wind Tunnel, Aerolab. The 

experiments were carried out at speed of 18, 36 and 54 m/s representing Reynolds numbers 

of 1×106, 2×106 & 3×106. Two measurement techniques were employed on the wing, i.e. 

steady balance and surface pressure measurements. The results obtained from the large-

edged wing were compared with the results from medium-edge wing. The results showed 

that the primary vortex depends on the leading edge bluntness, angle of attack and 

Reynolds number. The results obtained from steady balance data showed that lift 

coefficient is sensitive to leading edge bluntness at higher Reynolds numbers. Several 

important observations were noted on the large-edged wing; i.e. the development of 

primary vortex has been delayed and the vortex breakdown occurred further aft of the 

wing. The data obtained provide a better insight into the leading edge effect on the delta-

shaped wing and also for the development of Unmanned Combat Air Vehicle (UCAV) 

which most of them are integrated with delta wing technology. 

Keywords: Delta wing; VFE-2 profile; Vortex; blunt leading edge; Reynolds number 



M. Said et al  Effects of Leading Edge Enlargement on the Primary Vortex of  
  Blunt-Edged Delta Wing VFE-2 Profile 

 – 8 – 

1 Blunt-edged Flow Topology 

The exploitation of vortex lift on delta wing existed since 1940’s [1]. Since then, 
there are researches that investigate the vortex flows above sharp-edge delta wing 
[2-5]. On sharp-edged delta wing; primary separation takes place when a stable 
shear layer is formed from a series of small vortices that shed in the leading edge 
of the wing. These shear layers form curling up over the wing upper surface into 
concentrated vortices in a spiral fashion [2-4]. The primary vortex is generated 
and initiated from the wing apex and it grows in strength and size extended 
towards the wing trailing edge. Underneath this primary vortex, the adverse 
pressure gradient increases in the region and another spinning vortex is developed 
in the leading edge. This vortex is called the secondary vortex, which rotates in 
the opposite direction of the primary vortex. [2]. 

The flow on blunt-edged delta is different from the flow formed on the sharp-
edged delta wing. Firstly, the flow separation does not happen in the apex region. 
The flow is attached to the surface of the wing in a certain chord-wise position. 
The primary vortex is then developed further aft of the wing that is based on a 
Reynolds number, angle of attack and leading-edge bluntness [6-8]. This shows 
that the onset of leading-edge separation was a function of flow conditions such as 
Reynolds number, Mach number, blockage factors and wing geometry [9]. 
Another important flow phenomenon is that the primary separation line no longer 
occurs at the leading edge but somewhere in vicinity of it [6]. This causes the flow 
on the blunt-edged wing to be complicated and unpredictable. 

Therefore, a research group has been established across Europe and USA to 
further investigate flow phenomena on a blunt-edged delta wing. This group is 
called as VFE-2 or International Vortex Flow Experiment 2 under AVT-113. The 
group has the objective to compare the results obtained from numerical 
calculations with wind tunnel experiments [9]. This group has used the original 
Chu and Luckring [10] model tested in NASA NTF shown in Figure 1(a) as a 
generic profile. The NASA original model has a flat plate in the middle with 4 sets 
of interchangeable leading edge profiles namely as the sharp-edged, small-edged, 
medium-edged and large-edged. These leading edge profiles were differentiated 
by its leading edge radii to the wing chord ratio; i.e. 0 for sharp, 0.05 for small-
edged, 0.15 for medium-edged and 0.30 for large-edged wing as shown in Figure 
1(b). 

During the VFE-2 campaign, only the second wing or medium-edged wing was 
selected for further experiments in several wind tunnels such as Glasgow 
University [11-13], Tubitak Sage [14], Munich Technical University [15], 
ONERA [16] and several other wind tunnel facilities. The main objective of the 
campaign at that time was to study how either the numerical analysis or CFD can 
well predict the flow on the blunt-edged delta wing. The results obtained from the 
wind tunnel experiments were compared with the results obtained from Numerical 
analysis. 



Acta Polytechnica Hungarica Vol. 15, No. 8, 2018 

 – 9 – 

 

Figure 1(a) 

Original NASA and VFE-2 configuration [9] 

 

Figure 1(b) 

Streamwise leading-edge contours of original NASA and VFE-2 configuration [8] 

The sample results taken from VFE-2 [17] campaign of the medium-edged wing 
are shown in Figure 2 below. The flow on the medium-edge wing is covered by a 
non-separated flow on the entire wing at a low angle of attack. However, it is 
unclear whether the vortex is developed further aft of the wing in the trailing edge. 
No data is available to date [13]. When the attack angle is increased, the primary 
vortex is formed at a certain chordwise position from the apex as shown in Figure 
2 below. From the figure, it can be observed the wing has been covered by two 
main sections, i.e. the attached flow and the primary vortex. The primary vortex 
moved forward or backward depending on the angle of attack, the Reynolds 
number and also the leading edge bluntness. Increasing in angle of attack has 
caused the primary vortex to move forward; there is no data that can indicate the 
primary vortex is formed in the apex region  if the angle of attack continues to be 
increased to more than α = 25 ° to date. 

Reduction the Reynolds number has caused the primary vortex to move forward 
as shown in Figure 2. The comparison here was made between the results at Rmac 
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of 3×106 and Rmac of 2×106 at constant α of 13° and Mach number of 0.4. It cannot 
be confirm, also, whether the primary vortex will develop in the apex region if the 
Reynolds number is further decreased. Another factor that influenced the flow is 
the leading edge bluntness itself; an increase in leading edge bluntness has caused 
the primary vortex to be delayed. However the data on the blunter wing of large-
edged is still limited [8-19]. Another important observation that has been found in 
the VFE-2 group was that they found another vortex formed inboard of the wing. 
This vortex is named inner vortex. The formation of this vortex also depends on 
leading edge bluntness, Reynolds number and also the angle of attack. More 
experiments are necessary to study this vortex at a higher leading-edge radius [13, 
15, 17-18, 20]. 

 

Figure 2 

Pressure distributions on VFE-2 configuration at α = 13°, M = 0.4 on medium-edged wing at (i) Rmac of 

3×106 and (ii) at Rmac of 2×106 [17] 

A research group has been established in UTM to further investigate the 
influences of leading edge bluntness and Reynolds number on the VFE-2 model. 
Since the VFE-2 research group has focused on the Medium-edged wing, the team 
in UTM has decided to focus more on a blunter wing with a large-edged profile. 
The main purpose of conducting the experiment on the large-edged wing was to 
further investigate the characteristics of the primary vortex and vortex breakdown 
at higher leading edge bluntness. In addition, the surface pressure data on this 
wing is very limited as the VFE-2 group has only focused on the medium-edged 
wing. In this current paper, the experiments performed at Reynolds number varies 
from 1×106 to 3×106 where the flow is strongly influenced by laminar, transition 
and turbulence. Current data such as drag and detailed surface pressure 
measurement obtained from the large-edged wing were compared with the 
medium-edge wing. Therefore, this paper presents the flow characteristics of 
VFE-2 profile when the leading edge bluntness is increased. Some interesting data 
will be discussed in the next sub section. 
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2 Experimental Tests Set-Up 

2.1 UTM Aerolab 

The experiments were conducted in a closed-circuit UTM-LST wind tunnel 
facility in Aerolab (refer Figure 5). The dimension of the test section is 2.0 m (W) 
× 1.5 m (H) × 5.8 m (L) with maximum speed of 80 m/s. The average turbulence 
intensity at the centre of the test section is 0.06% measured at 40 m/s. The 
boundary layer thickness is about 40 mm at a speed of 40 m/s. The facility was 
equipped with 3–strut–support system located underneath the test section. 

2.2 UTM VFE-2 Model 

The original 65° swept angle NASA delta wing model tested in NASA [9] or 
called as VFE-2 configuration in AVT-113 campaign has been replicated and 
machined again in UTM under the Malaysian Ministry of Education Research 
Grant for further experiments at lower Reynolds number. The original NASA 
model has 4 sets of interchangeable leading edges namely as sharp, small, medium 
and large radius wing that corresponding to the ratio of leading-edge radii to mean 
aerodynamics chords rLE of 0, 0.05, 0.15 and 0.3 respectively. In UTM, only two 
blunter wings, namely medium and large radius wings were built for further 
experiments. This model is named as UTM VFE-2. The model has a root chord 
length of, CR = 1.311 m. The size of the UTM VFE-2 model is 2 times bigger than 
the original NASA model. This is done in order to get a high Reynolds number 
(Rmac = 3×106) in a subsonic wind tunnel. The original NASA model was tested in 
the transonic wind tunnel. The final dimensions of UTM-VFE-2 model and the 
contours of both leading edges are shown in Figure 3. The UTM VFE-2 model has 
been machined from three main components. The first component is called a flat-
plate delta shaped with fix sharp trailing edge portion. The second components are 
the leading edges itself, both leading edges will be attached to the flat plate during 
the experiments. The final component is called as lower surface flat cover. All 
parts were made from aluminium as shown in Figure 4. 

2.3 Measurement Techniques 

The experiments were carried out at the Reynolds number of 1×106, 2×106 & 
3×106 corresponding to the speeds of 18, 36 & 54 m/s base on the mean 
aerodynamic chord of 0.87 m. The angles of attacks were varied from 0°≤ α ≤ 25° 
with 3° increment. The models were attached to six-component external balances 
located underneath turntable. The models installation is shown in Figure 5. From 
the figure, the model angle of attack can be created by adjusting the aft support 
vertically. Two measurements techniques were employed on the model. The first 
experiment was the steady balance data to obtain the forces and moments in x, y 
and z. The steady balance data are measured using a heavy capacity external 
balance located underneath the wind tunnel. This load cell can measure the forces 
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and moments in 6 axes. For this project, the lift and drag are measured by forces 
in -x and -y axes while the pitching moment is measured by the moment in the -z 

axis. The sampling rate for each channels were captured at 100 Hz. 

 
Figure 3 

Dimensions of UTM VFE-2 model 

 

Figure 4 
Delta wing model assembly 

The final experiment was the surface pressure measurements that were captured 
on the upper surface of the wing. There were 86 pressure taps located on starboard 
side of the wing. The diameter of the orifice was douter = 1 mm which located 
normal to the wing surface. The pressure taps were arranged in 10 different chord-
wise stations started from 10% to 97% from the wing apex, i.e. in Υ/CR of 0.1, 0.2, 
0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.97 of the wing. In spanwise positions, more 
pressure taps were placed in the leading edge region. This is done in order to 
measure the primary vortex that developed in the leading edge. This is shown in 
Figure 6. During the experiment, the data were captured at 1000 samples in 10 
second or the sampling rate was 100 Hz. The installation of UTM-VFE-2 model in 
the test section of UTM-LST is shown in Figure 5 below. 
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Figure 5 
The model installations at UTM-LST 

 

Figure 6 

Leading-edge contours (not to scale) 

3 Results and Discussion 
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3.1 Medium and Large-edged Flow Characteristics 

3.1.1 Aerodynamic Coefficients 

The data obtained from the external balance data has been analysed and presented 
in Figure 7. In order to investigate the influence of leading edge bluntness on CL, 
CD and CM the data obtained from the large-edged wing has been compared with 
the results obtained from the medium-edged wing. The sample data at Rmac of 
3×106 is shown in Figure 7 below. The results show that both CL and CD are 
reduced if leading edge bluntness is increased. This is consistent with Mat [12] 
who experimentally showed that the magnitude of lift and drag forces decrease 
when the leading edge bluntness is increased. This situation occurs because the 
strength of the primary vortex is decreasing when leading edge bluntness is 
increased. The reduction in CD is also caused by the increase in leading edge 
suction force acting in the leading edge of the wing. 

A clear observation in Figure 7(a) shows that the CL for large-edged wing reduces 
compared to medium-edged wing. This situation happened starting from α = 6° 
onwards. This shows that CL decreases when the leading edge bluntness is 
increased. This phenomenon is linked with the strength of the primary vortex. The 
increases in the leading-edge radius have weakened the primary vortex. The 
primary vortex is weakened because the primary separation has been delayed by 
the leading edge profile. Another factor that causes CL to decrease is the attached 
flow. The large portion of attached flow covered in the apex region of the large-
edged wing has reduces the CL as shown in Figure 7(a). The large fraction of the 
leading edge suction force act on the large-edged has contributed to this behaviour 
and thus increased the CL/CD ratio shown in Figure 7(c).The results here consistent 
with Ronoei [21] who experimentally measured the CL/CD ratio on a generic span 
delta wing. 

The pitching moment coefficient (CM) is plotted in Figure 7(d). In general, both 
wings show to have a nose-down pitching moment. The medium-edged wing has 
experienced a higher nose-down CM compared to the large-edged until α ≈ 13°. 
This may link to the greater strength of primary vortex that formed earlier on the 
medium-edged wing compared to the large-edged wing. At angle of attack α ≥ 
13°, the pitching moment has becomes more negative for both cases. At attack 
angle higher than α = 13°, it is notable that CM for large-edged wing is higher than 
medium-edged wing. The reason for this is unknown to date and more 
experiments are needed to verify this. 
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(a)  Lift Coefficient (b) Drag Coefficient 

 

 

 

 
(c) Lift over drag ratio CL/CD (d) Pitching moment coefficient 

Figure 7 
Effects of leading edge bluntness on aerodynamic coefficients at Rmac = 3×106 

3.1.2 Surface Pressure Coefficient 

This section discusses the results obtained from the surface pressure measurement 
studies measured on the upper surface of both wings. In order to compare the 
effects of leading edge bluntness, the surface pressure obtained for large-edged 
wing has been compared to medium-edged wing. For example, the result at α = 
13° and Rmac = 3×10° is compared in Figure 8. The pressure taps were arranged in 
10 different chord-wise stations started from 10% to 97% of the wing. For the 
medium-edged wing, it can be noted that the attached flow is formed from the 
wing apex to 40% downstream. The primary vortex begins to occur at 50% from 
the apex. The leading edge effect is obvious here, when the leading edge bluntness 
is increased, it is notable that the attached flow area on the large-edged has 
covered about 60% of the wing from the apex. Then, the primary vortex begins at 
about 70% from the wing apex [19, 22]. 
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Figure 8 

Pressure distribution for Medium- and Large-edged wing at Rmac = 3×106, α = 13° 

The results at higher angle of attack of α = 21°is shown in Figure 9. The surface 
pressure for the medium-edged wing has been compared with the data from the 
large-edged wing in the same figure. From the Figure, it has been noted that the 
primary vortex has moved forward to 30% from the wing apex on medium-edged 
wing compared to 40% from the Apex for the large-edged case. This indicates that 
the upstream progression of the primary vortex has been slowed at a higher angle 
of attack. In order to observe the strength of the primary vortex on both wings, the 
pressure coefficient at positions Y/Cr = 0.3, 0.6 & 0.7 were compared in the 
diagram. From the figure, it can be observed that the peak for the medium-edged 
wing is relatively higher compared to the large-edged for all positions. This 
indicates that the strength of the primary vortex decreases if the leading edge 
bluntness is increased. 

The impact of leading edge bluntness on the vortex breakdown is also shown in 
the figure. A clear observation in the trailing edge area at Y/Cr of 0.8 and below 
showed that the vortex breakdown is delayed for the large-edged wing compared 
to the sharper wing of the medium-edged. The stable shear layer on the blunter 
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wing is suspected to delay the breakdown. By having short run of attached flow in 
the leading edge region and delay in separation had reduces in the instability of 
the shear layer on the blunter leading edge [22-23]. 

 

 

 

Figure 9 

Pressure distribution for Medium- and Large-edged wing at Rmac = 3×106, α = 21° 
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A statistical technique called as Krigging method has been used to obtain the flow 
topology on the surface of the wing. The sample surface flow topology performed 
on both wings at α = 13° and Rmac of 2×106 is shown in Figure 10. The figure 
shows that the primary vortex is shifted outboard on the blunter wing of the large-
edged wing. This again shows that the size and strength of the primary vortex has 
decreased when the leading edge bluntness is increased. 

 

Figure 10 

Flow topology comparison at Rmac = 2×106, α = 13° 

3.1.3 Leading Edge Pressures 

The pressure coefficients in the leading edge can be used to predict the onset of 
the primary vortex on the blunt-edged wing [17-18]. In this case, the leading edge 
coefficient has been plotted for positions Y/Cr of 0.2, 0.4, 0.5, 0.6 & 0.8 from the 
apex. This is done in Figure 11 for Reynolds number of 1×106 and Figure 12 for 
Reynolds number of 3×106. At Reynolds number 1×106, the flow remains attached 
to the surface even at α = 25° for both medium- and large-edged wings at Y/CR = 
0.2. The results obtained here contrast with Mat [12-13] who experimentally 
showed that the primary vortex was developed in the apex area at Rmac = 1×106. 
An important observation of these current results in the flow is attached to the 
surface in the apex area as long as the leading edge is blunt [19]. The effects of 
leading edge bluntness is observed at Y/CR = 0.4 where the flow on the medium-
edged wing has separated at α = 9° while it separates at α = 12° for large-edged 
wing. Similar observation also can be noticed at Y/CR = 0.8 where the separation 
occurs earlier on the shaper wing. It can be concluded here that the increase in 
leading bluntness has delayed the formation of vortex above the wing. 
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Figure 11  

The bluntness effects to leading edge pressures at Rmac = 1×106 

The flow characteristics at higher Reynolds of 3×106 are shown in Figure 12 
below. At this Reynolds number, the effects of leading edge bluntness are more 
obvious. At position Y/Cr = 0.2, the onset of the primary vortex is developed at α 
= 12° for medium-edged wing, while for the large-edged wing, the primary vortex 
is still not developed even when the attack angle has been increased to α = 21°. At 
position Y/Cr = 0.4, it can be seen that the primary vortex has developed at α = 9° 
for the medium-edged wing, while it developed at a higher attack angle of α = 18° 
on the blunter wing. A similar situation happened at Y/Cr of 0.5, 0.6 and 0.8. The 
current data here showed that the upstream progression of the primary vortex has 
been delayed if the leading edge bluntness is increased [24]. 
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Figure 12 

The bluntness effects to leading edge pressures at Rmac = 3×106 

3.2 Reynolds Number Effects on Large-edged Wing 

Since the data on large-edged wing is limited, this section will further discuss the 
effects of Reynolds number, angle of attack on this wing. The effects of Reynolds 
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number at constant angle of attack of α = 13° is presented in Figure 13 below. The 
data compared the surface pressure on the upper surface at three different 
Reynolds numbers of 1×106, 2×106 and 3×106. The primary vortex developed at 
about a 20% chordwise distance from the apex (Y/Cr = 0.2) at a Reynolds number 
of 1×106. When the Reynolds number is increased to 2×106 and 3×106, the 
primary vortex shifted further aft of the wing to at about Y/Cr = 0.4 and Y/Cr = 0.6 
of the apex. The results showed that the increase in Reynolds number has slowed 
down the primary vortex further aft of the wing. The results here were consistent 
with [13]. 

Figure 13 

Reynolds number effects on large-edged wing at α = 13° 

The flow characteristics when the angle of attack is increased to α = 18° is shown 
in Figure 14. Similar flow physics is observed here where the Reynolds number 
has delaying the upstream progression of the primary vortex further aft of the 
wing. The surface flow topology in the second figure showed the primary vortex 
has been shifted more outboard when the Reynolds number is increased. In 
additional, the magnitude of pressure topology formed in the leading increases 
when the Reynolds number is increased. This shows that the primary vortex is 
stronger when the Reynolds number is increased. The plot of surface pressure in 
the third figure at Y/Cr at 0.7 also showed that the primary vortex is shifted 
outboard with the Reynolds number. The characteristics of the flow either being 
laminar or turbulence, the main factor that leads to these results [6]. At a low 
Reynolds number where the flow is dominated by laminar flow, the onset of the 
primary vortex develops earlier. The stronger ability of the turbulent boundary 
layer at higher Reynolds number has endured the adverse pressure gradient and 
thus delaying the development of the primary vortex [6, 15]. 
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Figure 14 

Reynolds number effects on large-edged wing at α = 18° 
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One of the problems that cannot be solved with the VFE-2 for medium-edged 
wings was to assess the laminar/turbulent status. At lower Reynolds number the 
flow is laminar and it is turbulent at high Reynolds number, S. Mat [13] in his 
experiment has shown that the flow at Reynolds number 1×106 is dominated by 
laminar flow. The Figure 15 shows the distribution of pressure coefficients at 
Reynolds number of 1×106 for the large-edged wing. From the figure, it can be 
observed that the flow is attached to the surface at relatively low attack angles. In 
addition, it can be noted also that the attached flow still existed even if the attack 
angle of attack has been increased to α = 23°. The boundary layer status is still 
unverified from this experiment. More experiments are needed to verify this. 

4 Further Experiments on Blunt-edged Delta Wing  

Delta wing is the best platform for the development of the Unmanned Air Combat 
Air Vehicle (UACV) aircraft. For most UCAV aircrafts, the wing has been 
designed with blunt leading edge. The data obtained from this experiment 
provides a useful knowledge for future UCAV development. In a continuation of 
the VFE-2 project, another model of delta derivative wing called diamond wing 
was proposed and is currently fabricated. The interests in this project were an 
extended research project that initiated from AVT-183 task group, a collaborative 
task group with AVT-113 under NATO. This research project will focus on 
understanding the detail interactions between the inboard inner vortex and the 
primary vortex of blunt-leading-edged vortex separation. The diamond wing was 
configured with blunt leading-edge of constant airfoil, moderate leading-edge 
sweep of 53° categorized as non-slender wing, and swept trailing edge as shown 
in Figure 16. 

Besides the ability to induce vortex potential lift, diamond wing configurations 
with blunt and reduced sweep angle were more relevant to application because it 
also can enhance aircraft longitudinal static stability [25]. However, diamond 
wings exhibit more complex vortical flows as compared to slender, sharp-edged 
wings. The vortices formed on diamond wings are more unsteady and breakdown 
occurs at a much lower angle of attack than on highly-swept slender wings. 

This current research was focused to investigate the inboard inner vortex effects to 
the onset and progression of leading-edge vortex separation. The leading-edge 
vortices investigation will have both moderate-sweep effects and blunt-leading-
edge effects, coupled together [26]. Several measurement techniques will be 
employed on the wing suitable to measure the unsteady vortices on the diamond 
wing configuration as shown in Figure 17. 
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Figure 15 

Pressure distribution on large-edge wing at Rmac = 1×106 at various angles of attack 

LARGE EDGE 

Rmac = 1×10
6 

α = 6 

  

0 

Y/Cr 

0.1 

 

0.2 

 

 

0.3 

 

0.4 

 

0.5 

 

 

0.6 

 

 

0.7 

 

 

0.8 

 

 

0.9 

 

 

0.97 

 η 

10

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

Cp

1.00.50.0

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

Cp

1.00.50.0

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

Cp

1.00.50.0

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

Cp

1.00.50.0

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

Cp

1.00.50.0

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

Cp

1.00.50.0

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

Cp

1.00.50.0

-1.0
-0.8
-0.6
-0.4
-0.2
0.0

Cp

1.00.50.0

-1.0
-0.8
-0.6
-0.4
-0.2
0.0

Cp

1.00.50.0

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

Cp

LARGE EDGE 

Rmac = 1×10
6 

α = 9 

  

0 
Y/Cr 

0.1 

 

0.2 
 
 

0.3 
 

0.4 

 

0.5 
 
 

0.6 
 
 

0.7 
 
 

0.8 
 
 

0.9 
 
 

0.97 

 η 

10

-2.0

-1.5

-1.0

-0.5

0.0

Cp

1.00.50.0

-2.0
-1.5
-1.0
-0.5
0.0

Cp

1.00.50.0

-2.0

-1.5

-1.0

-0.5

0.0

Cp

1.00.50.0

-2.0
-1.5
-1.0
-0.5
0.0

Cp

1.00.50.0

-2.0
-1.5
-1.0
-0.5
0.0

Cp

1.00.50.0

-2.0

-1.5

-1.0

-0.5

0.0

Cp

1.00.50.0

-2.0

-1.5

-1.0

-0.5

0.0

Cp

1.00.50.0

-2.0

-1.5

-1.0

-0.5

0.0

Cp

1.00.50.0

-2.0

-1.5

-1.0

-0.5

0.0

Cp

1.00.50.0

-2.0

-1.5

-1.0

-0.5

0.0

Cp

LARGE EDGE 

Rmac = 1×10
6 

α = 13 
10

-2.0
-1.6
-1.2
-0.8
-0.4
0.0

Cp

1.00.50.0

-2.0
-1.6
-1.2
-0.8
-0.4
0.0

Cp

  

  

  

  

0 
Y/Cr 

0.1 

  

0.2 
  
  
  

0.3 
  
  

0.4 
  
  

0.5 
  
  

0.6 
  
  

 0.7 
  
  

0.8 
  
  

0.9 

 

0.97 
η 

1.00.50.0

-2.0
-1.6
-1.2
-0.8
-0.4
0.0

Cp

1.00.50.0

-2.0

-1.6

-1.2

-0.8

-0.4

0.0

Cp

1.00.50.0

-2.0

-1.6

-1.2

-0.8

-0.4

0.0

Cp

1.00.50.0

-2.0
-1.6
-1.2
-0.8
-0.4
0.0

Cp

1.00.50.0

-2.0

-1.6

-1.2

-0.8

-0.4

0.0

Cp

1.00.50.0

-2.0
-1.6
-1.2
-0.8
-0.4
0.0

Cp

1.00.80.60.40.20.0

-2.0
-1.6
-1.2
-0.8
-0.4
0.0

Cp

1.00.50.0

-2.0

-1.6

-1.2

-0.8

-0.4

0.0

Cp

LARGE EDGE 

Rmac = 1×10
6 

α = 18 

  

0 
Y/Cr 

0.1 

 
 

0.2 
 
 

0.3 

 

0.4 

 
0.5 

 

0.6 

 

 
0.7 

 
 
 

0.8 
 
 

0.9 

 

0.97 

 η 

10

-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0

Cp

1.00.50.0

-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0

Cp

1.00.50.0

-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0

Cp

1.00.50.0

-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0

Cp

1.00.50.0

-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0

Cp

1.00.50.0

-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0

Cp

1.00.50.0

-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0

Cp

1.00.50.0

-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0

Cp

1.00.50.0

-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0

Cp

1.00.80.60.40.20.0

-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0

Cp

LARGE EDGE 

Rmac = 1×10
6 

α = 21 

  

0 
Y/Cr 

0.1 

 

0.2 
 
 
 

0.3 
 

0.4 

 

0.5 
 
 

0.6 
 
 
 

0.7 
 
 

0.8 
 
 
 

0.9 
 
 

0.97 

 η 

10

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

LARGE EDGE 

Rmac = 1×10
6 

α = 23 

 

  

0 
Y/Cr 

0.1 

 

0.2 
 
 

0.3 
 

0.4 

 
0.5 

 
 
 

0.6 
 
 
 

0.7 
 
 

0.8 
 
 

0.9 
 
 

0.97  

 η 

10

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

1.00.50.0

-4

-3

-2

-1

0

Cp

Vortex 

breakdown 

footprint 

Attached 

flow 

region 

Separated 

vortical 

flow 

Separated 

vortical 

flow  

LARGE 
R

mac
= 1×106 α = 6° 

  

LARGE 
R

mac
= 1×106 α = 9° 

  

LARGE 
R

mac
= 1×106 α = 13° 

  

LARGE 
R

mac
= 1×106 α = 18° 

  

LARGE 
R

mac
= 1×106 α = 21° 

  

LARGE 
R

mac
= 1×106 α = 23° 

  



Acta Polytechnica Hungarica Vol. 15, No. 8, 2018 

 – 25 – 

 

Figure 16 

Diamond wing configurations 

 

Figure 17 

UTM Diamond wing experimental setup and measurements 

Conclusions 

This paper discusses further the effects of leading edge bluntness on the vortex 
properties above blunt-edged delta wing. In the VFE-2 campaign, concentrations 
have been given to a medium-edged wing. A series of experiments were 
conducted to study the performance of vortex on the blunter wing of large-edged 
wing. The results obtained from the large-edged wing have been compared with 
those from the medium-edge wing. The current results here showed that the 
primary vortex above large-edged delta wing is also dependent on Reynolds 
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number, leading edge bluntness and angle of attack. The results from steady 
balance data has showed that the lift/drag ratio is increased if the leading edge 
bluntness increases. Among the important observations from this study was the 
area covered by attached flow is enlarged. That the primary vortex also developed 
further aft of the wing has been shifted outboard to the leading edge area with the 
bluntness effects. The advantage of the blunter wing also that  the formation of the 
vortex breakdown and its upstream progression has been delayed. Since most of 
the UCAV aircrafts are in the delta-shaped planform, this paper has highlighted 
some of the most important considerations in the design stage such as the 
progression of the primary vortex and vortex breakdown behaviors. 
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Abstract: Unsupervised learning methods play an essential role in many deep learning ap-

proaches because the training of complex models with several parameters is an extremely data-

hungry process. The execution of such a training process in a fully supervised manner requires

numerous labeled examples. Since the labeling of the training samples is very time-consuming,

learning approaches that require less or no labeled examples are sought. Unsupervised learn-

ing can be used to extract meaningful information on the structure and hierarchies in the data,

relying only on the data samples without any ground truth provided. The extracted knowledge

representation can be used as a basis for a deep model that requires less labeled examples, as it

already has a good understanding of the hidden nature of the data and should be only fine-tuned

for the specific task. The trend for deep learning applications most likely leads to substituting as

much portion of supervised learning methods with unsupervised learning as possible. Regarding

this consideration, our survey aims to give a brief description of the unsupervised clustering

methods that can be leveraged in case of deep learning applications.

Keywords: Unsupervised learning; Clustering; Deep learning
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1 Introduction

The three primary methods for learning-based systems are supervised, unsupervised
and reinforcement learning. Reinforcement learning is applied in fields when an
agent takes actions in an environment, and a suitable policy for acting has to be
learned [1]. The other two learning methods are used when the output of the system
does not influence the inputs in any way. In case of supervised learning the training
samples are provided with correct labels, so a ground truth is available. Meanwhile,
in unsupervised learning, no such a-priory knowledge of the data is required. Mod-
els that are trained in an unsupervised manner only require the collected data for
training.

Deep learning is a widely researched topic currently. The majority of deep learn-
ing approaches utilize supervised learning [2]. However, given the vast number of
trainable parameters of such models, the training process requires numerous labeled
examples in order to achieve good generalization [2]. The labeling of the samples
is a very resource-intensive and time-consuming process, and usually, the labeling
can only be done manually [3]. So naturally arises a need for methodologies that
enable the training of such models with less or no labeled examples. This is usually
done by applying unsupervised learning first, and then fine-tuning the model with
the help of labeled samples and supervised learning [2, 4]. Among others, the future
of deep learning is expected to be driven by the development of more sophisticated
and accurate unsupervised learning methods [2].

Supervised learning methods always have a well-defined objective, like classifying
the inputs into one of the formerly known classes, or the regression of a function
between a set of inputs and inspected outputs. In this case, the output features are
formerly known, just like the class labels in classification. In unsupervised learning,
however, the aim is to discover unknown structures, similarities, and grouping in the
data [5].

Clustering is the process when the objective is to create groups of data samples
(clusters) based on some kind of similarity measure between the data samples [5].
The difference between classification and clustering is that clustering is carried out
in an unsupervised manner, so no class labels are provided, and sometimes even the
number of clusters is not known a-priory.

In this survey, we provide a brief introduction of the most significant unsupervised
clustering methods and their applicability in the field of deep learning. We aim to
give a summary of such clustering techniques that can also be leveraged in deep
learning applications, in the aspect of the expected trends of the future development
in this field of study [2]. Previous approaches focused on either clustering methods
or unsupervised deep learning. A detailed and general description of unsupervised
clustering methods can be found in the work of Xu and Wunch, who provide an in-
depth survey on clustering algorithms in [5]. They introduce the general description
of a clustering procedure, provide multiple measures for similarity that are used
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for clustering, and give a detailed explanation of several clustering algorithms and
their applicability. Other works that provide a detailed introduction of clustering
algorithms are [6] and [7]. Bengio et al. give an exhaustive survey on unsupervised
learning in deep learning in [4].

2 Unsupervised clustering methods

In case of unsupervised learning, the task is to uncover hidden relationships, struc-
tures, associations or hierarchies based on the data samples provided to the system
[5]. This kind of information gives us a better understanding of the data and the un-
derlying processes generating it. The clusters can be constructed based on similarity
or distance measures, so similar samples belong to the same cluster. The similarity
measure can also be described as a distance measure because the similarity of two
samples can be interpreted as the distance between the two samples in the feature
space [5].

One approach for unsupervised clustering is to use these similarity measures and
construct the regions of the feature space corresponding to the different clusters
based on the computed distances between the training samples [5].

Another approach is to extract features with high discrimination power or to find
principal directions of the feature space along which the data can be better separated.
These features can be any subset of the input data or they can also be constructed
by a network architecture [4].

Often, it is more convenient to use the computation mechanism of a supervised
learning algorithm, but work it around, so no true labeling is needed. An example
of this is anomaly detection, which can be handled as a clustering problem. In case
of anomaly detection, one can expect two clusters, one for the normal samples and
one for the anomalies. In case of an unsupervised training process for anomaly
detection, one can extract the training data from only one cluster, the cluster of
normal samples. As the training data, in this case, is expected to come from only
one cluster, it can be automatically labeled as belonging to the same class, and
the calculation for a supervised method can be used to train a system to classify
similar samples as ones that belong to this cluster [8]. However, when an anomaly
appears, that is not similar to the examples seen during the training process, then it
is classified as a sample not belonging to the cluster of normal samples; thus it is
classified as an anomaly.

The automatic generation of multiple labels is also beneficial. However, this method
is no longer referred to as unsupervised learning. In the case of simulator-based
labeling, for example, there is no need for the time consuming manual labeling of
the data [9]. This enables large and very diverse datasets to be annotated. However,
these samples are still provided with ground truth, even though they are not manually
labeled. In case of the anomaly detection, the ground truth is the same for all of the
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samples, so it is more of an assumption on the nature of the data rather than real
labeling. That is why we call the use of only one label unsupervised learning, and
not the automatic generation of multiple labels.

In case of unsupervised learning for deep learning models, there are two major
approaches. Both rely on formulating an output for the neural network that can be
used to train it in the usual way with the help of gradient descent [4].

The first one is to try to reconstruct the input of the network on its output. The
loss function is computed based on the reconstruction error between the input and
the output of the network [10, 4]. This method is expected to extract a meaning-
ful compressed representation of the input from which it can be reconstructed with
minimal error. This requires the compressed features to represent features of high
discrimination power among the presented training samples. This way, the unsu-
pervised training can be carried out on the whole network or layer-by-layer. After
such training, the network is usually trained further with labeled examples, but it
requires much less of them because thanks to the unsupervised pre-training a good
representation of the input data is already available [2].

The second one is to use two networks in parallel. One of these networks that are
called generator is used to generate data that is as similar to the input data of the
other network (the discriminator) as possible [11]. The discriminator’s objective is to
discriminate the generated samples from the real ones. Both networks are trained in
parallel. The generator is trained to produce data that can fool the discriminator even
better and the discriminator is trained to be able to differentiate between synthetic
and real data more accurately. The model itself appends the label for the inputs
of the discriminator as a synthetic sample or real sample because it knows which
samples come from the generator, while the update of the generator is based on
the output response of the discriminator. So the system does not require a ground
truth annotation. During the process of training, the discriminator has to develop
an understanding of the features of the training dataset and later it can be used for
classification as well (in a similar way like the anomaly detectors) [11].

3 Clustering algorithms

In this section we provide a brief description of the clustering algorithms which are
especially suitable for deep learning applications. In table 1, we draw a straightfor-
ward categorization of the mentioned unsupervised clustering methods 1.

First, we discuss the approaches that are based on a distance measure. These meth-
ods define the similarity of data samples by the distance of the samples in the feature
space. Because of this property, the simpler variants of these methods fail to cluster
data that is not linearly separable. However, with the creative formulation of the
similarity measure, or with proper pre-processing of the data, even these techniques
can be applied for nonlinear clustering tasks [12].
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Class Methods Section

Distance measure
based

K-means clustering 3.1
Hierarchical clustering 3.2

Fuzzy clustering 3.3
Support vector machines 3.4

Spectral clustering 3.5
Decision trees 3.6

Statistical
Expectation maximization

algorithm
3.7

Neural networks

Self organizing maps
(Kohonen networks)

3.8

Adaptive resonance theory 3.9
Autoencoders 3.10

Co-localization 3.11
Generative models 3.12

Table 1
Classification of unsupervised clustering methods

3.1 K-means clustering

The k-means algorithm is an iterative (learning) method to discover k number of
clusters in the input space. The number k is defined a-priory [13, 14, 15]. Each
cluster is represented with a cluster centroid in the feature space. The similarity
measure of samples is a simple distance measure. The distance between the samples
and the cluster centroids can be computed, and a sample is associated with the
cluster with the closest centroid. All of the samples are associated with one and
only one cluster, so the clusters cover the whole feature space, and they are disjoint.
The iteration process consists of two stages: In the first stage, all the training samples
are associated with one of the clusters. Then in the second stage, the location of the
cluster centroids is updated. These two steps are repeated until a stopping condition
is met. The stopping criteria can be that no further change in the classification
of training samples happened after the last update of the cluster centroids, or the
distance between the centroids before and after the update is smaller than a specified
value (ǫ) [13, 14, 15].

Before the iteration process, there are some preliminary considerations to make that
affect the result of the clustering. These considerations are the number of clusters k,
the starting positions for the centroids of the clusters and the stopping condition.

A simple measure of the distance between the samples and the centroids is the
Euclidean distance. The Euclidean distance of the two points is the Euclidean norm
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of the vector pointing from one of the points to the other. The computation of the
Euclidean norm of a vector x ∈ R

n can be seen in equation 1.

‖x‖ =
√

x2
1 + · · ·+ x2

n (1)

The Euclidean distance of a sample x ∈ R
n and a centroid c ∈ R

n is
‖x − c‖. Apart from the Euclidean distance, other metrics can be used like the
Manhattan or the Mahalanobis distance [5].

The update of the centroids of clusters is carried out after each element of the
training set has been associated with one of the clusters. The new cluster centroids
can be computed as like a center of mass for all the samples associated with that
given cluster.

The starting location of the cluster centroids can be randomly placed in the feature
space, or random samples can be selected as initial cluster centroids to ensure that
they are located in the feature space from where the data is drawn.

An algorithm for the k-means clustering method is presented in algorithm 1. In the
algorithm, the squared Euclidean distance is used for distance measurement, in line
13.

Algorithm 1 : K-means clustering
1: Definitions:

2: Let k be the number of clusters,
3: X, the set of training samples,
4: xi ∈ X, the ith sample, i ∈ {0, 1, . . . n},
5: xi ⇒ jth cluster, means that the ith sample belongs to the jth cluster,
6: cj , the jth cluster centroid, j = {1, 2 . . . k},
7: sj , the number of samples associated to the jth cluster
8: Initialization:

9: Let c+j be a random sample drawn from X , ∀ j
10: Iteration:

11: repeat

12: cj = c+j , ∀ j

13: ∀ i, find j for which ‖xi − cj‖
2 is minimal ∀j and set xi ⇒ jth cluster

14: ∀ j, c+j =
1

sj

sj
∑

k=1

xk, where xk ⇒ jth cluster

15: until c+j − cj < ǫ, or no samples are re-associated to an other cluster

It can be seen that the k-means algorithm is heavily constrained. Its performance
is profoundly affected by the proper selection of preliminary parameters, like the
number of clusters or the initial location for the centroids. There are methods for
determining a good set of parameters for a given training set [16]; however these
methods usually require the construction of several clustering systems with different
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parameters and evaluating their results. It is computationally intensive to calculate
the distance of each sample and each centroid, so for a large number of samples,
the basic algorithm has to be altered [17]. Also, if the number of clusters has to be
changed, the whole iteration process has to be done from scratch, so methods for
enabling on-line k-mean clustering were also developed [18, 19]. The basic method
also fails to reveal appropriate clusters for non-linearly separable data. This can be
worked through by formulation a similarity measure that operates in a transformed
space (which is usually higher dimensional) where the samples are linearly separable
[12].

3.2 Hierarchical clustering

Unlike the k-means algorithm, hierarchical clustering does not propose disjoint clus-
ters. It builds a hierarchical structure of clusters, that can be represented as a dendro-
gram [5]. The leaves of the dendrogram structure are the samples themselves (each
belonging to its own class), and the root of the structure is the cluster that includes
all of the samples. Thus cutting the dendrogram at different levels of hierarchy
results in a different number of clusters. Unlike the k-means clustering algorithm,
hierarchical clustering does not require the a-priory declaration of the number of
clusters, however doing so can serve as a stopping condition, resulting in faster
computation for the proposed clusters. The dendrogram can be built from the leaves
to the root (agglomerative method) or from the root toward the leaves (divisive
method) [5].

Both agglomerative and divisive methods are based on distance measures like the
Euclidean distance to compute the similarity of clusters. This measure in the context
of hierarchical clustering is called dissimilarity measure, which is the basis of the
four major clustering strategies [5, 20].

Single linkage clustering defines the similarity of two clusters with the help of the
minimum of all pairwise dissimilarities between the elements of the two clusters
[20]. The complete linkage clustering strategy defines the similarity of two clusters
as the maximum of the pairwise dissimilarities between the elements of the two
clusters [20]. If the similarity between the clusters is defined by the average of the
pairwise dissimilarities of the samples in the two clusters, then it is group-average
clustering [20]. Finally, the clusters can also be given centroids (computed from the
samples belonging to the clusters), just like the clusters in the k-means algorithm.
The centroid clustering strategy defines cluster similarity with the dissimilarity mea-
sure between the centroids of the clusters [20].

Agglomerative methods start with assigning a cluster for all samples. Then a cluster
for the two most similar clusters is created. This process is repeated until all samples
belong to a single cluster (root) or until a certain amount of clusters (k) is discovered
[5, 20].

Divisive methods start from one cluster (the root of the dendrogram) that holds
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all the samples. The cluster is divided into two sub-clusters, but due to the large
number of possible splits, the evaluation of all of the possible splits would be too
computationally expensive. Usually, a good split is done by finding the two elements
of the cluster with the highest dissimilarity and grouping the other samples to the
element of the selected two, that is more similar to the given sample [20]. The
created clusters can also be split into two, while all the resulted clusters contain
only one sample, or a formerly given number of clusters is discovered.

The divisive method is harder to implement, but it can extract more meaningful
clusters that the agglomerative approach because the latter tends to construct clusters
based on local similarities without the knowledge of the global distribution of the
data, while divisive methods have global information from the beginning [20].

3.3 Fuzzy clustering

The previously introduced methods of k-means and hierarchical clustering consider
clusters with hard margins, meaning that a sample either belongs to a given cluster
or not. In case of fuzzy clustering methods, a sample has a degree of membership
in a given cluster, which is a continuous value rather than a binary. As clustering
has a close relation to set theory, most of the clustering algorithms have a fuzzy
implementation. In this section, we introduce a fuzzy equivalent of the k-means
algorithm, the fuzzy c-means algorithm [21, 22, 23].

The fuzzy c-means algorithm is very similar to the k-means algorithm. The applied
objective function to be minimized can be seen in equation 2. Where N is the num-
ber of samples, C is the number of clusters, xi is the ith sample, i ∈ {1, 2 . . . N},
cj is the jth cluster centroid, j ∈ {1, 2 . . . C}, µij is the degree of membership of
xi in cluster j, ‖.‖ is any norm for measuring distance (like the Euclidean norm)
and m is a coefficient to control fuzziness 1 ≤ m ≤ ∞ [21, 22].

Jm =

N
∑

i=1

C
∑

j=1

µm
ij‖xi − cj‖

2 (2)

The function Jm is minimized with an iteration process, during which the degrees
of membership for each sample and each clusters are updated. After the update, the
new centroids for the clusters are computed. The degrees of membership can be
determined according to the equation 3 [21, 22].

µij =
1

C
∑

k=1

(

‖xi − cj‖

‖xi − ck‖

)
2

m−1

(3)

i ∈ {1, 2 . . . N}, j ∈ {1, 2 . . . C}
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The centroids of the clusters are calculated like in equation 4 [21, 22].

cj =

N
∑

i=1

µm
ij · xi

N
∑

i=1

µm
ij

(4)

j ∈ {1, 2 . . . C}

The preliminary steps before the iterative algorithm are to define the number of
clusters (C), the coefficient for fuzziness (which is usually set to 2) and to assign an
initial degree of membership for all training sample for each cluster. This is usually
done by filling a matrix U of size N ×C with random values for µij . The stopping
condition can be formulated exactly like in the k-mean algorithm [21, 22].

After these preliminary steps, the cluster centroids are computed with the help of
equation 4 based on the training samples and the given U matrix containing the
degree of membership of each training sample in each cluster. Then the elements
of the matrix U are modified according to equation 3. These two steps are repeated
until the stopping condition is met.

It can be seen from equation 3 that in the marginal case, if m is set to be m = 1, the
degrees of membership converge to either zero or one, making it a crisp clustering
method, like k-means.

According to this approach, most of the clustering methods can be fuzzified by
assigning a degree of membership to the samples.

3.4 Support vector machines

The SVM-based clustering is usually referred to as support vector clustering de-
scribed in detail in [24]. The idea behind the support vector clustering method is
based on the work of Schölkopf et al. [25] and Tax and Dunin [26], who introduced
methods to carry out the support vector description [27] of data structures in a high
dimensional space with the help of kernel functions [12].

Rather than separating the data samples from each other directly in feature space,
the kernel function enables to formulate a distance measure of a higher dimensional
space called feature space and use this kernel function to design the separation of the
data samples [12]. Such a separation can lead to highly nonlinear, complex decision
boundaries in the data space.

The complete mathematical description of the support vector clustering (SVC) method
can be found in [24]. In this survey, we only explain the core idea behind this tech-
nique.
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In case of SVC, the training samples are mapped to a high dimensional feature
space utilizing a Gaussian kernel function. The data in feature space is enclosed in a
hypersphere of center a and a radius of R. A penalty parameter is added to control
the allowed number of outliers. An outlier x is a sample in data space for which
‖Φ(x) − a‖22 > R2 + ξ. Where Φ(.) is the kernel function that maps the sample x

from the data space to the feature space, and ξ is the slack variable to enable soft
margin [24].

The contour of the hypersphere forms boundaries in the data space that separates
points of the data space that are inside and those that are outside of the hypersphere
when mapped to the feature space, with the given kernel function. These boundaries
can be non-convex and can even form disjoint sets of points in the data space. The
shape of the decision boundary depends on the parameters of the kernel function
and the penalty coefficient for outliers [24]. The proper tuning of these parameters
depends on the noise and overlap of structures in the provided data, and it is de-
tailed in [24]. If the parameters are all set to suitable values, then smooth disjoint
boundaries should form in the data space.

The clusters are marked by the disjoint sets in the data space [24]. So two samples
in the data space x1 and x2 are said to belong to different clusters if any path
that connects these two points in the data space exits the hypersphere in the feature
space. In [24] this criterion is checked numerically for twenty points of a connecting
line between x1 and x2.

A more straightforward approach for unsupervised clustering with support vector
machines is to use the one-class support vector machine (OCSVM) [25, 26]. The
OCSVM method operates as the basis of the SVC algorithm. If only two clusters are
expected, like in anomaly detection [8], there is no need for the cluster assignment
method proposed in [24] so the system can be simplified.

3.5 Spectral clustering

Spectral clustering is used for graph partitioning [28] by analyzing graphs with
methods of linear algebra. The spectral clustering algorithm is also based on a
similarity measure. The training data can be represented as a similarity graph, which
is an undirected graph, with the training samples as the vertexes and the edges
associated with a weight of the similarity between the two vertexes they connect.
From the similarity graph, the graph Laplacian is computed. The different kinds of
similarity graphs and graph Laplacians can be found in [28].

The graph Laplacian matrix is used to split the data into clusters. Given a required
number of clusters noted by k, the first k eigenvectors with the largest corresponding
eigenvalues of the graph Laplacian are selected [28]. These eigenvectors are used
as centroids for the clusters. The data samples are then associated with one of the
clusters with the help of the k-means method.

The implementation and interpretation of the spectral clustering method are de-
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scribed from several aspects in [28].

3.6 Decision trees

A decision tree is a tree-like graph structure. In order to assign a sample to a cluster,
the data is fed to the root node of the structure. At the nodes of the structure, the
data is inspected according to one of its given features and decided in which branch
the given sample should be propagated. So a splitting node has branches for all
possible values of the given feature towards the leaves. The leaves of the structure
correspond to different clusters, meaning that data with similar features fall to the
same cluster [29].

The structure is constructed based on a training set. During the training, the objective
is to find the best way to split the data, so to select an appropriate inspection feature
for all of the nodes. This method is called a greedy algorithm to find the splitting
feature [29]. The number of clusters can be controlled by the branching factor of the
structure [29].

The appropriate splitting feature is selected based on a measure of their discrimina-
tion power. A split based on a feature that can discriminate the data will result in
sets that are more homogeneous than that before the split. So often, the homogeneity
measure is used that can also be computed based on the distance metric between the
samples [30].

Basak and Krishnapuram proposed a method for unsupervised clustering with deci-
sion trees [30]. They introduced two homogeneity measures in their paper that are
based on the distance metric between the samples. During the construction of the
structure, at each node, a clustering of the training set is carried out based on a
single or a group of features [30].

The appropriate feature to split by in a given node can be selected by removing
features from the feature space and computing its effect on the homogeneity of
the data, or by simply observing the homogeneity of the data along each feature
separately [30].

Let the number of data points be N . If the similarity of two data points xi and
xj is computed like µij i, j ∈ {1, 2 . . . N} in equation 5, where dij is the distance
between xi and xj by a distance measure that is not necessarily the Euclidean
distance and dmax is the maximum distance of all pairwise distances between the
data points [30].

µij = g

(

1−
dij

dmax

)

(5)

i, j ∈ {1, 2 . . . N}
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The function g is computed according to equation 6 [30].

g(x) =

{

x if 0 ≤ x ≤ 1
0 otherwise

(6)

The discrimination power of a feature can be calculated according to equation 7, if
the discrimination power is measured by removing the feature from the feature set,
and according to equation 8, if the discrimination power is measured exclusively for
a given feature [30].

Hf = −





∑

i,j

µij(1− µ
f
ij) + µ

f
ij(1− µij)



 (7)

Ĥf = −
∑

i,j

µ̂
f
ij(1− µ̂

f
ij) (8)

i, j ∈ {1, 2 . . . N}

The expression µ
f
ij is the similarity of xi and xj with the feature f removed from

the feature set and µ̂
f
ij is the similarity of xi and xj only along the feature f . In

both cases the feature with the highest discrimination power is selected for splitting
feature at a given node [30].

Basak and Krishnapuram found that with this method, a well interpretable hierarchi-
cal clustering of the data can be made, which can also be translated into clustering
rules [30]. They also found that it is better to select a single feature as a splitting
criterion than a set of features.

3.7 Expectation maximization algorithm

The expectation maximization algorithm is an iterative process to find the parameters
of statistical models that describe the probability distribution of the data [31]. In case
of clustering, we suppose that the data can be distributed into k different clusters and
data in each cluster have its own probability distribution with its given parameters.
The type of the distribution of the clusters is based on assumption [31].

If it is known which data points belong to which clusters, the estimation for the
parameters of their probability distribution can be computed. If the parameters of
the probability distributions are given, the probability for each data sample coming
from the given distribution, belonging to a specific cluster can be computed. This
boils down to a k-means-like iteration process, where the initial parameters for
the probability distribution of the clusters are initialized, the probability of samples
belonging to one cluster thus can be computed, and the parameters of the probability
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distributions can be refined based on these calculated probabilities [31]. Then this
process is repeated until a specified stopping condition is met.

So the expectation maximization algorithm is very much like the fuzzy c-means
clustering, but with a stochastic aspect [31]. Instead of the degree of membership
of the samples in each cluster, the probability of the samples of belonging to the
clusters is used and the parameters to be updated are the parameters of the assumed
statistical model [31].

3.8 Self organizing maps (Kohonen network)

The Kohonen network is a fully connected artificial neural network with only an
input layer and an output layer [32, 33]. The input vectors presented to the network
are associated with one of the k different clusters. In the output layer of the network,
there is an output neuron for every cluster. So the output layer has k number of
neurons. The neuron with the highest activation decides the cluster a sample belongs
to [32, 33].

The network can be trained with the winner-take-all method [32, 33]. Let the weight
vectors of the output neurons be wi where i ∈ {1, 2, . . . k} and the input vectors
to be x. The jth output neuron is selected as the winner neuron, and the sample is
associated with its cluster, if

‖x−wj‖ = min
i=1...k

‖x−wi‖

The weight vector with the minimum distance from the sample can also be found
by finding the maximum of the scalar products of the input vector and the weight
vectors if the weight vectors are all normalized [32, 33]. This can be seen in equation
9.

< wj ,x >= max
i=1...k

< wi,x > (9)

Equation 9 only holds if the weight vectors of the network are normalized, so
‖wi‖ = 1 ∀i. The scalar product of the input vector and the weight vectors is the
activation of the output neurons. This is why the winning neuron is selected as the
one with the highest activation.

The interpretation of the scalar product is the projection of x in the direction of wi.
So if the projection is greater in a given direction, that means the input vector is
more similar to the normal weight vector pointing to that direction.

In case of the winner-take-all method, only the weight vector of the winner neuron
is modified during the training process [32, 33]. The objective is to minimize the
squared distance between the input vector and the winning weight vector. This can
be done by computing the gradient of the objective function and use gradient descent
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to modify the weights of the winning neuron [32, 33].

The gradient of the objective function with respect to the weights can be seen in
equation 10.

d‖x−wj‖
2

dwj

= −2(x−wj) (10)

According to equation 10 the weight vector wj should be modified in the direction
of x−wj . The modified weights can be calculated according to equation 11.

wj := wj + η(x−wj) (11)

After the weight update, the weight vector wj has to be normalized again.

If the training data is linearly separable, the weight vectors of the Kohonen network
will converge to point to the center of mass of the clusters [32, 33]. The number
of output neurons must be larger than the number of clusters even if the number of
clusters is not known a-priory. The appropriate neurons to cluster by then can be
selected, by inspecting the direction of their weight vectors during and after training
and the ones that are not necessary can be omitted [32, 33].

3.9 Adaptive resonance theory

The adaptive resonance theory (ART) [34] model for neural networks is very similar
to the Kohonen network, but it includes some other functionality [35]. The structure
of the ART model is the same as the Kohonen network with the exception that
the output neurons also implement lateral inhibition. So the activation of an output
neuron decreases the activation of the others. The objective is the same, to find a
weight vector that is similar to the input vector. After the classification of the input
vector, the output activations are compared to a vigilance parameter [35]. If the
activation of the winning neuron is higher than the vigilance parameter, the training
continues like it was a Kohonen network. However, if the vigilance parameter is
larger than the winning neuron’s activation, it means that the presented input vector
is out of an expected range around the weight vector. In this case, the winning
neuron is turned off, and the prediction is made again. This is done until one of the
weight vectors overcome the vigilance parameter. If it is not overcome in any trials,
then such a neuron is selected that does not represent a cluster yet, and its weights
are modified towards the input vector [35].

With the tuning of the vigilance parameter, ART models can control the smoothness
of classification [35]. High values of the vigilance parameter result in fine clusters
and a lower value of the vigilance parameter results more general, smooth clusters
[35].
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3.10 Autoencoders

Autoencoders are artificial neural network structures that try to reconstruct their
input on their output [36]. The loss function is computed from the reconstruction
error of the network. As only the inputs and the computed outputs are used for the
loss function, there is no need for labeling, and thus the network can be trained in
an unsupervised manner [36].

The training of the autoencoder structure is carried out with the error backpropaga-
tion algorithm. A simple autoencoder structure can be seen in Figure 1.
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Figure 1
Simple autoencoder structure

In the structure in Figure 1, the network has fully connected layers. Let the input
vector be x ∈ R

n, so the number of neurons in the input layer is n. The objective
is to reconstruct the input in the output layer, so the output layer also consists of
n number of neurons. The number of neurons in the hidden layer is chosen to be
m where m < n. The matrix W1 is the weight matrix between the input and the
hidden layers. Each row of the W1 matrix is a weight vector of a neuron in the
hidden layer. So W1 is a matrix of R

m×n. The rows of W2 are the weight vectors
of the output neurons, so W2 ∈ R

n×m.

The hidden layer activations are computed according to equation 12, where f(.) is
the activation function of the hidden layer neurons, and it is applied element-wise
to the result of the matrix-vector multiplication. It is important to note that the bias
weights are not treated separately in this equation.

h = f(W1x) (12)

The output of the network can be computed similarly to the hidden layer activations.

y = f(W2h)

As the hidden layer has fewer neurons than the input layer and the objective of the
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network is to reconstruct the input on its output, the encoder part is responsible for
compression of the data [36]. The compressed representation of the data must be
informative about the input so it can be decoded with high accuracy. So the encoder
part of the network tries to extract features from the input that describe the data
well. These features can be used for clustering because they represent directions in
the feature space in which the input data can be well-separated [36].

The training of the structure can be accomplished by forming a loss function from
the difference of the input and the output, such as ‖x − y‖2 and minimizing this
function with respect of the weights of the network [36]. The gradient of the loss
function with respect of the weights can be computed, so the error-back-propagation
algorithm can be used to train the network without the need for labeled examples
[36].

3.11 Co-localization

Image co-localization is an unsupervised method for object discovery in images. A
set of images that all contain a common object are provided as training samples
[37]. The task of image co-localization is to find a bounding box for the common
object across all images [37].

Wei et al. proposed an image co-localization method, DDT (deep descriptor trans-
formation) that leverages the features extracted by pre-trained convolutional neural
networks [37]. A deep descriptor is a component vector of the output volume of
a convolutional layer. If the output volume has the dimensions of w for width, h

for height and d for depth, then a deep descriptor at the index i, j is the vector
xi,j ∈ R

d, i ∈ {1, . . . h} and j ∈ {1, . . . w}.

The pre-trained model is presented with N number of images that has a common
object on them to be localized. The deep descriptors for each image are collected
Xn = {xn

i,j ∈ R
d}, where n ∈ {1, . . . N} and the mean vector for all of the deep

descriptors is calculated as in equation 13 [37].

For equations 13,14 and 15, i ∈ {1, . . . h}, j ∈ {1, . . . w} and K = w · h ·N .

x̄ =
1

K

∑

n

∑

i,j

xn
i,j (13)

After calculating the mean vector, Wei et al. compute the covariance matrix accord-
ing to equation 14 [37].

Cov(x) =
1

K

∑

n

∑

i,j

(xn
i,j − x̄)(xn

i,j − x̄)T (14)

The eigenvector of Cov(x) that corresponds to the largest eigenvalue is noted as ξ1
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and the first principal component of a deep descriptor at an index of i, j for a given
image is described as in equation 15 [37].

p1i,j = ξT1 (xi,j − x̄) (15)

The first principal component can be calculated for all values of i and j, and the
result can be organized into a matrix P 1 ∈ R

h×w. The elements of P 1 for a given
image with positive value represent positive correlation across all the N number
of images for that descriptor, so it is likely to belong to the common object [37].
Thus the matrix P 1 is thresholded at zero for all of the images and the location of
the largest connected positive region is sought. As the dimension of the P 1 matrix
is the same as the feature map of the convolutional layer (w × h), the location in
the P 1 matrix can be reflected the image. So a region on the image can be found
that correlates across all of the images [37]. A minimal enclosing bounding box can
be formed for the proposed regions, thus solving the task of image co-localization.
Also, if the P 1 matrix does not contain any element with a positive value, it means
that the image does not contain the common object [37].

3.12 Generative models

In generative adversarial networks (GANs), there are two networks trained at the
same time [11], a generator network and a discriminator network. The generator
network generates data from random vectors, and the discriminator network tries to
tell apart the generated and synthetic data samples. The objective of the generator
network is to fool the discriminator. So it develops its internal parameters in a way
that it can generate data seemingly coming from the same domain as the real training
samples. The discriminator has to develop an understanding of the essential features
of the data in order to be able to discriminate between the synthetic ones [11].

After both the networks are trained, the transfer of the output of the generator
network can be examined by interpolating in the input space [11]. The results show
that the transfer between two input vectors with input space interpolation is smooth.
This implies that the discriminator network also possesses a smooth continuous
representation of the feature space, which means that such a model can be used
for extracting robust general low-level features even in case of training sets that are
discontinuous in the feature space [11].

Mathematical operations with the input vectors also show that the generator deals
with the features in the sense of similarity [38]. In case of image generation for
human faces, for example, let an input vector xsf yield an output of a smiling
female face, xnf a neutral female face and xnm result in a neutral male face. The
input vector xsm = xsf − xnf + xnm will result in a smiling male face. This also
implies, that the discriminator also has a sense of similarity, like smiling faces are
similar, female faces are similar, male faces are similar etc. moreover, this knowledge
can be utilized for clustering as well [38].
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4 Applications

In this section, we introduce some examples of how the different unsupervised clus-
tering techniques can be leveraged in deep learning applications.

The k-means clustering can be used to learn low-level filters for convolutional neu-
ral networks [39, 40, 41]. Socher et al. introduced a convolutional-recursive deep
learning structure for 3D object recognition from RGB-D data [39]. A single con-
volutional layer first processed both the RGB and the depth modalities. They pro-
posed an unsupervised method to build the filters based on the k-means clustering
algorithm. They compared their proposed method to other models introduced in
[42, 43, 44, 45]. Their experiments show, that their model, with an accuracy of
86.8 ± 3.3, was able to outperform all other methods except for the one introduced
in [45], which had a 0.7% higher accuracy, but required five times more memory.

Coates and Ng introduced an unsupervised method for learning deep hierarchical
features with the help of k-means clustering [46]. In their paper they describe the
main considerations and limitations to perform multiple layers hierarchical feature
representation with k-means clustering. They also show that this method, with an
accuracy of 82%, can achieve the performance of the state-of-the-art unsupervised
deep learning methods such as vector quantization (81.5% accuracy) and convolu-
tional DBN (78.9% accuracy) on the full CIFCAR-10 dataset, but with easier imple-
mentation (only one hyperparameter ’k’) and better scalability. A similar approach
can be seen in [47].

Reducing the dimensionality of the data is an essential task for both visualizing
high dimensional data for better understanding and for clustering, as the distance
measures become simpler in reduced dimensional spaces. Yang et al. proposed a
method to optimize the dimensionality reduction and the clustering method together,
to construct a meaningful representation of the data in a reduced dimensional space
[48]. They used a deep neural network as the dimensionality reduction system and
trained it in respect to the clustering method (k-means clustering). In order to avoid
trivial solutions where the network maps any input to such latent space that it can
be trivially separated, a loss for the reconstruction of the input was also introduced,
like in the autoencoder structure. This way the network was able to create a latent
representation of the input with well separable clusters that are evenly scattered
around the cluster centroids.

For graph partitioning Tian et al. showed that the reconstruction of the similarity
matrix with autoencoders is a suitable alternative for the traditional matrix calcu-
lations in case of spectral clustering, in large-scale clustering problems, where the
input space is very high dimensional [49]. The hidden layer activations can be used
for the k-means clustering directly, instead of calculating the eigenvectors of the
graph Laplacian to place cluster centroids. Based on this result Vilcek proposed an
autoencoder structure for unsupervised detection of communities in social networks
[50].
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The connections between two neural network layers decide which features of the
first layers affect which features of the second layer. In case of fully connected
neural networks, all the neurons in the first layer can affect the activation of each
neuron in the second layer. It is decided during training, which connections are
neglected and which are of greater importance, by tuning the weights associated
with the connections. Connections get neglected because not all first layer features
are necessary for the computation of a given second layer feature [51, 41]. For
unsupervised learning, the tuning of the weights this way is not always possible, and
it is also computationally ineffective. Unsupervised clustering can be used to design
the connections between neural network layers [51, 41].

Bruna et al. proposed a generalization of deep convolutional architectures (locally
connected networks) based on analogies with graph theory and introduced a hier-
archical and a spectral construction method for convolutional structures [52]. Ex-
periments were carried out on a downsampled MNIST dataset, where the proposed
method was able to achieve equal or lower classification error than a fully connected
network that had more than twice the amount of parameters. In [53] another study
on the topic of spectral methods for deep learning is presented.

Fuzzy rules can be extracted from the collected data with the help of deep learning
[54]. In [54] a method is proposed for extracting fuzzy rules from the data by feeding
it to a restricted Boltzmann machine and applying a probability based clustering
method (similar to the expectation maximization algorithm) to form the fuzzy rules.

DFuzzy is a deep learning based fuzzy clustering approach for graph partitioning
[55]. DFuzzy enables vertexes to belong to multiple clusters with different degree.
An autoencoder structure is used to create graph partitions that can be mapped to
vertexes by the decoder. An initial clustering of the graph is performed with the
PageRank algorithm [56].

The NDT (neural decision tree) is a hybrid architecture of a decision three and
multilayer neural networks [57]. At each node in the decision tree, the splitting is
implemented by a neural network. Describing the structure as a whole and assum-
ing shared weights, enable the optimization of the whole architecture globally. The
authors compared the test set accuracy of the NDT, a decision tree and a neural
network on 14 different datasets, and found that none of these methods have a sig-
nificant advantage over the other, but the NDT model accuracy is in the top two on
13 of the 14 datasets.

Patel et al. proposed a probabilistic framework for deep learning [58]. Their proposed
model, the Deep Rendering Mixture Model (DRMM) can be optimized with the
expectation maximization algorithm. The method was introduced as an alternative
for deep convolutional neural networks and their optimization with backpropagation.
The model can be trained in an unsupervised and semi-supervised manner. The
experiments show that the best performing DRMM architectures were able to achieve
a test error rate of 0.57%, 1.56%, 1.67% and 0.91% in a semi-supervised scenario
for the MNIST dataset with 100, 600, 1000 and 3000 labeled examples respectively.
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Most of the convolutional and generative models for comparison had error rates that
are nearly two times greater than these.

In [59] a spatial mixture model was proposed for the unsupervised identification
of entities in the input. In the mixture model, each entity is described by a neu-
ral network with a given set of parameters. Based on the expectation maximization
algorithm, an unsupervised clustering method is introduced, that enables optimiza-
tion by differentiation. The basic idea behind this approach is similar to the neural
decision tree [57], but instead of a decision tree, a mixture model is created.

A detailed description of the autoencoder structure, its role in unsupervised learning
and place in deep learning, along with different types of autoencoders can be found
in [36].

Radford et al. introduced the Deep Convolutional Generative Adversarial Network
structure (DCGAN) [60]. In their work, they showed that deep convolutional models,
as generative networks, can extract useful features from the presented images in an
unsupervised manner. Their result shows that both the generator and the discrimina-
tor network can be trained to extract general features and thus they can be used for
other purposes as well, for example as feature extractors.

Summary

The current results show that deep learning can benefit a lot from unsupervised
clustering methods. The applications that utilize unsupervised learning in the process
of deep learning, perform well in many cases [39, 41, 46, 48, 52, 57, 58] and can
have other advantages, like fast training and inference, smaller memory needs and
easy implementation due to the lack of labeling. This paper promotes the use of
unsupervised techniques in the field of deep learning and argues that a significant
aspect of deep learning research should be to find ways to exploit the information
provided by the sheer data better, rather than acquiring more and more data in order
to build even more complex models to enhance performance.
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Abstract: This paper presents the design of a nonlinear teleoperation system which is 

comprised of a single master and multiple slave (SM/MS) units. The interaction between 

these units follows the extended state convergence architecture which allows multiple 

linear master units to influence multiple linear slave units. However, in this study, the 

nonlinear dynamics of the master and slave units is considered and the resulting nonlinear 

teleoperation system is analyzed in the presence of time delays. To be specific, the 

following objectives are defined: (i) the nonlinear teleoperation remains stable in the 

presence of time varying delays, (ii) the slave units follow the position commands of the 

master unit and (iii) the operator receives a force feedback proportional to the interaction 

forces of the slaves with their environments. Towards this end, Lyapunov-Krasovskii theory 

is utilized which provides guidelines to select the control gains of the extended state 

convergence architecture such that the aforementioned objectives are achieved. The 

efficacy of the proposed scheme is finally verified through simulations in 

MATLAB/Simulink environment by considering a two degrees-of-freedom (DoF) single-

master/tri-slave nonlinear teleoperation system. 

Keywords: Teleoperation; nonlinear dynamics; state convergence; MATLAB 
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1 Introduction 

Teleoperation refers to the control of a distant process and has found diverse 
applications ranging from miniaturized medical procedures to large-scale 
industrial processes. It is usually accomplished through the use of master and 
slave robotic devices which are connected through a communication channel. 
Based on the number of these robotic devices, teleoperation systems can be 
classified as either bilateral or multilateral systems. In a typical bilateral 
teleoperation system, human operator drives the master manipulator and the 
resulting motion commands are transmitted across the communication channel 
towards the slave manipulator which performs the desired task at the remote site. 
A force feedback is also provided by the slave manipulator to improve human’s 
perception of the remote environment. By deploying more than one slave 
manipulator, the task can be carried out more efficiently. The teleoperation system 
in such a setting is known as single-master/multi-slave system and is one of the 
topologies in a broader class of multilateral systems. Other arrangements in this 
category include dual user systems for training tasks, and multi-master/single-
slave and multi-master/multi-slave systems for collaborative missions [1]-[3]. 

All these forms of teleoperation need an effective control system to achieve the 
required task. An ideal control algorithm should be able to ensure that the 
teleoperation system remains stable against the time delays of the communication 
channel while providing a superior position and force tracking performance under 
systems’ uncertainties. This is a challenging task since stability and transparency 
(the position and force tracking requirement is collectively referred as 
transparency) are two conflicting objectives and the presence of uncertainties 
complicates the problem further. Many research efforts have been directed to 
address these performance issues in teleoperation systems. Passivity schemes are 
popular in research community as they transform the delay-vulnerable system into 
a delay-resilient one [3]-[11]. However, transparency of the teleoperation system 
is sacrificed during this transformation process especially when large time delays 
exist, for which some modifications to the standard passivity algorithms have also 
been proposed [12]. To ensure that the teleoperation system performs well under 
uncertainties, non-passive algorithms based on H-∞ [13], [14], sliding mode [15]-
[18] and adaptive control [19]-[21] theories are also proposed. However, time 
delay appears to be a limiting factor in the complete success of these algorithms. 
The use of intelligent control techniques such as fuzzy logic [22]-[26] and neural 
networks [27], [28] has also been investigated. Encouraging results are reported 
based on the combination of neural networks and passivity algorithms [29], [30]. 

State convergence is another novel scheme which provides an elegant design 
procedure to determine control gains for bilateral teleoperation systems modeled 
on state space [31]. It was originally proposed for linear systems with small time 
delay in the communication channel. Later, the applicability of the scheme to 
nonlinear teleoperation systems suffering from time-varying delays was 



Acta Polytechnica Hungarica Vol. 15, No. 8, 2018 

 – 57 – 

demonstrated through the use of Lyapunov-Krasovskii functional [32]. In our 
earlier work, we have employed the state convergence scheme to control a 
nonlinear teleoperation system which can be approximated by a class of Takagi-
Sugeno fuzzy models. We have also extended this scheme to design controllers for 
multiple linear one DoF teleoperation systems [33]. 

This paper builds on our earlier framework of [33] and discusses the design of a 
multi-DoF SM/MS nonlinear teleoperation system in the presence of time varying 
delays. To the best of authors’ knowledge, state convergence based design of 
SM/MS nonlinear teleoperation system has not been discussed in the literature. 
Further, the earlier methodology on the control of nonlinear bilateral teleoperation 
system through state convergence [32] has become a special case of the proposed 
multilateral controller. To proceed, we first define the control objectives to be the 
synchronization of master and slave position signals along with the mixed force 
reflection to the operator from the slave environments. Then, to achieve these 
objectives, Lyapunov-Krasovskii theory is utilized to design the control gains of 
the extended state convergence architecture following the lines of [32]. The 
proposed methodology is finally verified through MATLAB simulations on a 2-
DoF single-master/tri-slave nonlinear teleoperation system in the presence of time 
delays. 

This paper is structured as follows: We start by presenting the modeling of 
SM/MS teleoperation system in Section 2. Preliminaries are included in Section 3 
while control objectives are listed in Section 4. Stability analysis and control 
design is discussed in Section 5. Simulation results are presented in Section 6. 
Finally, conclusions are drawn in Section 7. 

2 Modeling of the SM/MS Teleoperation System 

We consider a nonlinear teleoperation system which is comprised of n-DoF single 
master and l-slave manipulators/units with the following dynamics: 

   ,
m m m m m m m m m m h

M q q C q q q g q F     
 

      (1) 

  , , 1,2,...,i i i i i i i i i i i

s s s s s s s s s s e
M q q C q q q g q F i l   

        
   

   (2) 

Where  , i n n

m s
M M

 ,  , i n n

m s
C C

 ,   1, i n

m s
g g

 ,   1, i n

m s
q q

 , 

1, i n

m s
q q

 
 

 
, 1, i n

m s
q q

 
 

 
,   1, i n

m s
   denote inertia matrices, 

coriolis/centrifugal matrices, gravity vectors, joint positions, joint velocities, joint 
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accelerations, and input torques of master and slave units respectively.     
Operator’s forces are assumed to be constant while environments are assumed to 
be passive in this study. It is also assumed that the environments can be modeled 

as spring-damper systems, i.e. i i i i i

e e s e s
F K q B q  where ,i i n n

e e
K B

 are positive 

definite diagonal matrices. 

Now, the communication between the master and slave units is established 
through the use of extended state convergence architecture. This communication 
framework is shown in Figure 1 and is comprised of the following parameters: 

2
1 2

n n

m m m
K K K

    : This parameter is the stabilizing feedback gain matrix 

for the master unit. Each of its constituent members  1 2, n n

m m
K K

  is an 

unknown but negative definite diagonal matrix and will be found through 
Lyapunov-Krasovskii based design procedure. 

2
1 2

i i i n n

s s s
K K K

    : This parameter is the stabilizing feedback gain matrix 

for the ith slave unit. Each of its constituent members  1 2,i i n n

s s
K K

  is an 

unknown but negative definite diagonal matrix and will be found through 
Lyapunov-Krasovskii based design procedure. 

2
1 2

i i i n n

s s s
R R R

    : This parameter models the influence of the master unit’s 
motion onto the ith slave unit’s motion. Each of its constituent members 
 1 2,i i n n

s s
R R

  is an unknown but positive definite diagonal matrix and will be 

found through Lyapunov-Krasovskii based design procedure. 

2
1 2

i i i n n

m m m
R R R

    : This parameter models the influence of the ith slave 

unit’s motion onto the master unit’s motion. Each of its constituent members 
 1 2,i i n n

m m
R R

  is an unknown but positive diagonal matrix and will be found 

through Lyapunov-Krasovskii based design procedure. 

2
i

G
 : This parameter models the influence of the operator’s applied force onto 

the ith slave unit. 

 miT t
 : This represents the time delay on the link which connects the ith 

slave unit to the master unit. In this study, only the upper bounds on these time 

delays  mi
T

  are known. 

 siT t
 : This represents the time delay on the link which connects the master 

unit to the ith slave unit. In this study, only the upper bounds on these time delays 

 si
T

  are known. 
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Figure 1 

Single-master/multi-slave teleoperation system through state convergence 

3 Premilinaries 

3.1 Properties of Master/Slave Units 

The master and slave units as modeled by (1),(2) possess the following properties: 

(P1) The inertia matrices are symmetric, positive definite and bounded, i.e. there 
exist positive constants l

 and u
 such that  0 l uI M q I      . 

(P2) A skew-symmetric relation exists between the inertia and coriolis/centrifugal 

matrices such that   2 , 0,T n
x M q C q q x x
         

. 
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(P3) The coriolis/centrifugal force vectors are bounded i.e., there exists positive 

constant 
f

  such that ,
f

C q q q q   
 

. 

(P4) If the joint variables q and q are bounded, then the time derivative of 

coriolis/centrifugal matrices is also bounded. 

3.2 Lemmas 

For any vectors , n
x y , positive definite diagonal matrix n n

F
 , 

scalar 0  and variable time delay  iT t  having upper bound
i

T
 , the following 

inequalities hold: 

(L1)  
  2

0 0 0 0

2
f f fi

t t tT t

T T Ti
T

x F y t d dt x Fxdt y Fydt  




        

(L2)       
  1

2

20

iT t

i i
x t T t x t x t d T x        

4 Control Objectives 

Besides establishing the stability, we intend to achieve the following objectives in 
SM/MS nonlinear teleoperation system: 

Control Objective # 1: During the free motion, the joint positions of all the slave 
units should converge to the corresponding joint positions of the master unit in 

steady state i.e.    lim 0, 1,2,...,i

s m
t

q t q t i l


     

Control Objective # 2: During the contact motion, operator should feel a force 

proportional to the aggregated environmental forces, i.e.
1

l
i

h e

i

F F


  

5 Stability Analysis and Control Design 

Consider the SM/MS teleoperation system of Fig. 1 with time varying delays in 
the communication channel. The control inputs for the master and slave units in 
this time-delayed teleoperation system are: 
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       1 2 1 2
1 1

l l
i i i i

m m m m m m m m s si m s si

i i

g q K q K q R q t T t R q t T t
 

                       (3)    

       
  
1 2 1 2

2      , 1, 2,...,

i i i i i i i i i

s s s s s s s s m mi s m mi

i

h mi

g q K q K q R q t T t R q t T t

G F t T t i l

        

  
                 (4) 

By plugging (3) in (1) and (4) in (2), we obtain the closed loop dynamics of the 
master and slave units as: 

     1 2 1 2
1 1

l l
i i i i

m m m m m m m m m s si m s si h

i i

M q C q K q K q R q t T t R q t T t F
 

          

              (5) 

     
  

1 2 1 2

2                      , 1, 2,...,

i i i i i i i i i i

s s s s s s s s s m mi s m mi

i i

h mi e

M q C q K q K q R q t T t R q t T t

G F t T t F i l

       

   
               (6) 

In equilibrium points for master and slave units, we have: 

  
  

, 0

, 0

m m mi m m m

i i i i i

s s si s s s

q q t T t q q q

q q t T t q q q

    

    
     (7) 

Considering the environmental models and evaluating (6), (7) at equilibrium, we 
have: 

  

1 1
1

1 1 2

0

0 , 1,2,...,

l
i i

m m m s h

i

i i i i i i

s s s m h mi e s

K q R q F

K q R q G F t T t K q i l



  

      


   (8) 

Let us now analyze the closed loop teleoperation system of (5), (6) in a new 

coordinate system formed by the variables , i

m s
q q and their time delayed versions 

     , i

m mi s si
q t T t q t T t   as defined below: 

m m m
q q q          (9) 

     m mi m mi m
q t T t q t T t q                    (10) 

i i i

s s s
q q q                                 (11) 

     i i i

s si s si s
q t T t q t T t q                     (12) 
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By using (9)-(12) with (5)-(8), we obtain the transformed teleoperation system as: 

     1 2 1 2
1 1

l l
i i i i

m m m m m m m m m s si m s si

i i

M q C q K q K q R q t T t R q t T t
 

         (13) 

     1 2 1 2

                       , 1, 2,...,

i i i i i i i i i i

s s s s s s s s s m mi s m mi

i i i i

e s e s

M q C q K q K q R q t T t R q t T t

K q B q i l

       

  

            (14) 

Now we study the asymptotic stability and position coordination behavior of the 
time-delayed teleoperation system in Theorem 1 while the force reflection 
behavior is discussed in Theorem 2. 

Theorem 1: The origin of the transformed time-delayed teleoperation system 
(13), (14) is asymptotically stable and the position coordination between the 
master and slave units is achieved in free motion when the control gains of (15), 
(16) are used and 1l  inequalities in (17), (18) are also satisfied. 

 1 2 1
1

1 2 1

1 1 2 2

, 1

, 2 , 1,2,...,

, 2 , 2 , 1,2,...,

l
i

m m md

i

i i i

s s sd

i i i i i i

m s m md s sd

K lK K l K K

K K K K K i l

R R K R K R K i l



     

      

     


               (15) 

   1 11 , 1i i

md sj sd mj
K T t K K T t K

         
   

                (16) 

2

1 0, 1,2,...,
2 2
mj sj

sj

T
K K K i l






                     (17) 

2

1
1 1

0
2 2

l l
sj mj

i i mj

T
K K K






 

                     (18) 

Where, ,
sj mj
  are positive constants, 1, n n

K K
 are positive definite diagonal 

matrices, ,
sj mj

T T are the time derivatives of communication delays which are 

assumed to be less than unity. Therefore, ,i i n n

sd md
K K

 are also positive definite 

diagonal matrices. 

Proof: Consider the following Lyapunov-Krasovskii functional candidate: 
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       
 

   
 

1

1
1 1

1
1 1

1 1
, , ,

2 2

1

2

1

2

mj

sj

l TT
i i i i i i

m s s m s m m m s s s

i

tl lT T
i i

s m s m m m

i i t T t

tl lT T
i i i i i

s s s e s

i it T t

V q q q q q q M q q M q

q q K q q q K q d

q K q d q K q

  

  



  

 

 
     

 

   





  

 

              (19) 

By taking the time derivative of (19) along the trajectories of the teleoperation 
system (13), (14) and using the property P2 of the master and slave units, we 
obtain: 

     

     

1 1 2 2
1 1

1 2 1 2
1

l l
T

i i i i

m m m m s si m m m s si

i i

l T
i i i i i i i i i i i

s s s s s s m mi s m mi e s e s

i

T T TT T
i i i i i i i

s s s m m s m m s e s

i

V q K q R q t T t K q R q t T t

q K q K q R q t T t R q t T t K q B q

q K q q K q q K q q K q q K q

 



 
        

 

 
         

 
 
    
 
 

 



       

       

1

1 1
1

1 1
1

1

1

l

l
T T

m m m mi mi m mi

i

l T T
i i i i

s s s si si s si

i

q K q q t T t T t K q t T t

q K q q t T t T t K q t T t









           
          







 (20) 

By grouping the terms in (20) and using the definition of the time varying 
matrices (16), we have: 

     

     

        

 

1 1
1

1 1
1 1

2
1 2

1

2 1 2

l
T T

i i i

m m m m m s si s

i

l lT T
i i i i i

s s s s s m mi m

i i

l TT T
i i i i im

m m m m s si s si md s si

i

T T
i i i i i i

s s e s s s

V q K lK q q R q t T t K q

q K K q q R q t T t K q

K
q K q q R q t T t q t T t K q t T t

l

q K K B q q R



 



     

    

             

  



 



        
1

l
T

i

m mi m mi sd m mi

i

q t T t q t T t K q t T t


 
    
 
 



                    (21) 
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Let us now define the following position error signals: 

  
  

i
m

i
s

i

m s siq

i

s m miq

e q q t T t

e q q t T t

  

  
                  (22) 

By substituting the control gains of (15) in (21) and using the time derivative of   
(22) in the resulting expression, we obtain: 

       
1 1 1

1 1
1 1 1

      

T
i i
m m

T
i i
s s

l l l TT
i i i i

q qm s si s md s m mi m

i i i

l l lT TT
i i i i i i

q qsd m m s s s e s

i i i

V q K q t T t q e K e q K q t T t q

e K e q K q q K q q B q

  

  

       

  

  

  
                                  (23) 

By integrating (23) over the time interval 0,
f

t   , rewriting first and third terms in 

integral form and finally using lemma L1, we have: 

2

2

10 0 0

1 0 0

1 0 0

2 2

             
2 2

             

f f f

f f

f f

T T
i i i i
m m s s

t t t
l TT

i isi si

m m s s

i si

t t
l T T

i imi mi

s s m m

i mi

t t
l

i i
q q q qmd sd

i i

T
V d q K q d q K q d

T
q K q d q K q d

e K e d e K e d


  




 



 











 
   
 
 
 
  
 
 



  

  

  
1

1 1
1 10 0 0

             
f f f

l

t t t
l lT TT

i i i i i

m m s s s e s

i i

q K q d q K q d q B q d  



 



 



   

                          (24) 

The simplification of (24) leads to: 

2

2

1
1 10 0

1
1 0

1 10 0

2 2

              
2 2

              

f f

f

f f

T T
i i i i
m m s s

t t
l l

T
si mi

m m

i i mi

t
l T

i imi si

s s

i si

t t
l l T

i i i i
q q q qmd sd s e

i i

T
V d q K K K q d

T
q K K K q d

e K e d e K e d q B q


 








 



 





 

 
      

 

 
    

 

 

  

 

  
1 0

ft
l

i

s

i

d



              (25) 
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   

     

2

2

2

1
1 1 2

2

1
1

2

22 2

1 1 12 2 2

0
2 2

                        
2 2

                        i i
m s

l l
si mi

f m

i i mi

l
imi si

s

i si

l l l
i i i i

q qmd sd e s

i i i

T
V t V K K K q

T
K K K q

K e K e B q











  



 





  

 
       

 

 
    

 

 

 



  

                (26) 

Where  X denotes the minimal Eigen value of X and the notation 

 
2

x t represents the 2L norm of the signal  x t in the time interval 0,
f

t   . Now, 

if the inequalities in (17), (18) are satisfied and the time derivative of the 
communication delays remains less than unity, then the right hand side of (26) 
remains negative. Taking the limit as

f
t  , it can be concluded that the signals 

, , ,i i i

m s s m sq q q q q L

    
  

and 2, , ,i i
m s

i
q qm sq q e e L

   
  

. The boundedness of the 

signals  ,i i

s m s
q q q implies that 

m
q is also bounded and therefore

m
q L . Now, 

we study the boundedness of the signals , i

m sq q
  
 
  

. Towards this end, we rewrite 

(13) and (14) as: 

       1

1 1 2 2
1 1

l l
i i i i

m m m m m m m s si m m m s si

i i

q M C q K q R q t T t K q R q t T t


 

 
        

  
 

                    (27) 

 
  

  

1 1 1 2

2

i i i i i i i i i

s s s s s m mi e s s si i

s s

i i i

s m mi e s

C q K q R q t T t K q K q
q M

R q t T t B q



 
      

   
 

   

             (28) 

In (27) and (28), boundedness of the signals, 

     ,i i

m s si s m mi
q q t T t q q t T t    needs to be established in order to draw 

conclusions on the boundedness of the perturbed acceleration signals. These 
position error signals can be written as: 

     
1 2

i i i i

m s si m s s s si
q q t T t q q q q t T t                      (29) 
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     
1 2

i i

s m mi s m m m mi
q q t T t q q q q t T t                      (30) 

The first terms in (29), (30) have already been shown to be bounded. The second 
terms in these relations can be re-written using lemma L2 as: 

    
 

    
 

1

2

1

2

0 2

0 2

si

mi

T t

i i i i

s s si s si s

T t

m m mi m mi m

q q t T t q t d T q

q q t T t q t d T q

 

 





    

    




               (31) 

It can now be concluded from (31) that the 

signals       ,i i

m s si s m mi
q q t T t q q t T t L     . Using the properties P1, P3 

of the manipulators and the combined result, 

     , , , , ,i i i i i

m s s m s m s si s m miq q q q q q q t T t q q t T t L

        
  

, it is established 

that the perturbed acceleration signals of master and slave units are bounded, i.e. 

, i

m sq q L

   
  

. By Barbalat’s lemma, this boundedness of the transformed 

acceleration signals in conjunction with the result 2, i

m sq q L
   
  

leads to the zero 

convergence of the perturbed velocity signals, i.e. 

lim lim lim lim 0i i
m s

i
q qm s

t t t t
q q e e

   
    . Next, we analyze the time derivative of 

(27) and (28):  

 
  

  

 
  

  

1 1
1 1

2 2
1

1 1
1 1

2 2
1

      

l
i i

m m m m m s si

i

m m
l

i i

m m m s si

i

l
i i

m m m m m s si

i

m
l

i i

m m m s si

i

C q K q R q t T t
d

q M
dt

K q R q t T t

C q K q R q t T t
d

M
dt

K q R q t T t

 



 



 
   

    
   
  
 

   
   
   
  









              (32) 
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 
  

  

 
  

  

1 1 1

2 2

1 1 1

2 2

      

i i i i i i i

s s s s s m mi e si i

s s

i i i i i

s s s m mi e s

i i i i i i i

s s s s s m mi e si

s

i i i i i

s s s m mi e s

C q K q R q t T t K qd
q M

dt
K q R q t T t B q

C q K q R q t T t K qd
M

dt
K q R q t T t B q





 
    

   
 
     

 
    

  
 
     

              (33) 

The derivative terms involving inertia matrices in (32), (33) are computed as: 

      

      

1 1

1 1

T

m m m m m

i i i iT i

s s s s s

d
M M C C M

dt

d
M M C C M

dt

 

 

  

  
                (34) 

The properties P1 and P3 of the master and slave units along with the earlier result 

, , ,i i

m s m sq q q q L

   
  

dictate the boundedness of the derivative terms in (34). The 

remaining derivative terms in (32), (33) also turn out to be bounded following the 
application of properties P1, P3, P4 and the earlier result: 

  

  

, , , , ,

, ,

i i i i

m s s m s m s si

i i

s m mi m s

q q q q q q q t T t
L

q q t T t q q



 
     

    

. Since all the terms on right hand 

sides of (32), (33) are bounded, we have , i

m sq q L

   
  

. By using the results, 

lim lim 0i

m s
t t

q q
 

  and , i

m sq q L

   
  

, it can be concluded that lim lim 0i

m s
t t

q q
 

  . 

With the zero convergence of perturbed velocity and acceleration signals, the 
closed loop teleoperation system of (13), (14) in combination with (15) becomes: 

  
1

lim 0
l

i

m s si
t

i

q q t T t




                    (35) 

   1lim i i i

s m mi e s
t

q q t T t K K q



                    (36) 

The time delay terms in (35) and (36) can be written as: 
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  
 

  
 

si

mi

t

i i i

s si s s

t T t

t

m mi m m

t T t

q t T t q q d

q t T t q q d









  

  




                               (37) 

Since lim lim 0i

m s
t t

q q
 

  , then the integral terms in (37) disappear. By using this 

result in (35), (36) and considering the free motion behavior of the teleoperation 
system, it can be concluded that the perturbations in joint position errors converge 

to zero, i.e. lim lim 0i

m s
t t

q q
 

  . Thus the origin of the transformed teleoperation 

system , , ,i i

m s m sq q q q
  
 
  

is asymptotically stable. This further implies that 

lim , lim i i

m m s s
t t

q q q q
 

  . By using these results in the original time-delayed 

teleoperation system (5), (6), it is found that the position error between the master 
and slave units is vanished in the absence of operator and environmental forces 
and the control objective #1 is achieved  

Remark 1: In case of SM/MS teleoperation system with time varying delays in the 
communication channel, the control gains for the joint velocities of master and 
slave units depend on the derivative of time delays as can be seen from (16). 
These gains are unrealizable since no information about the trajectories of time 
delays is available except for their upper bounds. In order to overcome this 
limitation, we transmit extra ramp signals across the communication channel and 
their time derivatives are computed to realize the velocity control gains as: 

  
  

1

1

, 1, 2,...,

, 1, 2,...,

i

md sj

i

sd mj

K r t T t K i l

K r t T t K i l

   

   
                              (38) 

Theorem 2: During the contact motion of the teleoperation system under the 
control gains of (15), static force is reflected to the operator which is proportional 
to the aggregated environmental force. 

Proof: Consider the steady state behavior of the teleoperation system (1), (2) in 
the presence of operator and environmental forces. By plugging the control gains 
(15) in (5), (6), we have: 

 
1

l
i

h m s

i

F K q q


                    (39) 

  2
i i i

e m s h
F K q q G F                     (40) 
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By taking the summation ( 1i   to i l ) on both sides of (40) and using (39), we 
obtain: 

1

2
1

1

l
i

e

i

h l
i

i

F

F

G











                   (41) 

It can be seen from (41) that the operator experiences a static force which is a 
scaled version of the aggregated environmental force. If all the slave units 
experience the same force while working in their environments and the force 

transmission coefficients  2
i

G  are all unity, then 
1h e e

l
F F F

l
 


for large l . 

This completes the proof. 

Remark 2: By setting l  as unity in (41), the earlier state convergence based 
nonlinear bilateral controller [32] becomes a special case of the proposed 
multilateral controller. 

6 Simulation Results 

In order to validate the proposed scheme, a single-master/tri-slave nonlinear 
teleoperation system is setup in MATLAB/Simulink environment. The master and 
slave units forming this teleoperation system are all two link manipulators with 
two degrees-of-freedom motion. Their dynamical system representation is given 
by (1), (2) with the following matrix/vector entries: 

     
 

2 2 2 2
2 2

2 2 2
2

3 2 cos cos

cos

ml ml q ml ml q
M q

ml ml q ml

  
   

               (42) 

   

 

2 2
2 2 1 2 2

2
1 2

sin sin
,

sin 0

q ml q q q ml q
C q q

q ml q

  





            
   

 

              (43) 

     
 

1 2 1

1 2

sin 2 sin

sin
g g

g

a ml q q a ml q
g q

a ml q q

  
   

                (44) 

Where, 1 2m m m  denotes the mass of the links, 1 2l l l  denotes the link 

lengths and 29.8ga ms
 is the acceleration due to gravity. The numerical values 

of these parameters are chosen as  2.0, 1.0m mm l  ,  1 110.0, 1.5s sm l  , 
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 2 25.0, 2.0s sm l  and  3 38.0, 2.5s sm l  . The other parameters of the 

teleoperation system are the stiffness and damping of the remote environments 

which are selected as     1 1100,100 , 20,20
e e

K diag B diag  , 

    2 250,50 , 10,10
e e

K diag B diag  and     3 120,20 , 5,5
e e

K diag B diag  . 

Let us now consider that the time varying delays exist in the communication 
channel between the master and slave units as shown in Figure 2. We assume that 
the upper bound on these time delays is 0.8. We further assume that all the gamma 
constants are unity. The inequalities in (17), (18) are then solved which leads to 
the selection of decisive matrices as (20,10)K diag and 1 (60,30)K diag . With 

the knowledge of these matrices, control gains of the teleoperation system are 
found to be: 

  

  

  

3

1 2
1

1 2

1 2

1

60 0 80 0 20 0
,

0 30 0 40 0 10

20 0 40 0 20 0
, , 1,2,3

0 10 0 20 0 10

20 0 20 0
, 2 , 1,2,3

0 10 0 10

20 0

0 10

m m si

i

i i

s s mi

i i

m m si

i

s

K K r t T t

K K r t T t i

R R r t T t i

R



      
               
      

                 
   

        
   






  2

20 0
, 2 , 1,2,3

0 10
i

s mi
R r t T t i

  
       

   

    (45) 
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Figure 2 

Time delays between master and slave units 
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We first analyze the time delayed teleoperation system in free motion when the 
operator applies a constant force as shown in Figure 3. The resultant joint 
positions of the master and slave units are shown in Figures 4-6. It can be seen 
that the slave units are following the master unit in the presence of time varying 
delays and the joint positions converge when the applied force becomes zero. This 
shows that the free motion behavior of the teleoperation system is stable. 
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Figure 3 

Operator’s force profile 
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Figure 4 

Free motion of Slave # 1 (a) Joint 1 position (b) Joint 2 position 
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Figure 5 

Free motion of Slave # 2 (a) Joint 1 position (b) Joint 2 position 
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Figure 6 

Free motion of Slave # 3 (a) Joint 1 position (b) Joint 2 position 

We now consider the contact motion of the slaves when the operator exerts a 
constant force of 1 N that lasts for 150 s. The contact motion of all the slave units 
starts at 50t s and ends at 100t s . The resultant position trajectories of the 
master and slave units are depicted in Figures 7-9. It is evident that the joint 
positions of the slave units are tracking the corresponding joint positions of the 
master unit and all the position signals remain bounded which implies that the 
teleoperation system is stable during both the free and contact motion cases. The 
force reflection ability of the time delayed teleoperation system is also analyzed. 
Theoretical result of (41) indicates that the static force reflection should be 

 1 2 30.25
e e e

F F F   , which is confirmed through simulation results on force 

reflection as shown in Figure 10. 
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Figure 7 

Free plus contact motion of Slave # 1 (a) Joint 1 position (b) Joint 2 position 
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Figure 8 

Free plus contact motion of Slave # 2 (a) Joint 1 position (b) Joint 2 position 
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Figure 9 

Free plus contact motion of Slave # 3 (a) Joint 1 position (b) Joint 2 position 
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Figure 10 

Free plus contact motion of Slave # 3 (a) Joint 1 position (b) Joint 2 position 
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Conclusions 

The design of a SM/MS nonlinear teleoperation system is presented in this paper. 
The proposed design builds upon our earlier work on the multilateral linear 
teleoperation systems, but considers the nonlinear dynamics of the master and 
slave units as well as the asymmetric time delays of the communication channel. 
With the help of Lyapunov-Krasovskii control theory, it is shown that the origin 
of the teleoperation system is asymptotically stable and the slave units track the 
position commands of the master unit. It is also shown that the proposed 
teleoperation system possess force reflection ability. To validate the theoretical 
findings, MATLAB simulations are performed on a single-master/tri-slave 
nonlinear teleoperation system where each master/slave unit has two DoF motion. 
It is found that all the control objectives including stability, position 
synchronization and force reflection are achieved. Future work involves the real 
time implementation of the proposed scheme. 
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Abstract: A method that distinguishes between urban road environment types, based on 

traffic sign (TS) and crossroad (CR) data is presented in this paper. The types and the 

along-the-route locations of the TSs and the CRs ‒ encountered during car trips ‒ are 

recorded either by a human data entry assistant, or by an advanced driver assistance 

subsystem that has been enhanced for the purpose. A feed-forward artificial neural network 

(ANN) ‒ trained in a supervised manner ‒ carries out the classification tasks. ANNs with 

different topologies and training regimes are considered and tested for the purpose. These 

ANNs are characterized by different degrees of modularity ranging from fully modular to 

non-modular networks. The fully modular ANN consists of three functional modules. Two 

of these three were trained initially as standalone ANNs, to infer the actual road 

environment type solely from the TS and the CR data, respectively. The outputs of these two 

modules are combined via the third module. Further synapses supplement the module-level 

connections in the less modular ANNs. During the training of the full ANN, the TS and the 

CR modules are kept relatively intact, while the weights and the biases within the merger 

module can evolve. Test results for the considered ANNs are provided and compared. 

Keywords: detection of the road environment; artificial neural networks; traffic sign 

recognition systems 

1 Introduction 

The amount of real-time data measured, gathered and processed on-board high-
end road vehicles, increases continually from year to year. Such data gathering 
and data processing are carried out, for instance, by the real-time traffic sign 
recognition system (TSR) presented in [1]. The system described therein relies on 
an RGB image sequence, and a depth image sequence and GPS location, odometer 
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and map data. The depth image sequence is used for the selection of the regions-of 
interest, while template matching is applied to the color-segmented RGB image 
sequence. The latter locates the traffic signs within the image sequence. The 
system repeatedly performs a particle filter based localization of the ego-vehicle 
based on these data. The real-time implementation is achieved via the use of 
multicore processors and a number of graphics processing units. As a more recent 
example of on-board real-time data gathering and high-volume data processing, 
the object classification system proposed in [2] could be mentioned. The system 
fuses image data and the LIDAR point cloud data. Furthermore, it uses a deep 
convolutional neural network that is fed with pixel-level depth data ‒ obtained via 
point cloud up-sampling ‒ and RGB color image data. In our view, the increasing 
trend of the real-time data gathered and processed on-board is partly explainable 
with ‒ but also permits and calls for ‒ a richer set of on-board environment 
perception capabilities, much richer than it was customary, say, a decade ago. 

The need for a more detailed perception of the environment arises in a wide range 
of road environments and traffic situations. Notably, it arises in urban environ-
ments. For instance, the narrow and possibly blocked streets ‒ typical in historical 
town-centers ‒ require due attention, clear perception and fast decision making 
[3]. Furthermore, a profound understanding/model of the road environment is 
indispensable in the ever-growing and increasingly hectic road traffic at major 
urban junctions for human drivers and for smart/semi-autonomous/autonomous 
road vehicles alike. In case of smart road vehicles, the information concerning the 
key components of the road and vehicle environment is made available to the 
drivers in the form of advanced driver assistance functions; while in case of semi-
autonomous/autonomous road vehicles, it is utilized by the vehicles’ own control 
system. 

The data describing the surroundings of high-end vehicles ‒ data typically col-
lected and processed on-board ‒ includes the positions, dimensions and velocities 
of the pedestrians and the vehicles using the road, as well as the positions, shapes 
and dimensions of the markings, traffic signs, traffic lights and other objects on, 
along and in the vicinity of the roads. For instance, a computer vision solution that 
classifies the road environment into urban, rural, or off-road categories based on 
color and texture features was proposed in [4]. These features were derived from 
the color and texture distributions extracted from various regions of interest. The 
features were then combined using a trained classifier approach to resolve two 
road-type classification problems. The first was the determination of the off-
road/on-road situations. The second was the multiclass road environment problem 
of determining the actual road type, namely off-road, urban, major/trunk road and 
multilane motorway/carriageway. 

From various data mentioned above, computer vision and artificial intelligence 
units on-board ‘guess’ (calculate, estimate, determine) current traffic conditions, 
the actual road and lane geometry, as well as, the traffic control status (e.g., actual 
speed limit, green light). 
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Herein, the urban road environment surrounding an ego-car is classified into one 
of the three predefined road environment categories based on traffic sign (TS) and 
crossroad (CR) data. These three road environment categories are as follows: 
downtown (Dt), industrial/commercial (Ind), and residential (Res) areas. The 
classification is carried out by an artificial neural network (ANN). Though, the 
collected data is processed in a post-collection manner, the trained ANNs could 
well be installed on-board of smart cars and operated in a real-time manner within 
the advanced driver assistance systems (ADAS). 

ANNs of different degrees of modularity are proposed and tested for the purpose 
of urban road environment classification in the present paper. The recognition 
performances of these ANNs are evaluated and compared. 

Modularity is a desired characteristic of systems of any practical purpose. Such 
systems include computerized systems and computing/ processing machinery, as 
well. ANNs are no exceptions to this rule. Modularity serves many of the well-
founded engineering demands during the life-cycle of systems (i.e., during system 
design, maintenance, validation and system renewal/update). It also promotes the 
traceability of the systems, and makes easier for the system developers and users 
to understand, follow and verify the computations carried out within. 

Modularity also promotes the reusability of programs, applications, methods, 
modules, subsystems, and even ‒ as it is the case here ‒ the tested and properly 
functioning weights and biases associated with interneuron synapses within the 
ANNs and the neurons themselves. These are to be used within modules, or 
subsystems in a more complex computing network. But modularity comes at a 
price, e.g., the processing could require several stages/layers and the precision 
could be slightly impacted. Herein, we look at ANNs exhibiting different levels of 
modularity, evaluate and compare their performance when these are employed in 
the given application context. 

To cope with the different levels of modularity, furthermore to maintain consis-
tency among the various ANNs used in our experiments, several training regimes 
‒ using the analogy of the vibrations of excited nodes within a coupled mechanical 
network ‒ were devised. These training regimes when applied to an ANN, retain ‒ 
as much as possible ‒ the weights and biases in certain well-defined parts (e.g., 
within a module, or within a subsystem) of the network. It is expected that the 
reasonably good starting values for these weights and biases ‒ if retained or 
modified with care ‒ shorten the necessary training effort in respect of the 
network. 

The aforementioned three road environment types are rather different from a 
traffic safety point of view, as it was pointed out by the authors of [5]. Because of 
these differences, the human drivers, the semi- and the fully- autonomous road 
vehicles need to look out for very different hazardous traffic situations within 
these environments. Some important accident and crash data, for different urban 
road environments in the City of San Antonio, Texas, USA, are given in the cited 
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paper. The data presented in the article, as well as, similar accident and crash data 
from other cities, e.g., accident and crash data from Xi’an (China) that was 
presented and analyzed in [6], underline the need for the ADAS function proposed 
herein. 

In a smart car driven by a human driver, the output of the road environment 
detection ADAS subsystem could be simply displayed to the driver as a short 
message (e.g., “You are now probably driving in a downtown area.”), so that the 
driver can adjust to expected traffic conditions and any foreseeable safety hazards. 
In case of semi-autonomous/autonomous vehicles, for instance, different 
voluntary speed-limits could be set for different road environments and these 
limits could be deferred to by the vehicular control system. 

The identified road environment type, on the other hand, could be utilized within 
the mentioned cooperative system architecture. For instance, the customary/stan-
dard size of the TSs may vary in different road environments (e.g., nowadays 
some very small TSs are also deployed in downtown of Budapest), and the TS size 
for the given environment category, could be beneficial for cross-checking the 
detected TS candidates. As another example for supporting, with actual road envi-
ronment information, the processing carried out within a TSR ADAS subsystem, 
one could mention the different occurrence probabilities of the various TSs. If 
several candidate TS types are identified for a particular TS encountered along the 
route, then for choosing the most likely type, these probabilities could be taken 
into consideration. 

In an advantageous implementation, the TS and CR data is gathered, processed, 
combined and used by ADAS subsystems (e.g., by a camera-based TSR system, 
or by a lane keeping assistant). These subsystems may rely on data provided by 
on-board measurement devices (e.g., LiDARs). 

The rest of the paper is structured as follows. The first subject in Section 2 is the 
need for a more robust cooperation amongst the ADAS subsystems in the context 
of road environment detection. Then achievements in the field of road 
environment perception, modeling, interpretation and representation are touched 
upon and some precursors to the proposed ADAS subsystem are mentioned 
therein. Finally, still in Section 2, the socio-economic relevance of the road and 
traffic related data is pointed out with reference to an interesting large-scale 
application of such data. In Section 3, a summary of the car-based TS and CR data 
collection work carried out in the present research is presented. In Section 4, the 
ANN-based urban road environment classifiers ‒ exhibiting different degrees of 
modularity, used in our investigations, are described and their constituent 
modules/subnetworks, as well as, the two-phase training regime used in 
conjunction with the classifiers are also described therein. In Section 5, the test 
results are presented, graphically and also in tabular form, for a particular test 
route. The results are also discussed therein. Conclusions are drawn and the future 
work is outlined at the end of this paper. 
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2 Related Work 

2.1 Making Good Use of the Subsystem-Level Cooperation 

within Advanced Driver Assistance Systems 

A biologically inspired system architecture that supports environmental perception 
capabilities and makes extensive use of subsystem-level cooperation is presented 
in [7]. The authors of the paper argue that within the majority of the ADAS ‒ at 
least then, i.e., in 2011 ‒ the ADAS subsystems have clearly defined 
functionalities, and work fairly independently to complete their specific tasks. In 
other words, the subsystems do not make extensive use of the results produced by 
other ADAS subsystems. Although, the loosely integrated ADAS ‒ built from 
‘individualistic’ subsystems ‒ show good performance at the implemented 
functions, such systems are stuck at a low level of abstraction and are unable to 
handle complex scenes and traffic situations in a generic way. Furthermore, the 
extension and the modification of the implemented ADAS capability is far from 
being straightforward. The biologically inspired system architecture proposed in 
their paper ‒ which incorporates a module responsible for static domain-specific 
tasks, pathways for object recognition and location/distance computations, as well 
as a module for environmental interaction ‒ warrants a higher abstraction level 
and eliminates the mentioned drawbacks, they claim. 

2.2 Road Environment Detection 

Road environment detection, perception, modeling, interpretation and represen-
tation have been targets of research for some time [7] [8]. The former paper has 
been discussed above. The authors of the latter paper list a number of current 
reliable working ADAS subsystems in production cars. In their view, the research 
activities worldwide have just started to address then, and are definitely 
addressing now, the driver assistance related environment perception problems for 
inner-city scenarios. 

The aim of these activities is to provide substantial and reliable information about 
the actual driving situation even in such complex spatial environments. As the 
authors point out in their paper, this task necessitates the application of multi-
sensor systems and advanced sensor fusion technologies. The most frequently 
used data fusion methods are either object-based, or occupancy grid-based. The 
authors present an occupancy grid-based fusion concept that is optimized for the 
environment perception task facing and posed by road vehicles. Their system 
initially separates the static and the dynamic information coming from the on-
board environment sensors (i.e., stereo cameras, radars). 
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An interesting view, with considerable insight in the field of data fusion, is presen-
ted in [9]. The authors of the paper forecast that future environment perception 
systems, including those on-board road vehicles, will rely on model-free grid--
based representations and, at the same time, on model-based object tracking 
solutions. This is because only a combination of both will meet the requirements 
of the complex ADAS. 

In regards of our present topic, the multi-layer representation of stationary inner-
city intersections presented in [3], is of great interest. The authors of the cited pa-
per, use the term ‘multi-layer’ both in a geometrical sense (to distinguish between 
ground and raised features) and in an algorithmic/computer architectural sense (to 
distinguish between the sensor- and data-specific layer, the tristate abstraction 
layer and the fusion layer). They differentiate between and/or indicate explicit and 
implicit free spaces, the ground texture, the curbs, the elevated occupancies, the 
texture+elevated occupancies, and multiple occupancies within the intersection. 

The parametric free space (PFS) map – a novel generic 2D environment 
representation suitable for automotive applications – was introduced in [10]. The 
representation proposed there is more compact than those based on common grid-
based models, and therefore, it is could be used for the purpose of automotive 
CAN transmission. The PFS map maintains explicit information about relevant 
free spaces, while setting aside data describing irrelevant free spaces. Using the 
PFS map, an arbitrarily fine spatial evaluation can be carried out in a sensor-
principle independent and real-time manner. The authors consider radar and stereo 
camera data streams in their experiments, but claim that additional sensors could 
be included in the map generation. The generation process, however, is computa-
tionally more demanding than pure grid mapping. 

In the papers discussed above, the term ‘road environment’ is used in a fairly 
narrow, more or less, geometrical sense. The term refers to the immediate/close 
surroundings of the ego-car, e.g., to the physical extent of an inner-city intersec-
tion/roundabout, of a multi-lane road segment, or of a road segment by a construc-
tion site. The authors of [11], on the other hand, use a slightly different term, 
namely ‘driving environment’, and they study the ‘critical changes’. The examples 
given there are related to the sudden changes of illumination (e.g., tunnel entry, 
tunnel exit, shadow of an overpass), but still refers to the immediate/close 
surroundings of the ego-car. 

In our view, the above papers tackle the highly relevant and practical spatial 
perception, modeling, interpretation and representation problems that arise in 
urban spaces, but miss out on dealing with the urban environment ‒ around the 
ego-car ‒ at a somewhat larger scale. Herein, the term ‘road environment’ is used 
in a more socio-economic sense and refers to larger urban spaces; this inter-
pretation is used in [12]. The authors of the cited paper also define and use a 
number of socio-economic measures characterizing the urban form and everyday 
life. These include the residential density, employment density, land use diversity, 
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intersection density, size of working-age population within a (short) driving 
distance, number of jobs accessible by car, size of working-age population within 
commute distance and the number of jobs accessible within a short transit 
commute. Looking at maps of a given city/town with the above measures noted, 
one gets a fairly good understanding of how everyday urban activities are 
conducted in that settlement. One could easily define the road environment 
categories Dt and Res in a quantitative manner based on these and similar socio-
economic measures, and could even combine these measures to come up with 
practical definitions. Herein, however, a fairly simple and a somewhat subjective 
categorization of these urban environments are used, which considers observable 
traits related to the residential and intersection densities. 

In respect of the third urban environment type (i.e., Ind), we refer to [13]. The 
author of this doctoral dissertation examines the spatial distribution of commercial 
activities in Montréal, Canada. In particular, the impact of spatial determinants 
pertaining to street permeability and street centrality on the character and spatial 
distribution of retail activities is investigated. Among a wide range of analyses 
carried out in respect of the ’urban tissue’, the author investigates the spatial 
characteristics of commercial streets using a morphological approach. To account 
for the different types of intersections on a commercial street, mainly T-types and 
+-types, the distances between these intersections were measured for both sides of 
the street, and the averages are produced. Such an approach could be utilized in 
precisely defining the Ind road environment category, and also the road environ-
ment data collection could be improved in this manner, as presently we do not 
distinguish between the left-hand-side and right-hand-side environments of the 
road. 

2.3 Statistical Inference and ANN-based Methods for Road 

Environment Detection 

Road environment detection (RoED) ‒ in urban areas and in the above detailed 
socio-economic sense ‒ was tackled in [14], [15] and [16]. The methods presented 
in these papers rely on TS and/or CR input data. Two different approaches of 
RoED, namely statistical inference and ANN-based classification, were presented 
in these publications. 

It should be emphasized that this algorithmic dichotomy is not unique to the 
problem at hand. The statistical and the ANN-based methods commonly applied 
in transportation research are surveyed in [17]. The authors look at the differences 
between and the similarities of these methods and provide insights on how to 
choose one from the available algorithmic palette. 

A shallow ANN was utilized to identify the actual urban road environment based 
on TS data in [16]. The urban RoED method proposed herein builds upon the 
results presented there and to a lesser extent, upon those published in [14] and 
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[15]. In fact, the ANN ‒ described in [16] ‒ that was trained and used for 
processing TS data has been re-applied herein as a functional module/subnetwork. 
In the following, this functional unit will be referred to as the TS processing 
module/ subnetwork. It is augmented with a similar module/subnetwork that 
inputs CR data and with another module that merges the outputs of the former 
two. 

Multiple functionally independent subnetworks (modules), as a part of the whole 
ANN, were used and experimented with, in [18], the paper also presented various 
training techniques for such ANNs. Some of the training techniques described 
were tested in regard to the RoED system proposed herein. 

Modularity within ANNs serves a variety of design objectives, see [19] for a good 
overview; the main motivations for turning to a modular design in this case were 
the availability of a trained ANN (i.e., reuse of a readily available software 
component), the expected reduction of the required training effort, and the 
increased understandability/traceability of the data processing. 

2.4 Road Environments, Traffic Patterns, Composition of the 

Traffic and their Socio-Economic Relevance 

Clearly, urban RoED, even in the socio-economic sense of the term as used here, 
can be carried out in a number of different ways and from different kinds of input 
data. The most obvious option is to use a navigational device and stored map data, 
such as provided by the OpenStreetMap [20], for the purpose and to rely on the 
urban area categorization given there. Nonetheless, a similar argument could be 
brought forward in conjunction with TSR, and still we see that there are many 
camera-based TSR systems on the market, and these ADAS subsystems either use, 
or do not, the ego-car’s geographical position and stored map data for data fusion 
and data corroboration purposes. 

We opted for using the TS and CR data as inputs to the RoED ADAS function as 
the TS data is readily available on-board of high-end road vehicles through the 
TSR function, while the CR data can be generated from LIDAR point clouds. We 
note here that the LIDAR-based ADAS solutions have gained popularity in the 
recent years [21] [22], and we expect to see CR detection ADAS functions in 
smart cars in the near future. Having said that, it is true that instead of looking at 
TSs and CRs, or in deed the built environment in general, RoED could be 
accomplished via observing traffic intensities, traffic patterns and the composition 
of the traffic (e.g., with respect to road vehicle types, brands, and models). 

In this context, the work presented in [23] could be mentioned here. The authors 
of the cited paper turn to the deep learning methodology for estimating the socio-
economic characteristics of approximately two-hundred US regions. Their aim, 
however, is not related to driver assistance. They extract, using deep learning-
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based computer vision techniques, the motor vehicles encountered by the Google 
cars taking Street View images. In total, several millions of Street View images 
were processed for the purpose of this major endeavor. From the extracted image 
segments/blobs, the makes, the models, and the production years of these vehicles 
were sought and identified. This data is then used for estimating various socio-
economic characteristics of the administrative regions of the studied country. 

3 Collection of Traffic Sign, Crossroad and Urban 

Road Environment Data 

In this section, a brief description of the data collection work in respect of TSs, 
CRs and urban road environments is given. More details, including route maps, as 
well as photographs of typical scenes can be found in [14] [15] [16]. In respect of 
the TS data, several car-based data collection trips were made to three urban 
settlements within Hungary, namely to Csepel1, Százhalombatta2 and Vác3. These 
locations were chosen to cover urban settlement population sizes characteristic for 
the country. It was our aim to include industrial, cultural, commercial centers for 
data collection, while trying to include both historic and modern settlements, as 
well as settlements with garden suburbs and green residential areas. For 
convenience reasons, we chose destinations that are not too far from Budapest, 
where our research institute is located. 

An Android application was used for recording the relevant TS data. The 
application automatically records the car-trajectory, and provides means to log the 
TSs. The data logged for each TS includes the TS type ‒ the types used by the 
proposed RoED are shown in Figure 1 ‒ and the TS location along the route 
covered, and the actual road environment type. As it was mentioned in the 
Introduction, three predefined road environment types were considered, namely 

                                                           
1  Csepel is the 21st district of Budapest. Some decades ago, it was a working-class 

borough with many factories. Today, Csepel contains housing estates, as well as 
middle-class garden suburbs. It has approximately 85,000 inhabitants. (Excerpts from 
https://en.wikipedia.org/wiki/Csepel) 

2  Százhalombatta is situated about 30 km from Budapest, along national motorway No. 
6. It has about 18,000 inhabitants. Looking at the modern industrial town today, it is 
hard to believe that the settlement has about 4,000-year-old history. (Excerpts from 
http://www.1hungary.com/info/szazhalombatta/) 

3  Vác is a town in Pest county with about 35,000 inhabitants. The town is located 35 
kilometres north of Budapest on the eastern bank of the Danube river. Its history dates 
back to the days of the Roman Empire. Later, in the middle ages, the town became a 
Roman Catholic bishopric. Nowadays, Vác is an educational, cultural, commercial, 
industrial and religous center of Pest county, as well as a popular summer resort. 
(Excerpts from https://en.wikipedia.org/wiki/Vác) 
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the downtown (Dt), industrial/commercial (Ind), and residential (Res) areas. A 
data entry assistant entered the data describing the TSs seen along the route, as 
well as categorized and recorded the actual road environment according to their 
best judgment. 

 

Figure 1 

The TS types used by the proposed RoED system; the different shades of the background signify the 

Dt, Ind and Res road environments, respectively, in which the given signs prevail 

Eight TS types were identified in [14] as occurring frequently in urban areas and 
prevailing in one of the three urban environment types mentioned above. In Fig. 1, 
these TS types are shown in groups corresponding, from left to right, to Dt (dark 
grey background), Ind and Res road environment types (black and light grey 
backgrounds, respectively). Frequent occurrences of the two Dt TSs suggest that 
one is driving in a Dt area, those of the four Ind TSs indicate with some pro-
bability an Ind area, while the two Res TSs are indicative, again with some 
probability, of a Res area. 

For the purpose of our study, the CR data was added in a post-trip manner to the 
trajectory data. It was done by collating the recorded trajectory with the 
intersection data extracted from the road layer of a public geographical infor-
mation system provided by [20]. 

Five CR categories were considered for the purpose of RoED, namely the T-
shaped CRs, the +-shaped CRs, the complex CRs, the roundabouts (all these 
without traffic lights), and any CRs controlled by traffic lights. Examples of these 
CRs are shown, from left to right, in Figure 2. These CR categories had been used 
in [15] for detecting change, with properly tuned Page-Hinkley change detectors, 
in the character of the urban road environment sweeping past the ego-car 
collecting data. 

 

Figure 2 

Instances of CR categories used by the proposed RoED system, namely instances of T-shaped,  

+-shaped, complex CRs, roundabouts ‒ all these without traffic lights ‒ and CRs controlled by traffic 

lights 

It should be noted that in an advantageous implementation of the proposed RoED 
system, the TS and CR data should be gathered, combined and processed by 
ADAS subsystems. The processing could easily be carried out in real-time, both 
for the change detection approach and for ANN-based RoED. 
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4 Urban Road Environment Classifiers Making Use 

of ANNs Exhibiting Different Degrees of 
Modularity 

4.1 TS-Processing Module/Subnetwork 

An ANN with one hidden layer was chosen for detecting the type of the actual 
urban environment solely from TS data in [14]. The ANN presented therein, as 
well as, its variants described and used herein, were implemented, trained and 
tested in the simulation environment Simbrain. The features and capabilities of 
this simulation environment are presented in [24]. Simbrain has a number of pre-
defined ANN-models, including the backpropagation model used in the present 
work, and instances of these models can be easily created, trained and tested. 

      
   a                 b 

Figure 3 

The modular RoED system with separate TS and CR modules (a) and the non-modular RoED system 

with TS and CR subnetworks connected via a merging module and via additional synopses (b) 

The trained ANN is reused herein, as a module and a subnetwork, see Figures 3a 
and 3b, respectively, for the purpose of TS-processing within the full ANNs that 
consider both TS and CR data. 

The input features of the TS-processing ANN and also of the TS-processing mo-
dule/subnetwork, within the full ANNs, are the average distances between con-
secutive relevant TSs (of any sort) over the last 250, 500, 1000 and 2000 meters of 
the trajectory, and the number of occurrences of the typical TSs pertaining to each 
of the considered three road environments, again over the mentioned path-lengths. 
That is, there are in total 16 neurons in the input layer of the TS-processing mo-
dule as can be verified in Figure 4. (The same number of neurons are used in the 
non-modular ANN by the TS-processing subnetwork.) Figure 4 shows the inner 
structure of the (trained) modular ANN for RoED and the three modules shown in 
Figure 3a, can be identified therein. 
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Figure 4 

The inner structure of the (trained) modular ANN for RoED 

The input features are calculated for consecutive route-segments of 50 meters of 
the car trajectory. These features are used both in the individual training and 
testing of the TS-processing module/subnetwork, and in training and testing of the 
full ANN. The network weights and biases computed in the standalone phase are 
retained for the full ANN and only a limited and controlled modification is 
allowed during the final training. After appropriate training, the TS-processing 
ANN ‒ used herein as module/subnetwork, could achieve a 67.3% agreement with 
the ground truth data, for a particular route in Csepel. 

4.2 CR-Processing Module/Subnetwork 

An ANN with the same topology as the TS-processing ANN described above (cf. 
the left and right modules formed by the lower layers of the full ANN shown in 
Figure 4) that also relies on the same multiscale approach embodied in the input 
features was set up for detecting the type of the actual urban environment solely 
from CR data. 

The CR data consists of the type and the location of each intersection along the 
route. The input features to the CR-processing ANN are the average distances 
between consecutive CRs (of any sort) over the mentioned path-lengths, and the 
number of occurrences of the typical intersection types for each of the road 
environment types again over the above path-lengths. 

The T-shaped crossings are ‘slightly typical’ to Res areas, the +-shaped and the *-
shaped (i.e., more than four-legged) crossings are ‘slightly typical’ to Dt areas, 
while the roundabouts and the traffic light-controlled crossings are ‘slightly 
typical’ to Ind areas. The above described CR-processing ANN is used herein as a 
module and a subnetwork ‒ see Figures 3a and b, respectively ‒ for the purpse of 
CR-processing within the full ANNs. 

Similarly to the training of the TS-processing module/subnetwork, the CR 
module/subnetwork was trained separately, using a supervised learning approach, 
via backpropagation. The resultant weights and biases within the module/ 
subnetwork were retained for the full ANN and only a limited and controlled 
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modification was allowed during its final training. After appropriate training, the 
CR-processing ANN, used here as module/subnetwork, could achieve a 59.7% 
agreement with the ground truth data, for a test route in Csepel. 

4.3 ANNs for Processing TS and CR Data Jointly 

In Figures 3a and b, the inner structures of the two main types of the full ANNs 
that were used in our experiments are presented schematically A supervised lear-
ning approach was used, as both input data (i.e., TS and CR data) and the desired 
output (i.e. the actual urban road environment type) were known, and the desired 
output was available as reference data. In Figure 4, the trained version of the full 
modular ANN, i.e. the one sketched in Figure 3a, is shown using the Simbrain 
simulation environment. 

Each of the two, full ANNs, comprises three functional modules/subnetworks: two 
of these feed into the third one. The two feeding modules/subnetworks process, 
exclusively/primarily, the TS and the CR data, respectively. The input signals, 
marked collectively with grey rectangles in Figures 3a and b, are fed into the 
ANNs at the bottom, while the classification results, marked with grey rectangles 
and arrows, concerning the current urban environment types, appear at the top of 
the modules/subnetworks. 

The TS and CR data logs provide two separate ‘views’ on the actual urban road 
environment, while the third module combines the outputs of the other two modu-
les/subnetworks, and produces a final road environment guess. In Figures 3a and 
4, the TS and CR modules interact only through the merger module, while in Fi-
gure 3b, apart from the interaction via the merger module, there are also synapses 
between the neurons of the TS and CR processing subnetworks. These synapses 
are collectively marked by the two green parallelograms in the figure. The detailed 
graphical representation of the non-modular ANN is omitted from this paper. 

Initially, each of the full ANNs in Figure 3a and b comprise only an individually 
trained TS-processing module and an individually trained CR-processing module. 
In each of the two networks, the aforementined modules are augmented with a 
merger module, which is then trained through backpropagation, but without modi-
fying the TS and CR modules. This training of the merger module is referred to as 
initial training of the full ANN. After this initial training, the full ANN achieved a 
63.7% agreement with the ground truth road environment type data on a particular 
test route in Csepel. This agreement value falls between the agreement values4 
computed for the individual modules; i.e., it falls between 67.3% for the TS-pro-
cessing module/ANN and 59.7% for the CR-processing module/ANN. 

                                                           
4 These agreement values were given in Subsections 4.1 and 4.2, respectively. 
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5 Urban Road Environment Detection Results 

Following the initial training, a two-phase training regime was carried out. The 
training parameters, the training errors and the test agreements for the modular full 
ANN, shown in Figures 3a and 4, trained according to this regime are given in 
Table 1. 

Table 1 
First-stiff-then-loose training regime used for the modular full ANN 

Parameter 
setting 

Learning 
rate 

Momen-
tum 

Training 
error  

Agree-
ment  

Test stripe 
shown below 

A1 0.0250 0.0900 11.7% 56.1%  

A2 0.2500 0.9000 12.1% 56.1%  

B1 0.0050 0.0180 15.5% 49.6%  

B2 0.0500 0.1800 14.2 % 57.9 %  

C1 0.0010 0.0036 13.9% 59.3%  

C2 0.0050 0.0180 14.8% 55.8%  

D1 0.0002 0.0072   3.5% 71.9%  

D2 0.0010 0.0036   3.1% 68.7%  

According to this regime, a stiff training phase is followed by a loose training 
phase. The stiff training phase modifies all three modules (i.e., the TS-processing, 
the CR-processing and the merger modules) in a controlled manner, which is then 
followed by a loose training phase that modifies only the weights and biases with-
in the merger. 

The stiff training phases with different parameter settings are referred to as A1, 
B1, C1 and D1. See Table 1 for the concrete parameters. Each of these concrete 
training phases were then followed by loose training phases, namely A2, B2, C2 
and D2, respectively. The parameter settings for these concrete training phases are 
also given in Table 1. 

Similar data for the full ANN shown in Figure 3b trained according to the men-
tioned two-phase training regime are presented in Table 2. The rows of the table 
correspond to full non-modular ANNs with increasing percentages (i.e., 20%, 
40%, 60% and 80%) of synapses, with the new synapses randomly added to the 
existing ones, between the neurons of the TS-, and CR-processing subnetworks. 

Table 2 
First-stiff-then-loose training of the ANN with additional synapses 

TS-CR  
synapses 

Stage Learning 
rate 

Momen-
tum 

Training 
error  

Agree-
ment  

Test stripe 
shown below 

20%  stiff 0.0025 0.009 07.9% 69.4%  

20% loose 0.0250 0.090 06.3% 68.3%  

40% stiff 0.0025 0.009 03.1% 73.4%  

40% loose 0.0250 0.090 06.5% 73.0%  
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60% stiff 0.0025 0.009 05.6% 74.1%  

60% loose 0.0250 0.090 14.0% 43.2%  

80% stiff 0.0025 0.009   3.0% 76.3%  

80% loose 0.0250 0.090 19.1% 63.7%  

In Figure 5, the test results for the full ANNs, corresponding to the parameter 
settings and training stages tagged in Tables 1 and 2, are compared to the ground 
truth data in respect of a particular test route in Csepel. (Note that all the lower test 
stripes within the pairs shown in the figure are the same, i.e., the ground truth road 
environment categorization of the test route. It is just repeated so that the test 
results are easier compared with the ground truth.) 

From the top to the bottom, the test stripes for the following parameter settings 
and training stages appear in the figure: parameter setting D of the modular ANN 
after the stiff training phase, the non-modular ANN with 20% of the possible TS-
CR synapses after the stiff training phase, the non-modular ANN with 40% of the 
possible TS-CR synapses after stiff training followed by loose training phase, the 
non-modular ANN with 80% of the possible TS-CR synapses after stiff training 
phase. 

The results shown in Tables 1 and 2 indicate that the agreements with the ground 
truth road environment types may considerably improve, via the application of the 
proposed two-phase training regime, compared to the agreements achieved by the 
full ANNs after just the initial training. Still, one finds that even the best 
agreement values are around 75%, i.e., they are not that high. Clearly, better re-
sults can be gained via using GPS and reliable map data used together. This evi-
dent RoED approach was mentioned, together with some other RoED alternatives, 
in Subsection 2.4. 

   
Figure 5 

The road environment types manually recorded along a test route in Csepel, and those inferred by the 
full ANNs in different training phases (see the text for details) 
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In our view, when one evaluates the agreement values shown in Tables 1 and 2, 
one should bear in mind what sort of raw input data is available, in the presented 
application scenario, for the road environment classification. The raw input data 
series, generated by the car-based TS and CR data collection in respect of the road 
infrastructure, can be thought of as a realization of a marked random point process 
with TS and CR types appearing as marks for the along-the-route locations. The 
locations are characterized only by the path-length covered by the ego-car. Based 
on the raw input data series, the average distances between TSs and CRs, as well 
as the number of TS and CR occurrences over certain path-lengths, see Sub-
sections 4.1 and 4.2 for details, are calculated by some circuitry (not shown in the 
figures). This derived/aggregated data are used then as input data by the TS-, and 
CR-processing modules/subnetworks. The marked random point process 
generating the raw input data is modeled with a marked Poisson point process in 
[15]. 

In our view, the TS and CR data described above is fairly basic, it lacks important 
road details (e.g., number of lanes and road widths are not known) that could be 
beneficial in determining the actual road environment type, but which are much 
more time-, and resource-consuming to collect, and are impractical to use on-
board, at the present time. Considering the simplicity of the raw data series, the re-
sulting agreement values seem reasonable, perhaps even surprisingly high. 

Conclusions and further work 

The problem of identifying the actual urban road environment type, sweeping past 
an ego-car, based on TS and CR data was tackled in this paper. ANNs exhibiting 
different degrees of modularity and having been trained according to a two-phase 
regime were considered and tested for the purpose. In the modular case, shown in 
Fig. 3a, the TS and CR modules were first trained individually and then were put 
together with the help of a merger module. The aim was to complement the 
capabilities of the processing modules and bring about improved classification 
results for the full network.  

The considered non-modular ANN layout is shown in Fig. 3b. In this case, some 
additional synapses between the TS-processing and the CR-processing sub-
networks are activated in a random manner and used in the processing. In both 
cases, improvements of the initial classification performance were achieved for 
certain parameter settings. 

The input data used, was gathered in a small-scale data collection exercise. It is 
certain that a larger collection of TS and CR data from diverse regions and 
countries would be essential for real automotive application of the RoED system. 
Defining and using more urban road environment types could also extend the 
usability of the approach. Also, adding more CR types and corresponding input 
features could also be valuable for future research. 
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Abstract: The main purpose herein, is to assess the popularity of the innovative funding 

mechanisms when acquiring land at the national level. The results of the research suggest 

that the innovative funding mechanisms are neither popular nor available when making the 

investment in land in Lithuania. The unavailability of the innovative real estate funding 

mechanisms was determined by the lessons of the financial crisis of 2008. Now land plots 

are mainly acquired with personal funds as loans issued by credit unions. The future 

prospects are not very favorable, since a very small part of the transactions in the land 

market in Lithuania are funded with bank loans due to the Scandinavian banking policy 

which is currently responding to the crisis in the Scandinavian asset market. Issuance of 

corporate bonds serves as another source of funding. Although, theoretically, the 

mechanism of “crowd funding” could also be employed, the cases of its employment, thus 

far, have not been registered at the national level. The novelty of this article lies in the 

provision of a comprehensive approach to the innovative land funding mechanisms since 

scientific literature, thus far, has lacked the research on innovative real estate funding 

mechanisms. 

Keywords: real estate; funding mechanisms; investment; land; innovative funding 

1 Introduction 

As real estate plays one of the major roles in modern economics, the mechanisms 
of its funding are under scrutiny at both European and global scales. The last 
global financial crisis has forced to look for the ways to reduce welfare 
expenditures. National governments have started reducing their investments and in 
many cases, completely stopped funding the improvement of public 
infrastructures (road maintenance, renovation of buildings, etc.). 

Real estate markets are increasingly being treated as beneficial and able to flexibly 
respond to consumer needs, and so promote the revival of general economics. 

mailto:rita.remeikiene@laei.lt
mailto:ligita.gaspareniene@laei.lt


R. Remeikiene et al. Assessment of the Investment in Real Estate Market  
 through Innovative Funding Mechanisms 

 – 102 – 

Since 2008, advanced European countries have focused on the innovation of real 
estate funding mechanisms: they are looking for the ways to optimize the role of 
lending institutions, balance the debt-to-asset ratio in real estate development 
projects, rationally assess the risks of these projects, establish reasonable debt 
repayment requirements and promote public-private partnership. Currently, 
Europe possesses a wide variety of the innovative real estate funding mechanisms. 
The development of the global financial system conditions the establishment of 
the institutions searching for any asset accumulation opportunities. The visions of 
these institutions are linked to the investment in land through the innovative 
funding mechanisms that serve as an excellent basis for the new interest in land. 
As it was noted by Knuth (2015), the innovative real estate funding systems open 
the way for global, cross-regional and local investment in land. While analyzing 
the current policies of large-scale land transactions (co-called land grabbing), it 
seems reasonable to research land investment expediency, tendencies and funding 
opportunities. 

Although, the current scientific literature has been rich in the studies focused on 
real estate funding issues (real estate funding forms were analyzed by Haffner and 
Boelhouwer (2006), Kemp (2007), Griggs and Kemp (2012), Squires et al. (2016) 
and others), the opportunities to invest in land through the innovative funding 
mechanisms have hardly been covered, in particular, at the national level. 

The novelty of this article. Scientific literature lacks the studies on the innovative 
real estate value determinants and funding mechanisms. Hence, we find it 
purposeful to introduce a comprehensive approach to the innovative land funding 
mechanisms. 

The main purpose of this article is to assess the popularity of the innovative 
funding mechanisms when acquiring land at the national level. For 
implementation of the defined purpose, the following objectives were developed: 

1) To research the theoretical aspects of the innovative real estate funding 
mechanisms, 

2) To select and introduce the methodology of the research, 

3) To assess the popularity of the innovative funding mechanisms when 
making the investment in land as an investment object at the national level. 

The methods of the research include systematic and comparative literature 
analysis and expert evaluation. 
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2 Bank- and Market-based Financial Systems. The 

Innovative Real Estate Funding Mechanisms 

As large-scaled real estate projects in Europe are funded by employing the 
innovative funding mechanisms, it is extremely important to understand the 
character and features of these mechanisms so as to assess their role in real 
estate development. 

The character of the innovative real estate funding mechanisms in different 
countries to a large scale depends on the national institutional environment and 
regulation of the financial system. Tiwari & White (2014) distinguish between 
bank-based financial systems and market-based financial systems. The 
differences between these two types of financial systems are observed since 
each of them differently accumulates savings from households, businesses and 
governments, differently selects and monitors the investment, and differently 
manages the risk. The role of any financial system, in this context, is to expand 
the mechanisms that would allow to effective funding of investments in real 
estate, with consideration of the class and characteristics. 

So, which funding mechanisms can be provided by bank-based and market-
based financial systems to redirect the accumulated savings to the development 
of real estate and property investment? Although traditionally, real estate is 
funded by employing bank lending mechanisms, over the last two decades more 
innovative funding mechanisms which enhance the role of market-based 
financial systems have also been developed. 

Under the conditions of the modern economy, the investment in real estate is 
commonly funded through loans and subsidies (Bilal & Kratke, 2013). 
Marseguerra and Cortelezzi (2009), who researched the effects of debt-financing 
on real estate investment decisions, found that debt financing induces agents to 
invest earlier than in the case of pure equity financing. Nevertheless, the former  
type of funding is relatively inflexible: issuance of a bank loan is a long process, 
especially in terms of preparation of a project, documentation, submission of 
guarantees and deposits, the period of consideration, etc. In addition, if a state 
follows the policy of loan issuance limitation (such policies were established in 
weaker economies, including Lithuania, after the global financial crisis of 2007-
2008 before which unreasonable availability of loans (often even without 
verification of a debtor’s solvency) had caused painful problems of insolvency 
and numerous cases of foreclosure)), there are no guarantees that a loan wil l be 
issued at all. The process of subsidisation is even longer since a person (natural 
or juridical) who applies for subsidies has to prepare a project and pass the 
procedures of tendering (subsidisation in a state is commonly limited and 
granted only to most promising and relevant projects). Considering the facts 
explicated above, it can be stated that unlike the traditional real estate funding 
mechanisms, the innovative mechanisms allow to accumulate the funds, share 
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the investment risks among the participants of a project (an owner, an investor, a 
state, financial institutions, international organisations, etc.) and benefit from 
greater flexibility of funding (Carter, 2006). 

Risk is one of the major components that must be considered when developing the 
innovative funding mechanisms (Bartke, 2013). Apart from the opportunities 
provided to large-scale projects, the innovative funding mechanisms incorporate 
many factors of risk that must be assessed along with the potential financial 
returns. As it was noted by Squires et al. (2016), the majority of the modern real 
estate funding mechanisms, such as value capture bond mechanisms, cover the 
innovation risks which are not high, but call for reasonable consideration. 
Although in general sense the development of real estate can be risky, the risks 
can be mitigated by increasing the degree of diversification of financial 
investments (Havard, 2013). As it was noted by Beracha et al. (2017), short-fall 
risk in a decumulation portfolio decreases with substantial allocations to real 
estate either public or private. What is more, an investor’s strive to earn profits 
acts as an incentive for further development whatever methods of risk 
management are employed (Weber, 2002). The rational measures of risk 
management (i.e., consideration of the variety of risk and profit factors) ensure the 
efficient and stable long-term financial development of long-scale real estate 
projects. 

The investment in real estate can also be funded through solidarity, public-private 
partnership as well as loan and bond innovation mechanisms (Grishankar, 2009) 
(see Fig. 1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1 
Innovative real estate funding mechanisms (source: compiled by the authors) 
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Public-private partnership is one of the most modern real estate funding 
mechanisms. The partnership of this kind facilitates budget constraints, 
contributes to the improvement of public service quality, promotes innovations 
and optimizes risk sharing (Liu & Wilkinson, 2014). Public-private partnership 
covers a wide variety of agreements starting with private financial initiatives, joint 
ventures and granting of rights, and ending with outsourcing contracts and sales of 
shares (McQuaid & Scherrer, 2008). Public-private partnerships are commonly 
employed in the countries where the schemes of real estate development, in the 
private sector, are based on long-term commitments. 

Iblher & Lucius’s (2003) study revealed that the demand for joint ventures in 
Germany is increasing, and this increase is linked to the growing demand for real 
estate in the largest German cities. The mechanism of joint ventures is often 
employed when co-operating institutions build close long-term relationship. The 
main advantage of this mechanism is sharing of responsibilities. 

The “Lammenschans” real estate development project in Leiden (the town with 
the population of 120000 people) in the Western Netherlands can serve as an 
example of the employment of the innovative real estate funding mechanisms. The 
real estate was located in the southern part of Leiden, near the railway station. The 
town’s municipality had developed the strategy following which the area of the 
project was divided into some complexes for different constructions, and the use 
of land in these complexes was restricted. The territory had to be rearranged into 
mixed-purpose land plots for a school, residential housing (dormitories, 
apartments), retail centers, parks and squares, industrial buildings and service 
centers. The owners of the land as well as the developers of the project took the 
initiative to protect their finances and agree on land ownership restrictions. The 
innovative approach in this project was funding of the real estate in the land plots 
after rearrangement (van der Krabben & Needham, 2008). 

The above-described mechanism is the instrument of public planning employed 
for reduction of a real estate project risk and generation of the potential returns to 
the owners and project developers (van der Krabben & Heurkens, 2014). By 
employing this mixed real estate funding mechanism, land owners reformed their 
ownership rights, i.e. they acquired the right to change the purpose of the land (to 
use the land for construction in accordance with the terms of the project). Later, 
the ownership rights were transferred to the municipality. This financial 
innovation allowed the owners to participate in the publically-controlled project of 
regional development. After the “Lammenschans” real estate development project, 
this innovation has become widely-used in the projects of regional development as 
a measure that allows land owners and real estate developers to revive stagnant 
areas. 

Public-private partnership initiatives are sometimes funded through issuance of 
bonds which are commonly linked to particular indices (the bonds of this type are 
called index-linked debts) and put bond holders at a potentially high inflation risk 
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(The European Public-Private Partnership Expertise Centre, 2010). The practice of 
land plot re-parceling, in some cases employed by municipalities to revive 
particular plots of land, can serve for public-private partnership initiatives (van der 
Krabben & Heurkens, 2014). 

When analyzing the mechanisms of public-private partnership, the partnerships 
between foreign institutional asset funds and private development loan providers 
should also be mentioned. According to Squires et al. (2016), the latter mechanism 
is suitable for the projects of the residential property for rent, large-scaled real 
estate development projects and infrastructural projects, i.e. a substantial number 
of institutions could be attracted to invest in a particular asset class on condition 
they were offered a stable long-term low-risk return non-correlated to the return 
on the investment in other assets. Regardless of whether the real estate market is 
going up or down, large-scale projects possess longer stages of implementation, so 
it may take time to eliminate possible market inefficiencies even when the stimuli 
of the investment have been recognized. Financial innovations may help to “lock” 
the value of assets in any stage of a project (e.g., when acquiring land, starting-up 
or finishing construction works, etc.). From this point of view, the above-
described partnerships are less dependent on the changes in real GDP, interest 
rates, inflation components, money supply and stock market returns – the factors 
that are recognized to significantly affect real estate fund returns (Delfim & 
Hoesli, 2016). It can be argued that distribution of funds for different stages of a 
project is a “long deal”, and long-term investments are more favorable for 
implementation of large-scale projects funded by institutional investors. 
Nevertheless, institutional funding is commonly employed when the relationships 
with banks become complicated and long-term lending restrictions are 
unreasonably strict. 

Private funding initiatives, such as employment of the innovative funding 
mechanisms, are quite controversial as private funding initiatives are linked to 
high construction risks which are transferred to the private sector just following 
the argument that the private sector is capable of managing this type of risk (Adair 
et al., 2011). Services are provided on the basis of a contract between a private 
consortium and an authorized public institution. As in the case of public-private 
partnership, private funding initiatives can offer the value for money and increase 
the overall efficiency of the private sector (Wall & Connolly, 2009). Private 
funding initiatives are arranged to ensure the full coverage of the consortium costs 
and generate extra returns on the borrowed capital (i.e., the returns on investment) 
(Greenhalgh & Squires, 2011). Despite the initial difficulties, such as insufficient 
operational flexibility, governments sometimes introduce the modifications of 
private funding initiatives so as to offset plausible shortcomings of this type of 
funding (HM Treasury, 2012). One of the most innovative forms of private 
funding initiatives is Private Funding 2 (PF2). Non-profit sharing in Scotland has 
already pushed out private funding initiatives. Non-profit sharing is reported to 
bring extra benefits: it generates limited returns so that the return surplus could be 
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reinvested in the public sector and thus would allow meeting the public interest 
(Scottish Futures Trust, 2013). 

The most recent loan and bond innovations include tax increment financing (TIF) 
and accelerated development zones. The latter have become extremely important 
for the projects of infrastructure (The British Property Federation, 2008; Webber, 
2010). For instance, the “BatterSea” power station project in London was initiated 
following the mixed scheme of the residential and commercial real estate 
development. The project was funded by employing the traditional debt-asset 
principle, i.e. the funds were obtained from foreign investors, pension funds and 
international banks. Although the development of the transport infrastructure was 
funded together with the construction of buildings, the former was based on the 
mechanism of public-private partnership which at that time seemed to be quite 
innovative. The case of the “BatterSea” showed that the project was not 
successful: it was stopped in 1983. Later on, the power station saw the changes in 
its owners and bankruptcy administrators till in 2006 the area of 750000 square 
meters with 600 residential and commercial premises was sold to the “Treasury 
Holdings”, the Irish real estate development company, for 400 million pounds. 
The project was terminated in 2011 when the “Treasury Holdings” took over its 
administration and appointed the National Asset Management Agency (NAMA) a 
sole proprietor of this real estate. In September 2012, the property was transferred 
to the “SP Setia”, the Malaysian consortium, which initiated the employment of 
the innovative real estate funding mechanisms. Having an unconditional right of 
ownership, the “SP Setia” initiated the campaign of the “BatterSea” power station 
development and started-up the works of the area reviving (the works were 
completed in stages and lasted for nearly 12 years). The value of the real estate 
reviving works amounted to approximately 8 billion pounds (Squires et al., 2016). 
The innovative funding mechanisms included tax increment financing as namely 
this mechanism allowed to balance the costs and returns by increasing the total 
value of the property and fixing the value of any improvements. This model of 
funding was largely directed towards the residential buildings with the aim to sell 
these buildings and thus raise the funds for the financing of the other stages of the 
project (currently the revenues from the sales and exploitation of residential 
buildings can be earned due to the vitality of the housing market in London). For 
funding of the transport infrastructure, the Public Sector Loans Board granted a 
loan of one billion pounds. It is expected that this expenditure will be covered 
after fixing of influence taxes – this way, the Northern underground line will be 
extended (Squires et al., 2016). 

Coleman and Grimes (2009) and Medda et al. (2012) focused on a betterment tax 
and an accessibility increment contribution. Increment is an increase in the value 
of any property determined by public decisions and interventions. For instance, 
increment can be determined by abolition of land-use restrictions, changes in the 
purpose of a land plot after modification of the general land-use plan, 
improvement of the transportation or utility infrastructure, etc. To prevent an 
owner from receiving unearned increment and compensate a state or a community 
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a part of the spending on the infrastructure improvement, a betterment tax is 
imposed. Coleman and Grimes (2009) discuss two scenarios of increment: 
improvement of the infrastructure and changes in the purpose of a land plot (e.g., 
arable land is transformed into residential land). According to Coleman and 
Grimes (2009), both a regular land tax and an increment contribution should be 
levied against such increase in the value of property. 

Loans can be issued by employing crowd funding systems. Crowd funding is a 
method to fund a project or an activity when funds are collected from a large 
number of people. Funds can be collected by mail, during various events, through 
online intermediaries, etc. The crowd funding model is based on participation of 
three main agents: an initiator of a project, supporters and intermediaries 
(intermediary platforms which link project initiators and supporters). The statistics 
show that in 2015 over 34 billion dollars worldwide were raised for funding of 
different projects by employment the method of crowd funding (Barnett, 2015). 
The model peer-to-peer is a method of debt financing which allows individuals to 
lend and borrow money without applying to financial institutions as intermediaries 
(Steinisch, 2012). Money is lent or borrowed online by combining the interests of 
lenders and debtors. The advantage of this method to lenders is that the peer-to-
peer offers higher interest than the traditional lending methods (for instance, 
keeping money in bank accounts). For debtors, it is an opportunity to raise funds 
for different projects or activities that could hardly be funded through other 
channels. The main disadvantage of the peer-to-peer fund raising method is that a 
lender has practically no guarantees of a debtor’s credibility. For this reason, 
lenders in some cases may demand higher interest for higher risks (Kennard, 
Bond, 2011). 

Summarizing, it can be stated that the importance of public-private partnerships 

between foreign institutional asset funds and development loan providers is rising, 

in particular, when implementing real estate projects that require wide 

infrastructures. Employment of different methods of funding in particular stages of 

the real estate cycle can be considered as an extremely flexible form of real estate 

financing. Fixing of value as well as concentration on an increase in the total 

value of property are efficient supplements of the innovative real estate funding 

systems. Although the financing based on the expectations of the value increase in 

the future is comparatively risky, the appropriate measures of risk management 

(e.g., fixing of value in different stages of project implementation) can mitigate 

this risk. The variety of the real estate funding mechanisms is an important 

determinant of the real estate market development since it allows a reduction in 

the costs and risk of the investment in Real Estate, diminishes the compulsory 

volumes of investment per person and shorten the time of investment. In other 

words, the innovative real estate funding mechanisms make preconditions for 

effective and well-structured real estate transactions. Nevertheless, the innovative 

real estate funding mechanisms not always can be considered as an equivalent 

alternative to the traditional forms of funding. In some cases, the innovative 
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mechanisms serve as extra measures promoting the development of the real estate 

market. 

In Lithuania, real estate is mainly funded by issuing bank loans or bonds. The 

other real estate funding methods are not popular due to the imperfections of the 

country’s legal framework, poor subsidization of housing acquisition and a lack of 

VAT exemptions for real estate buyers. 

3 Research Methodology 

Literature research revealed that within the area of real estate financing, the 
methods of descriptive statistics that quantitatively describe and/or summarize the 
features of a collection of information are prevalent (see Table 1). 

Table 1 

Review of previous research methodologies applied in the area of real estate financing (source: 

compiled by the authors) 

Research methods Author(s), year 

Literature review Kane, 2001; Breuer, Kreuz, 2011; Vicent, 2015; Olsson, 2015 

Citation analysis Breuer, Kreuz, 2011 

Statistical data review “Knight Frank”, 2017; “JLL”, 2017 

Case analysis Squires, 2015; “JLL”, 2017 

Desk research Squires, 2015 

Secondary data analysis Ezimuo et al., 2014; Olsson, 2015 

Sample surveys Ogedengbe, Adesopo, 2003; Nkyi, 2012; Mwathi, 2013; 
Ezimuo et al., 2014 

Interviews Ogedengbe, Adesopo, 2003; Iblher, Lucius, 2003; Nkyi, 2012; 
Ezimuo et al., 2014; Squires, 2015 

Trend analysis “Knight Frank”, 2017 

Univariate regression Lasfer, 2007 

Multiple regression Gonenc, 2005; Lasfer, 2007; Abor, 2007; Nkyi, 2012 

T-test Brown et al., 1996; Redman et al., 2002; Ali et al., 2006; Nkyi, 
2012 

Correlation analysis Nkyi, 2012 

Chi-square Brown et al., 1996; Nkyi, 2012 

Factor analysis Nkyi, 2012 

SWOT analysis Acquah, 2011; Nkyi, 2012 

Chow test Gonenc, 2005 

As it can be seen from the review in Table 1, the most substantial part of previous 
studies adopt sample surveys (survey questionnaires) and interviews, whereas 
some of the studies rely on the sources of secondary data (financial statement, 
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articles from companies, press releases). The use of statistical tools demonstrates a 
considerable drift from basic (percentages, ratios) to more complicated tools 
(univariate and multiple regressions, T-test, correlation, Chi-square, factor 
analysis, Chow test). SWOT analysis is employed to research the impact of real 
estate financing related internal (strengths and weaknesses) and external 
(opportunities and threats) factors. 

Expert evaluation is one of the most popular insight methods applied in different 
areas of research (Baležentis & Žalimaitė, 2011). According to Rudzkienė & 
Burinskienė (2007), expert evaluation can be treated as a generalized opinion of a 
group of experts. It is a procedure that allows combining different opinions and 
having an insight in the general understanding. Expert evaluation is commonly 
employed for the research of a particular problem, process or phenomenon that 
requires specific knowledge and abilities. The results of this research are 
submitted as reasoned conclusions and recommendations (Rudzkienė & 
Burinskienė, 2007). According to Makridakis et al. (1998), expert evaluation 
should involve 10 – 100 experts depending on the purpose of the research and 
expert competence in the area under consideration. Other scientists submit slightly 
different recommendations. For instance, Augustinaitis et al. (2009) recommends 
inclusion of at least 5 experts to ensure the accuracy and reliability of the research 
results. While conducting the empirical research, the authors of this work, 
followed the latter methodological recommendation in order to keep the focus on 
the expert competence, their specific knowledge of the real estate market and 
understanding of the conditions and problems of business environment rather than 
the scale of the questionnaire survey. First, 8 experts were included in the study, 
however, due to the split of opinions by filling out the questionnaire and 
improving the meaning of Cronbach’s alpha and Kendall Concordance, three of 
them were removed from the expert evaluation. 

Following the above-described recommendations, the group of the experts 
included 5 people: 

 Marius Dubnikovas, who is currently in charge of Business Development 
Manager position at “Compensa Life Vienna Insurance Group SE”, with 
more than 15 years of professional and practical experience in the areas of 
real estate valuation and finance. He started his career as the President of 
Lithuanian Financial Brokers Association, and subsequently followed the 
position of Client Investment Manager at “Finasta Ltd.”. The expert is 
also the Chairman of the Tax Committee, Lithuanian Business 
Confederation. The financial analyst is particularly active with his 
speeches and insights into the trends of the real estate market in media; 

 Saulius Vagonis, who is the Head of Valuation and Analysis Department 
in “OBER-HAUS Real Estate Ltd.”. He has acquired his experience in 
working with real estate for over 20 years. During the expert’s career, 
more than 3000 asset evaluations and about 100 outsource market studies 
and analyses have been conducted. Saulius Vagonis is a board member of 
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Lithuanian Association of Property Valuers and Lithuanian Association of 
Property and Business Valuation Enterprises, and the Chairman of the 
Commission on Science and Education. He actively participates in real 
estate conferences (e.g. Real Estate Conference 2016 and 2017, organized 
by the Bank of Lithuania); 

 Dr. Vytautas Azbainis, who has gained his experience in drawing up real 
estate investment projects and land plot detailed plans during 13 years of 
professional career. Since 2005 he has held the position of the director of 
“Vilniaus Namas Ltd.”. In 2014, he defended the dissertation on the topic 
“Real Estate Market Cycle Management and Modeling”; 

 Romualdas Paulauskas, who has accumulated more than 15 years of 
experience in the real estate sector. Currently, he is the Head of “OBER -
HAUS Real Estate Ltd.”, Panevėžys Department. His professional 
insights are published in popular Lithuanian newspapers “Verslo žinios”, 
“Lietuvos rytas”, “Vakarų ekspresas”, etc.; 

 Emilijus Gedvilas, who is a broker at “Akorus Real Estate”. The expert 
has been purposefully working with land investment, purchase and sales 
of real estate, and the development of real estate objects for about 4 years. 

During the empirical research, the experts were asked to assess the land investment 
funding mechanisms in Lithuania. With reference to the results of scientific 
literature analysis, the globally-practiced real estate funding mechanisms were 
classified into three main categories: the traditional mechanisms of private 
investment, the traditional mechanisms of public investment and the innovative real 
estate funding mechanisms. The experts were asked to indicate which mechanisms 
are most available when funding the investment in land in Lithuania. The main 
purpose of the questions was to identify the most available real estate funding 
mechanisms in the country and promote the need to develop the network of more 
innovative sources of real estate funding. 

The experts were asked to evaluate particular mechanisms and statements on a scale 
from 1 to 5 (i.e. from 1 – “I completely disagree / It is completely irrelevant” to 5 – 
“I completely agree / It is completely relevant”). In accordance with the strength of 
their agreement / disagreement, the experts could select the intermediate numerical 
values 2, 3 or 4. 

The data was processed with SPSS (Statistical Package for Social Sciences) and 
“Microsoft Excel” software. 

In general, reliability of expert evaluations depends on the number of experts and the 
level of their knowledge. Presuming that experts are accurate assessors, it can be 
stated that an increase in the number of experts contributes to higher reliability of an 
expertise. The degree of an expert’s competence (i.e. the degree of an expert’s 
qualification in the area under consideration) is quantitatively measured by 
employing the coefficient of competence. However, it was not employed for this 
research. 
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The special attention should be drawn to possible interpretations of Cronbach’s 
alpha coefficient when developing the conclusions of the expert evaluation. 
Cronbach’s alpha indicates whether a questionnaire reflects an object under 
consideration with appropriate accuracy. Some scientists, for instance, Nunnally & 
Bernstein (1994), state that Cronbach’s alpha has to be higher than 0.7, while 
others, for instance, Malhotra & Birks (2003), propose that the lowest marginal 
value of a questionnaire’s reliability is 0.6. Hence, the selection of the lowest 
marginal value of a questionnaire’s reliability is a subjective matter that may depend 
on the nature and qualitative aspects of a particular study. For this empirical 
research, the authors of this article selected 0.7 as the lowest marginal value of 
Cronbach’s alpha coefficient. 

4 The Results of the Expert Evaluation 

To accomplish the main purpose of the empirical research, the results of the expert 
evaluation were systematized. A concept, factor or any other aspect under 
consideration was treated as important if its average rank was equal to or exceeded 
3.5. The value of Cronbach’s alpha coefficient estimated for the questionnaire was 
equal to 0.98, which proposed that the questionnaire reflected the dimension under 
research with appropriate accuracy. 

Availability of the funding mechanisms when making the investment in land in 

Lithuania. The value of Kendall’s coefficient of concordance was equal to 0.578 
(p = 0.000). The experts unanimously indicated that the most available funding 
mechanisms when making the investment in land in Lithuania are money, loans 
and mortgages attributable to the category of the traditional mechanisms of private 
investment. The other funding mechanisms, such as the traditional mechanisms of 
public investment or the innovative real estate funding mechanisms, are not 
popular in Lithuania, in particular when it concerns the investment in land. This 
tendency can be related not only to the imperfections of the legal framework in the 
country, but also to poor attractiveness of the domestic real estate market in 
comparison to foreign real estate markets. The results are summarized in Table 1. 

Table 1 

Unpopular funding mechanisms while making the investment in land in Lithuania 

Funding mechanism Mean Minimum Maximum SD 

The traditional mechanisms of private investment 

Use of a part of the share capital 3.40 3 4 0.548 

RELPs 2.00 1 3 1.000 

CREFs 1.80 1 3 1.095 

REITs 2.20 1 3 1.095 

Real estate mutual funds 2.20 1 3 1.095 
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SWFs 2.00 1 3 1.000 

The traditional mechanisms of public investment 

Bond issuance 2.60 1 4 1.517 

IPOs 2.60 1 4 1.517 

Sale and leaseback 3.00 1 5 1.871 

ABSs 2.20 1 3 1.095 

CMBSs 2.20 1 3 1.095 

Real-estate related derivatives 
(property index certificates, 
forwards) 

2.20 1 3 1.095 

Public subsidization of real 
estate projects 

2.60 1 4 1.140 

Lower VAT tariffs for housing 2.00 1 3 1.000 

The innovative real estate funding mechanisms 

Corporate zones 3.40 2 4 1.140 

Subordination loans 3.20 3 4 0.447 

Joint ventures 3.40 3 4 0.548 

Granting of rights 3.20 2 4 0.837 

Outsourcing contracts 2.60 1 4 1.517 

Transfers of holdings 3.40 1 5 1.517 

Private funding initiatives (PFI 
or PFI2) 

2.80 1 4 1.643 

Reinvestment of return surplus 2.80 1 5 1.789 

Tax increment financing (TIF) 2.80 1 5 1.789 

Accelerated development zones 2.80 1 4 1.304 

Unsecured loans 2.40 1 4 1.517 

“Crowd funding” 2.80 1 4 1.643 

“Peer-to-peer” (P2P) model 2.80 1 4 1.643 

Source: compiled by the authors with reference to the results of the expert evaluation 

The results of the empirical research have revealed that in the group of the 
innovative real estate funding mechanisms, tax increment financing (with mean 
rank equal to 3.6), free economic zones (with mean rank equal to 3.8), 
simplification of real estate planning procedures (with mean rank equal to 3.6.) 
and additional business taxation (with mean rank equal to (3.6) are considered to 
be significant, although less available land funding mechanisms. According to the 
experts, the other mechanisms from the same group are not popular when making 
the investment in land in Lithuania. Summarizing, it can be stated that money 

(cash), loans and mortgages are the most available traditional funding 

mechanisms commonly employed when making the investment in land in 

Lithuania. 
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When Saulius Vagonis and Marius Dubnikovas were asked the question “What 
are the sources of land investment funding if land is treated as a kind of real 
estate?”, the experts clarified that with reference to the data of the Bank of 
Lithuania, only an insignificant share of transactions in the land market are funded 
by employing loans. The Scandinavian bank policy was indicated as the main 
reason for this tendency: as the Scandinavian real estate market is overcoming the 
period of crisis, the excessive requirements are imposed on land funding. Issuance 
of corporate bonds serves as another source of land investment funding. Although 
theoretically the mechanism of “crowd funding” could also be employed, the 
cases of its employment have not been registered thus far. According to Saulius 
Vagonis, the funding of land investment in Lithuania is limited. This limitation 
was partly caused by the financial crisis of 2008, when banks used to lend money 
to the investors who wanted to acquire land plots driven by unreasonable 
expectations, but did not have any debt repayment capabilities. In addition, before 
the beginning of the crisis, many investors had acquired illiquid land plots which 
later turned out to be out of demand and caused the average price of land plots to 
decrease by 80 percent. After the burst of the real estate price bubble, banks 
stopped funding the investment in land plots. Now land plots are mainly acquired 
with personal funds as well as with loans or mortgages issued by banking 
institutions (in many cases, by credit unions). 

Conclusions 

Based on the analysis of scientific literature, it is possible to make the 
generalizations, that the main characteristics of innovative real estate funding 
mechanisms is a combination of loans and guarantees, which helps to add value to 
both land and buildings. The most significant innovations in the area of real estate 
funding cover solidarity mechanisms, public-private partnerships and the 
mechanisms of loans and bonds. The funds accumulated in the form of various 
taxes and fees have become a part of the funding of real estate development, like 
fixing the land value or tax exemptions which promise investors lower tax tariffs. 

Public-private partnerships are invoked when the schemes of the long-term 
obligations in the private sector need to be matched up to long-term assets. The 
private funding of real estate (with consideration of both public-private 
partnership projects and private funding initiatives) allows for the pooling of funds 
from the public and private sectors, for a mutual purpose and allocate the 
investment-related risks. Finally, the innovative loan and bond mechanisms help 
to attract private investments and direct them to well-organized capital markets. 
The integration between transportation and land value fixing can also be 
considered as a part of the real estate funding innovations. By following the 
approach of refunding, the stages of the development of particular assets can be 
modified, and the development of the assets can be ensured, by promoting the 
sales and the flows of commercial revenues. 



Acta Polytechnica Hungarica Vol. 15, No. 8, 2018 

 – 115 – 

The results of the expert evaluation have revealed that the innovative funding 
mechanisms are neither popular nor available, when making an investment in land 
in Lithuania. The unavailability of the innovative real estate funding mechanisms 
was determined by the lessons of the financial crisis of 2008, before which, banks 
used to lend the money to the investors, who wanted to acquire land plots driven 
only by unreasonable expectations, but did not have any debt repayment 
capabilities. Now land plots are mainly acquired with personal funds, as well as, 
with loans or mortgages issued by banking institutions (in many cases, credit 
unions). 
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Abstract: Many of the hydraulic and pneumatic devices are made from high quality 

stainless steels, through complex and elaborated manufacturing technologies. Thus, not 

infrequently the semi–finished product used for obtaining the pneumatic and hydraulic 

equipment is subjected to different kinds of strains in the manufacturing process. 

Obviously, the units that are currently producing pneumatic and hydraulic equipment 

should focus on the manufacturing of products mostly requested in a market economy. This 

requires the modernization of existing production capacities in line with the EU 

requirements, followed by the update of technologies to the standards applied in the EU 

economy. The knowledge about the characteristics of deformability has for the 

technologist, as well as for the designer and researcher, a great practical significance, 

because they are important elements in establishing a correct technological process. The 

change of deformation conditions existing in the industrial process, such as the 

temperature and rate of deformation, are difficult to consider for correcting the 

deformability determined by testing. In this paper, through ”deformability” we 
understand all the properties characterizing the deformation behavior of the 

metals and alloys, and the „deformation resistance” of the metals is expressed through 
the unit strain required to produce a certain degree of plastic deformation, under the 

conditions of a particular diagram of tensions, deformations and deformation rates, in the 

absence of external friction forces. Thisstudy includes the results of the 

experimental tests conducted to find the plasticity and deformability characteristics 

of several stainless steel grades: one martensitic stainless steel (grade X46Cr13), 

one ferritic stainless steel (grade X6Cr17) and one austensitic stainless steel (grade 

X5CrNi18–10). 
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1 Introductory Remarks 

In many industries and in many types of technical operations, the hydraulic 
equipment requires steel to withstand high operating temperatures combined with 
the corrosive action of the environment. These requirements cannot be met 
without the proper development of the high–alloy and quality steel manufacture, 
including the thermostable stainless steels. [1-3, 5-6, 16] 

Currently, we know various types of stainless steels, which have multiple features 
and properties, designed to withstand corrosive environments, various working 
conditions, and weathering, thus providing safety conditions in enterprises, longer 
life in constructions and hygiene in everyday life. [1-3] The stainless steels are 
used in all industries today: mechanical engineering, metallurgical fields, medical 
equipments and instruments, ship–, automotive– and aviation–building, food 
processing, energy and power engineering, chemical and petrochemical, traffic 
engineering, construction, etc. 

The knowledge about the characteristics of deformability has for the technologist, 
as well as for the designer and researcher, a great practical significance, because 
they are important elements in establishing a correct technological process. [2-6, 
10-11] The change of deformation conditions existing in the industrial process, 
such as the temperature and rate of deformation, are difficult to consider for 
correcting the deformability determined by testing. [2, 5-7, 10,11, 13] 

In view of this, the deformability is the ability of a material to be plastically 
deformed without the occurrence of undesired conditions (cracking or tearing of 
the material during the plastic deformation, inadequate quality of the surface, 
wrinkling or curling of the stamped steel sheets, coarse structure, difficulty of 
material flowing when filling the moulds, or other commercially–imposed 
conditions). [2, 6, 10,11, 13, 16] 

The stainless steels can undergo structural changes under the action of the 
following technological processes: [5, 10, 11] 

 a heat treatment(required by the manufacturing process); 

 a cold plastic deformation(austenitic steels); 

 annealing,after cold deformation; 

 a high temperature thermo–mechanical treatment (e.g. required for hot 
rolledsteel or subjected to mechanical stress at high temperature). 

Regardless of the adopted method for deformability determination, when the 
technological process are decided, the people involved should bear in mind that, 
the results have a relative value, i.e. they are significant only in comparison with 
other steels, whose plastic deformation behavior as deformability indices are 
already known. [2-6, 10-11] 
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The processing of metals and alloys via plastic deformation is based on the 
property of plasticity, which defines their ability toa cquire permanent 
deformations under the action of external forces. [2-6, 8-12, 14] When processing 
by plastic deformation, the shape modification of a semi–finished product is made 
by redistributing its elementary volumes under the action of external forces; 
therefore, unless some unavoidable losses due to equipment imperfection, the 
processing takes place without any removal of material. 

The deformability of metals and alloys characterizes their ability to permanently 
deform without breaking the internal structural bonds. [2-5] As the deformability 
of a material is expressed by the degree of deformation to which the first cracks 
appear, i.e. its tearing resulting from a standard mechanical test or from one 
specific to the industrial deformation process, it should be pointed out that the 
breaking process, for all industrial processes of plastic deformation, as well as for 
the materials plastically deformed in these processes, appears in the form of 
ductile fracture. [2-6, 10, 11] 

The main factors that influence the deformability can be grouped into two 
categories: [2-6, 10, 11] 

 material related factors: composition, structure, purity, metallurgical 
development, localization of the deformation; 

 process related factors: deformation temperature, deformation rate, state of 
stress and strain, hydrostatic pressure, friction between the tool and workpiece, 
geometry of the tool and workpiece. 

In determining the hot deformability of steels in the laboratory, in general, but 
especially those stainless, the following conditions in which the plastic 
deformation takes place under industrial conditions must be taken into account: [5, 
6, 10, 11] 

 steel heating temperature; 

 deformation temperature; 

 tensions scheme where the deformation occurs; 

 steel–tool contact friction; 

 steel structure at the deformation temperature; 

 steel deformation rate. 

There are several methods for determining the deformability of  the steels, such 
as: [2-6,10] 

 compression, rolling and forging (taking account of friction); 

 tensile, bending and torsion (without taking account of friction). 
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The above mentioned methods enable that, besides the determination of 
deformability characteristics (plasticity and deformation resistance, depending on 
temperature), to study the influence of the deformation conditions (rate of heating, 
holdingtime at heating temperature, friction with the tools, rate of deformation, 
structural changes in terms of deformation, rate of recrystallization, etc.). [5, 10, 
11] 

2 Determination of the Stainless Steel Deformability 

by Torsion 

This method is the only one that allows obtaining large deformationsa long the 
length of the specimen, so it is mainly used to determine the characteristics of 
large deformations.[5, 10, 11] 

Since the shear strains play san important role in the process of rolling and 
forging, the deformability caused by torsion reflects quite accurately the steel 
behavior at hot plastic deformation, and due to the fact that the specimen can be 
maintained in the ovenduring deformation, we can ensure the stability of 
temperature. By this method, the hot deformability of the stainless steel is 
determined by subjecting to torsion a cylindrical specimen maintained at the 
deformation temperature in a tubular oven. [5, 10, 11] 

The size of the required moment for torsion the specimen expresses the resistance 
to deformation, and the number of torsions before failure expresses the plasticity 
limit of that steel.[5, 10, 11] 

There are several methods for determining the deformability by hot torsion, such 
as: [5, 10, 11] 

 torsion by maintaining the specimen at constant length; 

 torsion by tensioning the specimen; 

 torsion with free change of the specimen length. 

2.1 Torsion by Maintaining the Specimen at Constant Length 

This variant of the method for determining the hot deformability, which does not 
imply a deformation through pure shearing, is preferable because the rate of 
deformation can be easily maintained constant throughout the specimen. [5, 10, 
11] 

The torsional deformation on the specimen surface is: 
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l
r

 [rad]                                                                                                   (1) 

in which: r – the specimen radius, [m];  – torsion angle,[rad]; l – the specimen 
length, [m]. 

Then, the deformation rate on the specimen surface is: 
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in which: d – the specimen's torsion speed, [–]; t – time, [sec], n – number of 
rotations, [rot/min]. 

From the value of the torque, we can calculate the shear resistance on the 
specimen surface: 

 
3
r2

Mk3




 [N/m2]        (3) 

in which: M – the torque moment, [N·m]; r – the specimen radius, [m]; k – 
sensitivity coefficient expressing resistance to the speed of deformation, for a 
particular steel, at a certain temperature, [–]. 

This method, although it does not imply a deformation through pureshearing, it is 
preferable because the rate of deformation can be easily maintained constant 
throughout the specimen. 

2.2 Torsion by Tensioning the Specimen 

The specimen heated in the oven is subjected to a constant tensile strain during the 
torsion test. Having no calibrated portion, the deformation length depends on the 
heated length of the test specimen and, therefore, the reproducibility is poor and 
the deformability characteristics are only informative, being not suitable for 
scientific processing and interpretation.[5, 10, 11] 

Because the specimen is maintained under constant tensile strain, we cannot speak 
about the balancing of the axial force,which tends to shorten the specimen during 
coolinga nd  hence its dimensions are changing during the test, resulting the fact 
that the deformation on the specimen surface does not occur at a constant speed, 
and due to changes in diameter we cannot calculate the shear resistance on the 
specimen surface. 
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2.3 Torsion with Free Change of the Specimen Length 

Fo rtaking into account the results of the hot torsion test measurements in 
determining the resistance to deformation, the specimen is necessary to do not 
miss its straightness, and the deformation to be uniform throughout the specimen; 
in this case, instead of the axial force, we measure the length of the specimen 
during its torsion.[5, 10, 11] 

Based on the law of specimen volume constancy before and after the deformation, 
we can write: 

ro
2∙l0 = r2∙l (4.1) 

or r = r0√l0l [m] (4.2) 

in which: r – the specimen radius, before and after the deformation, [m]; l – the 
specimen length before and after the deformation, [m]. 

As at high temperatures, the deformation resistance is a function of the 
deformation rate and not of the degree of deformation (due torecrystallization), its 
value at the specimen surface is: τ = 12π [3∙ Mr3  + v∙γ∙ ∂(Mr3)∂vγ ][N/m2]  (5) 

in which: M – the torque moment, at a time, [N·m]; r – the specimen radius, at a 
time, [m]; v – the deformation speed at the specimen surface. 

The radius variation in time and the torsion moment variation with the 
deformation speed can be obtained only by logarithmisation. Therefore, it is 
preferred to plot diagrams for representing the torsion moment variation versus the 
number of torsions and the torsion rate. 

3 The Research Methodology 

The experimental equipment used to study the stainless steel deformability by hot 
torsion belongs to the Faculty of Engineering Hunedoara, University Politehnica 
Timişoara. 

The facility is provided with acentral shaft on which two side discs and an 
intermediate disc are mounted in the central area. Spacer bushes have been 
mounted between the left side disc and the intermediate one, as well as between 
the intermediate disca nd the right side one, capable of keeping the discs at a 
distance, for fixing the experimental samples, the specimens. 
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The so-equipped central shaft is connected to an electric motor which provides its 
rotation along with the specimens. At the top of the facility, above the central area 
of the shaft (where the experimental sample sare fixed), is placed an electric oven 
which provides the sample heating in the range 20-1300oC. The temperature is 
maintained at the desired value by means of a control box, and the speeds can be 
changed by attaching to the electric motor of astatic frequency converter. 

The ensemble of the experimental equipment used to study the stainless steel 
deformability by hot torsion,with and without the heating oven, is shown in Fig. 1. 

The specimens for hot torsions were mechanically taken from Ф20 mm hot-rolled 
steel bars, having the form and dimensions presented in Figure 2. The test 
specimens are typically cylindrical, with a calibrated small–diameter central 

portion, having the ration 5
d

l  in the point of deformation. 

a. 
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b. 

Figure 1 

The experimental facilityfor determining the hot deformability of the stainless steels 

a. without the heating oven; b. with the heating oven 

 

Figure 2 

Samplefor determining the hotdeformabilityby torsion 

The ends are screwed, and the specimen must have a shoulder in the continuation 
of the thread, to prevent further screwing during the torsion. 

The choice of heating regime is currently mostly based on the practical experience 
of the companies; therefore, the process of establishing the hot processing 
technology for these steels is primarily related to the definition of heating 
conditions, according to their technological characteristics. 
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4 Results and Discussions 
For the experimental tests, we used several stainless steel grades. This study 
includes the results of the tests conducted to find the plasticity and deformability 
characteristics of  the martensitic stainless steel, grade X46Cr13 (Table 1 and 
Table 2), the ferritic stainless steel, grade X6Cr17 (Table 3 and Table 4) and the 
austensitic stainless steel, grade X5CrNi18–10 (Table 5 and Table 6). 

Table 1 

The results of the tests conducted to find the plasticitycharacteristics of themartensiticstainless steel 

(hardenable stainless steel, grade X46Cr13) 

No. 
Deformation 
temperature [oC] 

Maximum torque moment [daN·cm] 
1 2 3 4 Average 

1. 800 274 300 240 250 266 

2. 850 242 268 250 280 260 

3. 900 266 276 258 269 267.25 

4. 950 194 191 188 174 186.75 

5. 1000 156 158 134 134 145.50 

6. 1050 127 121 119 118 121.25 

7. 1100 101 83 112 112 102 

8. 1150 90 93 98 88 92.25 

9. 1200 69 69 60 40 57 

10. 1250 47 48 45 – 46.66 

Table 2 

The results of the tests conducted to find the deformabilitycharacteristics of themartensiticstainless 

steel (hardenable stainless steel, grade X46Cr13) 

No. 
Deformation 
temperature [oC] 

The number of torsions before failure [–] 

1 2 3 4 Average 

1. 800 6 5 7 5 5.75 

2. 850 5 7 10 10 8 

3. 900 9 10 8 9 9 

4. 950 10 10 11 13 11 

5. 1000 13 11 12 12 12 

6. 1050 13 13 12 13 12.75 

7. 1100 14 13 14 13 13.75 

8. 1150 7 14 14 14 12.25 

9. 1200 8 8 8 8 8 

10. 1250 8 9 7 – 8 
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Table 3 

The results of the tests conducted to find the plasticitycharacteristics of the ferritic stainless steel (non–
hardenable stainless steel, grade X6Cr17) 

No. 
Deformation 
temperature [oC] 

Maximum torque moment [daN·cm] 
1 2 3 4 Average 

1. 800 135 135 140 – 136 

2. 850 126 126.5 123 – 125.16 

3. 900 108 112 111 – 110.33 

4. 950 94 73 77 – 81.33 

5. 1000 63 57 57 – 59 

6. 1050 9 22 38 – 23 

7. 1100 83 36 41 – 53.33 

8. 1150 29 28 29 – 28.66 

9. 1200 21 21 20 – 20.66 

10. 1250 18 – 14 – 16 

Table 4 

The results of the tests conducted to find the deformabilitycharacteristics of the ferritic stainless steel 

(non–hardenable stainless steel, grade X6Cr17) 

No. 
Deformation 
temperature [oC] 

The number of torsions before failure [–] 

1 2 3 4 Average 

1. 800 31 34 42 – 35.66 

2. 850 29 22 26 – 25.66 

3. 900 27 17 29 – 24.33 

4. 950 34 33 28 – 31.66 

5. 1000 35 36 48 – 39.66 

6. 1050 62 58 68 – 62.66 

7. 1100 15 71 75 – 53.66 

8. 1150 105 69 94 – 89.33 

9. 1200 43 57 134 – 78 

10. 1250 460 – 425 – 443 

Table 5 

The results of the tests conducted to find the plasticitycharacteristics of the austensitic stainless steel 

(non–magnetic stainless steel, grade X5CrNi18–10) 

No. 
Deformation 
temperature [oC] 

Maximum torque moment [daN·cm] 
1 2 3 4 Average 

1. 800 200 392 340 390 330.5 

2. 850 192 362 314 359 306.75 

3. 900 276 326 306 316 306 

4. 950 194 230 220 227 218.25 
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5. 1000 170 176 156 194 174 

6. 1050 144 130 142 130 136.5 

7. 1100 133 123 127 129 128 

8. 1150 98 – 100 80 92.66 

9. 1200 97 83 84 77 81 

10. 1250 58 44 61 – 53.33 

Table 6 

The results of the tests conducted to find the deformabilitycharacteristics of the austensitic stainless 

steel (non–magnetic stainless steel, grade X5CrNi18–10) 

No. 
Deformation 
temperature [oC] 

The number of torsions before failure [–] 

1 2 3 4 Average 

1. 800 2 2 2 2 2 

2. 850 3 3 4 2 3 

3. 900 4 2 3 3 3 

4. 950 6 5 8 4 5.75 

5. 1000 4 6 7 3 5 

6. 1050 9 8 8 7 8 

7. 1100 10 8 15 12 11.25 

8. 1150 9 – 9 9 9 

9. 1200 9 12 6 6 9 

10. 1250 7 8 6 – 7 

The austensitic stainless steel (nonmagnetic stainless steel), grade X5CrNi18–10, 
is the standard for the austenitic grades of stainless steel due to its good corrosion 
resistance, ease of formability and fabrication.  

The ferritic stainless steel (non–hardenable stainless steel), gradeX5CrNi18–10, is 
resistant to corrosion in most environments. Although the corrosion resistance of 
X6Cr17 is inferior to the austenitic grades of stainless steels, its ferritic 
microstructure makes it resistant to the effects of stress corrosion cracking, a form 
of corrosion to which most of the conventional austenitic stainless steels are 
susceptible to. The X6Cr17 is characterized by its good corrosion resistance is 
displayed inmoderately corrosive media/environments. 

The martensitic stainless steel (hardenable stainless steel), gradeX46Cr13, is 
characterized by its good corrosion resistance in moderately corrosive 
environments. Stainless heat–resistant steels are always in demand when extreme 
technical requirements are imposed on the material, due of their outstanding 
chemical corrosion and mechanical properties. 
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a. 

b. 

Figure 3 

Deformability diagram for the martensitic stainless steels (grade X46Cr13), at the experimental heating 

temperature values (800–1250oC) 

a. the regression surface of plasticity and deformability characteristics, described by the number of 
torsions before failure [equation type: z = a(1)x2 + a(2)y2 + a(3)xy + a(4)x + a(5)y + a(6), standard 

deviation:r2 = 0.8298] 

b. the level curves and the technological domains area 
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Figure 4 

The variations of plasticity (number of torsions to failure) and deformation resistance (maximum 

torque) in case of the martensitic stainless steels (grade X46Cr13), at the experimental heating 

temperature values (800–1250oC) 

 

 

Figure 5 

The variations of plasticity (number of torsions to failure) and deformation resistance (maximum 

torque) in case of the ferritic stainless steel (grade X6Cr17), at the experimental heating temperature 

values (800–1250oC) 
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a. 

b. 

Figure 6 

Deformability diagram for the ferritic stainless steel (grade X6Cr17), at the experimental heating 
temperature values (800–1250oC) 

a. the regression surface of plasticity and deformability characteristics, described by the number of 
torsions before failure [equation type: z = a(1)x2 + a(2)y2 + a(3)xy + a(4)x + a(5)y + a(6), standard 

deviation:r2 = 0.8056] 

b. the level curves and the technological domains area 
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b. 

c. 

Figure 7 

Deformability diagram for the austenitic stainless steel (grade X5CrNi18–10), at the experimental 
heating temperature values (800–1250oC) 

a. the regression surface of plasticity and deformability characteristics, described by the number of 
torsions before failure [equation type: z = a(1)x2 + a(2)y2 + a(3)xy + a(4)x + a(5)y + a(6), standard 

deviation:r2 = 0.8056] 

b. the level curves and the technological domains area 
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Figure 8 

The variations of plasticity (number of torsions to failure) and deformation resistance (maximum 

torque) in case of the austenitic stainless steel (grade X5CrNi18–10), at the experimental heating 

temperature values (800–1250oC) 

For the hot torsion test, we prepared 36 samples from each steel grade. They were 
subjected to torsional deformation by maintaining the deformation temperature in 
the experimental facility, from 50 to 50oC, within the range 800-1250oC. 

The magnitude of the torque required to the specimen’s torsion expresses the 
resistance to deformation, and the number of torsions to failure expresses the 
plasticity limit of that steel. The plasticity limit is expressed by the number of 
torsions to failure at a given temperature and deformation rate. Each point within 
the temperature range studied in the two diagrams (Figures 3-8) represents the 
arithmetic mean of four determinations. 

In the graphical representationof the experimental tests results, presented above in 
the Figures 3-8, we have the following comments and remarks: ⧉ the variations of plasticity (number of torsions to failure) and deformation 

resistance (maximum torque) are plotted in the Figure 4, Figure 5 and Figure 
8. The variations, as shown in the above mentioned figures, indicate that the 
deformation resistance of a stainless steel (regardless of the steel grade) 
decreases with increasing the heating temperature; for the martensitic and 
austenitic steel grades (Figure 4 and Figure 8), due to the measurement error 
sat high values of the torsion moment at low temperatures, the value of the 
maximum torque is lower than the technological requirement; ⧉ the regression surface of plasticity and deformability characteristics of the 
martensitic stainless steels (grade X46Cr13), described by the number of 
torsions before failure, is shown in Figure 3(a); This can be interpreted as 
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deformability diagram, plotted in shown in Figure 3(b), which is typical for the 
martensitic stainless steels, X46Cr13 being such a steel grade; ⧉ the regression surface of plasticity and deformability characteristics of the 
ferritic stainless steel (grade X6Cr17), described by the number of torsions 
before failure, is shown in Figure 6(a); This can be interpreted, plotted in 
shown in Figure 6(b), as deformability diagram, which is typical for the ferritic 
stainless steel, grade X6Cr17; ⧉ the regression surface of plasticityanddeformabilitycharacteristics of the 
austenitic stainless steel (grade X5CrNi18–10), described by the number of 
torsions before failure, is shown in Figure 7(a); This can be interpreted, plotted 
in shown in Figure 7(b), as deformability diagram for the grade X5CrNi18–10, 
which illustrate a much better the deformation resistance than the ferritic 
stainless steel grade X6Cr17, being an austenitic stainless steel grade; ⧉ the upper limit of the optimum range of heating temperatures applied for 
deforming the studied steels, results clearly from the plasticity – temperature 
diagrams, as follows: 

 1100oC, for the martensitic stainless steel, grade X46Cr13 (Figure 4); 

 1050oC, for the ferritic stainless steel, grade X6Cr17 (Figure 5); 

 1150oC, for the austenitic stainless steel, grade X5CrNi18–10 (Figure 8); ⧉ the temperature may be limited due to the risk of excessive grain growth 
during heating under industrial conditions (phenomenon that does not occur 
during heating at the torsion machine – and, therefore, the values given for 
plasticity at high temperatures); [5, 10, 11, 15] ⧉ regarding the end heating temperature, for the hot deformation of the studied 
stainless steel grades, we have the following experimental values (or ranges): 

 900-950oC, for the martensitic stainless steel; it has a lower limit due to the 
high deformation resistance and the cracking hazard; 

 800oC, for the ferritic stainless steel; sometimes it is recommended that the 
last two passes (processing) to be carried out at temperatures below 800oC, 
for completion of granulation; 

 950oC, for the austenitic stainless steel. 

5 Conclusions 

This study includes the results of the experimental tests conducted to find the 
plasticity and deformability characteristics of several stainless steel grades: one 
martensitic stainless steel (grade X46Cr13), one ferritic stainless steel (grade 
X6Cr17) and one austensitic stainless steel (grade X5CrNi18–10). 
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The indications regarding the variation of plasticity with the temperature, using 
the hot torsion method, allowed for establishing the temperature range within 
which the steel plasticity is optimal and in which, in general, it is recommended to 
perform the entire hot plastic deformation. Also, depending on the plasticity 
variation with temperature, we can achieve a more rational distribution of the 
reduction coefficients per passes, so that the plasticity property of the steel to be 
used as much as possible. 

Starting from the temperature of 900oC, all steel grades have a sufficient 
plasticity, but the value of the deformation resistance is still high up to the 
temperature of 950oC. The growth dynamic of the plasticity characteristics is 
continuous, reaching the maximum value at the temperature of 1250oC, while 
reducing the resistance to deformation. Thus, from the tests carried out to 
determine the hot deformability, it results that the optimal plasticity of the 
analyzed steels is found within the temperature range 950-1250oC. 
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Abstract: Heavy welding is a demanding task with high robotization potential. This applies 

especially for the runners of Francis hydropower turbines, due to the high working costs 

and EHS requirements in Europe. However, heavy welding is often related to small-series 

production with long processing time. This sets high demands on the planning and monitor-

ing functionality of the robot system. The research in this field is gaining momentum, yet 

very few articles suggest suitable solutions. This paper presents a robotic welding control 

system design and application that facilitates the planning, control, and monitoring of the 

welding process of non-uniform grooves of large-dimension joints. Its primary and unique 

characteristic is the simplified operator assisted programming method, where the three-

dimensional path modification problem is translated into consecutive two-dimensional 

modifications. Therefore, reference cross-sections are created along the welding groove, 

where the sequence planning task of multi-pass weld bead placement is performed, and to 

the online modifications together with the adjustments are referred. The planning, changes 

and process supervision are supported by the robot system to handle uncertainties along 

the welding groove and adaptively utilize the robot operator experience. The activities are 

tracked and organized to supply information for later performance enhancement and reus-

ability between similar processes. The supportive system design is particularly suitable for 

advanced, large-dimension, heavy robotic welding applications. A use case is presented on 

a welding a runner of Francis hydropower turbine. 

Keywords: robotic welding; multi-pass welding; non-uniform groove; small series produc-

tion 
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1 Introduction 

1.1 Welding Robots for Small and Medium Sized Companies 

The industry is facing major challenges increasing efficiency and productivity to 
stay competitive. The small and medium sized enterprises (SMEs) are an essential 
part of the countries’ economy, as they represent 99 per cent of all enterprises. 
The domain of industrial robot usage and integration has been dominated by the 
large-scale automotive and electronics industries [19, 30]. With 27%, the automo-
tive sector is the largest in the welding industry. From all application fields, the 
most common is welding and soldering (30%), which typically implemented for 
large volume production that requires high product mix and short production cy-
cle. Although recent trends show an expansion of robot adoption outside of these 
areas, the progression into new fields is moderate. 

Even though the SMEs are showing increasing demand for robotization, their 
demands differ from the traditional robot applications because their business mod-
els are more likely to involve wide range and small series production [26]. The 
tasks are often not well defined, heavy, fatiguing and hazardous, with substantial 
environmental load and stress level for the workers [35]. The limited proof of 
performance of the technologies are the technical barriers that limit the adoption 
of robotic systems by SMEs even in the most desired application areas. 

Despite the quality and efficiency that a today’s robotic welding systems can pro-
vide for the general welding industry, skilled human welders cannot yet be re-
placed in welding of joints in complex structures due to various reasons: high 
initial costs, tedious teaching procedure and long commissioning time. Thus, most 
of the welding is done manually or semi-automatically in fields such as the off-
shore industry, ship manufacturing or hydropower turbine production [17]. 

1.2 Challenges in Heavy Multi-Pass Welding 

Several challenges arise when the application comes to robotic heavy welding 
despite the convenience of using robotic welding systems. Typical challenges 
related to the small series production are the following: 

1. Cost and personnel: SMEs have limited resources; The high initial costs of 
installations with the lack of dedicated and specialized personnel restrict the 
possibilities to deploy robotized solutions as well as the use of complex of-
fline programming systems at SMEs facilities. 

2. Task complexity: Large-dimension welding joints typically have thick and 
non-uniform welding grooves. Therefore, significant amount of time and so-
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phisticated approach are necessary to handle the multi-pass welding process. 
Such grooves are often still welded manually due to their complex shape.  

3. Environment: The heavy, fatiguing and hazardous manual welding, with 
substantial environmental load and stress level for the workers effects directly 
the production and need to be conformed with the Environmental and health 
(EHS) regulations  

4. Programming time: Small series production requires significant effort spent 
on the programming of the welding robot for the new part. The currently 
available robotic solutions are lacking a detailed model based multi-pass 
welding planning. An accurate multi-pass welding plan can shorten the prepa-
ration and welding time. 

5. Handle uncertainties: Robots cannot make corrective decisions autonomously. 
Thus, decision making support is required, either by the sensors and the con-
trol system or through intuitive user interaction. Detailed and accurate 
knowledge about the process increase the applicability range of the planning, 
but, additional online handling of the arising uncertainties is inevitable. 

The welding groove complexity of large-dimension joints originates mainly from 
the geometry and the varied thickness of the base materials. Regardless of the 
careful edge preparation and the standard conformity, weld joints have thick non-
uniform grooves. Such examples are the tubular joints in pipeline manufacturing 
or the grooves on the hydropower turbine runners at the blades.  

This paper presents a robotic welding control system design and application that 
facilitates the planning, control, and monitoring of the welding process of non-
uniform grooves. Its primary and unique characteristic is the simplified operator 
assisted programming method. It contains an offline programming module with 
dedicated consideration of the non-uniformities of the welding groove and the 
simplified online programming module, supporting the welding path adjustment 
and process supervision to handle uncertainties. The supportive system design is 
presented on a use case with a runner of Francis hydropower turbine. 

2 Background 

2.1 Welding Robot Systems 

Welding robots represent the largest fraction of applications deploying industrial 
manipulators. The most common techniques apply Metal Inert/Active Gas weld-
ing (MIG/MAG), the Tungsten Inert Gas (TIG), and Laser Beam Welding. Cur-
rently, automated robotic welding is gaining momentum due to the high wage 
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levels and the dropping installation and operation cost of a robot system. This 
offers new opportunities to automate small series production, although these are 
the result of several stages of development in the welding robot systems. 

In the earliest, first generation robotic welding applications, the welding was per-
formed in two runs; the first run was dedicated to learning the seam geometry and 
the second run was the actual tracking and welding. The second generation of 
robotic welding systems’ development reduced the number of necessary runs by 
performing seam learning and tracking simultaneously, in real-time. The latest, 
third-generation welding robot systems are not only operated in real-time but 
within unstructured environments and learning the rapidly changing geometry of 
the seam during operation [36]. 

According to Pires [36], an automated robotic welding system design can be im-
plemented in three different phases with the final goal to achieve decent perfor-
mance and a high-quality weld. The first phase is the preparation, where the weld-
ing scene is set up and the offline programming is executed. The second phase is 
the welding phase, when the welding process is performed based on the continu-
ous decisions made by the operator or the robot system to achieve the required 
weld quality. The last phase is the analysis phase, in which the welds are exam-
ined, and a decision made about the acceptance. The considered changes are col-
lected and evaluated. 

2.2 Hardware Components 

Modern welding robot systems contain an integration of the robot manipulator, 
robot controller, welding equipment, work-piece positioner, supportive sensor 
system, and welding safety devices [12,31]. Those multiple units require 
coordinated or synchronized motion to access the entire work-piece, minimize idle 
time and maximize the arc/welding time. It often connected to a sensor system 
supporting the welding process and a computer for process control and data 
collection. In advanced operations, the standard computer peripheries are extended 
by additional Human-Machine Interfaces (HMI). A schematic of a general robot 
system is shown in Figure 1. Similar equipment used for the realization of the 
robotic welding system presented in this paper. 

Sensors in robotic welding are used to detect and measure process features along 
with geometrical parameters, or monitor and control welding process parameters 
by technological sensors [13, 21, 48]. The first can be achieved in several ways 
applying most often optical sensors to detect and measure the joint geometry 
(seam finding, seam tracking) [49, 50], as well as the weld pool geometry and 
location [9, 37]. Research on robot systems for small series production has been 
conducted to determine the main factors for the users. Besides the flexibility, user-
friendliness, shorter programming time, and robustness of operation, the possibil-
ity to integrate sensors both for simulation and during runtime was listed as signif-
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icant. In this context, sensors used for seam tracking or to control the welding 
process are considered equally important [3]. Weld quality monitoring in robotic 
welding provides automatic detection of weld defects by analysing the process 
parameters and by comparing these with the nominal values [38]. It also could 
include non-destructive inspection methods such as radiography, ultrasonic, vi-
sion, magnetic detection, eddy current, acoustic measurements [55] or electro-
magnetic sensor [1]. 

 

Figure 1 

General robotic welding system 

Due to the challenging formation of the high temperature welding environment 
(high current, spatter, liquid metal, high temperature), it is difficult to apply sen-
sors to measure the welding parameters directly. These problems cause that the 
parameters that can be observed are not concurring with the parameters needed to 
be controlled. Furthermore, it is not trivial to carry out a simple feedback control. 
The complexity can be solved by developing models to map the observable pa-
rameters to appropriate actions on issues within the relevancy of the welding spec-
ification procedure. In this, the productivity and quality measures are defined 
together with the nominal welding process control parameters and geometry in-
formation to produce the desired weld. A model based control should, therefore, 
unify the data from the sensors, the welding procedure specifications and the ro-
botic welding system specific restrictions [36]. 
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2.3 Programming Methods 

Two main categories of programming methods exist in practical industrial appli-
cations: online programming, including the lead-through and walk-through, and 
offline programming (OLP). Conventional online programming allows for precise 
control of the straightforward process with simple path definitions and work-piece 
geometry. Due to the low initial cost and low programming skills required, it is 
widely used. However, the entire production line is disrupted during teaching due 
to the downtime of the robot. Moreover, the taught program has limited flexibility 
and is unable to adapt to the current welding scenario and problems encountered 
in the welding operation without additional control [34]. 

More advanced programming methods are the operator-assisted online program-
ming, such as the lead- and walk-through methods or the sensor guided program-
ming. By walk-through programming, the robot arm itself is configured to be able 
to be moved by the operator, to teach the robot path based on the built-in [2, 7, 42] 
or external sensors [41]. Furthermore, experiments and research have been con-
ducted to develop admittance controller driven teaching methods, deploying ex-
ternal tools [27, 44] and vision systems [33, 43, 45]. Besides the progress achieved 
on the online programming to make it more intuitive and fitting of the operator 
skills, most of the research outcomes are still not commercially available [34]. 

Using OLP methods, data based on CAD/CAM is a common practice in many 
areas of the industry, especially automation systems with large product volumes. 
Figure 2 illustrates the workflow of OLP. Many software and simulation tools are 
available to provide direct robot trajectories from CAD data of the work-pieces, 
robots, and fixtures used in the cell [20]. Some of the most advanced techniques 
apply the recent results of research in the field of Cyber-Physical Systems [10, 29, 
39] and the Digital Twin [32, 46] related developments. The main advantages are 
that the generated code is reusable, flexible for modifications, and complex paths 
can be produced with reduced production downtime [18]. However, the OLP 
systems utilization in SMEs is limited due to the economic disadvantages for 
small volume production caused by the high cost of the OLP packages and the 
programming overhead for customization [34]. 

 

Figure 2 

Key steps of offline programming. Reprinted from [34] 
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In welding, most of the available OLP software is considering the welding seam 
as a well-defined, uniform groove. The existing planning methods of multi-pass 
welding [25, 52, 53] based on a generally constant grove cross-sectional area 
where the differences in the geometry are results of errors. Only a few studies [6, 
51] analysed how to handle the non-uniformity of the welding groove geometry 
systematically. These address the groove representation with straight edges, where 
the measured profile showed different shape, without consideration of the curva-
ture of the edge preparation. The layer height calculation was based on trigono-
metrical principles. The introduced welding groove segmentation based on the 
weld bead placement strategy and the welding position difference. The groove 
geometry changes affected the weld bead numbers in the layers and the number of 
the layer number. One of the main conclusions was that the weld bead number in 
the layers should be constant, but the layer number would vary from segment to 
segment concerning the welding quality. 

2.5 Human Behaviour Models and Human-Machine Interfaces 

The mainstream trend in modern welding industry is mechanization and automa-
tion.  However, human welders may be preferred over mechanized welding con-
trol systems in applications where experience-based behaviour in response to the 
received information is required [54]. Studies have been conducted to develop 
models of the mechanism of welders’ experience-based behaviour to create a 
controller in automated welding. It has been found, that the welder makes deci-
sions primarily based on past learned experiences and the humanistic approach of 
the acquired sensory information is imprecise. It only reflects partial truth about 
the instant status of the welding process [5, 23].  

Another approach is to create HMI to overcome the barriers between the process 
and the operator, by improving the maintenance and support activities through 
remote communication [4]. This can be exploited by cyber-physical devices [8], 
cognitive info-communication methods [16, 22], or multi-modal man-machine 
communication (4MC) [28, 47]. Those latter methods utilize multiple senses of 
the human and create sensor bridging to transfer the otherwise naturally acquired 
data (NAD) [22]. Information from one sensor must be translated into another and 
transferred through non-conventional communication channels (Figure 3). There-
fore, the goal of multi-modal human-machine communication is to realize natural, 
intuitive and efficient information flow between the remote operator and the local 
system [47] as well as create a virtual environment that makes the remote operator 
feeling next to the system [11, 14, 15, 24]. 

Based on the overviewed literature, the guidelines can be identified for the devel-
opment of a heavy multi-pass welding robot system for SMEs. Cost and time 
efficient programming method is required to provide alternatives to the expensive 
and general OLP methods along with the slow but flexible online programming. 
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The development of a simplified OLP system is defined to achieve the necessary 
complexity level by automating the auxiliary, non-welding tasks; simplify online 
programming by developing HMI for the execution of the essential modifications 
integrated it into the control system. The sensor system must be integrated to sup-
port the operator’s modification activity.  

 

Figure 3 

Differences between conventional and non-conventional information channels [16] 

The simplified and process-oriented environment could balance out the missing 
skill set of the robot operator, and the supportive sensory system provides the 
necessary information to utilize the operator experience in welding. 

3 Control System Structure for Heavy, Multi-Pass 
Robotic welding 

This section provides a general description of the system design principles for 
welding tasks with large-dimension joints and non-uniform grooves. The system 
design is intended to replace the manual welding procedure directly, but it also 
needs to be able to compete with the online and offline programming methods. 
Figure 4 provides the schematic for such a system that can be considered as a 
cascade control system design. This contains three different control loops with 
different speed and functions, furthermore divided into the phases discussed in 
Section 2.1. The process consists of the preparation, offline planning and pro-
gramming, the welding process control, and finally the observation and analysis. 

3.1 Preparation and Offline Programming 

The process starts with the welding scene setup, where the preparation includes 
the work-piece positioning, the welding method and the additional physical com-
ponents definition (shielding gas, feed wire, preheating). The outermost loop of 
the cascade control system is offline programming and analysis loop, which per-
formed between the different welding setups. Its forward section contains the 
offline programming, where the CAD/CAM models are handled. Based on the 
planning strategy of multi-pass welding and the weld bead models, the weld seam 
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is filled, and the robot trajectory is generated according to the calibration proce-
dure. The feedback section includes the post weld analysis and the learning to 
update the planner algorithms for further applications. 

The welding joint defined in the CAD model of the work-piece with the given 
groove geometry and the root weld path. Along this path, two-dimensional cross-
sections can be extracted from the model that followed by multi-pass weld bead 
placement planning applied for each cross-section individually. A sectioning algo-
rithm creates sections along the groove to create a unified weld bead pattern for 
the segment. The planning phase is closed by the trajectory generation in the mod-
el space that translated into robot trajectories after work-piece calibration. The 
direct paths transferred to the robot controller, where they become executable. 

 

Figure 4 

Scheme of the welding robot system 

3.2 Welding Process Control 

The inner part of the process structure is covering the welding phase with two 
overlapping control loops. The most inner loop represents the real-time control 
system of the welding process and the robot motion controlled by the robot con-
troller. The feedback contains the robot system and welding process variables, 
such as the recent tool position for motion control and the measured values for the 
welding parameters. 
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The middle loop is the human interaction loop where the adaption is performed to 
the immediate situation during the welding process or to the desired path during 
the path setup and verification. Here, the feedback loop includes the observations 
of the welding process and the correction actions from the operator. On the given 
user interface, the cell operator could give commands to the system to perform the 
predefined sub-tasks that includes the path verifications and the welding execut-
ing. Furthermore, it offers path adjustments both during the dry-run and the 
weld-run. 

3.3 Observation and Post-Weld Analysis 

The post-weld analysis and observation are performed to validate the welding 
process goodness and decide about the acceptance or detect the defects of the 
welding. The proposed system is intended to handle all the available information 
collected during the preparation and the welding process, including the synchro-
nized data gathered from the robot controller (speed, position and orientation 
information, input and output values, internal variable values), from the welding 
power source (variable welding parameters, pre-set welding parameters), and from 
the cameras and sensors. The data collection extended with the weld qualification 
measurements (visual inspection, destructive and non-destructive examination 
methods) can provide the information needed for a well-supported decision to 
adjust the reference parameters for the future welding processes. 

4 Offline Programming and Path Verification 

The programming of the robot and the verification of the welding path are linked 
together, and the proposed system supports this process with minimal user interac-
tion. Figure 5 shows how the same path is represented in the different scenarios: 
first in the path definition phase, then in simulation, finally the path verification. 
This section provides descriptions about the offline programming system, includ-
ing the transformation chain from the predefined machining path definition in 
model space to executable robot trajectory. 
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Figure 5 

Root welding path verification utilizing a digital twin 

4.1 Root Weld Path Definition and Reference Cross-Sections 

The root weld path is defined during the offline programming and preparation 
phase and serves later as a reference trajectory of the multi-pass welding planning. 
The offline programming tool reads the CAD file of the work-piece then the 
groove definition is given including the reference cross-sections and the root weld 
path. The root weld path is built up from task points and normal vectors where the 
distribution and density of the points define the resolution of the path on the nec-
essary level (straight grooves requires fewer control points compared to curvy 
grooves) and the normal vectors determining the initial welding torch orientation 
as shown in Figure 6. The schematic representation of the coordinate system and 
vector definitions are given in Figure 7. The reference coordinate system for the 
CAD/CAM data is defined as r, the robot’s base coordinate system is defined as b. 

 

Figure 6 
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Root weld path trajectory definition in the model space as the digital representation of the work-piece 

The task point coordinates 𝐶 are defined in the model r coordinates and given in 
the path definition description with the path normal vector a, which is a physical 
reference for the initial welding torch orientation. The tangent vector of the path n 

is targeting the next task point respecting the predefined task direction. The third 
vector at the task point s is the cross product of the a and n. The task path descrip-
tion in the reference r model space coordinated system is denoted as {𝑻𝑪}𝒓 that 
includes each task points and their local coordinate system definition and provides 
the basis for the robot trajectory planning. 

Reference cross-sections are generated from the CAD model along the root weld 
path to reduce the complexity of the path adjustments and to be used later during 
the multi-pass welding planning phase. The cross-sections are perpendicular to the 
path trajectory and defined for each task point on the plane of the local coordinate 
system t, represented by the two vectors a and s, where vector a defines the 𝑧-axis 
and vector s defines the 𝑦-axis. The process of the transformation steps and ma-
trixes is shown in Figure 8. and described in detail in the following. 

 

Figure 7 

Definition of the reference coordinate systems 

 

Figure 8 

Structure of coordinate transformation – from CAD to executable motion trajectory 
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4.2 Welding Process Planning 

The central part of the process planning in offline programming is the definition of 
the multi-pass weld bead pattern and the corresponding robot trajectory definition. 
During the multi-pass welding planning, the main controllable online variable 
settings collected for each weld bead that influences the welding process, namely 
arc voltage, arc current, torch travel speed, and wire feed rate. The welding pa-
rameters range is defined in the Welding Procedure Specifications as constraints 
for all weld bead related planning and modelling. 

The commercially available welding systems do not contain model-based planning 
capability considering the weld bead profile properties. Such modules often only 
generate a symmetric and simplified weld bead layout, which usually requires 
major adjustments during the operation. In this proposed method, the positions of 
the weld beads are defined based on certain placement strategies and based on 
consideration of the groove geometry and the model of the weld bead profile func-
tion. Further plan-specific parameters are also included, such as the length of the 
seams, the welding torch orientation and collision avoidance modifications. The 
block diagram of the planning process is presented in Figure 9. 

The planning process starts with the groove modelling (Block A1), when the 
groove’s mathematical description made for each characteristic cross-section from 
the digital representation of the work-piece and the weld groove (CAD/CAM or 
profile scan data as I1-I3). The next step is the generation of the initial weld bead 
placement sequence in each given groove cross-sections handled by the Sequence 
Planner (Block A2). The weld bead sizes, shapes and welding parameters are 
defined by the Welding Filling Model (C1). 

 

Figure 9 

Planning process of multi-pass welding 

The model uniqueness lays in the realistic representation of the weld bead profile 
function in the layer-by-layer deposition, instead of the conventional quadrilateral 
approximation, described by Yan, et al. [51]. The weld bead shapes are described 
as symmetric curve functions, and the edge preparation of the grooves defined as 
continuous convex functions. The produced ripple top surface of the layers is 
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better suited to reality than the flat surface approximations, therefore, the cumulat-
ing error is significantly reduced during the deposition. The exact implementation 
of the Welding Filling Model and the representation model of the weld bead pro-
file is not synergic part of this paper. When the pattern is generated, the Sequence 
Interpolation section (Block A3) is activated to assure the pattern smoothness, 
creating sections for a consistent plan and starting the new iteration process to 
apply a generally accepted plan. This generates the initial robot trajectories with 
connected welding parameter settings. The last step (Block A4) is to adjust the 
recently created robot trajectories concerning the confined space access re-
striction, to avoid collisions. 

4.3 Calibration and Path Definition 

The trajectories generated by the multi-pass welding planner are referred to the 
local coordinate system in the model space but need to be transferred to the robot 
coordinate system before executions by coinciding with the location of the physi-
cal work-piece and the CAD model. This is done by performing a calibration 
procedure, through determining the position of the same reference coordinate 
system on the physical work-piece as being used in the virtual world where the 
CAD / CAM model is defined. During the calibration procedure, the 𝑻𝒓𝒃 transfor-
mation matrix determines the translation and rotation from the model space r 
coordinate system to the robot’s base coordinate system b. resulting the new coor-
dinate definition as {𝑻𝐶}𝑏 , according to Equation 1. {𝑻𝑪}𝒃 = 𝑻𝒓𝒃 × {𝑻𝑪}𝒓 ( 1 ) 

5 Online Process Control 

By the end of the offline programming and process planning, the input parameters 
are available for the online process control that is the primary process in the weld-
ing phase [40]. The input parameters are the motion trajectory and the welding 
parameter trajectory. In this section, the block of the online process control is 
discussed (Figure 4). It includes the control of the physical robot system with the 
connected devices, the digital twin which is running parallel to the welding pro-
cess, the welding process observer, which is acquiring the information about the 
process, and the human-in-the-loop. 

The process flow can be described as the following: The reference motion trajec-
tory and welding parameter trajectory are transferred to the parameter controllers. 
Those reference values translate into executable parameter sets and sections com-
municated to the physical devices (robot controller and welding power source). 
The physical signals feedback to the parameter controllers providing stable signals 
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to the welding process. The control loop implementation is distributed between 
the physical devices including the factory designed parameter controls. This pa-
rameter control with the devices is the most inner loop of the cascade control 
system. The digital twin is running parallel to this loop including the digital repre-
sentations of the devices and the work-piece. 

The welding process observer is the feedback of the welding process, including 
the supportive sensor system and overlapped with the information gained from the 
digital twin. Practically, the latter provides information about the hardly observa-
ble parameters, such as the current cross-sections, the already and the future de-
posited weld beads’ reference torch position, as well as collision alerts. The feed-
back loop includes the human operator, for whom the information is translated 
through 4MC devices and if necessary overwrites the process references. 

5.1 Applying Path Modifications: Translation and Rotation 

Our approach to applying path modifications in the welding process is to separate 
the translation modifications from the rotations. Thus, the three-dimensional path 
modification problem is translated into consecutive two-dimensional modifica-
tions, where the reference cross-sections are serving as a modification plane. The 
reference cross-sections remain constant during the process regardless of the ap-
plied path modifications. The multi-pass welding planning becomes trackable for 
the operator. The user translation modifications are given along the reference 
cross-sections main axes as Δy and Δz, relative to t task point. The new point 𝒕’ is 
the result of the translation ∆𝒑𝒕 defined by {𝑻𝑪′ }𝒃 as shown in Equations 2. {𝑻𝑪′ }𝒃 = {𝑻𝑪}𝒃 × ∆𝒑𝒕 ( 2 ) 

The user rotations ∆𝑹𝒙, 𝝋and ∆𝑹𝒚, 𝜽 are applied to the translated point t’, the trans-

formation is combined as ∆𝒓𝒕′
and is applied to resulting the new orientation trans-

formation {𝑻𝑪′′}𝒃 at the task point, according to Equation 3 and 4. The physical 
meaning of those transformations is that the ∆𝑹𝒙, 𝝋defines the rotation of working 

angle of the torch by 𝜑, the ∆𝑹𝒚, 𝜽 defines the rotation of the travel angle by 𝜃. 

Rotation around the path tangent vector (𝑥-axis) is applied when the penetration 
on the groove face needs to be increased by asymmetrical heat distribution. ∆𝒓𝒕′ = ∆𝑹𝒙, 𝝋 × ∆𝑹𝒚, 𝜽 ( 3 ) {𝑻𝑪′′}𝒃 = {𝑻𝑪′ }𝒃 × ∆𝒓𝒕′

 ( 4 ) 

Both, the translation and rotation modifications made by the operator can be ap-
plied to refine the predefined paths on the multi-pass welding plan to increase its 
accuracy and provide processed data for further analysis to enhance the planning. 
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5.2 Collision Avoidance and the Final Combined 

Transformation 

In the confined working area, the final path transformation should be made to 
avoid collisions. The rotations are applied in the reference coordinate system r 

along the vectors a and n. The resulting transformation matrix is denoted by ∆𝒄𝒓 
as the cross product of rotation ∆𝑹𝒚,𝜽 (around a) and ∆𝑹𝒛, 𝝍 (around n) (Equa-

tion 5). However, the ∆𝒄𝒓 transformation should first change its base from r to 𝒕′′, 
therefore, Equation 6 should be applied to calculate ∆𝒄𝒊𝒕′′

. Introducing maximum 
limit for angle change in the collision avoidance ∆𝑹𝒛,  𝝍𝒎𝒂𝒙 and ∆𝑹𝒚,𝜽𝒎𝒂𝒙 and 

performing the examination test in Equation 7, the limited rotation transformation 

would be ∆𝒄̃𝒊𝒕′′
and the final combined path description would be {𝑻𝑪′′′}𝒃 (Equation 

8). ∆𝒄𝒓 = ∆𝑹𝒚,𝜽 × ∆𝑹𝒛,  𝝍 ( 5 ) 

∆𝒄𝒊𝒕′′ = (𝑻𝑪𝒊′′𝒃)−𝟏 × 𝑻𝒓𝒃 × ∆𝒄𝒊𝒓∆𝒄𝒊𝒕′′ = 𝑻𝒓𝒃 × ∆𝒄𝒊𝒓 × 𝑻𝑪𝒊′′𝒃
 ( 6 ) 

Test: {𝑰𝑭 |∆𝑹𝒛,  𝝍,𝒊| > ∆𝑹𝒛,  𝝍𝒎𝒂𝒙  ∆𝑹𝒛,  𝝍,𝒊 = (±) ∆𝑹𝒛,  𝝍𝒎𝒂𝒙𝐈𝐅 |∆𝑹𝒚,𝜽,𝒊| > ∆𝑹𝒚,𝜽𝒎𝒂𝒙  ∆𝑹𝒚,𝜽,𝒊 = (±) ∆𝑹𝒚,𝜽𝒎𝒂𝒙 }     ∆𝒄𝒊𝒕′′ → ∆𝒄̃𝒊𝒕′′
 ( 7 ) 

{𝑻𝑪′′′}𝒃 = {𝑻𝑪′′}𝒃 × {∆𝒄̃}𝒕′′
 ( 8 ) 

As shown above, several transformations need to be applied to achieve the colli-
sion-free trajectory in the complex groove geometry including planned multiple 
and related path definition, the operator modification during the online process 
and the continuous collision avoidance. 

6 Experimental Verification 

The proposed welding robot system is intended to replace manual welding meth-
ods by offering OLP and system wise process support. The performance of the 
system is compared to the manual metal arc welding procedure (which is the cur-
rently applied welding method for the examined manufacturing facility) and to 
online programming method. Each test case repeated for each of the three meth-
ods. The main properties for comparison of the different welding methods are 1) 
the total time spent on between the work-piece installation and final welding in-
spection, 2) time spent on the different tasks and their added value to the process, 
and 3) quality of the produced weld. 
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6.1 Experimental Setup 

The robotic welding system design was implemented in a test robot cell for manu-
facturing Francis hydropower turbine runners. The robot cell was built up from an 
OTC FD-V20A high precision welding robot arm with 0.01 mm repetition accura-
cy, FroniusMagicWave4000 welding power source including wire feeder unit and 
TIG welding torch, PEMA 35 0000 FAS manipulator unit, Cavilux welding cam-
era system, together with additional safety and interfacing subsystems. 

For the test setup, the base material of the runner was 1.4313 X3CrNiMo13-4 
martensitic stainless steel. Argon 4.6 gas (purity over 99.996%) was used as the 
shielding gas with a constant14 l/min flow rate. For deposition, 1.2 mm diameter 
CN 13/4-IG filler wire was used, continuously fed to the base material that was 
preheated to 80 °C temperature. The working angle of the welding torch is fixed at 
90 degrees to the work-piece. 

The range of the welding parameters was defined during the pre-welding proce-
dure qualification, where wider limits were established. The sets were selected to 
produce heat input between 0.8 kJ/mm and 1.2 kJ/mm using direct current elec-
trode negative (DCEN) current flow. The weld beads were placed in three 30-
degree bevel angle V grooves of two 20 mm thick plates on 400 mm length with a 
gap of 2 mm and a root face of 2 mm. The plan consisted of 37 weld beads of each 
three test grooves. Their distribution is shown in Figure 10a. The welded structure 
went through heat treatment to improve the base material’s mechanical properties 
by quenching and tempering. 
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Figure 10 

(a) Multi-pass weld bead placement pattern of the test work-piece, (b) prepared cross-section for macro 

etching, (c) impurity in the root of the weld, (d, e) merge on the height 6.4 mm on the left and right 

side, (f) filled seam on the runner of Francis hydropower turbine, (g, h, i) multi-pass weld bead place-

ment pattern on the runner 

The procedure of the experiments and their analysis followed the 
NS-EN ISO 15614-1 standard. The seams were examined by non-destructive 
methods such as penetrant testing, visual and ultrasonic inspection. After the stress 
relieving heat treatment, the test pieces were cut for destructive mechanical prop-
erty testing for tensile, hardness and bend test. One of the cross-sections of the 
robot welded test work-piece is prepared for the macro etching, and the polished 
surface is shown in Figure 10b. The quality of the weld was examined under a 
microscope, were the root of the weld showed some impurity (Figure 10c), but the 
overall fusion found sufficient (Figure 10d-e). The exact test results of the me-
chanical property tests are not discussed due to industrial partner’s restriction on 
data publication, but they were within the required range for each mechanical 
property and matched the base material’s corresponding nominal values but out-
standing excellent impact energy results. The welding parameter ranges defined 
during the welding procedure qualification test were the followings: arc voltage 
varies between 11 and 14 V, arc current is DCEN and ranges between 200 and 
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350 A, wire feed rate up to 200 cm/min, and welding speed ranges between 1.5 
and 3.5 mm/s. 

The runner of the Francis hydropower turbine assembled from 17 blades; the 
grooves are with double U edge preparation in the middle section of the blades on 
a 560 mm length. Base material thickness is between 10 and 40 mm and changing 
gradually along the groove. The predefined welding parameter windows were 
used in all the three welding test cases, and the weld quality was examined by the 
previously mentioned non-destructive methods. The filled seam of blades is 
shown in Figure 10f, and the planned cross-sectional weld bead patterns, in the 
positions, marked earlier in Figure 6 are presented in Figure 10g-i. 

6.2 Evaluation of the Experiments 

The baseline for the comparison defined by the total time spent on the manual 
metal arc welding, where the processing time divided between the welding (34%), 
grinding (20%) and resting time (46%), later due to the EHS requirements. The 
performances of the robotized methods are presented in Figure 11. 

The online programmed robotic welding robot system (Online RWS) program 
introduced TIG welding and resulted in significant improvement in most parame-
ters compared to the manual welding. The lead time reduced with 22.4% and the 
proportion of the welding and grinding tasks improved to 40% and 2%, respec-
tively. The remaining time is utilized as online programming time instead of non-
productive resting time. 

  

Figure 11 

Distribution of activity time spent on subtasks* 
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The supportive robotic welding system (Supportive RWS) further reduced the 
total process time by 18.7% compared to the Online RWS, requiring only 63.1% 
of the manual process total time. The proportion of welding (44%) and grinding 
(2%) time is similar the Online RWS, but the introduction of OLP reduced the 
online programming time significantly, being the main factor of process time 
improvement.  

In manual welding, the time of the process is directly translated into the work-
piece, and the gained experience during execution cannot be transmitted to the 
following work-pieces. Thus, the lead time and the welding quality highly de-
pends on the welder’s skills. More consistent quality is achieved by the Online 
RWS and the Supportive RWS, where the set of welding parameters were defined 
more precisely, but increased amount of welding defects was detected during the 
online programming method. Those defects were traced back to the misjudged 
positioning due to the work-piece limited accessibility and the curvature of the 
groove. With the Supportive RWS decreased number of welding defects was de-
tected. 

Conclusions 

In this paper, a supportive robot system design for multi-pass welding was intro-
duced, that can handle non-uniform grooves in small series production. The pro-
posed system design is based on a welding process modelling method as simpli-
fied offline programming (OLP), and process execution to support interfacing. 
The key component of the welding process modelling method is the multi-pass 
welding planning complexity reduction from a three-dimensional into consecutive 
two-dimensional with dedicated consideration of the non-uniformities of the weld-
ing groove. The modelling is applying a mathematical description approach, exe-
cuted on each reference cross-section. It feeds the multi-pass welding planning 
module, where the weld beads are planned to be deposited layer by layer and their 
shapes are also given in mathematical models to keeping their and the groove’s 
curvatures as accurate as possible. 

The online system segment of the proposed system design includes simulation 
synchronization with the welding process and a human-in-the-loop control method 
with supportive adjustment functions; where the first provides non-observable 
information to the operator. The reference cross-sections generated during OLP 
serves as a modification plane that remains constant to ensure the trackability of 
the modifications during the operation and to provide information to the later 
refinement of the multi-pass welding plan. Involving the human operator in the 
loop enables online quality control and process modification to ensure high final 
quality of the welding. The system design was implemented for a use case of a 
Francis hydropower turbine runner. The welding experiments showed that it could 
support the robot operator during the welding process and to handle the non-
uniform grooves. 
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Abstract: The V-belt drive heats up during power transmission, i.e. a significant part of 

power loss turns into heat and is transferred to the environment. In this paper, the 

temperature rise in the V-belt was studied as loss intensity as a function of the drives 

parameters. It was justified in the scope of the major characteristics affecting power loss 

that by ideally selecting the parameters of the V-belt drive power loss can be measurably 

reduced. Based on earlier results as well, a regression model was used to examine the 

temperature rise in the V-belt. With the help of analysis of variance (ANOVA), the 

magnitude of the effect of each drive parameter was determined on the warming of the V-

belt. According to our results, the most relevant drive parameter is the pulley diameter. 

Keywords: ANOVA; Efficiency; Power loss; Temperature; V -belt 

1 Introduction 

Belt drives are widely used power transmission solutions, both in the field of 
industry and agriculture [1, 2]. Various types of belts are used, e.g. flat belts, V-
belts, poly-V-belts. Flat belts have small bending rigidity, V-belts have large 
power transmission capability and poly-V belts combine these properties [3]. In 
regular industrial and agricultural use V-belts are the most wide-spread belt drive 
solutions. 

The V-belt drive, like any machine structure, operates with certain efficiency, 
which is the ratio of useful and input power. The difference between these gives 
power loss, most of which turns into heat. 

During the power transmission of belt drives, the heat build-up of the belt is the 
result of basically two impacts. The heat build-up due to the macroscopic friction 
of the contacting surfaces, and the proportion of hysteresis loss occurring because 
of the repeated bending of the belt (internal friction (slip among the molecules)) 
which turns into heat, Gerbert [4]. 
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Childs and Cowburn [5] performed a series of measurements on the power loss of 
flat and V-belts associated with a very small pulley. They found that the reduced 
efficiency of belts that do not match their pulley groove angles may be due to 
greater radial compliance of these belts. In the companion paper [6], the 
experimental study quantified the effects of pulley radius, belt tension and belt 
deformation properties on speed and torque losses during power transmission. 

Gerbert [7, 8, 9] from 1972 studied the mechanical behavior of V-belt drives in 
details. A unified slip theory [9] was proposed for the V-belt drives considering 
four factors that may affect belt slip, i.e. elastic creep along the belt, compliance in 
the radial direction, shear deflection that varies both radially and axially, and 
flexural rigidity during engagement/disengagement of the belt. This paper 
summarizes the reasons for the speed loss of rubber V-belt drives. On the other 
hand, Gervas and Pronin [10, 11] proposed that the torque loss of rubber V-belt 
drives resulted mainly from: (1) hysteresis losses in the materials when the belt 
was bent on and off the pulleys, and the belt was compressed into the groove of 
the pulleys; (2) the radial sliding losses as the belt is continuously wedged into 
and out of the pulleys. These loss components were studied by several researchers 
e.g. in case of CVT and flat belt drives [12, 13, 14]. 

Several researchers deal with V-ribbed drives. Song et al. [15] performed the 
thermal–mechanical finite element analysis of a two pulley V-ribbed belt drive 
system. In addition to material nonlinearity, large deformation, and frictional 
contact, the analysis took into account the thermal degradations and thermal 
expansions of belt rubber compounds. The temperature effects on stresses, strains, 
and belt-pulley contact slip rates were studied in detail. Yu et al. [16] presented a 
comprehensive study of the belt moving in pulley grooves. A three-dimensional 
finite element model represented a complete half rib operating between two 
pulleys. 

Previous experimental studies on power loss behavior of belt drives usually 
considered V-belt and continuously variable transmission (CVT) belt drives. 
Childs and Cowburn [17] experimentally investigated the effects of mismatch 
between the wedge angles of pulley grooves and belt ribs on the power loss 
behavior of V-belt drives. During the tests, they kept the other parameters 
constant. They [5] also studied the effects of small pulleys on the power loss both 
theoretically and experimentally. 

Lubarda [18] analytically formulated the variation in the belt force over the arc of 
contact of flat and V-belts before gross slip occurs. He separated the arc of contact 
into active and non-active regions, similar to the approach of Gerbert [6] and 
Johnson [19]. 

The V-belt drive, like any machine structure, operates with certain efficiency, 
which is the ratio of useful and input power. The difference between these gives 
power loss, most of which turns into heat. If the stabilized temperature of the V-
belt is examined as loss intensity, the efficiency of the belt drive can be concluded 
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from it. Higher belt temperatures lead to the degradation of molecular chains, to 
the aging of the rubber, which significantly influences belt life. 

In our earlier measurements we have investigated the heating generated inside V-
belts due to repeated bending and engagement/disengagement and to define the 
damping coefficient during idle running, causing the increase in temperature [1]. 
The effect of the test parameters (pulley diameter, bending frequency, pre-
tensioning) was studied separately. On the basis of our previous studies it can be 
concluded that bending frequency and belt temperature are linearly related [20]. 

Further tests were also carried out to find out to what extent drive set-up faults 
contribute to heat build-up in the V-belt and thus how they affect the efficiency of 
the drive [20]. 

In the present study, the effects of the belt-drive parameters on the temperature 
increase of V-belt are experimentally investigated. Although the temperature in 
the belt is affected by the contact between the belt and the pulley, the aim of our 
research is to determine the effect of the most important operating parameters in 
some fixed conditions (e.g. laboratory temperature, humidity, i=1 speed ratio, steel 
pulley, etc.). 

For this purpose, test equipment was constructed with two equal-sized pulleys to 
measure the temperature of the V-belt. In comparison to the previous studies, a 
much larger number of parameters and their interactions are taken into 
consideration; they include belt tension, belt bending frequency, braking torque, 
pulley diameter. The effects and the interaction of these drive parameters to the 
belt temperature are investigated in the first time. 

After the measurement and data collection process we constructed a nonlinear 
multiple regression model to see the relation between the response parameter and 
the independent parameters. The model strongly relies on the one-factor-at-a-time 
measurement results achieved in our previous papers [1, 20, 21]. 

2 Method 

The objective of the test is to experimentally determine the drive characteristics 
affecting V-belt drive loss, and their relationship. The majority of the losses turn 
into heat, so the temperature rise in the V-belt was chosen as the test parameter, 
which means the power loss between the two steady states - between the 
workshop and the stabilized state of the operating temperature. 

2.1 Experimental Plan 

Table 1 summarizes the factors of the experimental settings on the basis of the 
effects determining heat buildup and the drive parameters involved in them. The 
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V-belt heats up due to the macroscopic friction of the contacting surfaces and the 
hysteresis loss occurring as a result of the repeated use of the belt, i.e. power loss 
turns into heat. These two fundamental effects are affected by the relationship of 
V-belt slippage and bending. The drive parameters of V-belt drive are not 
independent of each other, certain parameters can be combined, so our experiment 
is reduced to four independent variables. 

Table 1 

Defining the experimental factors 

Nature of heat 
buildup 

V-belt strain 
Drive 

characteristics 

Experiment 
variables 

(Factors) 

friction of 
contacting 
surfaces 

relative movement of V-
belt in the pulley groove 

(flexible slippage, 
wedging effect) 

pre-tensioning FH  
pre-tensioning 

FH 

braking torque M  braking torque M 

grip angle b 

pulley diameter d 

hysteresis loss 
due to belt 

bending, inner 
friction 

amplitude of bending 
stress in a load-unload 

cycle of the V-belt 

belt profile 

pulley diameter d 

material properties 
of V-belt 

frequency of V-belt use 

belt 
speed 

vb 

revolution n 

belt bending 
frequency f 

pulley 
diameter d 

V-belt length Ld 

The test was conducted with a Z/10 profile V-belt, 5 pulley diameters (d1 = 60, 90, 
118, 150, 180 mm), 1:1 ratio. With the fixed value of the free belt section length 
(345 ± 10 mm) the same flexibility of the different drive settings was ensured, 
which meant a different V-belt length per pulley diameter. With the revolution of 
the drive shaft in line with the interval generally occurring in practice 10 and 20 s-
1 belt bending frequency values were set. The V-belt drive was loaded with the 
largest transferable torque calculated on the basis of the given pulley diameter and 
bending frequency, and it was studied without power transmission. With the 
different experimental settings the value of pre-tensioning was determined based 
on the drive sizing, it was set at 50, 100, 150% of that. In practice pre-tensioning 
is the most difficult to set precisely from the drive belt parameters, therefore the 
setting of a wide range is justified. Table 2 shows the levels of experimental 
factors and factor space. 

The V-belt drive was studied under normal operating conditions, within the limits 
of flexible slippage, for this the value of belt slippage was continuously measured. 
Overload occurred in the case of decreased pre-tensioning, with two experimental 
settings, they were ignored during the evaluation. In the case of settings without 
load the effect of pre-tensioning force could. 
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Table 2 

Values of experimental factors and factor levels 

Factor Unit Factor levels High Low 

Pulley diameter d Mm 5 60 180 

Bending frequency f s-1 2 10 20 

Braking torque M  N 2 0 MN 

Pretension FH N 3 0.5∙FHN 1.5∙FHN 

2.2 Measurement of Temperature Rise in V-Belt 

The temperature rise in the V-belt was determined from the function describing 
temperature change (Baule-Mitscherlich), in which the measured parameters 
change along a decreasing gradient towards the maximum of saturation. With the 
help of the mathematical model it was possible to calculate the steady-state 
operating temperatures, so they did not have to be reached during the experiments. 
Thereby the duration of the measurement was uniformly determined with each 
experimental setting regardless of whether the belt temperature was steady under 
the given circumstances or not. 

The general equation of the function of saturation is: 𝑌 = 𝐴 ∙ (1 − 𝑒𝑧+𝑐∙𝑋)                                                                (1) 

Among the function parameters A indicates the stabilized temperature of the V-
belt, c indicates the speed of heat buildup and z indicates the temperature of the 
belt at the beginning of the measurement. 

 

Figure 1 

Thermal camera image and its evaluation 

The temperature was measured with an infra camera type NEC H2640. During our 
experiments the side surfaces of the V-belt in contact with the groove were tested, 
which contained more information about the operation of the drive. Temperature 
data were obtained from the heat camera images taken of the active surface of the 
V-belt after image processing (Fig. 1). 
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Table 3 
Design matrix 

  Runs 1 2 3 4 5 6 7 8 9 10 11 12 13 

Factor 1 d1 [mm] 180 180 180 180 180 180 150 150 150 150 150 150 118 

Factor 2 f [s-1] 20 20 20 10 10 10 20 20 20 10 10 10 20 

Factor 3 M [Nm] 1 1 1 1 1 1 1 1 1 1 1 1 1 

Factor 4 FH [N] 1 1.5 0.5 1 1.5 0.5 1 1.5 0.5 1 1.5 0.5 1 

Response ΔT [°C] 6.2 6.4 6.2 4.1 4.6 4.1 8.5 8.7 8.7 6.1 6.1 6.1 16.2 

Table 3 (continued) 
Design matrix 

14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 

118 118 118 118 118 90 90 90 90 90 90 60 60 60 60 

20 20 10 10 10 20 20 20 10 10 10 20 20 20 10 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

1.5 0.5 1 1.5 0.5 1 1.5 0.5 1 1.5 0.5 1 1.5 0.5 1 

15.8 17.2 10.2 11.2 11.1 23.9 22.9 24.6 16.3 16.4 18.3 38.1 38.6 40.2* 28.2 

Table 3 (continued) 
Design matrix 

29 30 31 32 33 34 35 36 37 38 39 40 

60 60 180 180 150 150 118 118 90 90 60 60 
10 10 20 10 20 10 20 10 20 10 20 10 
1 1 0 0 0 0 0 0 0 0 0 0 
1.5 0.5 1 1 1 1 1 1 1 1 1 1 
28.5 32.6* 5.3 4.2 7.3 5.4 9.7 6.7 16.5 10.9 32.9 25.7 

* Outlier 

2.3 The Test Equipment and its Tools 

The experiments were conducted on the universal test bench developed at the 
Department of Machine Design, Szent István University. Due to its design, it is 
suitable for testing a wide range of mechanical drives, clutches and rotating 
elements. The grooved table of the test bench offers numerous possibilities of 
placing the driving and driven units. For the testing of the belt drives, the drive 
unit was fixed to a tensioning mechanism guided by a linear bearing. The pre-
tensioning of the belt can be set with an adjusting spindle and a load cell 
connected in series with it, whose line of action coincides with that of the shaft 
pulling force (FH). In this way the pre-tensioning force can be measured directly. 
The structure of the universal test bench is shown in Figures 2-3. During the 
measurements it is possible to fix all the drive parameters through a measuring-
data collector and to precisely define them with the help of a programmable logic 
controller (PLC). 
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Figure 2 

Schematic of the experimental setup 

 

Figure 3 

The experimental setup 

3 Results and Discussion 

3.1 Nonlinear Regression Model for Temperature Change 

In earlier studies the individual effect of pulley diameter [17] and frequency [18] 
of belt bending on temperature change of the belt has already been investigated 
with one-factor-at-a-time (OFAT) method. The following experimental relation of 
the temperature and the diameter was obtained in [17]: ∆𝑇 = 𝑎0 + 𝑎1𝑑                                                                       (2) 

where a0 and a1 are constants. 
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Figure 4 

Temperature increase of the belt sides as a function of the pulley diameter 

(profile: SPA; d1 = 90, 112, 132, 150, 180 mm; i = 1; Ld = 1207; f =20 s-1; M1 = 0 Nm) [17] 

 

Figure 5 

Temperature increase of the belt sides as a function of the bending frequency 

(profile: SPA; d1 = 112 mm; i = 1; Ld = 1207; f =5,6 - 23,1 s-1; M1 = 0 Nm) [17] 

Furthermore, it turned out [17] that ΔT is approximately a linear function of f. In 
order to see the relationship between the pre-tensioning and the change in 
temperature, similarly to previous experiments, the values of the other 
independent variables were fixed and only the extent of the studied parameter was 
changed (see Figs. 6-7). It shows that ΔT is also a linear function of FH (R2 varies 
between 0.9964 - 0.9991). Based on these results we build a nonlinear regression 
model to investigate the qualitative relationship between the control parameters 
and the response parameter. In our models the dependence of ΔT on d, f and M is 
considered in the previously discussed characteristic way and for simplicity we 
assume a linear dependence of ΔT on M. Our model is ∆𝑇 = 𝑎0 + 𝑎1𝑑 + 𝑎2𝑓 + 𝑎3𝑀 + 𝑎4𝐹𝐻                                                 (3) 

where a0,…,a4 are constants. 



Acta Polytechnica Hungarica Vol. 15, No. 8, 2018 

 – 175 – 

 

Figure 6 

Temperature increase of the belt sides as a function of the pretension on frequency level f = 20 s-1 

((profile: Z/10; d1 = 60, 90, 118, 150, 180 mm; i = 1; a = 345 ± 10 mm; M = MN) 

 

Figure 7 

Temperature increase of the belt sides as a function of the pretension on frequency level f = 10 s-1 

((profile: Z/10; d1 = 60, 90, 118, 150, 180 mm; i = 1; a = 345 ± 10 mm; M = MN) 

3.2 Analysis of Variance (ANOVA) 

For a regression model analysis of variance (ANOVA) is the tool to check its 
relevance. If the resulting significance level is high ( p > 0.05) then the model is 
not applicable for the quantitative description of the phenomena. Furthermore, 
using ANOVA, the total variance of the response variable is decomposed into the 
sum of variance explained by the control parameters plus the residual, which is the 
difference between the measured and the predicted value. A T-test is used to 
evaluate the significance of each coefficient in the regression equation If the 
significance level of the T-test for a coefficient is high ( p > 0.05) it means that the 
coefficient of the corresponding control variable is statistically 0. In Table 4 we 
summarize the results of ANOVA. 
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Table 4 

ANOVA for temperature change 

Source 
Sum of 
squares 

Degree of 
freedom 

Mean 
square 

F/T  
value 

P 

Model 3574.22 37 1158.16 394.75 <0.001 

d 3152.84 4 788.21 29.824 <0.001 

f 211.43 1 211.43 8.489 <0.001 

M 129.39 2 64.67 6.228 <0.001 

FH 2.43 2 1.22 -0.423 0.675 

Residual 99.75 34 3.99   

Table 5 

Coefficient of the parameters in the regression model 

Model coefficient Beta coefficient t p 

constant -17.100  -14.973 <0.001 

1/d 2317.476 0.888 29.824 <0.001 

f 0.472 0.243 8.489 <0.001 

M 4.430 0.185 6.228 <0.001 

From the table one can see that the F-value of the model is significant, that is our 
model is relevant. Except the coefficient of pre-tension the coefficients of all other 
control variables significantly differ from 0. With the obtained values of the 
coefficients our model is of the form ∆𝑇 = −17.1 + 2317.476𝑑 + 0.472 𝑓 + 4.43 𝑀                                              (4) 

The value for goodness of fit of the model is R
2 = 0.970. According to the 

variance components of the control variables the reciprocal of the diameter affects 
the temperature change in the largest extent, the effect of frequency and pretension 
is almost the same and a magnitude smaller than of the diameter. 

3.3 Verification of the Model 

Using the same experimental setup with arbitrarily chosen control parameter 
values we performed additional tests to verify our model. These experiments 
reveal that the difference between the predicted values for the temperature change 
and the experimental values are smaller than 5% and is our model is reasonably 
accurate (see Table 6). 
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Table 6 

Model verification control parameters 

 
Pulley 

diameter 
d [mm] 

Bending 

frequency 
f  [s-1] 

Braking 

torque 
M [Nm] 

Pretension 

FH [N] 

Measured 

value ΔT 
[°C] 

Calculated 

value ΔT 
[°C] 

Relative 

difference 
[%] 

1 118 20 0,5 MN 1 FHN 13.7 14.19 3.6 

2 180 20 1/3 MN 1 FHN 6.4 6.69 4.6 

3 118 15 0 MN 1 FHN 9.5 9.62 1.3 

4 150 20 1/3 MN 1 FHN 8.8 9.27 4.9 

5 60 15 0 MN 1 FHN 28.5 28.60 0.2 

Conclusions 

In this paper, the drive parameters affecting the power losses of V-belt drives were 
studied. The majority of the losses turn into heat, so the temperature rise in the V-
belt was chosen as the test parameter, which means the power loss between the 
two steady states - between the workshop and the stabilized state of the operating 
temperature. 

It can be seen from the experiments conducted, that the selection of drive 
parameters plays an important role in the temperature increase in V-belts. The loss 
of V-belt drive is directly proportional to bending frequency, pre-tensioning and 
load, whereas, inversely proportional to the diameter of the pulley. With the help 
of the analysis of variance, it was concluded that from the drive parameters, the 
diameter of the pulley affects the temperature buildup in the V-belt to the largest 
extent; the effects of the bending frequency, pre-tensioning and load are nearly 
identical, but at the same time, this effect is more than an order of magnitude less 
than that of the pulley diameter. 

A significant part of the temperature rise is due to internal friction caused by 
bending, due to the viscoelastic behavior of the V-belt from its material properties. 
The bending stress is inversely proportional to the diameter of the pulley, this 
relationship is also justified by the model of temperature rise from bending. 

When designing a highly efficient belt drive it is necessary to select the above 
mentioned characteristics optimally. 

Nomenclature 

FH    : Pre-tensioning of the V-belt drive 

M    : Braking torque 

b   : Arc of contact 

d : Pulley diameter 

f  : V-belt bending frequency 
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Ld  : V-belt length 

ΔT  : V-belt temperature increase 

i  : speed ratio 

a  : drive center distance 

p  : significance level 
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Abstract: This article introduces a set of indicators and their interpretation called DQNET 

for the assessment of information structures in documents of quality regulatory systems. 

This complex system is considered a network with a piece of information in documents 

nodes; and links between them arcs. Like in citation network of scientific publications there 

are several network indicators in such information networks, which can reflect the 

‘positions’ and ‘roles’ of elements in this system. By in- and out-degrees and other matrices 

documentations can be identified with, e.g. ‘high importance’ or with ‘high sensitivity’, 
requiring different ways of handling. By the indicators of structure functional suitability of 

regulation can be analyzed and predicted too. 

Keywords: Documentation analyses; importance and sensitivity; networkscience 

1 Introduction 

Grouping or clustering documentation by calculating the similarity or the distance 
of documents or of their parts as the entities of regulation systems are one of the 
most important fields of the research of complex information networks. 

Many scientists proposed indicators of document similarities, focusing on 
different elements of documents like words and phrases. One of these researchers, 
Wang proposes a method to represent a document as a typed Heterogeneous 
Information Network (HIN), where the entities and relations are annotated with 
types [5]. He and his colleagues underline that most of researches in the field of 
documentation networks are focusing on similarities between documents and do 
not put enough efforts on links sourced in heterophily, i.e. the difference between 
documents [7]. Yang proposes hierarchical attention network for classifying 
documents according to its hierarchy and the importance of content (word, 
sentence and document vectors) [6]. Tan presents the latent quality model (LQM). 
LQM associates each document with a latent quality score, which provides a 
measure of the impact or popularity of a document [3]. Wan proposes Cluster-
based Conditional Markov Random Walk Model (ClusterCMRW) and the 
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Cluster-based HITS Model (ClusterHITS) to find parts of different 
documentations related to the same content to summarize information [4]. Cao 
developed a Ranking framework upon Recursive Neural Networks to rank 
sentences for multi-document summarization [1]. Carley applies Dynamic 
Network Analysis (DNA) approach to create and analyze multi-mode and multi-
link networks [2]. 

All of these approaches were involved into the development process of DQNET. 
Documentation systems consist of many elements such as manuals, descriptions of 
procedures and products, forms, templates and others, published on paper or in 
electronic format. There is a huge number of links among their parts indicating the 
connections of regulations. One can find regulation holes and redundancy too. 
Due to this complexity, these systems are difficult to create, maintain, assess, 
upgrade and improve, so these activities should be supported by analytical and 
development methods based on qualitative and quantitative measurements. The 
purpose of these methods is to give evidence of proper or improper structure of 
documentation or – in general  information systems. In the following chapters, 
we introduce a set of indicators of DQNET that can represent the internal and 
external properties of the elements of such kind of systems. 

2 Theory 

2.1 Structure 

A network-like representation of a documentation system can be seen in Figure 1. 
General nodes (black dots) represent the elements of the system. Links between 
documents are represented by grey arrows, indicating the direction of links too. 
There can be seen some special types or groups of nodes as well, represented by 
colored dots and circles as follows: 

 Blue dots: reversed regulation. It may show the problem of regulating 
something with a link to another document, which has a link the other 
way around. It may be useful if these links belong to the same parts of 
documents and indicate the two directions of the same connection, or if 
these links belong to different parts of documents and indicate different 
connections, but it may indicate that these documents are linked to each 
other with a regulation hole. In these cases, the higher the number of 
links between two documents is, the stronger the connection of them can 
be detected. 

 Purple dots: regulation loop. It may show the similar property of 
regulation described above, with involving more than two documents. 
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Such kinds of grouping of documents should be assessed according to the 
same approach. 

 Orange dots: regulation chain. It shows how a rule defined with a set of 
documents with one-direction links. Obviously, it should be considered 
as chain if their links belong to the same parts of documentations. 

 Red circles: hubs. These documents may have important roles in the 
system due to their links to other elements. 

 Green circles: regulation trees. One document links to more than one. 
Changes of this document can have huge influence on others or vice-
versa. 

 Blue circles: regulation islands. These have noconnection to the other 
parts of the regulation network. 

 

Figure 1 

An example for the network-like implementation of documentation systems 

Networks can be described with the number and structure of these special types 
and groups of nodes. 
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2.2 Internal Properties 

Internal properties of documents determine how easy it is to understand, memorize 
and apply regulations described in documentation system. Most important related 
indicators: 

 Size related indicators: number of pages, words, sentences and lines. 

 Sentence structure related indicators: length of sentence and words, rate 
of number of words and sentences, rate of number of commas and 
sentences, rate of long sentences. 

 Text structure related indicators: rate of number of sentences and 
paragraphs, rate of number of paragraphs and pages. 

 Document structure related indicators: number of appendices and 
chapters. 

With these indicators documents can be qualified from different perspectives as 
follows: 

 Understandability: how easy itis to understand regulations. 

 Notability: how easy it is to memorize regulations. 

 Accountability: how easy it is to identify responsibilities. 

 Searchability: how easy it is to find user or case relevant information. 

 Applicability: how easy it is to apply the regulations during operation. 

2.3 External Properties 

External properties can be described by well-known network indicators as follows: 

 In-degree - Importance: number of incoming links of a nod. The higher 
the in-degree of a nod is, the more important the document represented 
by the nod is. 

 Out-degree – Sensitivity: number of outgoing links of a nod. The higher 
the out-degree of a nod is, the more sensitive the document represented 
by the nod is. 

 Degree distribution – Evenness: how links are distributed to nods. It 
shows how evenly nods are connected to each other. Some questions that 
can be answered by this indicator: 1) Can a chain of links among all 
documents be found?; 2) Are there isolated elements or groups in 
network?; 3) Are there big differences among the degrees of nods? 
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 Betweenness – Criticality: in what part of the shortest paths between any 
pair of nods the associated nod takes part. The higher the betweenness is, 
the more critical role the document has in the network. 

 Closeness – Simplicity: how close nods are to each other. The shortest 
the average distance (number of links on the path) among the nods is, the 
simpler the network is. It may help us to make the system of connections 
simpler. 

 Clustering coefficient – Looping: rate of realized and possible numbers 
of triangles of nodes. It shows how many connected circles of 3 
documents have been created. 

 Reciprocated vertex pair ratio – Reciprocity: rate of two-directional to 
one-directional links of nods. 

Knowing the values of network indicators, documentation network can be 
qualified. Some examples of qualification: 

 Clarity: documents are connected to each other precisely; sender and 
receiver documents of the links can be identified exactly. 

 Relevance: links connect the proper parts of proper documents. 

 Redundancy: two-directional links between two documents are not 
redundant, i.e. indicate two different connections. 

 Contradiction: rules defined in connected documents are consistent. 

 Completeness: regulation hole cannot be found. 

2.4 Network-based Optimizationof Documentation System 

There are several ways to optimize a documentation system. It depends on the 
goals, organization structure and culture, skills of users, technical environment, 
level of automatization, etc. Due to this complexity there is no single ideal 
solution, but some important features can be defined based on the properties 
described above. 

One of the fundamental goals of creating documents is to define regulation for 
operation, which must be easy to find, understand, memorize and apply. It can be 
ensured if rules for conducting a particular activity are handled as individual 
information package represented by only one nod in the regulation network. This 
information package consists of short sentences and graphical elements. Two or 
more nods are connected by links if activities represented by these nods 1) form a 
predecessor-successor pair of process steps, 2) are allocated to the same 
equipment, 3) need the same human skills to be done, etc. Nods and different 
types of links among them form different networks of operation rules. Different 
subgraphs of these networks belong to processes, products, resources, organization 
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groups and localizations. According to the grouping principle, different types of 
documentation (e.g. process manuals, product descriptions, etc.) can be created 
too. An example of this rule-based network can be seen in Figure 2. 

 
Figure 2 

Example for rule-based network (part of whole network) 

3 Case Study 

An international financial organization has a complex system of documentations. 
Due to the order of Central Regulatory Office process documentations have to be 
modified to meet new requirements. The management decided to analyze the 
documentation structure with DQNET network indicators. The associated graphs 
and calculations are generated by NodeXL application. 

3.1 Overall Metrics 

The whole system can be seen in Figure 3. The Overall metrics are presented 
inTable 1. 

Operation rule

Process link

Equipment link

Human skill link

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16
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Figure 3 

The whole structure of documentation system 

Table 1 

Overall metrics of documentation system 

Metrics Value 

No. of Vertices 181 
No. of Unique Edges 185 
No. of Edges With Duplicates 300 
No. of Total Edges 485 
No. of Connected Components 4 
Maximum Vertices in a Connected Component 173 
Maximum Edges in a Connected Component 480 
Maximum Geodesic Distance (Diameter) 8 
Average Geodesic Distance 3,621674 
Graph Density 0,008133824 

Overall metrics mostly reflect the structural properties of the documentation 
network. 

The rate of numbers of unique and duplicated arcs shows that elements of this 
system are complex documents and not small and task-related regulations units 
introduced in 2.4. In general, the bigger the rate of Numbers of Unique Edges to 
Numbers of Total Edges, the smaller part of the operation is regulated by nods of 
the documentation network. Obviously, it is true when only one type of 
connection is applied in the network. 
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The Number of Connected Components represents the connectivity of the 
network. Having 4 such components here means that this documentation structure 
is highly connected. This conclusion is supported by the fact that the far biggest 
part (173 nods) of all units (181 nods) belongs to the same subgroup. 

The relatively high Maximum and Average Geodesic Distances 1 reflect that 
regulation chain is the typical structural element (see in 2.1). 

The very small Graph Density 2 (8.1*10-3) denotes that references among 
documents are seldom. 

According to the overall indicators mentioned above we can conclude that this 
documentation system consists of complex documents forming a highly connected 
network with regulation chains as a typical structural element and with relatively 
few links among the nods. 

3.2 Individual Metrics 

To identify the different roles of nods, individual metrics are calculated too. Their 
values can be seen in Table 2, Table 3 and Table 4. The associated subgraphs are 
highlighted in the following Figures. 

The value of In-Degree represents the importance of a nod. The most important 
document – from this point of view – has 22 individual incoming links, – due to 
its 22 connected neighbors (see in Table 2 and Figure 4). We can realize its 
important role in the graph too, since it is located in the middle of the network. 
There are two more nods with more than 10 in-degree (14 and 11). For further 
reference, we call them ID1, ID2 and ID3. 

Table 2 

In-Degree metrics 

Metrics Value 

Minimum In-Degree 0 
Maximum In-Degree 22 
Average In-Degree 1,464 

 

                                                 
1 Geodesic distance is the distance between two vertices along the shortest path between 
them. 
2 Number of unique edges per maximum number of edges the graph would have if all the 
vertices were connected to each other. 
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Figure 4 

Subgraph of the nod with the biggest in-degree and its connected neighbors are marked in red 

If we look at the list of nods with out-degrees, we can see that the most sensitive 
document (call it OD1) seems to have 44 outgoing links (Table 3). If we see the 
graph (Figure 5), we can realize that these are concurrent links, which means all of 
them connect only two nods. The conclusion is that despite the high value of out-
degree, this document does not play a significant role in this network. It is 
interesting that out-degrees of D1 and D3 are zero, while D2 has the second 
biggest out-degree (24). However, D2 has only two neighbors, so its role is not 
significant either. Instead, the nod (call it OD3) with the third biggest (19) out-
degree has 19 neighbors (Figure 6). It means that it is the most sensitive document 
in this system. 

Table 3 

Out-Degree metrics 

Metrics Value 

Minimum Out-Degree 0 
Maximum Out-Degree 44 
Average Out-Degree 1,464 
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Figure 5 

Subgraph of the nod with the biggest out-degree and its connected neighbors in red 

 

Figure 6 

Subgraph of the nod with the third biggest out-degree and its connected neighbors in red 
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The averages of in- and out-degrees are equal. We could come to the conclusion 
that the sensitivity and the importance of the elements of this network are the 
same. If we check the degree distributions (Figure 7), we can see that there are 
very few nods with high degrees while most of the nods have much less 
connections. But we should not forget the fact that leaders of these lists have 
different numbers of neighbors, which influences the evaluation of the roles of the 
nods. 

 
Figure 7 

Degree distribution 

As we wrote in chapter 2.3, Betweenness Centrality shows how critical the role of 
the nod is in connecting network parts. 5 of the top 6 nods in this list are the top 3 
nods of in- and out-degree lists. The exception is the nod with the fourth biggest 
betweenness centrality (call it BC4) that has 14 out-degree and 0 in-degree (see in 
Figure 8). BC4 is a typical representative of network bridges, but in documentation 
system it is not so obvious. Here the different rates of in- and out-degrees show 
different types of bridges. If it has few in-degrees and a big number of out-
degrees, the nod is a so-called fork-bridge, which means it is a rather sensitive 
document. On the other hand, a nod with few out-degrees and a big number of in-
degrees is a join-bridge, which means it is an important document. If any of the 
degrees is null, the nod is not a real bridge. 



T. Csiszér DQNET: Assessment of Quality Regulation System as Complex Information Network 

 – 192 – 

 

Figure 8 

Subgraph of nod with fourth biggest betweenness centrality and its connected neighbors in red 

The Closeness Centrality is the reciprocal of farness, which reflects how far a nod 
is from other nods it is connected with, i.e. in network terms how long the paths 
are between the connected nods. In documentation networks the smallest 
closeness centrality belongs to the documents that take place in long regulation 
chains. In our sample network 173 nods have 0.001, 0.002 or 0.003 value, and 
only 8 nods have more (0.2 for 3 nods, 0.333 for 1 nod, 1 for 4 nods). It means 
that there are typically long regulation chains between documents and most of the 
documents take part in these paths. Documents with high values are the part of 
regulation islands, i.e. isolated groups of nods. Such distribution of closeness 
centrality shows that this documentation system is uniform but has a very long and 
complex set of connections that makes it difficult to easily overview and 
understand it. 

Another type of centrality related indicator is calculated for our sample network to 
highlight the importance of documents more sophisticatedly. This is the 
Eigenvector Centrality, which takes into account not only the number of 
connected nods but the degree of connected nods as well. It means that in 
documentation networks the bigger degrees the neighbors of a selected document 
have, the more important or sensitive the it is. The distribution of values (Figure 9) 
may be more interesting than its nominal value (Table 4). It demonstrates that 
there are noticeable differences among the eigenvector centrality values of nods. 
In our sample network it fine tunes the description of importance of documents. 
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Figure 9 

Distribution of eigenvector centrality 

Table 4 

Eigenvector Centrality metrics 

Metrics Value 

Minimum Eigenvector Centrality 0,000 
Maximum Eigenvector Centrality 0,057 
Average Eigenvector Centrality 0,006 

Conclusions 

DQNET can be applied to identify and map quality regulation networks, to 
describe the properties of documents and to identify optimization opportunities. 
To conduct these activities properly individual and group network indicators have 
to be reinterpreted according to the specific characteristics of the documentation 
system. As an example, hubs can be important or sensitive documents, bridges can 
be fork- or join-bridges, subgroups of nods can be regulation-chains of regulation 
loops. 
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Abstract: In order to establish the concept of building and infrastructure defense, a 

complex security system must be created by making, analyzing and interpreting an 

appropriate plan. This task is especially difficult and complex for defending buildings of 

unknown functions. Industrial projects usually differ from what was planned both in space 

and in time. The authors of the article introduce the general aspects of security personnel 

and the characteristics of risk assessment. The basic points of configuring the labor force 

components of building and infrastructure defense are also introduced. 
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1 Introduction 

The threat level for any building and its respective infrastructure is determined by 
several factors. Some of these factors are the security degree of operation, the 
demand and the value of the used materials, technical equipment and information, 
and the criminal infection of the area. The time of the day, the reliability of the 
applied security system, the speed of action and troubleshooting, and the features 
and territorial impact of undesirable acts are also of great importance [1]. 

Analyzing the question from a distant approach, the aim is to maintain a safe state 
of the building and its respective infrastructure. This state, providing the ideal 
status that the operation of the security system is fault-free, may seem steady in 
time, though this steady state is only an outward seeming. All acts that are 
performed inside the area of the building, the equipment, the quantity and the risk 
of the materials used are relatively easy to be determined. From certain points of 
view, the changes in the safe state may be prevised, knowing – among others – the 
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feature of the building, the acts performed inside, the applied technology and the 
materials used. 

Security could be defined as the safe state of somebody or something. However, 
this safe state does not literally exist, because security is the complex outcome of 
some specific existence or actions and the endangering factors of them. It means 
that security may be interpreted only together with endangering factors. It is the 
very moment when an endangering factor appears that the expression of security 
gets its deeper meaning. The higher level the endangering factors of existence or 
normal operation are, the lower level of security is [2]. 

It follows that the status of security is fundamentally determined by the 
endangering factors and by the protection applied against them [3]. Creating the 
complex security system of a building and its respective infrastructure, one must 
be aware of and recognize the nature of outer and inner endangering factors that 
may affect security. After the evaluation of these factors, the acts in response and 
the whole structure of defense must be laid out. 

Simplifying it, in the case of any building and its respective infrastructure, the 
subject of defense and the sources of dangers must be specified by recognizing 
and analyzing the endangering factors arising from the environment. The security 
system must be planned and carried out by knowing these factors. 

2 The Role of Security Personnel in Property 

Protection Complexes 

Complex property protection is made up of components based on one another. The 
aim is to reduce the probability of certain risks, as well as to moderate the adverse 
consequences of possible incidents [4]. 

To identify the rate of the components of the complex security system is an 
inevitable task during the design process, since this act will grant the effective and 
fault-free operation as well as the phenomenon of synergy: the interaction of 
subsystems will produce a combined effect greater than the sum of their separate 
effects. 

Electronic and electrotechnic subsystems are among the most important elements 
of security systems and their reliable operation is essential. The development of 
low-voltage subsystems that are optimal from the aspect of reliability is greatly 
facilitated by the test method of the principle of determining disturbance states. As 
part of that process, the analysis of disturbances of both technological and human 
error origins must be worked out [5]. A disturbance state is a state of the system 
when it cannot perform its function, due to the effects of well-determined 
technological or human disturbances. 
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Figure 1 

Components of complex property protection  

Source: edited by Berek 

Any type of errors cause a disturbance state when it is concerned with processes. 
Disturbances may also result in unacceptable consequences when critical failure is 
due to a disturbance state. Two main groups of the factors that lead to human 
errors causing disturbances may be distinguished as internal and external factors. 
The next basic categories of internal factors may be physical, emotional, cognitive 
and social effects that also include more categories like personality, intelligence, 
motivation and ability. External factors can be divided into organizational and 
environmental factors. In each of the categories, separate analysis is needed to 
determine to what extent certain factors cause a specific error. [6] 

Nevertheless, in certain areas, special features apply. The mechanical, electronic 
and electrotechnic elements of security systems for construction-industrial 
projects, are generally inefficient and sometimes are even absent, especially at the 
early stages. In this case, due to the occurring variance, security personnel has the 
main role in defense. 

Construction-industrial projects are especially the ones where rates of security 
components have to be changed at the different investment phases. These changes 
may only be handled properly with security systems that were designed to involve 
a possible option for flexibility. 

This flexibility is provided mainly by security guard. It is also this flexibility that 
guarantees adherence to specific features of the security systems: at the loss of any 
elements – that often happens during constructions – active elements may cover 
all parts of security (though perhaps, at a lower level of efficiency) [7]. 
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Another special issue is the physical security of facilities that store dangerous 
industrial materials. In order to prevent unauthorized access to and/or theft of 
radioactive and infectious materials and toxins, providing the defense of 
laboratories and other facilities is of extreme importance. At the same time, the 
special staff of these institutions, in certain positions, is exposed to physical, 
chemical, biological and radiological risks. However, these risks can significantly 
be reduced by the development of a well-designed defense program. In order to 
avoid direct threat by everyday working conditions to users of dangerous work 
areas, devices or materials, the careful construction of the physical protection of 
the affected areas and equipment is extremely important. The same protection is 
vital so that the potential hazards of costly devices and dangerous materials or 
devices containing dangerous materials do not leave the controlled working areas 
or property of the institution, by unlawful appropriation. 

There may be serious risks of abuse by competent persons with access rights to 
hazardous substances, against which, not only certain components of security or 
protection should be reinforced, but also, protection elements against intentional 
personal abuse should be developed. Laboratory accidents and the release of 
dangerous biological materials may not be due solely to deliberate illegal activities 
or sabotage, but the accidental release of hazardous substances may also result 
from the improper use of infectious substances in laboratories or by their 
inappropriate packaging or transportation [8]. 

The protection of controlled work areas and working processes, in the lab 
complex, including the personnel involved and the protection of hazardous 
materials and waste storage facilities are also of great importance. The same 
degree of protection is required for the lab areas not considered to be working 
places and for the external environment of the laboratories. 

In order to ensure a continuous and comprehensive protection, when designing the 
security system, there is a great need to coordinate the efficiency and 
harmonization of each independent autonomous subsystem and to ensure the 
conditions of supervision. The effectiveness of physical guarding is provided by 
the effective combination of mechanical and electric devices and security 
personnel  and not overlooking the role of preventive measures. 

When ensuring the protection of the hazardous areas of the lab facilities, there is 
little chance to use labor force, therefore, the rate of electronic protection devices 
should be increased. At the same time, the efforts to reinforce internal control are 
also in the forefront. It is the task of the lab staff to control the regulations and 
procedures, and to operate and maintain the security systems. It is well-known that 
the efficiency of the entire property defense system is determined by the 
efficiency of its weakest element. In improperly built systems, the living 
component is quite often the weakest link. So, it cannot be emphasized enough, 
how important it is that the human factor is taken into account, when structuring 
security systems. 
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There are situations where the presence of temporarily or operationally stored 
substances is a threat in itself. During the planning and development of protection 
in the controlled area, one of the main aspects, is that the safety engineering 
subsystems are designed to meet the intended function of the laboratory and to 
provide the highest level of technical, mechanical, electronic and personal 
security. 

In an emergency event, the controlling system is able to perform several actions 
simultaneously; nevertheless, its basic task, is the prevention of emergency 
situations. So, in case of a possible occurrence, the personnel support of the 
operation of the system is needed. Monitoring the controlled areas, it has to alert 
the operator immediately so that they can intervene in time. Security guard has a 
very important role, in this case as well. 

In contrast to technical systems with average parameters, security personnel is 
capable of managing compound or unforeseen situations [3]. However, the 
subjectivity of the human factor might as well be its own vulnerability, since 
personnel may base the sources of inside hazards that are difficult to detect and 
identify, and it is also hard to provide protection against them. The occurrence of 
events like damages due to any improper execution of tasks, sabotage, theft or 
participation in them, or releasing important information that would provide the 
strength of protection may threaten the whole defense system. The prevention of 
these events is extremely problematic. 

Building and infrastructure defense is a very compound task. The lack or the 
weakness of any part of the property protection complex will affect the overall 
efficiency of the security system. The components of complex systems (access 
control systems, security monitoring systems, etc.) are also involute security 
subsystems. It is essential to meet the requirements of fault-free operation. In 
addition to the high-level integration of electronic, electrotechnic and mechanical 
security subsystems, the activities and preparedness of the operating  crew are of 
great significance [9]. 

Since the human factor has a key role, the analysis of it may have a considerable 
influence on the establishment of risk assessment and risk management. Human 
performance has a fundamental impact on the reliability and security level of 
various systems. Generally, the role of the human factor, in connection with the 
occurrence of any events, may be divided into three main groups. People may 
cause, prevent or be the victims of particular events, thereby giving an improved 
approach to risk assessment and risk management. 

From the aspect of security, the human factor appears in two, rather contradictory 
ways, of the previously mentioned, as follows. Within manufacturing security 
systems, design is a highly challenging activity. Since the environment is 
constantly changing, the proper designs do not perform as expected, with the 
frequent overestimation of how efficiently people will work [10]. On the other 
hand, people are able to cope with unforeseen situations, to analyze and to create 



T. Berek et al. Risk Assessment of the Human Factor in the Field of Building and Infrastructure Defense 

 – 200 – 

solutions. Without human actions many incidents could lead to accidents. Safe 
behavior does not mean the absence of errors, but the positive human 
contributions to safety, even in the form of prevention [11]. 

As the human factor is always present among the main reasons of accidents and 
disasters, human contribution has priority in any analysis of risk assessment. 
According to different surveys, 45-80% of errors are due to the human factor, 
varying with ways of approach. The special role of the human factor was 
recognized decades ago, and research on human factors has been present since 
then. Human errors have been categorized and the broad use and development of 
human reliability assessment has been urged. Initially, it was discovered that 
specific systems must be developed to analyze the events related to human factors. 
Later, it was shown, that human factor-associated common cause failures may 
appear in any kind of security systems. 

3 Analyzing the Human Factor in Risk Assessment 

Among the reasons that may turn incidents to accidents, as well as, among the 
main reasons of industrial accidents, the human factor is always present. 
Consistent explorations of consequences will recognize human errors even in the 
depths of technical reasons. Based on the research of Rankin and Krichbaum, the 
role of the human factor in the occurrence of accidents shows a dramatic rise, 
reaching up to a 70-80% level, regardless of the technological conditions [12]. 

This significant increase has two main reasons. One of them is the sophistication 
and the high-level reliability of the mechanical and electrical equipment, while the 
other one is the greater human involvement in the controlling processes that is due 
to the complexity of systems. Not only do the sophistication and the high-level 
reliability of the mechanical and electrical equipment greatly reduce the number of 
technical errors, but they also give opportunities to manage critical processes, 
even at the events of system failure and breakdown. The greater human 
involvement in the controlling processes, as a consequence of the complexity of 
systems, means that humans primarily become the supervisor of automated 
processes. 

Human contribution has a place of utmost importance in any analysis of risk 
assessments. The first progressive development of risk-based approaches occurred 
in relation to the analysis of electronic and electrotechnic systems, in the fields of 
space technology, nuclear power and the chemical industry. However, due to the 
diversity of physical and chemical processes, as well as, control strategies and 
procedures, special techniques have been developed for the specific needs of each 
area. As an example, regard the method of hazard and operability study (HAZOP). 
It was first introduced in the chemical industry and has since been considered 
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necessary for the preliminary assessment of any complex system that consists of 
several processes of either serial or parallel structures that involve subsystems of 
dangerous chemical or thermodynamic reactions. 

The estimation of the impact and consequences of the risk events on people, 
property and environment is realized in the risk assessment process. The 
calculation of the probability of these risk events actually happening, as well as, 
determining their potential impact are important parts of the risk assessment 
process. 

By its nature, the process of quantitative risk assessment is based on probabilities. 
It recognizes that accidents are rare, and that the potential risks and events may 
not be completely avoided. As serious incidents occur or not, over the lifetime of a 
given process or building and its infrastructure, it is not appropriate to base the 
evaluation process on the consequences of isolated events alone. However, the 
probability of the cases that have actually happened should also be considered. 
These probabilities and the levels of risks derived from them must have an impact 
on both the design level and the operational and organizational controls and 
revisions. 

In the process of integrated risk assessment, “risk identification” as the first step 
involves describing the system, determining the possible events and the responses 
to them, as well as the classification and the filtering of events. The second step, 
i.e. “modeling event scenarios”, is based on event tree analysis, and its objective is 
to place the sequences of events among the states of losses. The main parts of the 
next step, “analysis of consequences”, are the assessment of the consequences and 
the analysis of the moderating effects. The following “evaluation of the 
frequencies of events” is one of the most complex tasks. In addition to the actual 
evaluation of such frequencies and system analysis, the analysis of the human 
factor is usually performed at this step. Finally, in “risk assessment”, determining 
the risks is brought off by means of the consequences and frequencies. 
 

 

Figure 2 

A detailed plan for the integrated risk assessment process 
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There is no doubt that integrated risk assessment is the best way for meeting the 
requirements of risk assessment today. In the comprehensive plan of the risk 
assessment process, human factor analysis is interpreted as a subtask of the 
evaluation of event frequencies. It means that analyzing the human factor does not 
get a role in the preceding or simultaneous steps of the process: neither in risk 
identification, nor in modeling event scenarios, nor in the analysis of 
consequences. However, it is very important to be aware of the impact of human 
factors even at the beginning of the processes, as in this case the corresponding 
details of plans may be modified easily and at a low cost. It is therefore 
recommended to take the human factor into account already from the first step in 
any integrated risk assessment. 

The probability that certain events occur due to the human factors involved may 
be determined by an appropriate human error analysis method. Human error 
analysis covers the systematic specification of the factors affecting human 
performance and the exploration of situations that are likely to give rise to errors; 
this is the way leading to incidents. This analysis may involve the identification of 
interfaces that are influenced by the errors. Based on the frequency of occurrence 
or on the severity of the consequences, a relative ranking of the errors may be 
established. The results may be qualitative or quantitative as to their nature. They 
also involve the systematic listing of errors that are likely to occur during normal 
or emergency operation. The error rate depends on many factors, ranging from 
stress over experience to the complexity of the task or to the right skills, including 
situation-specific specialties. 

Human error is a general concept, which includes every situation when the 
planned sequence of mental or physical actions fails to achieve its planned and 
desired aim. This failure is not due to any kind of stochastic circumstances [13]. 
Human error may also be considered a failure of a human action, due to internal 
human failure mechanisms, which is to loosely describe any sub-optimal human 
performance. Two main groups of human errors are errors of commission (wrong 
human actions) and errors of omission (missing human actions). A human error as 
the consequence of the difference between the planned and the realized action or 
performance, may be categorized as a slip, a lapse or a mistake. A separate group 
of errors is violation, when the action is not allowed, prohibited or not appropriate. 
Latent errors may also play an important role, although this type of errors is 
usually difficult to identify because of their distance from the occurring event both 
in time and in space [14]. Human failure is the failure of a defined human action 
in any Human Reliability Analysis (HRA) model. There may be more reasons 
leading to failures attributed to human errors. A human failure may affect 
components – that is called a fault, and it processes when disturbances occur. A 
failure that results in unacceptable consequences such as, unavailability or 
malfunction leading to personal or property damage is called a critical failure. 
Another possible classification of human errors, usually taking place in 
Probabilistic Safety Assessment (PSA) models, depends on the chronology of the 
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human error and the occurring event. Three types of errors may be distinguished 
by this chronology: an error of human performance type A is an error that is 
committed during a human action before the initial event, mainly in connection 
with the availability of the system (for example in connection with the actions of 
maintenance), an error of human performance type B is an error which causes a 
direct initial event, while an error of human performance type C is an error that is 
committed during the human actions made for averting breakdowns or accidents. 
In the case of errors of human performance type C, the following groups may be 
differentiated: the lack of a needed action, an action made by mistake and the error 
of an action made for compensating the lack of a needed action [15]. 

In any of the above categorizations, the role of violation is not handled as being as 
important as it is in reality. In Reason’s categories, the violation of intentionally 
causing harm is not even regarded as being a human error. However, if human 
error is considered to be the consequence of the expected and the realized actions 
or behavior, violation is an error, as it differs from the expected human behavior. 
In reality, deliberate actions of this type may have serious conclusions, their 
number is significantly increasing and they cannot be regarded as "low 
probability", isolated events any more. The violation of intentionally causing harm 
being treated as a human error makes it possible to be a part of human factor 
research, which is the cornerstone of prevention. 

In addition to the previous ideas on the violation of intentional causing harm, 
violation in the traditional sense is also a serious problem. Violation may be 
motivated by the search for simpler and faster solutions. For example when a 
worker crosses a conveyor belt because it is simpler than bypassing it, or by risk-
seeking behavior as when the worker crosses the conveyor belt, because he wants 
to show his courage to peers. The offenders are often unaware of the risks; thereby 
violation may become a habit [6]. According to Skriver [16], after a specified 
period, the prescribed processes are no longer evident in these cases. They 
consider the main causes of violation in organizational factors: in the lack of 
adequate equipment, working environment and supervision and due to the fact that 
there is no consequence of the committed violation. 

Prevention here, as in all other areas, has an important role. Moreover, the energy 
spent on prevention will be compensated. Based on the connection between 
violation and the number of rules to be kept, there is a number K given by the 
number of rules to be kept weighted by the difficulty of keeping them, which 

should be analyzed in the given situation. There exists a number 0K  such that if 

0KK  , then no violation will happen (or only with negligible probability), and 

if KK 0 , then violation will happen (with a considerable probability). The aim 

is to make a system of sufficient rules for the given task where 0KK   [6]. 
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In building and infrastructure defense, the implementation of the daily operational 
work is specified by the operational rules of the system and the service 
instructions of the security service. Among these rules, the daily tasks, protocols 
and procedures must be defined precisely for different situations. The daily work 
of a security guard's life is carried out according to an appropriately assembled 
policing scheme, with the tasks and procedures being unchanged. Though, there 
may be differences in its implementation. Each error resulting from time 
management may be declared a typical example that may cause a disturbance state 
based on human factors. One of the basic principles of an operational process, is 
the assumption, that workers are highly predictable and standardized in their 
behavior, regarding their schedule. They always start work on time, operate at a 
constant rate throughout the day, take breaks at planned times, rotate properly, etc. 
Nevertheless, such regular behavior of workers rarely occurs in practice. 
According to a test made in the UK [13], the analysis of the data suggested that up 
to one third of the potential time for production is lost due to stoppages, extended 
breaks and disruptions to the flow of the line. Not only does the loss of time cause 
a recession of production, but it may also cause disturbance states. [10] 

Knowledge and awareness of the human factors are basically important in 
preventing the development of disturbance states, and therefore, they have a 
distinguished place in design processes. When the human factor is taken into 
account, the reliability of complex systems may indirectly be increased. There is 
no doubt that human performance has a fundamental impact on the reliability and 
safety level of complex technical systems, such as security systems. Among the 
major contributing factors of disturbance states, the human factor can be found in 
each case. As a consequence, the human factor must always be taken into account 
when analyzing disturbance states in building and infrastructure defense. 

Conclusions 

The maintenance of the labor force component of a complex property protection 
requires constant control, and security service managers must monitor the system. 
It is well-known that the effectiveness of a security system is characterized by that 
of its weakest component. That weakest link often happens to be the  security 
personnel. Apparently, as far as crew becomes unreliable, the entire security 
complex is threatened. In the cases when it is recognized, the negative effects may 
often be outweighed by technical upgrades. Control systems that can be 
implemented are nowadays indispensable. Such systems may include the camera 
surveillance of workers, the establishment of patrol monitoring systems, etc. [17]. 

Generally, despite the fact that the vast majority of errors, including technical 
reasons, are due to the human factor, people are able to maintain safe and 
economical operations, and are also capable of providing a responsive action to 
disturbance states at the same time. In this way, human performance affects the 
probability of all unexpected situations and their consequences. Today, the well-
established industrial security applications and the procedures of design and 
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operation make the basis of risk management. The wide-spread awareness of the 
possible dangers has implied the development and use of systematic approaches, 
methods and tools of risk assessment procedures. These are often referred to as 
hazard analysis or quantitative risk assessment [6]. 

A risk analysis is required in different areas of production: in business, industrial 
production and environmental protection in the field of work safety. Although 
laws and standards regulate its implementation, they do not include specific 
execution [18]. 

Risk assessment and risk management are two of the most important jobs done 
today to achieve maximum security levels. Analyzing human factor can have a 
major influence on the risk assessment and risk management process, because the 
role of the human factor is crucial. Human performance has a fundamental impact 
on the reliability and security level of various systems. 

The maintenance and operation of the  labor force component of a complex 
property protection requires an active presence, as the risk of this component is 
continuously assessed. It was concluded that human performance affects property 
protection – as a complex system, which is based on technological and human 
factors – on the whole. Also, it was shown that human performance has a basic 
impact on the safety levels and reliability of complex technical systems in 
building and infrastructure defense. 

Beyond the exploration of errors, it is also vital that the mapping of the reasons of 
errors are done, which is proven to be suitable, by using methods based on 
cognitive theories. 

Within manufacturing security systems in building and infrastructure defense, the 
design and redesign activities are both challenging. The competitive environment 
is constantly changing and there is a demand to make products cheaper, better and 
faster. In this kind of environment, people who carry out repetitive, manual tasks 
seem to remain critical to the success of the system. Designers of security systems 
often have little appreciation of the wide range of factors that influence human 
performance. This can lead to “proper” designs not performing as expected, with 
engineers frequently overestimating how efficiently and effectively people will 
work. [10] 

The key to a successful solution is to improve the awareness of engineers, 
concerning the impact the human factor has on the design. It is especially 
important to improve this awareness at beginning of the design process; at this 
stage most negative factors can be more easily and inexpensively altered. 
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1 Introduction 

Knowledge management, as a young research field is still fighting its battles 
nowadays to reach its reason for existence. However, several studies (in theory 
and in practice as well) justify its contribution to the successful operation of the 
corporation, but the presence of this way of thinking is not natural in the every day 
life of corporations. Developing a knowledge management system is a challenging 
task nowadays for company managers. However, more and more people realize its 
significance and its positive economic results  which is based on the proper 
evaluation and management of knowledge, the human capital , the actual 
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development is still to come [6; 10]. Operating the knowledge management 
system is a question of approach and way of thinking, it does not require a 
separate corporate unit or responsible staff, and it only requires the development 
of a proper culture and the integration of knowledge into everyday processes. The 
demand (requirement) of knowledge sharing is present more stressfully among the 
goals of the organisation, but as we know, the pressure can have results only in the 
short-run. Taking this requirement, from a professional aspect, into consideration, 
we can state that knowledge sharing cannot be realized under such workplace 
conditions, where corporate culture is working against the development of a 
trustful atmosphere supporting knowledge sharing [22]. The research results – 
based on recent inland practice – show that in more cases the demand for 
integrating knowledge management’s way of thinking into every day practice 
appears on strategic level, but this can only be observed in isolated solutions in 
reality. We cannot mention any domestic organisation, where the base of its 
operation would be a well-developed system or would contribute totally to reach 
the strategic goals. This means that although the number of organisations 
increases, where their requirement (at least on strategic level) is phrased, but still 
there is a lot to be done by us, the knowledge “evangelists”. In order to accept, to 
get to know and to apply the logic of knowledge management, its way of thinking, 
its models and their application we need to do a lot on a daily base [21; 23]. 

This battle for acknowledging the reason for its existence makes us remember the 
period when quality management and the development of quality system was 
fighting their professional battles. 

Similar to the hard times that the demand for developing quality systems had to 
live through some 10 years ago, made we think about what solutions supporting 
mutually each other can be mentioned as argument in connection with the role of 
the two systems, which make the connection obvious with regard to corporate 
success. 

Although the emphasized status of quality questions, the role of quality in 
corporate operation cannot be questioned nowadays, in several cases we can still 
see formal solutions, which do not help in solving problems regarding quality. The 
results of a lot of former researches highlight connections between knowledge 
management and quality management from different viewpoints (in theory and in 
practice as well). These connections are confirmed in service sector, in libraries, in 
higher education and in companies as well [32; 27; 19; 17; 12; 8; 4; 2; 1]. Some of 
the most important thoughts will be presented in the followings, which support the 
solution of quality problems in organisations from the side of knowledge 
management and also the layman reader can notice the tight relationship and 
cooperation possibility between the two systems. In order to adapt this train of 
thoughts in practice, we should not forget that the top management of 
organisations play a key role in the success of developing the systems and 
operating them [20; 25]. 
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The Association for Excellence Public Company, in Hungary – Szövetség 
Kiválóságért Közhasznú Egyesület  [31] in a 2005-study revealed several 
problems, which can be traced back to the deficiencies of knowledge management 
in connection with quality problems. The research, which involved 27 companies, 
identified the following problems: 

- repeated similar mistakes (costs), 

- duplicated carrying out of tasks (previous projects, their results are not 
known), 

- lack of information (e.g.: customer service), 

- lack of sharing inner good ideas, best practices, 

- weak link (1-2 people have the knowledge/information only), 

- integration of gained knowledge is slow or missing (slow product 
development, market competitor overtakes), 

- information/knowledge sources cannot be reached easily (frustrated 
worker). 

The results of the research show that among the problems influencing quality 
work in several cases there were problems referring to knowledge, knowledge 
share and knowledge management. In order to prove the above mentioned tight 
relationship between knowledge management and quality systems, some basic 
concepts and models have to be introduced. 

2 Material and Methods 

2.1 Briefly about Knowledge Management 

Nowadays changes are increasing much faster than ever before. These changes go 
hand in hand with overvaluing knowledge, as a production factor. Parallel to 
overvaluing knowledge, the speed of its term of limit increases as well. Therefore, 
the task of management is to ensure substitution and care properly about the 
maintenance of values. The bigger value novelty-developing knowledge has, the 
more difficult it is to obtain, the sooner it can fall into disuse and the more hidden 
it is, the bigger its significance is in order to maintain competitive operation. To 
integrate, to manage and to develop this useful personal (hidden/tacit) knowledge 
can happen only with the tools and methods of knowledge management [5]. 

The history of knowledge management (KM) dates back to the years of 1980s. 
The top managers of companies have already been talking about it since 1990 
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when they were forced to rethink their knowledge about management and business 
operation. The concept of knowledge management entered common knowledge in 
1991, due to an article, which was published in Fortune magazine. This article was 
written by Tom Stewart, and the title was Brainpower [30]. After some years it 
was already called the next big challenge following BPR and TQ. 

Several definitions of knowledge management have appeared since the years of 
1990, and its concept was phrased in different ways, which was formed on one 
hand by knowledge perception and on the other hand by the idea about how to 
manage knowledge. According to Sándori [28], Fehér [13], Davenport and Prusak, 
[9] knowledge management is the effective connection between those who know 
something and those who want to know something. Some people say it is quite a 
trendy phenomenon, while others think that with the help of it, organisations are 
able to react to processes happening in the present and they are able to make the 
necessary steps by using the knowledge material of the past and by relying on 
analyses made in connection with the future. Not only the effectiveness and the 
global competitiveness of organisations can improve by using knowledge 
management, but also the given country can make profit out of it by the 
organisation. The Work Committee of Knowledge Management at the Hungarian 
Academy Of Sciences defined the content of knowledge management by 
consensus the following way: knowledge management (KM) is a process 
(management subsystem) and culture, in which disclosing, gathering, creating, 
recording, keeping, transferring and continuously increasing knowledge capital is 
managed in an integrated way and supported by information technology. Its aim is 
to increase the production of added value of the organisation and to enlarge its 
innovation potentials; its key concept is synergy [24]. 

The significance and importance of KM is approved by more and more companies 
and the research of the years 2000 show that the four-fifth of the European 
organisations considers it as strategic tool. At present, managers do not think of 
knowledge management as a technique, but rather they concentrate on knowledge 
as a key-resource. Managing knowledge has become a tool for increasing 
corporate competitiveness nowadays by managing knowledge consciously and 
systematically. 

As a general summary, we can conclude that knowledge management wants to 
find the answer for questions, who, when, where and in what form needs 
knowledge. The role of knowledge management is to ensure the competitiveness 
of the company in the new, knowledge-based economy [5]. 

2.1.1 The Focuses of Knowledge Management 

From the various definitions of knowledge management, from a practical point of 
view there are two basic approaches known: the human-centred and the 
informatics-centred. From the two theories it is the human-based direction, which 
creates the base of my thinking as primarily this has reason for existence from the 
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point of view of the quality systems discussed in the introduction. Although in the 
followings, the previously mentioned two focuses will be presented briefly, which 
are dominant in the process of developing knowledge management, emphasizing 
that IT is an important precondition formed technical point of view, while it is 
impossible to operate successfully even a developed system without a trustful 
culture. 

Figure 1 shows the position of knowledge management on the curve depicting 
management fashion-wave. From the figure it can be seen that from the aspect of 
maturity, the quality systems have reached the much more accepted and stabilized 
phase. 

 

Figure 1 

Management fashion [18] 

2.1.2 IT as One Precondition for Building KMS 

The debate between researchers and practical professionals about the role of 
technological solutions is the same age as knowledge management as a 
management tool’s coming to the front. Even the most famous researchers have 
different opinions. Those who belong to the first group represent the opinion that 
states the almightiness of IT, while the other group does not argue with the 
necessity of its existence, but does not regard it to be the only reason for success. 
According to the opinion of Bőgel [7] knowledge management could become 
popular because technological development made a more effective knowledge 
management possible. However, Dougherty [11] completely refused the role of 
technological solutions. The truth is somewhere between the two. According to 
our present judgment of values IT is necessary, but not an ample precondition 
[14]. The operation of a well-structured, logically built and reasoned IT system 
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can be phrased as the background support of knowledge management systems. 
The main aim of informational and communicational technologies in the field of 
knowledge sharing is to connect the concerned parties. 

2.1.3 Cultural Characteristics Ensuring the Operation of KM 

Neither the corporate structure, nor technological solutions provide value 
themselves or an effective knowledge management system. The organisation is 
made up of people, knowledge is inside people, they create it and use it; therefore, 
the role of human resources has to be handled as a high priority. The development 
of a proper corporate culture is necessary so that the workers can operate the 
organisation the way their management expects them too and the interest of the 
company requires. The proper corporate culture in this case means the willingness 
to knowledge share, the use of others’ knowledge and also the cooperation 
developing from the common knowledge of the organisation. 

The guru of corporate culture, Hofstede and his fellow workers [16] compared 
culture to the software of the brain. They developed the definition further, 
according to which, culture is the social programming of the brain. It differentiates 
the members of a group from each other. 

If in an organisation the culture is not the proper one from the view of knowledge 
management, then the workers there can have a negative approach to certain 
processes of knowledge management. This affects mainly knowledge share, which 
has to be an activity of top priority. If the workers feel that they are not supported 
in knowledge share, then they keep their precious (tacit) knowledge, which cannot 
be documented and if they leave the company, they take this knowledge with 
them. 

2.1.4 The Reason for Existence of a Learning Organisation - Senge Model 

The aim of the operation of a learning organisation and a knowledge management 
system is to mobilize the divided or hidden knowledge in the company through 
organisational groups. With this it will be possible to react to market demands and 
to the steps of competitors faster and in a more flexible way. As a result of it 
better quality can be produced by better planning and by more effective work, and 
finally the innovation skills of the company will increase. 

The implementation of criteria of a learning organization means the requirements 
of a knowledge management system. In this case, organizational members, 
individuals and groups, are open to acquiring new skills, to continuous renewal 
and learning (double-loop and the deutero learning are of significance from the 
point of view of learning [3]. Such an organizational atmosphere supports the 
success of knowledge sharing, which means that everyone aims to transmit his/her 
knowledge, to share it with colleagues and the other members of the organization 
for the sake of the collective goals. This fact separately contributes to the fact that 
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people will be able to work and produce the expected results in the framework of a 
balanced organizational operation on a higher level of knowledge. 

If the performance is higher, not only in quantity, but also in quality, it is to be 
seen in the efficiency of the enterprise, since it will make it possible to produce 
more modern, higher quality, more marketable products and services in 
competitive organizational conditions. 

The establishment of conditions of knowledge within the company – first of all, 
innovative knowledge – is beyond the operation of a learning organization, such 
as the grounded internal knowledge base that is the condition for permanent 
development and renewal. As well as, the organizational atmosphere (culture) that 
establishes creativity, the conditions of continuous learning handle the 
requirement on a strategic level to the employee’s satisfaction, thus a reliable 
quality and competitive performance of the work are ensured by putting the right 
person in the right place. 

A learning organisation is an approach, a philosophy on one hand, and on the 
other hand it involves certain features connected to philosophy, which indirectly 
influence the success of the given organisation. The learning organisations 
therefore possess the emergence of the five principles, which are not 
characteristics of other organisations [29]. 

As a consequence of thinking in a system during the process of concentrating on 
the changing process, which appears as a constant demand, people concentrate on 
revealing the reason-cause correspondence hidden in the background of the 
problems and on the holistic examination of organisation involving its 
surrounding world instead of concentrating on the “here and now” solutions. The 
concept of guiding ourselves means the fact that people are able to learn 
independently, they possess a view of the future, which ensures them to be able to 
prioritize among the tasks. They are able to concentrate their creativity in order to 
reach their personal, individual goals and as a consequence of this to reach all the 
goals of the organisation (individual learning – corporate knowledge). The 
samples of thoughts primarily influence our attitude, often unconsciously. They 
influence our activities and our way to react to things. By making these samples 
conscious the members of the learning organisation can help  primarily with 
using one of the techniques applied in group communities  our ability and 
willingness to changes and our real activities. Common prospects for the future 
have to be established if we want that the goals set by certain individuals should 
contribute to the success of the organisation in the long-run. Its feature is that it 
involves the individual ideas and consequently the organisational groups and 
members will be able to identify themselves with it. 

In case of the existence of preconditions, the application of a model is practical, 
which involves all the steps of knowledge management processes and can be 
applied easily in practical life. A possible model can be seen on the following 
Figure 2 [26]. 
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Figure 2 
Probst’s knowledge management model [26] 

Leaders have to be closer to the way of thinking that a condition of 
competitiveness is the employee satisfaction and that the satisfied employees’ 
willingness to learn and change can contribute to the possibility that the 
knowledge should be utilized and distributed in the organization at a higher level. 
To accept this thinking we have to turn to the eight elements of the Probst model. 

These elements have a logical order and leaders have to know the steps to build a 
KM system. Theoretical knowledge and interactions among colleagues 
(communication) create real knowledge which can be utilized by an organization 
in order to accomplish its competitiveness. A chance to reach personal and 
organizational desires is the most important guarantee of the pursuit of 
knowledge, which is a precondition of learning and satisfaction at the same time. 
To sum up, the elements of the Probst model again: 

Determination of Knowledge Goals: 

• normative goals: to create an organizational culture, a joyful workplace and 
atmosphere which supports the competitiveness; 

• strategic goals: the existing organizational knowledge helps to realize the 
strategic goals and with this knowledge we can work out a new, 
competitive strategy on a higher level; 

• operational goals: they support to apply the knowledge management, if the 
normative and strategic goals are concrete enough (make sure that 
normative and strategic knowledge goals will be translated into action). 

Knowledge Identification: 

View of the internal abilities and possessed knowledge. The once applied and 
experienced things do not have to be discovered again and again. It is suitable to 
do a comparison with the environment, to use benchmark, then the organizational 
memory has a significant role to call out previous experience. 
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Knowledge Acquisition: 

It means to learn from competitors, rivalry, stakeholders, buying know-how, 
unknown knowledge integration, to apply every cultured method of knowledge 
acquisition. (Dishonest tools which are important from the perspective of 
competition, that cannot be made consistent with employee satisfaction, do not 
belong to this step of KM system, for example, company acquisition, stealing 
knowledge, industrial espionage, etc.). 

Knowledge Development: 

New abilities, ideas, develop more effective technology, and new knowledge 
collection. (Obstacles and supporting elements which are in close correlation with 
employee satisfaction have to be identified.) It is a direct fact to influence 
competitiveness. 

Knowledge Distribution: 

Separated knowledge has to be integrated into the whole organization. Who, what, 
when, how, has to be known. (It is a prerequisite of satisfaction and a result at the 
same time. Its base is communication and a knowledge sharing organizational 
culture in each case.) 

Knowledge Use: 

Possessing knowledge does not bring a result, but to use it, does. This is in 
connection with an ability of knowledge acquisition, with willingness to learn and 
change, which is in interaction with satisfaction. To realize this step the previous 
phase must be accomplished. (This is also true in the case of internal and external 
knowledge.) 

Knowledge Preservation: 

Knowledge has not existed forever. In preservation and in forgetting knowledge 
the organizational memory has a significant role. This is very important as well 
from the point of view of creation of a balance between learning  forgetting, 
knowledge losing processes  and fluctuation. People who join an organization 
bring with them their knowledge. This can be anticipated from the development of 
knowledge bases and knowledge stores. With the increase of satisfaction the 
chance to preserve work forces and knowledge will grow. (Knowledge maps, 
knowledge catalogues) 

Knowledge Measurement: 

In the estimation of competitiveness the indexes have significant roles which are 
suitable for measuring normative, strategic and operational goals. In the stage of 
determination of knowledge goals the possibilities of success evaluation have to 
be fixed. (Market conditions, competitors, sales, etc.) 
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The elements have to be handled from a system view and reviewing connections 
with them is very important. 

It can be stated, together with the heading ‘self-management’, which appears 
among the operating conditions of a learning organizational culture, that people, in 
such organizational conditions, who get a chance to accomplish their own goals, 
perform higher quality work by harmonizing their own imagination with the 
organizational goals, something that is a determining factor of employee 
satisfaction at the same time. On the other hand, qualitative products influence 
customer satisfaction as a consequence of competitive operations. 

Examining the activities of enterprises with regard to quality, researchers face two 
kinds of problems: 

• Failures adjustable by the employee, which arises if the employee has all 
the three criteria of self-control: 

- Knows what his/her task is. 

- Knows what he/she is doing now. 

- Is able to control his/her activity. 

These criteria are only the conditions of self-control: they do not mean self-control 
has automatically been achieved. For self-control to be achieved an employee 
needs to possess the appropriate approach and responsibilities, and also know and 
want to use these tools. 

• System failures, namely, the failures that are influenced by the 
management of the enterprise, occur if one or more of the criteria of self-
control are not fulfilled. This indicates imperfection in creating the 
conditions for self-control by management, if the employees do not know 
the expectations, the mode of actions, and the possible tools, and if they do 
not get feedback on their performances and the appropriate support, either 
physically or in terms of human resources. 

In the case of striving for quality work (the competitiveness criterion), it is about 
the change of management’s point of view, achieving long-term thinking. This 
brings about a new ‘lifestyle’, a modified behaviour and a new emphasis on the 
life of the enterprises. This means that the increase in general effectiveness and 
value creation comes to the forefront instead of permanent cost minimization over 
a short-term period. Enterprises want to produce at a cheaper and cheaper price, 
they try to offer more and more to meet customer needs. But, these companies do 
not want to give more or something else that the customers want. This way of 
thinking is to be seen as a concept and a program wherein the implementation and 
the ‘steps’ of change have the same significance as the result itself. This is a 
permanent learning process, meaning the formation of a learning organization that 
supports continuous quality improvement. 
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3 Results 

3.1 Quality Culture 

In order to understand the relationship also from the side of quality conceived in 
the title of the study, first the meaning of quality culture has to be cleared. It also 
has more definitions in professional literature, among which we have chosen one. 
The definition describes the train of thoughts, which can be used as good example 
in order to show the relationship with the learning organisational culture 
establishing the base of the operation of knowledge management. According to 
this: 

Quality culture is a corporate environment, where a certain approach, behaviour 
and attitude are prevailed, which is accepted by all the participants and which 
makes everybody be responsible for quality. It is an approach, which can be 
characterized by the ambition to be excellent, by continuous quality development 
and by taking other concerned parties’ demand into account. For the sake of 
successfulness such a quality culture has to be made tangible by a proper quality 
management system, which is able to maintain the monitoring and evaluation 
processes and results of the organisation. 

A proper cultural background is the precondition of developing quality systems 
and of the operation of quality management systems. The proper culture is also a 
requirement for developing knowledge management system, which is ensured by 
the above described learning organisation solution. To prove the similarities 
between learning organisational culture and quality culture, the following 
comparison should be observed. In both cases trust is the basic requirement and in 
both cases the human-centred approach prevails. 

The base of quality management system is trust, its precondition is: quality culture 

- Approach, behaviour 

- Process-centeredness    human-centred 

- System-approached guidance    

- Continuous development 

- Involvement of workers - Teamwork 

The base of building knowledge management system is trust, its precondition is: 
learning organisational culture 

- System-approach 

- Self-development, self-guidance    human-centred 

- Common prospects for future      
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- Inner persuasion, sample of thoughts 

- Learning in group 

The success of knowledge management systems depends on the way of thinking 
of the top management; it depends on how much they understand that knowledge 
management can help reach corporate goals. If quality is important, knowledge is 
overvalued, [15] sharing, preserving and developing knowledge is necessary, 
which means building knowledge management system is necessary. Thus, the 
result of the operation of the two systems is a fact presupposing each other 
mutually. 

Choosing some systems of the quality systems, the following Table 1 presents the 
features, which justify their human-centred approach. 

Table 1 

Human-centred features of quality systems 

Quality management systems 

ISO TQM EFQM LEAN 

Process-centred  Proper management Management Effectiveness 

System-approach Target in focus Strategy  Flexibility 

Effectiveness Active participation Integration of outer 
partners 

Elimination of 
waste 

Continuous 

development 
Continuous quality 

development 
Teamwork Flexible, skilled 

workers 

Satisfaction of 
concerned parties 

Outer partner-
relationship  

Human-centred  Operation without 
mistakes 

Customer-
centeredness  

Effective resource 
management 

Resource 

management 

(knowledge database, 

knowledge capital, 

etc.) 

Kaizen 

  Human-centered Corporate self-
evaluation 

Added value 

  Cultivating and 

developing 

corporate culture  

  Perfection  

  Teamwork    Cost-management  

  Social-level learning   Teamwork  

Using the features, the list containing the features of quality management systems 
and knowledge management systems can be put side by side, where the same 
colours show the relationship conceived in the title and in the introduction (Table 
2) 
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Table 2 

Features characterizing the similarities between quality management systems and knowledge 

management systems 

Quality management systems  KMS 

Customer-centred System-approach 

Determining role of management  Built on trust 

Integrating workers Human-centred 

Process-centred approach Knowledge is basic requirement 

System-centred managerial approach   Own set of methods, tools 

Continuous development Strategic role 

Factual approach of decision-making  Struggle for acceptance 

Suppliers’ connections in favour of 
mutual profit  

Formal application 

Struggle for acceptance Determining role of management 

Formal application  Continuous development 

Trust is basic requirement   

Own set of methods, tools   

Strategic role   

The operation of knowledge management system, the applied set of tools – can be 
accepted based on the above evidence , how the logic of knowledge management 
supports the operation of quality systems and the success of developing quality 
culture. The further features strengthening cooperation, which characterize the 
operation of both the learning organisational culture and of the quality culture is 
summarized in the followings. The elements of similarities between the systems: 

- Trust, 

- Key-role of humans - workers, management (Who?), 

- System-approach (technology, processes, supporting services) (How?), 

- Knowledge is basic expectation (What?), 

- Own set of methods, set of tools – (overlaps), 

- Modelled way of seeing things, 

- Strategic role, 

- A run „walk of life“ – struggle for accepting reason for existence, 

- Formal application – unexploited opportunities. 

Based on the above shown logical frame, it can clearly be seen that the steps of 
knowledge management system can be used according to the following 
correspondence in order to solve the problems described in the beginning of the 
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study (Table 3). Consequently, the help of which the quality-centred way of 
thinking and behaviour, the development and maintenance of quality culture can 
be supported without any doubt. 

Table 3 

KM solution supporting solving quality problems 

Quality problems KM solutions 

Repetition of similar mistakes (costs), Preserving, recording, sharing 
knowledge 

Duplicated fulfilling of tasks (projects form 
the past, their results are known) 

Preserving, recording knowledge  

Lack of information (e.g.: customer 
service), 

Knowledge share – building on trust 

Lack of sharing inner good ideas, best 
practices  

Sharing, gaining and developing 
knowledge 

Weak link (1-2 people have the key 
knowledge/information) 

Key people – knowledge share – building 
trust 

Slow/ no integration of gained knowledge 
(slow improvement of products/rival 
overtakes), 

Utilization of knowledge 

Information/knowledge sources are hardly 
available (frustrated workers). 

Developing knowledge-database and 
corporate memory 

4 Discussion and Conclusion 

As a summary it can be stated that the solution of quality problems and the logic 
of knowledge management live in symbioses. The quality issues can hardly be 
solved without knowledge and operating knowledge management system in order 
to fulfill strategic goals is worthwhile only by taking quality efforts into 
consideration. 

Quality culture is built on strengths, where the features are: 

- challenging individual and common goals, 

- real conditions, 

- clear, clean-cut rules, 

- relations built on trust, 

- open communication. 
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In such a corporate environment, the followings can dominate: 

- positive atmosphere to reach goals, 

- optimism and desire to do something, 

- knowledge share, 

- mutual help, 

- goal-orientation and self-confidence, 

- focusing on the task. 

We have to realize this situation in organizations. It is confirmed by the idea of 
Donna Denehy as well. 

„The marriage of KM and QM is something that many organizations are now 
thinking about. Integrating the two can begin to: 

- Improve the baseline knowledge of your representatives and understand 
where knowledge gaps exist, 

- Positively impact employee morale and empowerment, 

- Provide customers more ease of doing business, 

- Help ensure consistent information is being provided to help improve 
compliance, 

- Drive consistent improvement in your quality results, 

- Improve customer experience and satisfaction. 

Now is the time to start thinking about bridging the gaps.” 
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Abstract: Small and medium enterprises are mostly considered as key elements of a market 

economy. Their share is 99% of a total number of all enterprises in Slovakia on average. 

The aim of the paper is to identify regional disparities of the SMEs development in 

Slovakia. As methods, we used chain indexes to compare the changes among numbers of 

small, medium and large enterprises, time series analysis, non-parametric method for 

investigation of the statistically significant differences and correlation analysis. According 

to the results we expect increasing numbers of SMEs in Slovakia in the next four years, 

mainly an increasing of small enterprises. The development of SMEs is very different in 

particular regions of Slovakia. The number of enterprises in remote rural areas grow less 

rapidly then the number of those in more accessible rural areas of Slovakia. The strong 

correlation between SMEs and large enterprises indicates suitable conditions for doing 

business in rural areas for SMEs as well as for large enterprises. The support policy of 

SMEs should be more intensive, especially in the rural areas that are not suitable for a 

large scale business. 

Keywords: small and medium enterprises; regional disparities; forecasting; rural areas 

1 Introduction 

Micro, small and medium enterprises are the engine of the European economy 
[14, 32, 48]. Small and medium enterprises (SMEs) as a part of each market –
oriented economy add flexibility, competitiveness and innovation activities into 
the market environment and contribute to the overall regional development [37]. 
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They are able to fulfill the gaps in the market which cannot be covered by large 
enterprises due to their robustness [19]. SMEs are an important element of market 
economy, job opportunities, added value or foreign trade [17, 41] and essential 
presumption for the stable progress of a country [20]. They are an essential source 
of jobs, create entrepreneurial spirit and innovation in the EU and are thus crucial 
for fostering competitiveness and employment [28, 29, 36]. SMEs are still an issue 
that is interesting to study because it is recognized that small enterprises have a 
major role in the employment and contribution to the gross domestic product [35, 
45]. Therefore, the support of SMEs development is one of the political priorities 
of countries and supranational organisations (such as the European Union). It is, 
probably, the reason why many scientific papers, studies and reports are oriented 
on the factors that improve the success of the SMEs in the market [13, 24, 46, 47]. 
There are usually identified external and internal factors with the regard to the 
success of SMEs. As for the external factors, there are studied macroeconomic, 
political, legal, social, technological and demographic factors and competitive 
environment, as well [3, 4, 5, 10, 21, 31]. As for the internal factors, there are 
considered business experiences and the motivation of the owners/managers will 
be able to manage the organization [35], knowledge management [15], firm size 
and age of the business [25, 27], marketing of their products, qualification of 
employees in the marketing department, finance to undertake marketing research 
[34], lack of infrastructure [8], lack of innovativeness [18, 35, 39, 42], location 
and human capital [11, 25]. Storey [37] suggests that the location of a small 
business is a factor, which influences its performance because the bulk of sales of 
small enterprises are too highly localised markets. Dahlqvist, et al. [12] added that 
the geographic area, where a firm is located, has implications for its access to 
markets and resources such as: finance, skilled labour, subcontractors, 
infrastructure, and other facilities. Enterprises located in urban and commercial 
areas were more likely to survive, during a given year, then those located in rural 
areas [25]. However, Keeble [23] suggests that, whilst on balance rural enterprises 
may grow more rapidly than their urban counterparts; enterprises in remote rural 
areas in the United Kingdom grow less rapidly then those in more accessible rural 
areas. 

2 Material and Methods 

The aim of the paper is to evaluate the impact of the location on the SMEs 
development in Slovakia and to confirm or refuse the above mentioned findings 
on location of SMEs in the Slovak environment. Slovakia is a rural country, only 
the Bratislava region is considered as urban area, all other regions are classified as 
rural or semi-rural counties. For this purpose we tried to identify the most 
attractive regions for SMEs. Moreoer, we compare the trend development in the 
regions with the average trend given by the whole country as well. For this 
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purpose we need to identify the SMEs; unfortunately, there is no single definition 
and the criteria are diferent in various political and legam documents. So, firstly, 
we need to define SMEs for the purpose of this paper. Therefore, the paper is 
organised as follows: The first chapter introduces the various notions of SMEs and 
explains what is considered as a SME for our further analysis. The second chapter 
describes the current state and the development of SMEs during the period of 
1996-2015 in Slovakia and provides a forecasting for the next four years. The 
third chapter identifies the most attractive regions for SMEs and regional 
disparities of the SME development in urban, rural and semi–rural areas using the 
time series and cross-sectional data as well. The last chapter provides discussion 
on the results of the above-mentioned issues. 

The data about SMEs was received from the published data of the Statistical 
Office of the Slovak Republic for particular regions (NUTS III) and counties 
(LAU 1) for a period of 1996-2015 (the starting year is the year of the new 
administrative zoning of Slovakia that is used in the analysis, the last year is the 
year of the newest data at the time of the paper submission). 

As methods, we used chain indexes to compare the changes among numbers of 
small, medium and large enterprises, time series analysis to provide forecasts by 
Statistical Analytical System (SAS), non-parametric method for investigation of 
the statistically significant differences and correlation analysis. 

Chain index is an index number, in which, the value of any given period is related 
to the value of its immediately preceding period as described Pacáková [31]. 

For non-parametric testing, the Kruskal–Wallis test was used characterised as 
follows: 
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H – Kruskal – Wallis test characteristics 

N – total number of counties (all regions combined) 

Rj – rank total for each region 

nj – number of counties in each above mentioned region 

k – number of regions 

For time series analysis, we used the linear trend with auto-regressive errors for 
forecasting of SMEs, the combination of 4 models (log linear trend with auto-
regressive errors, Winters method additive and multiplicative, and linear (Holt) 
exponential smoothing) for forecasting of small enterprises; and combination of 
two models (linear trend with auto-regressive errors and log linear trend with 
auto-regressive errors) for forecasting of medium enterprises. The models are 
described in various publications [2, 9, 37]. 
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Linear trend with auto-regressive errors calculated as follows: 

tt tbby  10  (2) 

ttt ux  1.  (3) 

where b = (b0, b1) is a vector parameter and {εt} represents the auto-regressive 
errors. 

Log – linear trend with auto-regressive errors, in which the dependent variable 
changes at an exponential rate over time or constant growth at a particular rate 
calculated as follows: 

tt tbby  10)ln(  (4) 

ttt ux  1.  (5) 

where b = (b0, b1) is a vector parameter and {εt} represents the auto-regressive 
errors. 

Linear (Holt) exponential smoothing calculated as follows: 

ŷt+1=ui + vi        (6) 

))(1(. 11   iiii vuyu   (7) 

11 )1().(   iiii vuuv   (8) 

11 yu   (9) 

01 v  (10) 

10   (11) 

10    (12) 

Winters method additive calculated as follows: 

  ttt sty   10  (13) 

Winters method multiplicative calculated as follows: 

  ttt sty   10  (14) 

where st is seasonal pattern and εt is irregular component. 
To quantify the association between the small, medium and large enterprises, we 
used the correlation analysis. We used the Pearson correlation coefficient 
calculated as follows: 
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where cov (x, y) is covariance of two variables in a data set and sx
2, sy

2 are 
variances of x and y as described Pacáková [31]. 

3 Results 

3.1 Notion of SMEs 

There is still no universally accepted definition what small and medium 
enterprises are. In scientific papers, international legal binding or non-binding 
documents or political documents, many definitions of SMEs are included, but 
they differ from one another. We can find the definitions of SMEs based on two 
approaches; qualitative and quantitative ones. Bolton report [7] defines three 
qualitative criteria of SMEs: management of firm by its owner(s) in a personalized 
manner, relatively small share of the market in economic terms, independence in 
the sense that it does not form a part of a larger enterprise is relatively free from 
outside control in its principal decisions. Marwede [27] regards legal form, the 
role of the firm owner, the firm´s position on the market, organizational structure 
and economic and legal autonomy. Loecher [26] deals with the qualitative 
measures such as personal principle, unity of leadership and capital. Despite the 
volume of SME definitions, there is a tendency to accept quantitative criteria, first 
and foremost the headcount or employee number criterion as the main determinant 
in categorizing SMEs [6]. Ardic, Mylenko and Saltane [1] confirm in their cross-
country analysis that the most common definitions used by regulators are based on 
the number of employees, sales and/or loan size. The most common among the 
three is the number-of-employees criterion. Within the World Bank Group, IFC 
and MIGA have official definitions but also define SMEs in other ways. IFC and 
MIGA formally define SMEs as fulfilling two of three criteria: (1) having more 
than 10 and fewer than 300 employees; (2) having between 100 000 and 15 
million dollars in sales; (3) having between 100 000 and 15 million dollars in 
assets [40]. The enterprises under the above-mentioned minimum level are 
considered as micro enterprises. The SME definition has been developing also in 
the legal acts of the European Union. The first definition was incorporated in the 
article 11 of Fourth Council Directive 78/660/EEC on the annual accounts of 
certain types of companies.1 It permits some exemptions from the detailed annual 
accounts for companies, which on their balance sheet dates do not exceed the 
limits of two of the three following criteria: (1) balance sheet total; (2) net 

                                                           
1 Fourth Council Directive 78/660/EEC of 25 July 1978 based on Article 54 (3) (g) of the 

Treaty on the annual accounts of certain types of companies (OJ L 222, 14.8.1978, pp. 
11-31) 
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turnover; (3) average number of employees during the financial year. The first two 
criteria were changed five times but the number of employees is stable over the 
time. The overview is presented in the Table 1. 

Table 1 

Overview of the changes in the financial criteria of SME definition in EU directives 

 Directive 
78/660/EC 

Directive 
94/8/EC2 

Directive 
1999/60/EC3 

Directive 
2003/38/EC4 

Directive 
2006/46/EC5 

and 
Directive 

2012/6/EU6 

Directive 
2013/34/EC7 

Micro-enterprises 

Balance 
sheet total 
EUR 

- - - - 350 000 350 000 

Net 
turnover  

EUR 

- - - - 700 000 700 000 

Average 
number of 
employees 
per year 

- - - - 10 10 

 

 

 

 

                                                           
2 Council Directive 94/8/EC of 21 March 1994 amending Directive 78/660/EEC as regards 

the revision of amounts expressed in ecus (OJ L 82, 25.3.1994, pp. 33-34) 
3 Council Directive 1999/60/EC of 17 June 1999 amending Directive 78/660/EEC as 

regards to amounts expressed in ecus (OJ L 162, 26.6.1999, pp. 65-66) 
4 Council Directive 2003/38/EC of 13 May 2003 amending Directive 78/660/EEC on the 

annual accounts of certain types of companies as regards to amounts expressed in euro 
(OJ L 120, 15.5.2003, pp. 22-23) 

5 Directive 2006/46/EC of the European Parliament and of the Council of 14 June 2006 
amending Council Directives 78/660/EEC on the annual accounts of certain types of 
companies, 83/349/EEC on consolidated accounts, 86/635/EEC on the annual accounts 
and consolidated accounts of banks and other financial institutions and 91/674/EEC on 
the annual accounts and consolidated accounts of insurance enterprises (Text with EEA 
relevance) (OJ L 224, 16.8.2006, pp. 1-7) 

6 Directive 2012/6/EU of the European Parliament and of the Council of 14 March 2012 
amending Council Directive 78/660/EEC on the annual accounts of certain types of 
companies as regards micro-entities (OJ L 81, 21.3.2012, pp. 3-6) 

7 Directive 2013/34/EU of the European Parliament and of the Council of 26 June 2013 on 
the annual financial statements, consolidated financial statements and related reports of 
certain types of enterprises, amending Directive 2006/43/EC of the European Parliament 
and of the Council and repealing Council Directives 78/660/EEC and 83/349/EEC Text 
with EEA relevance (OJ L 182, 29.6.2013, pp. 19-76) 
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Small enterprises 

Balance 
sheet total 
EUR 
(EUA,8 
ECU9) 

1 000 000 2 500000 3 125 000 3 650 000 4 400 000 4 000 000 

Net 
turnover  

EUR 
(EUA, 
ECU) 

2 000 000 5000 000 6 250 000 7 300 000 8 800 000 8 000 000 

Average 
number of 
employees 
per year 

50 50 50 50 50 50 

Medium enterprises 

Balance 
sheet total 
EUR 
(EUA, 
ECU) 

4 000 000 100000000 12 500 000 14 600 000 17 500 000 20 000 000 

Net 
turnover  

EUR 
(EUA, 
ECU) 

8 000 000 20 000 000 25 000 000 29 200 000 35 000 000 40 000 000 

Average 
number of 
employees 
per year 

250 250 250 250 250 250 

This definition is used only for the purpose of this directive on the annual 
accounts of certain types of companies and its amendments. Regardless of this 
limited use, the changes were very often. Moreover, the European Commission 
adopted two recommendations that define SMEs. The indicators are the same as in 
the above-mentioned directives but the highest levels were changed again. In 
1996, the recommendation of EC10 established the first common SME definition 
mainly for the purposes of the implementation of various Community policies. 
The definition could be used in general for various purposes, but a 
recommendation compared to a directive is not a legally binding act. It is binding 

                                                           
8 according to the Fourth Council Directive 78/660/EEC of 25 July 1978 based on Article 

54 (3) (g) of the Treaty on the annual accounts of certain types of companies (OJ L 222, 
14.8.1978, pp. 11-31) 

9 according to the Council Directive 94/8/EC of 21 March 1994 amending Directive 
78/660/EEC as regards to the revision of amounts expressed in ecus (OJ L 82, 25.3.1994, 
pp. 33-34) 

10Commission Recommendation 96/280/EC of 3 April 1996 concerning the definition of 
small and medium enterprises (Text with EEA relevance) (Official Journal L 107, pp. 4-
9) 
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for the European institutions, but it is only voluntary for individual Member 
States. According to the recommendation a small enterprise has fewer than 50 
employees and has either, an annual turnover not exceeding ECU 7 million, or an 
annual balance-sheet total not exceeding ECU 5 million. A medium enterprise has 
fewer than 250 employees, and either, an annual turnover not exceeding ECU 40 
million, or an annual balance-sheet total not exceeding ECU 27 million. In 2003, 
the European Commission adopted a new recommendation11 because of the need 
to adapt it to economic developments. It entered into force on January 1, 2005 and 
applies to all EU policies, programmes and measures for SMEs. Article 2 of the 
Annex of this recommendation defines a microenterprise as an enterprise which 
employs fewer than 10 people and an annual turnover and/or annual balance sheet 
total of which does not exceed EUR 2 million; a small enterprise as an enterprise 
which employs fewer than 50 people and an annual turnover and/or annual 
balance sheet total of which does not exceed EUR 10 million; a medium enterprise 
is made up of enterprises which employ fewer than 250 people with an annual 
turnover not exceeding EUR 50 million, and/or an annual balance sheet total not 
exceeding EUR 43 million. According to the overview of the above-mentioned 
changes only within the EU legal acts we can state that the number of employees 
is the most stable criterion. However, Curran and Blackburn [11] point out that the 
definition of SMEs by number of employees has become difficult due to part-time 
work, casual work or temporary work becoming more widely used by employers. 
Gibson and Vaart [16] consider the criterion of turnover as the most consistent of 
the three quantitative criteria. On the other hand, the financial criteria are changed 
relatively often and then, it is impossible to use permanently changing statistical 
data for a mathematical-statistical analysis mainly for the time series analysis. 
Precisely, product of these definitions is the definition of SMEs legitimized by the 
European Union and, which is used by most of the researchers [6]. Therefore, we 
regard in further analysis the SMEs by number of employees as provided by the 
Statistical Office of Slovakia. Small enterprises are considered as enterprises with 
the number of employees within the range 0 to 49; medium enterprises within the 
range of employees 50 to 250 and large enterprises have 250 employees or more. 

3.2 Development of SMEs in Slovakia 

SMEs represent 99% of all enterprises in the European Union [14]. It is also the 
case of Slovakia, where the share of SMEs is on average 99.85% during the period 
of 1996-2015. Out of it, the share of small enterprises is on average 99.31% of a 
total number of SMEs and the share of medium enterprises in Slovakia is quite 
negligible (only 0.69% on average). The development of SMEs was more 

                                                           
11Commission Recommendation of 6 May 2003 concerning the definition of micro, small 

and medium enterprises (Text with EEA relevance) (notified under document number 
C(2003) 1422) (Ú. v. EÚ L 124, 20.5.2003, s. 36-41) 
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intensive after the accession of Slovakia in the European Union in 2004.The 
number of SMEs was increasing when the economic crisis broke out. Since 2008, 
the number of SMEs is quite stable without important changes until today (Figure 
1). 

 

Figure 1 

Development of SMEs1996–2015 in Slovakia 

The comparison of the development of small, medium-sized and large enterprises 
is only possible according to the chain indexes. The absolute numbers of 
enterprises are not comparable because of a high share (99%) of small enterprises. 
The chain indexes are documented in Figure 2. The impact of the economic crisis 
was reflected in 2009 and 2010 when the highest decreasing was recorded in the 
number of large enterprises. Small enterprises were the first to recover from the 
economic crisis. In 2010, they were increasing in number, but medium and large 
enterprises were still decreasing. The number of these categories of enterprises 
increased one year later. During the period of 1996-2015, the development of 
medium and large enterprises was very similar and the fluctuation was higher in 
numbers than in the number of small numbers. Small enterprises are more able to 
help in the stabilisation process during the economic recession. 

A similar development of medium and large enterprises indicated long-term 
relation between them. However, no co-integration relations were confirmed 
(neither between the numbers of large and medium enterprises nor between the 
numbers of medium and small enterprises). There are no long-term balanced 
relations among the numbers of all three groups of enterprises. Based on the above 
mentioned results we can state that the macroeconomic, legal and political 
changes are able to influence the state and the development of the numbers of 
these three groups of enterprises in a very different way. The number of large 
enterprises is more sensitive to these changes than the number of SMEs, mainly 
the number of small enterprises. 
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Figure 2 
Chain indexes of change in number of enterprises according to their size 

After the economic crisis the numbers of SMEs fluctuates around 530,000. The 
probability of a further trend is proved by the models of time series analysis that 
enable us to predict the development of the number of SMEs in the next four 
years. The forecast models were developed by the statistical analytical system 
(SAS) and the SAS Time Series Forecasting System was used to predict the 
development of SMEs in Slovakia, given the historical data of the absolute data of 
the number of SMEs in the period of 1996-2015. We chose three models that 
predict (1) development of number of SMEs together by the linear trend with 
auto-regressive errors; (2) development of small enterprises by the combination of 
4 models (log linear trend with auto-regressive errors, winters method additive 
and multiplicative, and linear (Holt) exponential smoothing; (3) development of 
medium enterprises by the combination of two models (linear trend with auto-
regressive errors and log linear trend with auto-regressive errors). The forecasting 
results are documented in Table 2. 

Table 2 
Forecast of development of the SMEs in Slovakia based on the historical data 

 Year 2016 2017 2018 2019 
1st model Predicted value 549377 573229 602475 631023 

Upper 95% 
confidence 

580357 615491 653968 686162 

Lower 95% 
confidence 

518396 530968 550983 575884 

2nd model Predicted value 543790 560475 577394 594301 
Upper 95% 
confidence 

562181 587218 610093 631652 

Lower 95% 
confidence 

525400 533732 544695 556951 

3rd model Predicted value 2684 2606 2515 2486 
Upper 95% 
confidence 

2870 2799 2707 2686 

Lower 95% 
confidence 

2498 2412 2324 2285 
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All three models were compared by Mean Absolute Percent Error (MAPE), R-
Square, Akaike Information Criterion and Schwarz–Bayssian Information 
Criterion [9, 2, 37] and the best values of indicators were considered to choose 
particular model for forecasting of SMEs together and individually. The results 
are presented in Table 3. 

Table 3 

Selected indicators for evaluation of model´s quality 

Models MAPE R-Square Akaike Criterion 
Schwarz 
Bayssian 
Criterion 

1stmodel 2,661 0,975 391,912 397,886 

2ndmodel 3,066 0,966 393,594 397,576 

3rdmodel 3,495 0,730 195,191 197,182 

MAPE criterion measures the size of the error in percentage terms. The model is 
acceptable if the MAPE criterion is less than 10. We chose the models with the 
smallest value of MAPE and all three models have MAPE of about 2-3%, which is 
acceptable for forecasting. The values of Akaike criterion and Schwarz–Bayssian 
criterion are useful when comparing more models. In this case, we chose the 
models with the lowest values for each forecasting. The first and second models 
have similar values because the small enterprises prevail in the number of SMEs. 
The R-square characteristic is more than 90% in the case of forecasting of number 
of SMEs together and forecasting of number of small enterprises. We prefer 
models according to the highest R-square and the smallest MAPE. 

Based on the results of the first model (SMEs together) we can expect an 
increasing trend of numbers of SMEs in Slovakia. According to this model, the 
number of SMEs will increase by appox. 100,000 enterprises during the next four 
years. This model was selected as the best according to the above – mentioned 
criteria. We assume that it is very optimistic forecasting because of a relatively 
stable number of SMEs from 2008 until nowadays. Therefore, we separated the 
number of SMEs enterprises between the small and medium enterprises and did 
the forecasting again. The second model for small enterprises indicates an 
increasing trend of the number of small enterprises by appox. 60,000 enterprises. 
We assume that it is more realistic forecasting than the forecasting in the first 
model mainly when expecting a decreasing number of medium enterprises. The 
third model of forecasting of medium-sized enterprises will indicate a decrease by 
about 300 enterprises. Small enterprises are more adaptive when markets fail 
while the medium enterprises are more sensitive to political and economic 
changes, such as the actual migration crisis, preparation of the negotiation process 
between the EU and the Great Britain on the secession from the EU and the 
negotiation process between the EU and the USA on the trade agreement. We 
conclude that the number of SMEs together will indicate an increasing; however, 
this increasing will be probably a little bit smaller than the forecasting according 
to the first model. 
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3.3 Development of SMEs in Slovak Regions 

The Slovak Republic has eight regions (NUTS III) with various levels of 
development and living standard. Therefore, we are interested in allocation of 
SMEs in particular regions of Slovakia. The most developed region of Slovakia is 
the Bratislava region. The number of SMEs is much higher in this region then in 
all other regions of Slovakia during the whole selected period of 2000-2015 (on 
average 47 SMEs per 1 km2, minimum 33 per 1 km2 in 2002 and maximum 60 per 
1 km2 in 2014). All other regions are more comparable considering the number of 
SMEs per 1 km2. The view is provided by Figure 3. 

 

Figure 3 

Number of SMEs per 1 km2 during 2000-2015 in some regions of Slovakia12 

The development of number of SMEs per 1 km2 in particular regions has copied 
the development of number of SMEs in the whole country. The order of the 
regions has been retained during the period of 2000-2015. We can state that the 
SME enterprises prefer more developed regions when they decide on the location 
of their business. There are significant differences between the Bratislava region 
and all other regions. According to the Programme of rural development for the 
programming period of 2014-2020, only the Bratislava region is considered as 
urban region. Other regions of Slovakia are considered as rural (Nitra region, 
Banská Bystrica region, Prešov region and Trnava region) or semi-rural regions 
(Trenčín region, Žilina region, Košice region). It confirms the results of Liedholm 
(2002) that enterprises located in urban and commercial areas are more likely to 
survive during a given year than those located in rural areas or those being 

                                                           
12 * TT – Trnava region, TN – Trenčín region, NR – Nitra region, ZA – Žilina region, BB – 
BanskáBystrica region, PO – Prešov region, KE – Košice region; BA – Bratislava region 
needs a separate figure due to data considered as outliers – its data are between 30-60 
SMEs per 1 km2 
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operated out of home; urban and commercial location is also associated with faster 
growth, as measured by the number of employees hired in a given year. However, 
statistical differences among all other regions are not distinct. Therefore, we use 
the Kruskal-Wallis test to identify statistically significant differences among the 
Slovak regions. We used the data on the number of SMEs per 1 km2 in particular 
counties (LAU1) of each region in 2015. The total number of observations is the 
number of counties (79) that are organized in 8 regions (NUTS 3). Due to small 
number of observations a non-parametric test (Kruskal-Wallis test) was used. 
Statistically significant differences were defined by the multiple range tests in 
Statgraphic. If we regard all 79 counties, the Kruskal-Wallis test confirms the 
statistical significance only between the Bratislava region and the rest of Slovakia; 
it is not possible to follow the potential statistical differences among other regions. 
Therefore, we left out the Bratislava region from the observation; the Kruskal-
Wallis test confirms the statistical significance only between the Košice region 
and the rest of Slovakia. In spite of the fact that the Košice region was among the 
last three regions when comparing their development in the period of 2000-2015 
(Figure 3), it was considered as the second best by the Kruskal–Wallis test. In the 
first case (development in 2000-2015), the number of SMEs per 1 km2 was 
distributed on the whole area of the region and the best counties such as Košice I, 
Košice II, Košice III and Košice IV with the highest number of SMEs were drown 
down by the worst counties such as Rožňava and Sobrance with the smallest 
number of SMEs. In the second case, the number of SMEs per 1 km2 was 
considered only for a particular county, so the best counties in the Košice region 
can use their impact on the results. If we want to consider the potential statistical 
significance in the regions of Slovakia, we need to leave out the outliers caused by 
the best counties from the Bratislava region (i.e. Bratislava I-V counties) and the 
Košice region (i.e. Košice I-IV counties). The number of observations was 
reduced to 70 counties. 

Table 4 

Differences of number of SMEs among regions of Slovakia 

Region Mean Variance p-value K-W test statistic 

Bratislava  17,00 68,65 

0,00013 29,32 

Trnava 12,79 12,19 

Trenčín 11,23 13,37 

Nitra  10,72 19,66 

Žilina 10,77 34,01 

Banská Bystrica 5,89 15,71 

Prešov 6,86 12,27 

Slovak regions; p-value is smaller than 0.05. In addition, according to the multiple 
range tests, there are statistically significant differences: 

- between the Bratislava region and every other region (except the Trnava 
region and the Trenčín region); 
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- between the Trnava region and the Prešov, Košice and the Banská 
Bystrica regions; 

- between the Trenčín region and the Prešov, Košice and the Banská 
Bystrica regions; 

- between the Nitra region and the BanskáBystrica and the Košice regions; 

- between the Žilina region and the Prešov, Košice and the Banská Bystrica 
regions. 

Table 5 

Multiple Range test results 

Region Count Homogenous groups 

Košice 7 X    

Banská Bystrica 13 X    

Prešov 13 X X   

Nitra  7  X X  

Žilina 11   X  

Trenčín 9   X X 

Trnava 7   X X 

According to the above mentioned classification of rural, semi-rural and urban 
regions, we can state that there is no significant difference among semi-rural and 
rural regions regarding the number of SMEs. The counties of the Bratislava region 
which remain after excluding the most developed counties Bratislava I to V are 
not considered as urban area any more, only together with Bratislava I to V the 
data rank these counties as urban ones. We can state that the location is an 
important factor for SMEs development and urban areas are more appropriate for 
SMEs enterprises than rural and semi-rural regions. Finally, we regarded the 
numbers of small, medium and large enterprises in each of the 79 counties of 
Slovakia and found very strong correlation between the pairs of all three groups of 
enterprises (Table 6). 

Table 6 

Correlation matrix between particular group of enterprises 

 Small enterprises Medium enterprises Large enterprises 

Small enterprises 1   

Medium enterprises 0,895971011 1  

Large enterprises 0,834352581 0,949558998 1 

If there are many small enterprises in a particular county, there is also higher 
number of medium or large enterprises. There is an extremely strong correlation 
between medium and large enterprises (0.95). We can suppose that the conditions 
for doing business in a county are suitable for SMEs as well as for large 
enterprises. The support policy of SMEs should be more intensive especially in 
the counties that are not very attractive for doing business either. 
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4 Discussion 

There is still no universally accepted definition what small and medium 
enterprises are. The most usual criteria are the financial criteria of turnover, sales 
or assets and a number of employees. While the limits of the financial criteria are 
still being changed because of its adaptation to economic development, the 
number of employees is more stable during the period of time and so more 
suitable for statistical analysis of the SME development. Therefore, we were able 
to analyse the development of SMEs in Slovakia from 1996 to 2015. The share of 
SMEs is on average 99.85% during the period of 1996-2015. Out of it, the share 
of small enterprises is on average 99.31% of a total number of SMEs and the share 
of medium enterprises in Slovakia is quite negligible (only 0.69% on average). 
The development of SMEs during the economic crisis confirms the fact about a 
higher flexibility of small enterprises which increased in number in 2010 while the 
number of medium and large enterprises was still decreasing. During the period of 
1996-2015, the situation of medium and large enterprises was developed in a very 
similar way, but it was different from the development of small enterprises. We 
assume that small enterprises are able to help the stabilisation process during the 
economic recession more than medium enterprises. It is a question if the support 
policy of SMEs should not be oriented only on the support of small enterprises 
because medium enterprises are more similar to large enterprises than to small 
ones. We had not found any long-term balanced relations among the numbers of 
all three groups of enterprises. Therefore, we suppose that the macroeconomic, 
legal and political changes are able to influence the state and development of the 
quantity of these three groups of enterprises in a very different way. The amount 
of large enterprises is more sensitive to these changes then the amount of SMEs, 
mainly the amount of small enterprises. In the future, we expect an increasing of 
numbers of SMEs in Slovakia (an increasing of small enterprises by app.60 000 
and a decreasing of medium enterprises by app. 300). The medium enterprises are 
more sensitive to the political and economic changes than the small ones. 

The development of SMEs is very different in particular regions (NUTS III) of 
Slovakia. The most developed region of Slovakia is the Bratislava region. The 
number of SMEs is much higher in this region then in all other regions of 
Slovakia. We can state that the SMEs prefer more developed regions when 
deciding on the location of their business. There are significant differences 
between the Bratislava region (urban region) and all other regions (semi-rural and 
rural regions) of Slovakia. The result of Kruskal-Wallis test confirms statistically 
significant differences among the Slovak regions after excluding the urban areas. 
We expected the confirmation of the statistically significant differences between 
rural and semi-rural regions. However, it was not confirmed and the statistically 
significant differences were measured between the Nitra region (rural region) and 
the Banská Bystrica region (rural region) as well as between the Nitra region 
(rural region) and the Košice region (semi-rural region). We conclude that the best 



J. Lazíková et al.  Regional Disparities of Small and Medium Enterprises in Slovakia 

 – 242 – 

conditions for the SMEs development are indicated in the counties of Bratislava I- 
V and Košice I-IV. After excluding these counties from the analysis, the best 
region is still the Bratislava region. The second best are the Trnava region and the 
Trenčín region. The third place is occupied by the Žilina region and the Nitra 
region. The Prešov region rank on the fourth place. The least attractive regions for 
SMEs are the Banská Bystrica region and the Košice region (excluding the 
counties of Košice I–IV). We can conclude that the number of enterprises in 
remote rural areas grows less rapidly then the number of those in more accessible 
rural areas. 

Finally, we found a very strong relation between the pairs of the numbers of small, 
medium and large enterprises in each of 79 counties of Slovakia. We suppose that 
the conditions for doing business in a county are suitable for SMEs as well as for 
large enterprises. The support policy of SMEs should be more intensive especially 
in the counties that are not very attractive for large enterprises either. In spite of 
the effort to eliminate the divergences among the regions of the EU, there are still 
rather considerable differences among the regions of a given country, not to 
mention the differences in the whole EU. 

5 Conclusions 

The share of SMEs was 99.85% during the period of 1996-2015 on average. Out 
of it, the share of small enterprises was on average 99.31% of a total number of 
SMEs and the share of medium enterprises in Slovakia was quite negligible. In the 
future, we expect an increasing trend of numbers of SMEs in Slovakia, mainly an 
increasing of small enterprises. Medium enterprises are more sensitive to political 
and economic changes. The development of SMEs is very different in particular 
regions of Slovakia. The most developed region of Slovakia is the Bratislava 
region. The number of enterprises in remote rural areas grow less rapidly then the 
number of those in more accessible rural areas of Slovakia. The conditions for 
doing business in a county are suitable for SMEs as well as for large enterprises. 
The support policy of SMEs should be more intensive especially in the counties 
that are not very attractive for large enterprises. In spite of the efforts to eliminate 
the divergences among the regions of the EU, there are still rather considerable 
differences among the regions of Slovakia. 
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