
Acta Polytechnica Hungarica Vol. 15, No. 5, 2018 

 – 7 – 

Preface 

CogInfoCom is an interdisciplinary research field that has emerged as a synergy 
between infocommunications and the cognitive sciences. 

One of the key concepts behind CogInfoCom is that humans and ICT are 
becoming entangled at various levels, as a result of which new forms of blended 
cognitive capabilities are appearing. These new capabilities – not separable into 
purely natural (i.e., human), or purely artificial components – are targeted towards 
in theoretical investigations and engineering applications. 

This special issue presents various new results on this scientific disciplina in the 
followin papers: 

1) Whispered Speech Recognition using Hidden Markov Models and Support 

Vector Machines 

This paper presents an analysis in recognition of whisper using 2 machine-
learning techniques: Hidden Markov Models (HMM) and Support Vector 
Machines (SVM). The experiments in paper are conducted in both Speaker 
Dependent (SD) and Speaker Independent (SI) fashion for Whi-Spe speech 
database. The best neutral-trained whisper recognition accuracy in SD fashion 
(83.36%) is obtained in SVM framework. At the same time, HMM-based 
recognition gave the highest recognition accuracy in SI fashion (87.42%). The 
results in recognition of neutral speech are given as well. 

2) Evaluation of Cognitive Processes using Synthesized Words: Screening of 

Hearing and Global Speech Perception 

This study focuses on children’s cognitive capability within the framework of 
cognitive infocommunication. The paper shows that the great majority of children 
were confirmed to have good hearing (about 95%), while some children had a 
previously unknown hearing impairment. More than 30% of all children 
encountered speech perception deficit despite good hearing. Digital technology 
including speech synthesis has reshaped both speech science and its cognitive 
connections to get closer to a proper interpretation of the mechanisms analyzed. 

3) Assessing the Children’s Receptivity to the Robot MARKO 

This paper presents an experimental assessment of the children’s receptivity to the 
human-like conversational robot MARKO. It reports on a production of a corpus 
that comprises of recordings of interaction between children, with cerebral palsy 
and similar movement disorders, and MARKO, in realistic therapeutic settings. 
The evaluation of the corpus showed that the positive effects go beyond social 
triggering – the children not only positively responded to MARKO, but also 
experienced increased motivation and engagement in therapy. 
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4) A Content-Analysis Approach for Exploring Usability Problems in a 

Collaborative Virtual Environment 

This paper introduces a framework for the usability evaluation of collaborative 3D 
virtual environments based on a large-scale usability study of a mixed-modality 
collaborative VR system. Twelve different usability problems were identified, and 
based on the causes of the problems, we grouped them into three main categories: 
VR environment-, device interaction-, and task-specific problems. The framework 
can be used to guide the usability evaluation of collaborative VR environments. 

5) Gain-Scheduling Control Solutions for Magnetic Levitation Systems 

The paper presents three Gain-Scheduling Control (GS-C) design procedures 
starting with classical Proportional-Integral (PI) controllers, resulting in PI-GS-C 
structures for positioning control of a Magnetic Levitation System (MLS) with 
two electromagnets laboratory equipment. 

6) Corrective Focus Detection in Italian Speech Using Neural Networks 

This paper develops an Artificial Cognitive System (ACS) based on Recurrent 
Neural Networks that analyzes suitable features of the audio channel in order to 
automatically identify the Corrective Focus on speech signals. Two different 
approaches to build the ACS have been developed. The experimental evaluation 
over an Italian Corpus has shown the ability of the Artificial Cognitive System to 
identify the focus in the speaker IUs. The addressed problem is a good example of 
synergies between Humans and Artificial Cognitive Systems. 

7) Relevance & Assessment: Cognitively Motivated Approach toward 

Assessor-Centric Query-Topic Relevance Model 

This paper intends to introduce a novel model for query-topic relevance 
assessment from assessor and cognitive point of view in the sense that relevance is 
a multidimensional cognitive and dynamic conception. The focus of this 
presentation is concentrated on modeling the concept "Query Associative 
Vocabulary of Relevance" to emphasize the value of integrating intuitive, 
descriptive, multi-valued assessment, and agreement in the process of creating a 
query-topic relevance data.  As this model differentiates between different types of 
query-topics and levels of relevance, it provides a facility to enhance the quality of 
relevance data by re-evaluating the resulted associative vocabulary at each cycle 
of refinement. 

8) Cognitive Aspects of Spatial Orientation 

This paper focuses on cognitive aspects of spatial mental modeling. We examine 
possibilities for merging methods for sensing and modeling of cognitive 
capabilities and cognitive styles with the concept of cognitive 
infocommunications. Related aspects of cognitive psychology, the theory of 
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senses, sensory substitution, and mental modeling are discussed. The paper 
illustrates practical impact of emerging CogInfoCom methods on people with 
special needs, in particular, those with vision impairment. 

9) The Centrencephalic Space of Functional Integration: a Model for 

Complex Intelligent Systems 

This paper aims to show how the success or failure of a balanced man-machine 
co-evolution will also depend on some answers to fundamental scientific questions 
that have remained unexplored, such as consciousness and decision-making, 
creativity, but above all to the adaptive factor that more radically sustained and 
pushed the evolution beyond the constraints of our genetic code:improvisation. 
This entanglement of neuronal matrices could be at the origin of an intermodal 
communication consists of a stream of semantic phenomena, mental images and 
more, tuned thanks to “pattern recognition” in centrencephalic space of functional 
integration — thus explaining “remote spectrum actions” at the base of primary 
adaptive unconscious and experiences life. 

10) An Interactive Haptic System for Experiencing Traditional Archery 

This paper presents a first attempt to create a CogInfoCom channel through which 
a Virtual Reality (VR) system communicates with a natural cognitive system 
(prototype and physical experimental system) in a way that improves human 
cognitive abilities to understand the way an ancient bow works and the sensations 
it exerts on the human body. This study proposes an immersive VR simulator for 
recreating the experience of shooting with 3 types of old bows, based on a 
customized haptic interface. 

11) Use of Augmented Reality in Learning 

Augmented reality offers great solutions in learning because most of high school 
students are familiar with them. In this study authors first introduce the augmented 
reality and a specific application, Pokémon Go, then demonstrate the use of AR in 
education and finally present a survey conducted among students of a higher 
education in Hungary. 

12) Educational Context of Mathability 

Mathability in its definition refers to cognitive infocommunication and combines 
machine and human cognitive capabilities essential for mathematics. In the paper 
educational aspects of the notion are considered. A new proposal of learning 
outcomes taxonomy is presented. 

13) Urban Scaling of Football Followership on Twitter 

This paper analyzes followers of prominent footballs clubs on Twitter by 
obtaining their home locations. We then measure how city size is connected to the 
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number of followers using the theory of urban scaling. The results show that the 
scaling exponents of club followers depend on the income of a country. These 
findings could be used to understand the structure and potential growth areas of 
global football audiences. 

Péter Baranyi  
Special Session Guest Editor 
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Abstract: Whisper is a specific mode of speech characterized by turbulent airflow at the 

glottis level. Despite an increased effort in speech perception, the intelligibility of whisper 

in human communication is very high. An enormous acoustic mismatch between normally 

phonated (neutral) and whispered speech is the main reason why modern Automatic 

Speech Recognition (ASR) systems have significant drop of performances when applied to 

whisper. In this paper, we present an analysis in recognition of whisper using 2 machine-

learning techniques: Hidden Markov Models (HMM) and Support Vector Machines (SVM). 

The experiments are conducted in both Speaker Dependent (SD) and Speaker Independent 

(SI) fashion for Whi-Spe speech database. The best neutral-trained whisper recognition 

accuracy in SD fashion (83.36%) is obtained in SVM framework. At the same time, HMM-

based recognition gave the highest recognition accuracy in SI fashion (87.42%). The 

results in recognition of neutral speech are given as well. 

Keywords: Automatic Speech Recognition; Hidden Markov Models; Support Vector 

Machines; Whispered speech; Whi-Spe speech database 

1 Introduction 

Speech is the most natural and convenient form of interpersonal communication. 
According to modality, speech can generally be classified into 5 modes: 
whispered speech, soft speech, normally phonated speech (normal or neutral 
speech), loud speech and shouted speech [43]. Whisper is a specific mode of 
speech characterized by an absence of glottal vibrations and noisy excitation of 
the vocal tract. It is often used in daily life, especially over cellular phones. 
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Humans tend to whisper or generally lower their voice in an environment where 
normal speech is prohibited or inappropriate (e.g. in theater or reading room). An 
alternative way of communication is achieved with whisper if some confidential 
information should not be overheard. Whisper is sometimes used in criminal 
activities for hiding a speakers' identity. In addition to conscious production of 
whispered speech, it may also be phonated due to health issues, which appear after 
laryngitis or rhinitis [22]. 

In spite of the fact that vast improvements in speech technologies has been made 
in the last two decades, some disadvantages remain. The major drawback is the 
considerable performance degradation in adverse conditions, i.e., for speech that 
deviates significantly from the training data. Also, speech technologies are 
designed for recognition of the most commonly used mode of phonation, i.e. the 
neutral speech. In a range of speech modes from whisper to shouted, whispered 
speech has the most negative impact on the performance of Automatic Speech 
Recognition (ASR) systems [43]. Since whisper data are not generally available 
(or at least not in a sufficient amount), the greatest issue is confined to the 
automatic speech/speaker recognition in whispered mode, while training is done 
on normally phonated speech. 

Classification technique based on Support Vector Machines (SVM) has shown 
good robustness in many speech recognition tasks, due to its operation principle 
based on finding the optimal separating hyper-plane that maximizes the margin 
between classes of the training data. The goal of this paper is to analyse the 
application of SVM in ASR systems for the recognition of bimodal speech, i.e., 
the neutral speech and whisper, and to compare the performance with the 
traditional HMM-based framework. Special attention is paid to whispered speech 
recognition improvement in the case where training is completed on utterances in 
normal phonation (N/W scenario). This study includes the analysis of recognition 
in both speaker dependent (SD) and speaker independent (SI) fashion. The 
recognition of isolated words (from a constrained lexicon) uttered in normal and 
whispered phonation in different train/test scenarios is considered. 

The remainder of this paper is organized as follows. An overview of related works 
is briefly summarized in Section 2. In Section 3, the basic characteristics of 
whispered speech and its comparison with normal speech are given. Section 4 
provides the ASR methodology based on Hidden Markov Models (HMM) and 
Support Vector Machines (SVM), whereas experimental preparation is described 
in Section 5. Experimental results, as well as their discussion, are presented in 
Section 6, for both the SD and SI recognition. Finally, the concluding remarks and 
the directions for future improvements are presented at the end of the paper. 
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2 Related Works 

One of the earliest research studies in recognition of whispered speech was 
conducted for the Japanese language at the University of Nagoya [19]. The 
research has shown that the accuracy of whispered speech recognition can be 
effectively increased by using small amount of whispered speech for the 
adaptation of target speaker. The following studies were focused on the 
compensation of differences between neutral and whispered speech. Significant 
improvement for whisper speaker identification was obtained with frequency 
warping and score competition [9]. 

The generation of pseudo-whisper for efficient model adaptation based on Vector 
Taylor Series (VTS) algorithm was demonstrated in [13, 14]. Together with vocal 
tract length normalization and shift frequency transformation the Word Error Rate 
(WER), reduction from 27.7% to 17.5% (for open speaker scenario) was reported. 
The ASR system was speaker independent with lexicon constrained to 160 words. 

High accurate detection of whisper-islands embedded within continuous neutral 
speech was achieved with linear prediction residual and entropy-based features 
[40, 41]. Whisper recognition based on deep neural networks and KALDI toolkit 
was investigated in [25]. Alternative techniques for recognition of normally 
phonated and whispered speech were examined using non-audible murmur 
microphone [1, 35], microphone arrays [42], throat microphone [21] and using 
camera for lip-reading and obtaining video features simultaneously with audio 
features [8]. 

The use of Teager energy cepstral coefficients with deep denoising autoencoder 
(DDA) has recently brought many benefits in speaker dependent (SD) neutral-
trained whisper recognition [18]. Likewise, performances of speaker independent 
(SI) recognition of whispered speech have been significantly improved after 
adapting the acoustic model toward the DDA pseudo-whisper samples, compared 
to the model adaptation on an available small whisper set (for UT-Vocal Effort II 

speech corpus) [13, 15]. However, to the best of our knowledge, comparison of 
different speech recognition tools that include SVM in recognition of whispered 
speech was not reported. In this paper, comparison of HMM and SVM-based 
recognition of whispered speech is analyzed in both the SD and SI fashion. 

Recently, using Teager energy cepstral coefficients has brought many benefits in 
speaker dependent neutral-trained whisper recognition [27]. Significant 
improvement in whisper recognition is achieved using cepstral coefficients with μ-
law frequency warping [11]. 

Preceding papers related to the recognition of whispered speech from Whi-Spe 
database [26] were focused on the SD recognition. In [17], signal pre-processing 
procedure based on spectral whitening (so-called inverse filtering) improved 
neutral-trained whisper recognition. The comparison between different 
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normalization techniques was analyzed in [16]. The best results were obtained by 
using Cepstral Mean Normalization (CMN). 

The research presented it this paper represents an important issue in Cognitive 
Infocommunications (CogInfoCom) [2]. By definition, CogInfoCom addresses the 
connection among research areas of infocommunications and cognitive sciences 
and their engineering applications. The goal of CogInfoCom is to provide a 
systematic view of how cognitive processes can co-evolve with 
infocommunications devices, and how humans may interact with the capabilities 
of artificially cognitive systems [3]. By the cognitive linguistic view, it has been 
stated that language represents an emergent cognitive capability, inseparably 
intertwined with the way in which we interact with the environment [7]. Several 
aspects of human-computer interaction (HCI) could be considered in 
CogInfoCom. One of those aspects is a negative impact of reduced resolution in 
HCI and multimodal interaction systems [3]. The problem of whispered speech 
recognition clearly addressees the issue. 

Generally speaking, human-computer speech communication has been one of the 
most popular topics in CogInfoCom research area. In paper [31], the authors 
discuss including filled pauses and disfluent events into the training data for 
statistical language modeling, in order to improve speech recognition accuracy 
and robustness in the case of spontaneous speech. In [30], speech analysis has 
been conducted to verify the speaker authorization and measure the stress level 
within the air-ground voice communication, to improve voice communication in 
air traffic management security. In [29], a report is made on a set of perceptual 
experiments designed in order explore the human ability to identify emotional 
expressions presented through visual and auditory channels. A special emphasis is 
given to the cultural context, and in particular the language, and its influence to 
the study. In [24], the authors provide statistical analysis, examination and 
classification of features. Then they compare their discriminability in the case of 
read and spontaneous speech, for the task of automatic detection of depression by 
speech processing. In [37], automatic stress detection and prosodic phrasing 
approaches have been applied on pathological speech samples, in order to 
examine their discrimination capabilities in analyzing the samples from healthy 
and non-healthy individuals. A method used to collect video and audio recordings 
of people interacting with a simple robot interlocutor is proposed in [38]. In [34], 
a large-scale subjective study of phase importance in digital processing of speech 
is provided. 

Although a novel contribution was presented in each study, implementation of a 
commercially available speaker independent recognizer for whispered speech 
remains an important issue that needs to be addressed in more details. 
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3 Whispered Speech Characteristics 

Whisper represents a specific kind of speech, which is by its characteristics, nature 
and generating mechanism quite different from normal speech. The main 
characteristic of whisper is an absence of fundamental frequency and noisy 
excitation of the vocal tract. It was determined that formant frequencies for 
whispered vowels are substantially higher than for the normal voice [23]. The 
perceived pitch of whispered vowels was found to be very close to the second 
formant [36]. Compared to normally phonated speech, whisper has lower frame 
energy, longer durations of speech and silence, flatter long-term spectrum and 
lower sound pressure level (SPL) [43]. Despite of an increased effort in speech 
perception, the intelligibility of whisper is very high [33]. The auditory perception 
of emotional Chinese whispered speech has demonstrated that whispered speech 
can also carry some emotional information as the voiced one do [6]. On the other 
hand, non-linguistic information, such as age, sex or identity is hardly revealed in 
whisper. 

In Figures 1 and 2, the waveform and the spectrogram of the short sentence in 
Serbian "Govor šapata." ("Whispered speech."), uttered in normally phonated and 
whispered speech, are depicted, respectively. The figures are supported with 
phonetic transcriptions. Because of the lack of sonority, a difference in amplitude 
levels between the two modes of speech can be observed. However, the 
spectrograms show that some parts of spectrum are well preserved in whisper, 
especially in the case of unvoiced consonants, such as fricative /š/ (/ʃ/ in IPA 
notation) and plosives /p/ and /t/. A similar shape of spectrum of vibrant /r/ in 
Serbian is observed. Moreover, the spectrogram shows that the harmonic structure 
of vowels is lost in the case of whisper. 

 

Figure 1 

The waveform (a) and the spectrogram (b) of the short sentence "Govor šapata." (Whispered speech) 

uttered in normal phonation. The time in seconds is given on the abscissa. 
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Figure 2 

The waveform (a) and the spectrogram (b) of the short sentence "Govor šapata." (Whispered speech) 

uttered in whispered speech. The time in seconds is given on the abscissa. 

4 Experimental Setup 

4.1 The Whi-Spe Speech Database 

The greatest issue in the utilization of whispered speech in ASR systems is the 
lack of an extensive and appropriate speech database. Therefore, a Whi-Spe 
speech database (abbreviation of Whispered Speech) was created for this research 
[26]. The database was recorded in quiet laboratory conditions, with a high-quality 
omni-directional microphone in mono technique. It was designed to have two 
parts: one that contains recordings of whispered words, and another one that 
contains recordings of the same words uttered in normal phonation. The corpus of 
50 words spoken by 10 speakers (5 of them male and 5 female) was included in 
the database. Each speaker read all the words 10 times in both speech modes. 
Finally, the Whi-Spe corpus contained 5000 recorded words in normal speech and 
the same number of words recorded in whisper, or 2 hours in total. The speech 
data were digitized using a sampling frequency of 22050 Hz and 16 bits per 
sample, in Windows linear Pulse Code Modulation (PCM) .wav format. 

During a recording session, each speaker read all the words continuously. The 
recording sessions were organized more than 10 times (with a pause of a few days 
between successive recordings) in order to collect a sufficient number of good 
quality representatives. The quality control of recordings found various types of 
errors. Some of them were related to an incorrect articulation or a wrong 
pronunciation, but most of them were related to the whispered speech. One of the 
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major problems of whispered recordings was insufficient signal level in relation to 
the ambient noise. 

The specific details about the vocabulary of the Whi-Spe database, manual 
segmentation procedure, quality control and a labeling can be found in [26]. 

4.2 The Characteristics of the HMM-based ASR System 

In ASR systems, the conventional technology is based on HMMs with Gaussian 
mixture models (GMMs). The most commonly used modeling units in isolated 
words recognition are phonemes independent from their context (monophones), 
phonemes dependent from their context (usually biphones or triphones), and the 
whole words. The greatest robustness in the case of experiments with the Whi-Spe 
database was achieved for the monophone models [10]. Therefore, models of 
phonemes independent from their context and Mel Frequency Cepstral 
Coefficients (MFCC) were used in this research. 

For the extraction of feature vectors, the Hidden Markov Model Toolkit (HTK) 
software [39] was used. The Hamming window with pre-emphasis coefficient of 
0.97 was used in order to obtain a feature vector. The window size was set to 24 
ms, with the frame shift of 8 ms. In filterbanks, the power cepstrum was used 
rather than the magnitude. Each frame was represented with 39 coefficients, i.e., 
13 cepstral coefficients (including the energy), along with their first and second 
order time derivatives. The coefficients were normalized with cepstral mean of 
each utterance. 

The ASR system backend was based on HMM models with output probabilities 
modeled using the continuous density GMMs and diagonal covariance matrices. 
Each monophone model was represented with 5 states in total (3 emitting states) 
with strictly left to right topology and without skips. Each word from the Whi-Spe 
database was transcribed manually. The number of training cycles in embedded 
re-estimation was set to 5 and the variance floor for Gaussian probability density 
functions was set to 1%. The number of mixture components was 8 for the SD 
recognizer and 32 for the SI recognizer and it was gradually increased. In the 
testing phase, the Viterbi algorithm was applied in order to determine the most 
probable state sequence. The phone level transcription was performed with 32 
monophone units - 30 monophones corresponding to 30 letters in the Serbian 
alphabet, the phoneme schwa and the silence. The phoneme schwa is marked 
when /r/ is found in a consonant environment, whereas the model of silence was 
appended at the start and at the end of each utterance. The ASR system developed 
in this study was completely implemented using HTK. The generation of the script 
and configuration files, as well as the files for model initialization and phonetic 
transcription was automated using MATLAB. MATLAB was also utilized for 
logging the ASR system performance results with an evaluation in HTK. 
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4.3 The Characteristics of the SVM-based ASR System 

The SVM is a relatively simple and efficient machine-learning algorithm, which is 
widely used for pattern recognition and classification problems, especially under 
the condition of data-sparsity. The underlying concept behind the SVM is the 
structural risk minimization. It is supervised classification algorithm with good 
generalization properties when number of training patterns is limited. For that 
reason, we examined the performance of SVM in whisper recognition. 

SVM was initially introduced for classifying linearly separable classes of objects. 
The separation of classes into 2 categories is obtained by using an n-dimensional 
hyper-plane that maximizes the margin between classes. In most real-world 
classification problems, classes are not linearly separable. In that case, non-linear 
feature-vector transformation is performed in order to map into high-dimensional 
feature space, in which linear separation of classes is expected. A function used 
for mapping is called kernel. Some common kernels include: 

 Radial basis function kernel (adjustable parameter  ) 

2

1 2
1 2 2( , ) exp( );

2
x x

K x x



  2
1

2



  

 Polynomial kernel (adjustable parameters are the slope  , the constant 
term c  and the polynomial degree d ) 

1 2 1 2( , ) ( ) ;T d
K x x x x c   

 Linear kernel (adjustable parameter c ) 

1 2 1 2( , ) TK x x x x c   

 Hyperbolic Tangent (Sigmoid) kernel (adjustable parameter are and the 
constant term c ) 

1 2 1 2( , ) tanh( )T
K x x x x c   

There are typically 2 approaches to solve non-binary classification problems. The 
first approach includes the comparison of each class against all the others (1-vs-
all), whereas the second approach confronts each class against all the other classes 
separately (1-vs-1). In this study, the classifier with 1-vs-all comparison strategy 
was used because of better performance in multiclass HMM-SVM recognition of 
low-SNR isolated word utterances [5]. 

The fact that SVM is a static classifier is the main shortcoming for its widespread 
application in state-of-the-art ASR systems. Some hybrid SVM/HMM systems 
were developed in order to overcome that limitation [32]. 
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Speech signal (being a stationary) should be analyzed on a short-time basis, in 
which it is assumed to be quasi-stationary. Typically, it is divided into a number 
of overlapping frames (usually Hamming windows) and feature vector is 

computed to represent each frame. The size of the analysis (
sw ) is usually 

between 20 and 30 ms, with the frame shift 
pf  (time period between consecutive 

frames) between 10 and 15 ms. Therefore, utterances of different durations have 
unequal number of feature vectors. Two most common alternatives for making 
fixed number of frame windows for SVM classifier are [12]: 

1) Variable window size - the window size is chosen to be proportional to 
the frame period (

s pw Kf ), with overlapping factor K being constant 

for all utterances; 

2) Fixed window size - the window length is fixed, but the overlapping 
factor is dynamically selected. 

Both described procedures lead to loss of information, especially in the case of 
long speech utterances. In this paper, segmentation based on variable window size 
and constant K is chosen because of better performance in isolated words 
recognition using SVM technique [12]. The optimal number of windows per 
utterance depends on the related speech database and the corresponding lexicon. A 
heuristic search was made for SVM-based recognition of Spanish digits and was 
found to be 13 [12]. Therefore, in our initial experiments, we used utterance 
segmentation on 13 overlapping windows. 

The MFCC speech parameterization is performed by using static features (13, 
including energy) along with the first and second order time derivatives (39 in 
total) and cepstral mean normalization. Finally, each utterance is represented with 
a vector of 507 coefficients (13x39), and that vectors are inputs for the SVM 
recognizer. Speech recognizer was developed in Python software package (version 
3.6). 

5 Results and Discussion 

This section is organized as follows. The performances of the recognizer based on 
HMM framework are presented in subsection 5.1, while in subsection 5.2, the 
performances based on SVM framework are given. The experiments are 
conducted in both the SD and SI fashion, in 2 train/test scenarios: 

1) N/N - the ASR system is trained on neutral speech and tested using the 
speech of the same mode. This scenario is marked as matched. 

2) N/W - the ASR system is trained on neutral speech and tested against the 
speech of the opposite mode. This scenario is marked as mismatched. 
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In order to provide more reliable evaluation of the performance, cross-validation 
is needed. For each speaker, 1000 utterances (500 in neutral and 500 in whisper 
mode) are available. Word recognition accuracy is presented as a metric for 
evaluating the performance of the recognizer. 

In the SD case, the accuracy is calculated according to the following procedure. In 
matched conditions, available utterances are divided in the train and test set. The 
train set contains 80% of utterances evenly distributed between words. Remaining 
100 utterances are exploited in the test set. The recognizer displays the percentage 
of correctly recognized utterances. For example, if N denotes total number of 
analyzed utterances and E denotes the number of incorrectly recognized 
utterances, accuracy percentage is calculated in the following way: 

 100 %N E
accuracy

N
   (1) 

Train and test sets are rotated in 5-fold cross-validation. The accuracy for an 
examined speaker is calculated by averaging 5 results from cross-validation. 
Finally, the average recognition accuracy is computed as arithmetic mean of 
accuracies from all speakers. The procedure is the same for mismatched 
conditions, noting that the test set contains all available utterances in the opposite 
speech mode. In the train set, equal number of utterances is utilized in both 
matched and mismatched conditions. 

In the SI case, all utterances from the examined speaker (for the respective mode) 
are given in the test set, whereas the utterances from the other 9 speakers in 
neutral speech are given in the train set (full dataset training with leave-one-
speaker-out cross-validation). Again, the accuracy is averaged across different 
speakers. 

5.1 HMM Framework 

In the case of ASR systems based on continuous density HMMs, it is essential to 
provide good initial estimates of the HMM parameters, so that the Baum-Welch 
re-estimation algorithm could reach the global maximum of the likelihood 
function. If segmented data are available, the k-means algorithm can be used for 
calculation of the initial parameters, i.e., mean vectors and covariance matrices 
[39]. Additionally, instead of using a fixed number of states per each monophone 
model, a noticeable gain in robustness can be achieved with a variable number, 
proportional to the phoneme duration. The number of HMM states per model, 
proportional to the average duration of all the instances of the corresponding 
phone in the training database is proposed in [20], for all the phonemes in Serbian. 

In this research, the number of states per model (two of which were non-emitting) 
for each monophone model is presented in Table 1. 
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Table 1 

The number of states per monophone model. It should be noted that Serbian and IPA notations differ 

for the following consonants: ʃ (š), h (x), ʒ (ž), ʦ (c), ʨ (ć), ʧ (č), ʥ (đ), ʤ (dž), ɲ (nj) and ʌ (lj). 

Monophone 
Number of 

states 

/a/, /e/, /i/, /o/, /u/, /b/, /p/, /d/, /t/, 
/g/, /k/, /ʦ/, /ʧ/, /ʨ/, /ʤ/, /ʥ/, 

/s/, /ʃ/, /z/, /ʒ/, /f/, /h/, /m/, /n/, /ɲ/ 
6 

/j/, /l/, /ʌ/, /v/ 5 

/r/, /ə/ 4 

silence 3 

Besides the recognition with flat-start initialization (in which models are 
initialized with the global mean and variance), the contribution of different initial 
estimates to the performance of the ASR system is analyzed as well. The 
parameters of the initial monophone models are obtained by using a small part of 
the database (10% of utterances in normal phonation) annotated with: 

 Manual annotation; 

 Automatic annotation with the forced alignment implemented in the 
HTK; 

 Automatic annotation with the recognizer for the Serbian language based 
on the Kaldi speech recognition toolkit [28]. 

The manual annotation was done in the software package PRAAT [4]. For each 
word and each speaker in normally phonated speech, a phonetic expert labeled the 
start and the end time in one utterance (of total 10), by inspecting the time 
waveform and the spectrogram. 

The HTK tool HVite can be used in automatic annotation systems and it operates 
in the so-called forced alignment mode. In this case, the recognition network is 
constructed from a word level transcription and a dictionary, instead of a task 
level word network (the default mode). 

The Kaldi speech recognition toolkit can also be used in automatic annotation 
systems. The recognition models were trained using the Whi-Spe training data in 3 
separate phases, i.e., the mono phase, the first and the second triphone phase, each 
with a different number of states (regression three leaves) and Gaussians. Each 
phase was initialized using the alignments from the previous phase. During the 
mono phase, 1000 Gaussians were employed. During the first triphone phase, 
1800 states and 9000 Gaussians were used. During the second triphone phase, the 
system comprised 3000 leaves and 25000 Gaussians. The final model was applied 
to obtain the alignments used in order to calculate the initial parameters for flat-
start ASR system. 
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The recognition results are depicted in Figure 3(a) and 3(b) for normal and 
whispered speech recognition, respectively. Depicted Standard Errors (SE) show 
standard deviation between different recognition systems divided by the square 
root of the sample size. For visual comparison of accuracies, an important part of 
each bar graph is emphasized (higher than 90% in matched and 40% mismatched 
scenario). 

As one can see in Figure 3(a), compared to the recognition with flat-start 
initialization, the recognition of normal speech in the SD fashion (SD bars in 
Figure 3(a)), was improved for at least half a percent, regardless of the method of 
initialization. Because of the "ceiling effect" (accuracies are higher than 99.60%), 
it is hard to infer which manner of initialization gave the best performance. In the 
SI fashion (SI bars in Figure 3(a)), the annotation with the recognizer based on 
forced alignment gave a noticeable improvement (1.16%, absolute). The 
contribution of manual annotation and KALDI was with absolute increment of 
0.8% (approximately). 

The results presented in Figure 3(b) show that the recognition of whispered speech 
was improved for each manner of annotation, in both SD and SI fashion. 
Compared to the SD recognition with flat-start initialization (accuracy 73.42%), 
the greatest improvement was achieved with the manually annotated model 
initialization (accuracy 81.38%). However, in SI fashion (SI bars in Figure 3(b)), 
the greatest improvement was again achieved by using HTK, giving an accuracy 
of 87.42% (absolute increment 5.30%). The experiments showed marginal 
difference in terms of the accuracy between manual and KALDI annotation. 

5.2 SVM Framework 

As noted in 4.3, the most commonly used kernels in SVMs are RBF, sigmoid, 
linear and polynomial. However, each function that satisfies necessary properties 
(Mercer's theorem) can be used as a kernel. In this study, we examined 
performances of the recognizer for 4 mentioned kernels. The recognition results 
(average accuracy with SE) are depicted in Figures 4(a) and 4(b) for normal and 
whispered speech recognition, respectively. 

As can be seen in Figure 4(a), for the recognition of normal speech, compared to 
HMM-based recognizer, there was a marginal decrease of the performance in the 
SD fashion, with maximum accuracy for linear kernel (99.26%). Still, the drop of 
the performance in the SI fashion was noticeable, with the best accuracy for 
polynomial kernel (95.93%). 

The obtained results depicted in Figure 4(b) show that the highest accuracy in 
whisper recognition in SD fashion is with the sigmoid kernel (81.82%). However, 
the difference compared to the linear kernel is not significant. The use of the RBF 
kernel resulted in notably lower performance, whereas the polynomial kernel was 
practically useless. The best performance in the SI fashion was achieved using the 
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RBF kernel (75.29%, SI bars in Figure 4(b)), but it was far less successful than the 
HMM-based recognizer (SI bars in Figure 3(b)). 
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Figure 3 

The HMM-based recognition accuracy with standard error (SE) in recognition of normal speech (a) 

and whisper (b) in speaker dependent (SD) and speaker independent (SI) fashion, in dependence of 

manner of annotation: FLAT - flat start; MANUAL - manual annotation; HTK - automatic annotation 

in HTK; KALDI - automatic annotation in KALDI 

As already mentioned in subsection 4.3, we performed segmentation on 13 
overlapping windows. The range of the number of phones per word in Whi-Spe 
speech database is from 3 to 13, whereas the average number is 5.58 (the longest 
words are very rare). Using 13 frames per word gives an average of one frame per 
phone in the longest word, while in short words there are two or three frames per 
phone. 

We also tested performance on finer temporal and spectral resolution by using 
more than 13 windows per utterance in range from 13 to 19. The results are 
depicted in Figures 5 and 6 for recognition in the SD and SI fashion, respectively. 
Kernel with the best performance in the case with 13 windows was used. 
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Figure 4 

The SVM-based recognition accuracy with standard error (SE) in recognition of normal speech (a) and 

whisper (b), in speaker dependent (SD) and speaker independent (SI) fashion, in dependence of kernel 
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Figure 5 

The SVM-based recognition accuracy in recognition of normal speech (a) and whisper (b) in speaker 

dependent (SD) fashion, in dependence of a number of windows 

The results depicted in Figure 5(a) show that the change in a number of windows 
in the SD case give no statistically significant improvement in normal speech 
recognition. Yet, whisper recognition is improved for the additional 1.54% in the 
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case where utterances are segmented into 18 overlapping windows (see Figure 
5(b)) with the average recognition accuracy of 83.36%. 
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Figure 6 

The SVM-based recognition accuracy in recognition of normal speech (a) and whisper (b) in speaker 

independent (SI) fashion, in dependence of a number of windows 

The analysis in the SI fashion showed that improvement in normal speech 
recognition is about 3% (absolute) for 17 and 18 windows. Once again, the 
optimal number of windows in whisper recognition is 18, with an increment in 
recognition of 6.5%, approximately. 

Conclusions 

The motivation behind the research study presented in this paper is the growing 
need to raise human-computer speech communication to a higher level, which 
includes speech produced in phonation other than normal. Whispering is a useful 
mode of speech if someone does not want to be overheard, but in some cases it is 
unavoidable (damaged vocal tract, health issues, etc.). 

The recognition of whispered speech with a satisfactory success (independent 
from speaker) is a serious challenge faced by speech technology scientists today. 
State-of-the-art ASR systems deal with this problem only in a restricted domain, 
with a constrained lexicon. The static nature of the SVM classifier is the main 
reason for good recognition accuracy only in the SD fashion, because the manner 
of utterance segmentation into fixed number of frames may lead to drop of useful 
speech information. The traditional HMM-based approach has given much better 
results in the SI fashion. 

Since SVM classifier has better discrimination capabilities compared to the HMM, 
we hope that developing hybrid SVM/HMM ASR system may give better results 
in neutral-trained whisper recognition. This is the subject of our future work. 
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Abstract: This study focuses on children’s cognitive capability within the framework of 

cognitive infocommunication. Speech processing works in quasi-parallel in time between 

hearing and speech comprehension. Hierarchical operations are decisive for elaboration of 

the speech signal. To test children’s speech processing quickly and reliably is of great 

importance both for language acquisition and for learning to read and write. Specific 

speech synthesis using sufficient, but not redundant spectral cues highlight hearing and 

global speech perception processes. 644 monolingual Hungarian children aged between 4 

and 8 years participated in the study. 20 monosyllables were specially synthesized based on 

a set of pre-determined spectral values. Children were asked to repeat what they heard. 

The combination of speech synthesis as information and communication technology with 

the study of cognitive capabilities is a new direction in research and practice. Our results 

show that the great majority of children were confirmed to have good hearing (about 95%), 

while some children had a previously unknown hearing impairment. More than 30% of all 

children encountered speech perception deficit, despite good hearing. Digital technology 

including speech synthesis has reshaped both speech science and its cognitive connections 

to get closer to a proper interpretation of the mechanisms analyzed. 

Keywords: synthesized speech; frequency cues; cognitive processes; evaluation of speech 

processing 

1 Introduction 

This study focuses on the cognitive capability of children within the framework of 
cognitive infocommunication (CogInfoCom). CogInfoCom intends to provide a 
systematic view of the interaction between cognitive processes and 
infocommunication devices and methods in order to show an emerging new 
concept toward practically unknown research directions [1, 2, 3]. In accordance 
with the basic concept of CogInfoCom, the present research reports on the 
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realization of the synergic combination of cognitive operations and a specific 
engineering technology. Our research belongs to “inter-cognitive communication” 
[3] where information transfer occurs between a human and an artificial cognitive 
system. The “humans” in our case are children capable of processing acoustic 
waveforms of speech through their hearing and speech perception mechanism. 
While the artificial cognitive system is represented by specifically synthesized 
speech segments that are able to reflect the operations of human speech 
processing. Such interaction is impossible in human–human communication since 
human speech is (articulatorily and acoustically) overinsured in order to be 
processed under various, even noisy circumstances. We intend to connect these 
two entities in order to develop a very useful application as a compact sytem for 
practice containing different sensory modalities. 

Higher cognitive operations during speech processing are based on age-specific 
hearing level and appropriate speech perception processes. Although speech 
processing works in quasi-parallel in time between hearing and speech 
comprehension, hierarchical operations are decisive for processing the speech 
acoustic signal [4]. If the child’s hearing is good, typical language acquisition 
processes are expected to take place; however, in cases of hearing impairment 
speech processing will not develop appropriately, the speech perception 
mechanism will work with uncertainties, and some sub-processes will show 
disorders [5, 6]. If the child’s speech perception mechanism is good, and it works 
according to the child’s age, no deficiencies are expected with verbal speech 
comprehension and speech communication [7]. Hearing, verbal speech perception 
and speech comprehension are responsible for obtaining the necessary information 
transmitted verbally. Children’s successful learning to read and write is partly 
based on age-specific speech processing including hearing, speech perception and 
comprehension [8, 9]. Irrespective of the type of communication – verbal or 
written – appropriate speech processing is of great importance in order to learn 
and process various kinds of information from the surrounding world. 

Despite various types of methods for testing hearing level, including objective 
auditory examinations like auditory brainstem evoked potentials or frequency-
specific auditory evoked potentials [e.g., 10, 11, 12, 13], there are children who 
have undiscovered mild hearing impairment or serious hearing loss in one or both 
ears resulting in undesired consequences for typical acquisition of speech 
perception and comprehension. Testing children’s hearing using pure-tone 
audiometry has limitations and the outcome is frequently unreliable for several 
reasons [14, 15]. In addition, children usually do not complain of hearing 
difficulties (they may not realize the reason for their communication problems at 
certain ages), and adults frequently identify children’s behavior as having 
attention deficit instead of recognizing hearing difficulties. 

Even slight hearing loss influences the speech perception processes, particularly 
during language acquisition. Inappropriately heard frequency patterns of speech 
sounds will result in inappropriate recognition of their quality. In addition, speech 
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perception difficulties can also arise in case of normal hearing with or without 
known reasons [16]. Speech perception deficit may cause long-lasting difficulties 
in communication and learning. Based on experiences and facts, an easily usable, 
quick and reliable method for screening the children’s hearing and recognition 
ability concerning frequency cues of speech sounds seems to be relevant from the 
aspect of info-communication. Recognizing the speech sounds in a sound 
sequence (irrespective of its being a meaningful or a meaningless item) requires 
various processes, and particularly the identification of frequency patterns [4, 16]. 
The term ‘global speech perception’ will be used for identifying these processes. 

The goal of this research is to learn reliable data about children’s hearing and 
global speech perception focusing on the identification of frequency cues of the 
speech sounds between the ages of 4 and 10. We suppose that the GOH hearing 
screening device is appropriate to fulfil our demands and will provide us with 
useful results in a quick and reliable way [17]. Quickness and reliability are core 
factors in our days together with a screening possibility that does not require the 
child and the parents to go to a certain place (e.g., a clinic), instead, the screening 
procedure can be applied at homes, in kindergarten and at schools. 

Our main research question is whether children of ages between 4 and 10 really 
show mild or more serious hearing and/or global speech perception deficiencies 
that are unknown for their adult environment. We have formed three hypotheses: 
(i) there would be children to show unknown hearing and/or global speech 
perception deficits irrespective of their age, (ii) no differences would be found in 
the correct responses between the left and right ears, (iii) a developmental 
tendency would be shown for increasing correct answers of children across ages. 

2 Methodology 

2.1 Synthesized Speech Method 

The method is based on the insight that specifically synthesized speech containing 
far less acoustic information than natural speech does would be suitable for the 
screening of hearing and global speech perception in populations that are difficult 
to test using traditional procedures [16, 17]. Naturally produced speech is 
obviously inappropriate for hearing examination since human articulation of 
speech sounds and sequences of speech sounds leads to complex and redundant 
acoustic information in relation to frequency, intensity and temporal patterns [18, 
19]. However, the frequency structure of synthesized speech can be artificially 
altered in order to contain less frequency information than natural speech does 
along with unaltered intensity and temporal characteristics. If synthesized speech 
sounds contain only, or just slightly more information than the language-specific 
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invariant features – in our case, frequency cues –, they can be successfully used 
for hearing and global speech perception testing [20, 21]. 

The question arises how such specifically synthesized words may function to 
show hearing losses and/or global speech perception deficiencies? If someone has 
some hearing loss at some frequencies, this person will identify the frequency 
bands of the heard speech sounds according to their existing hearing capacity [22]. 
Opposite to naturally articulated speech (that can be flawlessly processed up to a 
certain degree of hearing loss), specifically synthesized words would not provide 
redundant frequency elements to serve in speech processing. For example, the 
consonant [s] can be identified also in the case of high-frequency hearing losses 
above 5,000 Hz since the remaining frequency elements at around 4,000 Hz would 
be sufficient for the hearing-impaired person to identify the target consonant. 
However, if this consonant contains an intensive frequency band only at 8,000 Hz, 
this hearing impaired person would be unable to identify the target consonant [23, 
24]. 

We have defined the invariant frequency cues for those speech segments that were 
intended to serve for the monosyllables of our speech material [24]. For the 
vowels, two formants were defined, for the consonants specific frequency bands 
were defined depending on the types of the consonants that identified them 
unambiguously in speech sound identification. For example, Hungarian [s] has 
characteristic turbulent noises between 4,000 Hz and 8,000 Hz according to its 
actual articulation. However, fricative consonants containing various frequency 
bands alone within this frequency range would be identified by Hungarian 
speakers as the alveolar, unvoiced fricative consonant ([s]). They will be different 
only according to their timbre. Therefore, three types of [s] were synthesized for 
the GOH material: one of them contains a frequency band at 4,000 Hz, one at 
6,000 Hz and one at 8,000 Hz. They all sound as the required fricative consonant 
and are identified as realizations of the /s/ phoneme irrespective of their timbre 
differences (Fig. 1). Speech synthesis was carried out using the OVEIII speech 
synthesizer providing the pre-defined data [23], and the perceptually confirmed 
acoustic cues of the target Hungarian speech sounds controlled by a computer. 
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Figure 1 

Acoustically different [s] consonants: in the words szél ‘wind’ (top) and ész ‘wit’ (bottom) 

The speech material of the GOH method contains four sets of Hungarian 
monosyllables where each of them consists of either two or three segments (a 
vowel and a consonant, or a vowel and two consonants preceding and following 
the vowel: CV and VCV type words). Each set included 10 words. Four words in 
each set contained high-frequency bands as acoustic cues like in the word [ʃiː] 
‘ski’). Here, the initial consonant has an intensive frequency band at 2,000 Hz 
while the vowel’s decisive frequency cue appears also at 2,000 Hz as its second 
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formant. Another four words contained speech sounds that have only low 
frequency bands like in the word [buː] ‘sorrow’). Here, the characteristic 
frequency cue of the initial consonant is at 500 Hz while the second formant of the 
vowel is at 800 Hz. The remaining two words in each 10-word set contained 
speech sounds having characteristic frequency bands at both high and low 
frequencies like in the word [mɛɟː] ‘cherry’). Here, the characteristic frequency 
feature of the initial consonant is around 800 Hz while that of the final consonant 
is at 6,000 Hz. The second formant of the vowel is placed at 1,700 Hz (Fig. 2). 
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Figure 2 

Synthesized monosyllables consisting of characteristic frequency cues sufficient for recognition: the 

word sí ‘ski’ containing mostly decisive high frequency bands (top spectrogram), the word bú ‘sorrow’ 
containing mostly decisive low frequency bands (middle) and the word meggy ‘cherry’ containing both 

decisive low and high frequency bands (bottom) 

Most of the words selected for the speech material are familiar to children of ages 
between four and ten intending not to cause extra cognitive difficulties when 
processing the test words. However, there are words that are purposely 
meaningless for the children (like bók [boːk] ‘compliment’). The mental lexicons 
of the children across ages are extremely different and also limited in a way [25]. 
There are no criteria to find words that are familiar for all children. However, 
during language acquisition, children are used to hearing and processing 
unfamiliar words when learning new ones to widen their mental lexicon. In 
addition, the task that is required from the children during testing is simple enough 
and used in their everyday life: repeating what they have heard. 

Previous experiments and investigations using specifically synthesized 
monosyllables to examine children’s hearing capacity and age-specific global 
speech perception confirmed that the method is appropriate to use with children 
from as young as 3-year-olds [16, 17]. Therefore, a device has been developed 
(Fig. 3) that contains the specifically synthesized monosyllables in digital form to 
test children’s hearing and global speech perception processing reliably and 
quickly. This compact device (15x10x4 cm) contains the synthesized speech 
material with a touchscreen keyboard and switches for (i) left ear/right ear 
selection, and (ii) two preset intensity values (45 dB and 55 dB). The former one 
can be used in clinical settings while the latter one in a silent but not clinical 
environment. There is also a set of headphones attached to the device. 
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Figure 3 

The GOH screening device based on specifically synthesized monosyllables 

An answer sheet – based on the answers of thousands of both normally hearing 
and hearing impaired children – was created to use the device simply. There are 
four columns in the answer sheet indicating four levels of hearing capacity and 
global speech perception: (i) normal hearing, typical speech perception, (ii) 
normal hearing, speech perception deficit, (iii) mild hearing loss, (iv), hearing loss 
(at about 40 dB or more). The examiner marks the child’s response on the answer 
sheet either by underlying the word or sound-sequence written on the sheet or, by 
writing down the actual answer of the child indicating the tested ear (Figure 4). If 
the child’s answers (be they real words or meaningless ones) are the same or 
similar to the ones that are written in the second column, his/her global speech 
perception would be impaired but the hearing is normal. If the child’s answers are 
to be marked in the third and fourth columns, his/her hearing would be impaired. 

 

 

Figure 4 

Part of the answer sheet for the GOH hearing and global speech perception screening device 

illustrating the examiner’s markings that show the tested child’s answers 
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2.2 Testing Children with GOH Screening Method 

644 monolingual Hungarian children aged between 4 and 8 years participated in 
the experiments (half of them were girls in each age group). Participants formed 
five groups depending on age. There were 48 four-year-olds, 166 five-year-olds, 
154 six-year-olds, 102 seven-year-olds, and 174 eight-year-olds. All of them had 
typical onset of their language development (between 12 and 20 months of age), 
and a typical process of language acquisition according to the parents’ statements. 
They had no known history of speech and language difficulties of any kind. The 
great majority of the tested children were right handed. All participants came from 
large towns and had a similar socio-economic status. 

The specifically synthesized words were administered to the children through 
headphones, one ear at a time. Children were asked to repeat what they heard. 
Each child had to repeat 10 words administered to the left ear and another 10 
words administered to the right ear. All children heard the same 20 words. The 
examinations were carried out in the mornings at the children’s kindergarten and 
school in a silent room (using an intensity level of 55 dB). The scores of correctly 
repeated words were calculated for each child and for each ear. The amount of 
correctly identified monosyllables were analyzed according to the children’s age 
and the four levels of evaluated hearing and speech perception. Dependent factors 
were the numbers of the correctly repeated words while independent factors were 
ear (left vs. right), age (from 4 to 8), performance level (I. normal hearing, typical 
speech perception; II. normal hearing, speech perception deficit; III. mild hearing 
loss; IV. hearing loss). Statistical analyses were carried out by Generalized Linear 
Mixed Models and paired sample t-tests (as appropriate) using SPSS 20.0 
software. 

3 Results 

The number of words correctly repeated by the children showed a significant 
increase across ages (Figure 5). This means the scores children reached in cases of 
good hearing and age-specific global speech perception. Good performance is 
similar in 5- and 6-year-olds while there are steep increases between the ages of 4 
and 5 as well as between 6 and 7 and 7 and 8 years. Cognitive processes are 
quickly developing after the age of 4 including global speech perception [e.g., 7]. 
Learning to read and write requires age-specific cognitive operations that also 
have an effect on the identification of speech sounds. These interrelations are 
reflected in the higher correct scores in schoolchildren. 

The correct scores in both the left and right ears are shown in Figures 6 and 7. As 
expected, kindergarten children recognized the specifically synthesized words less 
successfully than schoolchildren did. As better auditory-phonetic skills are 
acquired, spectral patterns of segments can be more successfully used by children. 
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However, no significant differences were found in correct repetitions of the 
synthesized words depending on ears in either age group. 

 

Figure 5 
Correct responses of children aged between 4 and 8 for specifically synthesized words 

(medians and ranges) 

Summarizing the correct responses administered to bothears shows the values of 
53.6% (SD = 16.5) for 4-year-olds, 59.2% (SD = 17.8) for 5-years-olds, 62.8% 
(SD = 16.5) for 6-year-olds, and 69.8% (SD = 17.8) for 7-year-olds. The 8-year-
olds reached the highest performance of 77.9% (SD = 15.1). Statistical analysis 
revealed that there was a significant difference in correct responses of children 
depending on age (F(4, 1284) = 21.236; p < 0.001). Analyzing the data separately 
for the two ears, statistical results confirmed significant differences in correct 
responses both in right F(4, 640) = 8.301; p < 0.001) and left ear (F(4, 640) = 
6.938; p < 0.001) across ages. 

 
Figure 6 

Correct responses of children aged between 4 and 8 for synthesized words heard in their right ear 
(medians and ranges) 
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Figure 7 

Correct responses of children aged between 4 and 8 for synthesized words heard in their left ear 

(medians and ranges) 

We expected to experience some consequence of right-ear-advantage [Hugdahl] 
appearing in slightly more correct responses for words administered in the right 
ear of right-handed children, at least in the case of schoolchildren. However, no 
ear preference could be found. The explanation for this finding may be that the 
non-redundant frequency structure of the specifically synthesized words requires 
similar operations in feature processing irrespective of ears. In addition, to show 
right-ear-advantage specific dichotic tests are used [26, 27] that are basically 
different from our present methodology. 

Since children’s responses can fall in three different columns representing various 
erroneous answers (apart from the correct response column), this provides the 
opportunity to evaluate the hearing capacity and global speech perception level 
with each child. The majority of the children showed age-specific hearing and 
global speech perception. Figure 8 shows the ratios of children in terms of the four 
columns (from good hearing and appropriate global speech perception to various 
levels of hearing loss). 

Data shows that the number of children having good hearing and age-appropriate 
global speech perception seems to be similar across ages. However, 6-year-olds 
show poorer performance than all the others: fewer children had correct answers 
and more children showed speech perception deficits in the identification of 
speech sounds based on their frequency cues than those in the other age groups. 
Their results predict difficulties in acquiring reading and writing at school. 

The children of the two youngest groups outperformed the older ones. What is 
particularly interesting here is that fewer 7- and 8-year-old children showed good 
performance than 4- and 5-year-olds. This finding can be explained by two 
reasons. The more complex speech perception mechanism of the older children 
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than is supposed to exist with the younger ones, may make some of the 
subprocesses work inappropriately with some children. The other reason could be 
an increase of the number of children showing inappropriate speech perception 
development after the age of five. 

 

 

 

 

Figure 8 

Distribution of children according to the hearing capacity and global speech perception deficit: Ratios 

for right ear (top) and left ear (bottom) 

Global speech perception deficits were found rather in the case of left ears than in 
the case of right ears across ages. More children were found with hearing loss in 
the younger population than in the older ones. None of the children was found to 
have hearing losses in both ears. Statistical analysis showed significant differences 
between the responses falling in different columns (I. and II.: t = 11.388, p = 
0.001; II. and III.: t = 6.966, p = 0.001; as well as III. and IV.: t = 3.531, p = 
0.006). No gender differences could be confirmed in the number of correctly 
repeated words in either age group. 
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Conclusions 

Digital technology including speech synthesis has reshaped both phonetics/speech 
science and its cognitive connections. Research results of basic communication 
abilities like hearing, segment recognition and overall speech perception using 
good quality artificially synthesized speech opened new vistas in a proper 
identification of these processes. At the same time, these findings heavily 
influenced the development of speech synthesis resulting in valuable convergence 
of the two entities. 

Our findings support the idea that specifically synthesized words are appropriate 
for the evaluation of both hearing capacity and global speech perception (primary 
frequency cues of the speech sounds) in non-clinical settings. We did not expect 
the result that altogether more than 4% of all children showed mild or serious 
hearing losses (either in right or left ear) requiring audiological attention. This 
means that about 35 children out of 644 who were supposed to have good hearing 
showed some hearing deficit. The covert processes of speech perception showed 
even more trouble with the tested children. More than 20% of the children had 
some kind of speech perception deficit that hampers their age-specific recognition 
of speech sounds and sound sequences and that was unknown until the testing. 

Good hearing and age-specific speech perception processes are responsible for 
communication and for learning to read and write. Therefore, these deficits will 
impede successful performance at school. The GOH method using specifically 
synthesized words is appropriate to evaluate the hearing capacity and global 
speech perception of children providing information on their cognitive operations 
decisive for reading, writing and learning. 

According to the definition of CogInfoCom [3], it combines infocommunication 
and cognitive science in various ways including diverse cognitive and sensory 
contents. Our present study describes a blended method of studying the human 
perception capability and employing digital speech technology that has diverse 
modalities for further developments in practical applications. Such studies are 
interpretable only within the interdisciplinary framework of CogInfoCom. 
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Abstract: This paper presents an experimental assessment of the children’s receptivity to 

the human-like conversational robot MARKO. It reports on a production of a corpus that is 

composed of recordings of interaction between children, with cerebral palsy and similar 

movement disorders, and MARKO, in realistic therapeutic settings. Twenty-nine children 

participated in this study: 17 of them were recruited from among patients with cerebral 

palsy and similar movement disorders, and 12 healthy. Approximately 222 minutes of 

session time was recorded. All dialogues were transcribed, and nonverbal acts were 

annotated. A control group of 15 children (14 with cerebral palsy, one with spina bifida) 

was also included. The evaluation of the corpus showed that the positive effects go beyond 

social triggering – the children not only positively responded to MARKO, but also 

experienced increased motivation and engagement in therapy. 

Keywords: child-robot interaction; robot-assisted therapy; robot MARKO; cerebral palsy, 

cognitive infocommunications 

1 Introduction and Related Work 

Although robot-assisted therapy for children with developmental disorders has 
drawn significant research attention, most research in this field is actually focused 
on children with autism [6, 7, 28, 34, 36]. It seems widely accepted that robots 
may induce positive social behavior in children with autistic spectrum disorders. 
However, these positive effects cannot be ad hoc generalized to children with 
other developmental disorders. In this paper, we report on an aspect of our 
research on robot-assisted therapy for children with cerebral palsy and similar 
movement disorders. The main features of cerebral palsy are abnormal gross and 
fine motor functioning and organization. They are often accompanied by other 
neurodevelopmental disorders or impairments, such as disturbances of sensation, 
perception, cognition, communication, etc. [29, pp. 8-10]. This target group of 
children has attracted less research attention in the field of robot-assisted therapy 
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(cf. [4,5,22]), despite the fact that cerebral palsy is considered to be the most 
common cause of serious physical disability in childhood [26, p. 3]. 

As a part of our previous work, we designed and developed the conversational 
human-like robot MARKO [11] (cf. Fig. 1) as an assistive tool for treatment of 
children with developmental disorders. The reported study particularly considers 
the possibility of applying MARKO for treatment of children with cerebral palsy 
and similar movement disorders. Its primary goal is to produce a corpus 
comprising recordings of interaction between children from the target group and 
the robot MARKO in realistic therapeutic settings, and to assess the children’s 
receptivity to the robot, i.e., experimentally validate whether they positively 
respond to MARKO and engage in interaction with it. 

The robot MARKO can perform selected therapy-relevant gross motor exercises, 
generate basic emotional facial expressions, and autonomously engage in natural 
language dialogue with the therapist [10-13, 25]. However, due to the sensitive 
nature of the research, in this study MARKO is strictly controlled by a trained 
human operator, and children activities during the experiments were monitored by 
a therapist. 

2 The Experiment 

The corpus of child-robot interaction was produced in the kinesitherapeutic room 
at the Clinic of Paediatric Rehabilitation in Novi Sad, Serbia. 

2.1 Subjects 

Twenty-nine children (13 female, 16 male, with an average age of 9.1, and a 
standard deviation of 3.54) participated in this study. Twelve children were 
healthy (7 female, 5 male, average age 6.75, st. dev. 2.45), and seventeen were 
recruited from among patients with cerebral palsy and similar movement 
disorders, admitted to the Clinic of Paediatric Rehabilitation in Novi Sad (6 
female, 11 male, average age 10.76, st. dev. 3.27). The parents of all children were 
informed about the study and gave written permission for their children to 
participate. In addition, the children were also informed about the experimental 
settings – in an appropriate manner and to the extent to which they were capable 
of understanding – and each child above age five gave assent. The basic 
information on the children that participated in the study is given in Tables 1 and 
2. 
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Table 1 

Subjects recruited from among patients. All subjects from this group can comprehend speech, except 

subject s23 who can understand only simple verbal communications. Subjects s11, s12, s14, s22, s23 and 

s28 had encountered the robot MARKO previous to the experiment. 

Su
bj

ec
t I

D
 

A
ge

 

Se
x 

H
ei

gh
t [

cm
] 

W
ei

gh
t [

kg
] Diagnosis Mobility 

s3 15 f 159 46 
Morbus Alexander, disturbed walking 
pattern with increased muscle tension 

can stand, can walk 

s4 12 m 167 69 spinal column deformity, scoliosis can stand, can walk 

s5 12 m 165 41 spinal column deformity, scoliosis can stand, can walk 

s6 13 f 153 55 
paralysis cerebralis infantilis, paralysed 
right arm, partially paralyzed right leg 

can stand, can walk 

s7 8 m 135 38 
birth trauma nerve lesion in left arm, 

brachial plexus lesion 

can stand, can walk, 
but uses arms for 

support 

s8 10 m 148 35 poor posture, scoliosis can stand, can walk 

s10 11 m 142 41 birth trauma nerve lesion in left arm can stand, can walk 

s11 6 f 120 33 paralysis cerebralis infantilis can stand, can walk 

s12 9 f 129 27 
paralysis cerebralis infantilis, vision 

problems 

sitting, can stand, can 
walk a little with 

assistance 

s13 9 m 127 32 
hemiparesis, left sided weakness (brain 

hemorrhage) 
can stand, can walk 

s14 5 m 124 34 paralysis cerebralis infantilis 
sitting, cannot stand 

or walk 

s16 13 m 173 75 
car accident, left femur fracture, right 
clavicle fracture, comotio cerebralis 

sitting, cannot stand 
or walk 

s17 13 m 160 51 paralysis cerebralis infantilis 
sitting, can stand and 

walk 

s22 8 m 104 16 
paralysis cerebralis infantilis, 

quadriparesis, difficulty speaking, 
epilepsy 

sitting with assistance, 
stands and walks only 

with assistance 

s23 8 m 145 30 
paralysis cerebralis infantilis, difficulty 
with speaking, difficulty with attention, 

sensorimotor integration disorder 

sitting, cannot stand 
or walk 

s28 14 f 153 38 
birth trauma nerve lesion in right arm, 

brachial plexus lesion 
can stand, can walk 

s29 17 f 172 58 
car accident polytrauma, basilar skull 

fracture, pelvic and pubic fractures, slow 
thought process 

sitting, cannot stand 
or walk 
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Table 2 
Healthy subjects. Only subject s9 had encountered the robot MARKO previous to the experiment. 

Subject ID s1 s2 s9 s15 s18 s19 s20 s21 s24 s25 s26 s27 

Age 7 6 10 10 9 5 3 5 3 9 7 7 

Sex f m M m m f f f f m f f 

Height [cm] 120 110 145 125 125 110 90 95 104 110 105 104 

Weight [kg] 24 19 30 34 32 25 17 20 20 25 20 19 

2.2 Experimental Settings 

In the experimental settings, a child is sitting or standing in front of the robot 
MARKO, at a distance of approximately one meter from each other. A small and 
lightweight toy (i.e., a plush giraffe) was placed just beside the robot, and visible 
to the child. The operator that controls the robotic system is sitting at a distance of 
approximately one meter from the robot, and 2.5 meters from the child. The parent 
that is accompanying the child and the therapist that monitors the child activities 
are behind the child. 

All experimental sessions were captured by two digital video cameras placed on 
the stands, recording slightly obliquely towards the child and the robot, 
respectively. Both cameras were angled to capture both the child and the robot. 
However, one of them was primarily recording the child, at a distance of 
approximately 3 meters from the child. The other camera was primarily recording 
the robot, at a distance of approximately 5.5 meters from the robot. Sample 
images captured by these cameras are displayed in Fig. 1. 

 

Figure 1 
Experimental settings: Captured images from cameras at the moment when the child places the toy on 

the robot's wooden horse 

2.3 Session Structure and Dialogue Management 

For each child, a separate experimental session was conducted. The interaction 
was primarily evolving between the child and the robot, but other human 
participants were also allowed to interfere when appropriate or necessary (e.g., 
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when explicitly prompted by the child, or to encourage the child, etc.). The 
language used in the study was Serbian. 

Each session consisted of three parts. The first part was devoted to engaging the 
child in interaction. E.g., the robot introduces itself to the child, asks the child 
what their name is, and how old they are. It generates happy facial expression and 
says that it is happy to meet the child. Finally, it proposes to tell the child a story. 

In the second part, the robot confronts the child with a very simple discourse and 
tries to induce the child to perform nonverbal actions. E.g., the robot generates sad 
facial expression and says that it is sad because it has lost his favorite toy – a 
yellow giraffe. Then, it asks the child whether she or he could help find the toy. 
The robot asks for help gradually. First, it says that maybe its friend could help, 
and if the child does not respond, the robot asks her or him directly for help. When 
the child points to the toy or place the toy on the robot's wooden horse (depending 
on the mobility of the child), the robot commends the child, generates happy facial 
expression, and says that it is not sad anymore. 

In the third part, the robot performs selected therapy-relevant nonverbal acts (e.g., 
raising its arm, pointing to its head or stomach, looking leftwards and rightwards, 
etc.) and asks the child to repeat them. In all three parts, the robot addresses the 
child by name, and encourages and commends the child to perform its 
instructions. When necessary, the operator and the parent also encourage or 
additionally instruct the child. 

However, in the scope of the exchange between the child and the robot, we were 
particularly interested in the children’s responses to the robot’s instructions. To 
examine this aspect of interaction, we mapped the specific types of speech roles 
that the children and the robot could adopt during the interaction onto more 
fundamental type of speech roles [17, pp. 106-111]: 

 command, i.e., the robot demands from the child to perform a nonverbal act, 

 question, i.e., the robot demands from the child to provide a verbal response, 

 statement, i.e., the robot provide a verbal information, 

 offer, i.e., the robot is performing a nonverbal act. 

The child may respond in the following ways: 

 correct response, i.e., the child performs the demanded nonverbal act, or 
provides the demanded information, 

 partial response, i.e., the child understands the robot’s command or question, 
but can only partially perform the demanded nonverbal act or provide the 
demanded information. 

 incorrect response, i.e., the child misunderstands the robot’s command or 
question, and provides an incorrect response, 
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 no response, i.e., the child does not respond because she or he does not 
understand the demand, does not want to respond, etc. 

The operator was instructed to follow a preset dialogue strategy during the 
interaction. The robot works through a given sequence of therapeutic commands 
and questions. It instructs commands (R-comm1) or poses questions (R-ques1) on 
a one-by-one basis. If the child responds correctly (C-corr) or partially (C-part), 
the robot commends the child (R-stat), with some accompanying nonverbal action 
(R-off) when appropriate. Then, the robot proceeds with the next command of 
question. Otherwise, if the child does not respond (C-nor), the robot repeats the 
command (R-comm2) or the question (R-ques2). And, if the child responds 
incorrectly (C-inc), the robots reformulates the command (R-comm3) or the 
question (R-ques3), simplifying the formulation of its demand. 

Table 3 
Set  : the introduced general classification of dialogue acts in child-robot interaction 

 Act-ID Meaning 

Robot R-comm1 instructing a command for the first time 

R-comm2 repeating a command on which the child did not respond 

R-comm3 reformulating a command on which the child provided an 
incorrect response 

R-comm4 reformulating a command on which the child has previously 
provided a correct or partial response 

R-ques1 posing a question for the first time 

R-ques2 repeating a question on which the child did not respond 

R-ques3 reformulating a question on which the child provided an 
incorrect response 

R-ques4 reformulating a question on which the child has previously 
provided a correct or partial response 

R-stat making a statement 

R-off performing a nonverbal action 

Child C-corr correct response 

C-part partial response 

C-inc incorrect response 

C-nor no response 

According to this dialogue strategy, the robot may any time repeat or reformulate 
a command (R-comm4) or a question (R-ques4) on which the child has previously 
provided a correct or a partial response, in order to additionally stimulate the 
child. However, the multiple successive repetition of a demand to which the child 
cannot provide a correct or a partial response may induce negative emotional 
states in the child. To prevent this, if the child responds incorrectly or does not 
respond, the robot repeats or reformulates the current command (R-comm2 or R-

comm3) or question (R-ques2 or R-ques3) only once. The set   of all dialogue 
acts in this general classification is given in Table 3. 
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2.4 Corpus 

In the reported experiment, 36 sessions were recorded, with a total duration of 
approximately 222 minutes. The basic information on the number and duration of 
the sessions is given in Table 4. All dialogues were transcribed, and nonverbal 
acts were annotated. The verbal dialogue act statistics are given in Tables 5 and 6. 
The nonverbal act statistics are given in Tables 7 and 8. 

 

Table 4 

Basic information on the number and duration of the sessions 

 Healthy Patients Total 

Number of sessions 12 24 36 

Total duration (approx.) 69 min 153 min 222 min 

Average duration 5 min 46 sec 6 min 9 sec 6 min 2 sec 

Standard deviation 56 sec 2 min 16 sec 1min 56sec 

 

Table 5 

Verbal dialogue act statistics for the robot, operator and parents 

 Interaction with 
healthy children 

Interaction 
with patients 

Total 

R
ob

ot
 Number of verbal dialogue acts 599 1172 1771 

Average number of words per act 8.69 8.66 8.67  

Standard deviation 5.43 5.5 5.48 

O
pe

r.
 Number of verbal dialogue acts 24 65 89 

Average number of words per act 3 2.97 2.98 

Standard deviation 1.98 2.59 2.43 

Pa
re

nt
 Number of verbal dialogue acts 15 73 88 

Average number of words per act 2.4 3.58 3.38  

Standard deviation 1.55 1.98 1.96 

 

Table 6 

Verbal dialogue act statistics for the children 

 Healthy children Patients Total 

Number of verbal dialogue acts 240 659 899 

Average number of words per act 1.54 2.11 1.96 

Standard deviation 1.52 2.23 2.08 
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Table 7 

Children’s nonverbal acts 

Nonverbal act Number of occurrences Total 

Healthy Patients 

looking at the operator 30 17 47 

pointing to the toy or giving the toy 14 44 58 

raising arm 38 88 126 

pointing to her/his head 25 65 90 

pointing to her/his stomach 13 55 68 

looking leftwards 7 12 19 

looking rightwards 4 12 16 

nodding her/his head to express approval 4 12 16 

shaking her/his head to express disapproval 22 30 52 

searching for the toy 2 6 8 

shrugging shoulders 0 2 2 

applauding 0 4 4 

pointing to herself/himself 0 1 1 

using fingers to display number 0 2 2 

looking at the parent 0 5 5 

waving 5 3 8 

Total 164 358 522 

Table 8 

Robot’s nonverbal acts 

Nonverbal act Number of occurrences Total 

Interaction with 
healthy children 

Interaction 
with patients 

awakening (opening eyes) 0 1 1 

pointing to its head 34 66 100 

generating happy facial 
expression 16 3 19 

looking upwards 0 6 6 

pointing to its stomach 23 48 71 

raising arm 47 93 140 

generating sad facial expression 13 20 33 

looking leftwards 9 20 29 

looking rightwards 3 11 14 

looking at its wrist-watch 0 3 3 

Total 145 271 416 
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3 Evaluation 

The corpus is evaluated with respect to the robot’s dialogue behavior, the 
children’s verbal production, and the children’s motivation to undergo the therapy. 

3.1 Evaluating the Robot’s Dialogue Behavior 

The first aspect of the evaluation relates to the robot’s dialogue behavior, i.e., it is 
aimed at showing that (i) the operator consistently followed the preset dialogue 
strategy (as introduced in Section 2.3) across the experimental sessions, and that 
(ii) the applied strategy did not restrict the expressive conduct of the children. In 
order to evaluate this, we introduce an approach to profiling child-robot dialogues 
based on dialogue acts n-grams. 

The point of departure for our approach to dialogue profiling is that a dialogue 
structure is not given beforehand, but rather evolves as the dialogue proceeds [16, 
31]. This is also true in the case when the underlying dialogue domain is rather 
simple and a priori given (e.g., a specific therapeutic session), and one dialogue 
participant (e.g., a therapist) has an elaborated plan for the dialogue. Even then, 
the specific intentions, foci of attention, and linguistic constructions of the other 
dialogue participant (e.g., a child) significantly influence the dialogue structure. 
Therefore, in our approach we do not attempt to determine the child-robot 
dialogue structure or infer its constitutive rules. We rather try to profile a dialogue 
unfolding between two parties, one of which follows a preset dialogue strategy. 

At the surface level (and only at this level) a dialogue may be considered as a 
sequence of dialogue acts. Let Φ={d1,d2,...,dn} be a set of possible dialogue acts 
that may occur in a given dialogue domain. Then, a dialogue instance can be 
represented as a sequence Di=di1,di2,...,dik, where )()1(  ijdkj . In our 

approach, we represent a dialogue as if it were a bag of dialogue act trigrams, i.e., 
a set of dialogue act trigrams that occur in a given dialogue instance. For example, 
a dialogue act sequence 121212121 ddddddddd  is represented as a set of distinct 

trigrams  212121 , dddddd . This set is unordered because the position and 

frequency of the contained trigrams in a given dialogue are ignored. 

In Section 2.3 (cf. Table 3), we have already defined a general set of possible 
dialogue acts that are relevant for the given domain. In addition, the choice of the 
n-gram size (i.e., the order of the language model) was also not arbitrary, but in 
accordance with the introduced dialogue strategy. We recall that if the child 
responds incorrectly or does not respond at all to the robot’s command or 
question, the robot repeats or reformulates the current instruction only once. Due 
to this constraint, we opted for trigrams when deciding on the n-gram size. In 
other words, dialogue act trigrams provide enough context to capture the class of 
the children’s responses. 
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At the implementation level, a dialogue profile may be represented as a binary 

vector of size 3 , where   is set of dialogue acts that may occur in a given 

dialogue domain. Each element of this vector is bijectively assigned to a trigram 
from 3 , and represents the weight of the trigram: 1 if the assigned trigram 
occurs in a given dialogue, and 0 otherwise. This conceptualization allows for 
applying distance metrics for binary data. 

To evaluate the similarity between two dialogue profiles 1D  and 2D , we apply 

two similarity measures [8, pp. 299, 304]: 

 the Rand similarity on  n1,0  (i.e., the Sokal-Michener’s simple 
matching), to evaluate the similarity of dialogue strategies applied by the 

robot: 

n

DD
DDR

21
21 1),(


 , 

 the Jaccard similarity of community on  n1,0  (also called Tanimoto 

similarity), to evaluate the similarity of the children’s interaction styles, 
under the assumption that the robot applies the same dialogue strategy in 
both profiles: 

21

21

21

21
21 1),(

DD

DD

DD

DD
DDJ




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


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where n  is the number of possible trigrams, and 21 DD   represents the symmetric 

difference of sets 1D  and 2D , i.e., )\()\( 1221 DDDD  . Table 3 describes 

fourteen dialogue acts that may occur in the observed dialogue domain, ten of 
which are the robot’s dialogue acts, and the rest are the children’s dialogue acts. In 
principle, the parameter n  is equal to 27441433  , but the adopted 

dialogue act classification (i.e., we also annotate the interaction situation when the 
child does not respond) allows only trigrams of the following forms: robot-child-
robot, robot-robot-child, child-robot-robot, child-robot-child. This restricts the 
number of possible dialogue act trigrams to: 13604104)10410(3 n . 

In both formulas, the similarity is defined as one minus the corresponding 
normalized Hamming distance between two profiles, where the distance is 
conceptualized as proportionate to the symmetric difference of sets 1D  and 2D . 

However, the above formulas differ in their denominators. When the operator 
consistently follows the dialogue strategy, its dialogue acts are determined by the 
immediately preceding child’s response and the preset sequence of therapeutic 
commands and questions. In other words, the number of dialogue act trigrams that 
are expected to occur in this case is significantly smaller than n . Therefore, to 
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evaluate the similarity of dialogue strategies applied by the robot across the 
experimental sessions, the denominator in the formula for the Rand similarity is 
set to n , i.e., the number of trigrams contained in the symmetric difference of sets 

1D  and 2D  is normalized with respect to the number of all possible trigrams that 

may occur in the observed domain. 

In contrast to this, the denominator in the formula for the Jaccard similarity is 

21 DD  , i.e., the number of trigrams contained in the symmetric difference of 

sets 1D  and 2D  is normalized with respect to the number of different trigrams 

that actually occur in the compared profiles. Thus, if the robot applies the same 
dialogue strategies in both dialogues, this measure evaluates the similarity of the 
children’s interaction style. 

We annotated the corpus with respect to the general categorization of dialogue 
acts given in Table 3, and created a profile for each of 36 sessions. The average 
number of trigrams occurring in the profiles is 23.26, with the standard deviation 
of 7.98. The minimum number of trigrams in a profile is 6, while the maximum 
number of trigrams in a profile is 44. The number of all different dialogue act 
trigrams that occur in the profiles is 127, which is significantly smaller than the 
number of possible trigrams n . 

Using the Rand and Jaccard similarity measures, we compared each of 

630
2

36









 possible pairs of dialogue profiles contained in the corpus. We recall 

that the values of the Rand and Jaccard similarity coefficients range from 0 to 1. 
The closer the value is to 1, the more similar are the profiles. The average Rand 
similarity between dialogue profiles is 0.9855, with the standard deviation of 
0.0057. The Rand similarity of the least similar dialogue profiles is 0.9654, while 
the Rand similarity of the most similar dialogue profiles is 0.9978. The high 
values of the Rand similarity imply that the operator has consistently applied the 
introduced dialogue strategy. 

In contrast to this, the average Jaccard similarity between dialogue profiles is 
0.4197, with the standard deviation of 0.0640. The Jaccard similarity of the least 
similar dialogue profiles is 0.1, while the Jaccard similarity of the most similar 
dialogue profiles is 0.8571. This wide range of values of the Jaccard similarity 
coefficients implies that, although the operator consistently applied the dialogue 
strategy, the children’s interaction styles vary across the experimental sessions. In 
other words, the robot’s dialogue strategy did not restrict the expressive conduct 
of the children. 



J. Tasevski et al. Assessing the Children’s Receptivity to the Robot MARKO 

 – 58 – 

3.2 Evaluating the Children’s Verbal Production 

The evaluation of the verbal production was primarily focused to patients. To 
perform the evaluation, we included a control group of children, i.e., we used a 
corpus of recordings that the therapists from the Clinic of Paediatric Rehabilitation 
in Novi Sad selected as typical examples of therapeutic exercises (i.e., without the 
robot) for children with cerebral palsy. Fifteen children (6 female, 9 male, with an 
average age of 6.8, and a standard deviation of 3.19) participated in these 
exercises. All of them were recruited from among patients admitted to the Clinic 
of Paediatric Rehabilitation in Novi Sad. The basic information on the children 
from the control group is given in Table 9. The control corpus contains 20 
recordings, with a total duration of approximately 10 minutes and 20 seconds. The 
average duration of a recording is 31 seconds, with the standard deviation of 17 
seconds. All recordings were transcribed and annotated. The verbal dialogue act 
statistics is given in Tables 10. 

Table 9 

The control group of patients 

Subject ID Sex Age Diagnosis Mobility 

o1 m 6 paralysis cerebralis infantilis can stand, can walk 

o2 f 6 paralysis cerebralis infantilis can stand, can walk 

o3 m 7 paralysis cerebralis infantilis can stand, can walk 

o4 f 6 paralysis cerebralis infantilis can stand, can walk 

o5 m 10 paralysis cerebralis infantilis can stand, can walk 

o6 f 12 paralysis cerebralis infantilis can stand, can walk 

o7 f 12 spina bifida can stand, can walk 

o8 m 8 paralysis cerebralis infantilis can stand, can walk 

o9 f 5 paralysis cerebralis infantilis can stand, can walk 

o10 m 10 paralysis cerebralis infantilis can stand, can walk 

o11 f 7 paralysis cerebralis infantilis can stand, can walk 

o12 m 3 paralysis cerebralis infantilis can stand, can walk 

o13 m 2 paralysis cerebralis infantilis can stand, can walk 

o14 m 2 paralysis cerebralis infantilis can stand, can walk 

o15 m 6 paralysis cerebralis infantilis can stand, can walk 

We compared the verbal production of the experimental group of patients that 
were interacting with the robot, described in Table 1, and the control group of 
patients that were not confronted with the robot during exercises, described in 
Table 9. 

It can be observed that the children in the experimental group were more engaged 
in the interaction. The average number of words per dialogue act for children in 
the experimental group is 1.52 times greater than the average number of words per 
dialogue act for children in the control patient group (i.e., 2.11/1.39, cf. Tables 6 



Acta Polytechnica Hungarica Vol. 15, No. 5, 2018 

 – 59 – 

and 10). In addition, the children in the experimental group produced in average 
2.97 (i.e., 659/222, cf. Table 6) dialogue acts per minute, while the children in the 
control group produced 1.74 (i.e. 18/10.33, cf. Table 10) dialogue acts per minute. 
These differences become even more important if we keep in mind that the 
children from the target group (i.e., cerebral palsy and similar movement 
disorders) often suffer from impairments in communication, and thus are not 
verbose. 

Table 10 

Verbal dialogue act statistics for the children in the control group, therapist and parents 

Children 
(Patients) 

Number of verbal dialogue acts 18 

Average number of words per act 1.39 

Standard deviation 0.70 

Therapist Number of verbal dialogue acts 17 

Average number of words per act 3 

Standard deviation 2.81 

Parent Number of verbal dialogue acts 31 

Average number of words per act 3.06 

Standard deviation 2.21 

However, what is also important is that the level of parent engagement in the 
interaction is significantly smaller for the experimental group. In the experimental 
group, the number of the children’s verbal dialogue acts is one order of magnitude 
greater than the numbers of parents’ and the operator’s dialogue acts. In the 
control group, the number of parent’s verbal dialogue acts is 1.72 times greater 
than the number of the children’s verbal dialogue acts. This indicates that the 
children in the experimental group needed significantly less parental support in 
order to engage in the interaction. 

3.3 Evaluating the Children’s Motivation 

A preliminary qualitative insight into the corpus showed that the children reacted 
positively to the robot, and that the robot was a strong motivational factor. The 
increased motivation in the children was observed by their respective long-term 
therapists. As a small illustration, we give several examples. In the points given 
below, the term “normal behavior” refers to the behavior of the children under 
normal therapeutic conditions (i.e., without the robotic system), 

 Child s4 normally avoids using his right arm in therapeutic exercises, but 
during interaction with MARKO, he used his right arm to point to his 
head. 

 During the experimental session, child s7 soon got tired and the intensity 
and amplitude of his movements decreased with time. Finally, the child 
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gave up on performing the robot's instruction. However, when MARKO 
insisted, the child performed the given instruction. 

 Child s11 was aware where the plush giraffe is, but pretended that she was 
still searching for it, in order to prolong the interaction. 

 Child s12 was affectively attached to MARKO, asked it whether she 
walks properly, and insisted that MARKO should confirm their 
friendship. In this child, the robot has induced increased motivation to 
undergo the therapy. 

 Child s14 is normally not motivated to undergo the therapy, while child s17 
is only occasionally motivated. During interaction with MARKO, 
significantly increased motivation is observed in both children. 

However, to evaluate the children’s motivation to undergo the therapy in a more 
systematic manner, we engaged a group of five evaluators (healthy, native Serbian 
speakers; 2 female, ages 28, 30; and 3 male, age 27, 30, 32; one of them had 
educational background in psychology). They were allowed to see and hear the 
recordings from the corpus, and were asked to annotate, separately from each 
other, the children’s emotional state with respect to their motivation to undergo 
the therapy. The set of annotation labels was predefined: positive (i.e., the child is 
motivated to undergo the therapy), negative (i.e., the child is not interested in the 
therapy or has an aversion to the therapy or the environment), and neutral. 

Table 11 

Evaluation results 

 Positive Negative Neutral No-majority-rating 

Total agreement 49.3036% 1.1142% 1.3928% 48.1894% 

Strong majority 66.8524% 3.3426% 6.1281% 23.6769% 

Weak majority 77.3481% 4.1436% 16.2983% 2.2099% 

One of the experimental sessions contained in the corpus was not suitable for 
evaluation (due to the very serious condition of the child, his parent was holding 
him throughout the session, occasionally blocking the camera from seeing the 
child). The rest 35 sessions were divided into slots of 30 seconds each. These slots 
represented evaluation units, i.e., the total number of evaluation units was 359. We 
used majority rating to attribute labels to the evaluation units. We differentiate 
among three types of majority rating (cf. [14]): 

 weak majority agreement: at least three evaluators agreed 

 strong majority agreement: at least four evaluators agreed, 

 total agreement: all five evaluators agreed. 

Table 11 shows the percentage of the evaluation units with majority rating. These 
results are in favor of the conclusion that the robot was a strong motivational 
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factor. For each type of majority ratings, the positively annotated evaluation units 
represent the most dominant class, while the class of negatively annotated units is 
significantly smaller. 

4 Discussion 

In this section, we discuss how this contribution fits into the field of cognitive 
infocommunications [1-3, 30]. One important aspect of this field is devoted to 
improving the well-being of people [35], including assistive technologies for 
people with non-standard cognitive characteristics [18]. Recent research in this 
subfield of cognitive infocommunications relates to socially assistive robots with 
interactive behavioral capability [24, 27], games for cognitive competence of 
children with learning difficulties [33], motion detection sensors-based exercise 
games for elderly people [19], and ambient assisted living services for elderly with 
cognitive impairments [21]. 

In line with the concept of the generation of cognitive entities (cf. [1, 2, pp. 20-1]), 
the research reported in this paper represents a specific combo of natural cognitive 
capability of human and the information and communication technologies, aimed 
at overcoming the problem of lack of collective intentional behavior in the 
conventional therapy for children with cerebral palsy. 

4.1 Problem: The Lack of Collective Intentional Behavior 

The conventional therapy for children with cerebral palsy (i.e., therapy without a 
robot) is fundamentally based on two-party interaction between the child and the 
therapist. One of the most important problems of the conventional therapy relates 
to poor motivation of the child to undergo therapeutic exercises. We recognize 
that the reason for poor motivation lies in the fact that the child and the therapist 
do not (and often cannot not, due to the health condition of the child) perform 
collective intentional behavior during therapy, but rather individual intentional 
behavior (the notions of collective and individual intentions in interaction are 
discussed in [32]). The intentions of the therapist are to motivate the child to 
perform therapy-relevant exercises that are targeted at the parts of the body which 
are affected by cerebral palsy. However, the child cannot recognize the therapist's 
intentions or the long-term goal of the therapy. From the child's point of view, the 
requested actions are often perceived as boring (e.g., if the child has to repeat 
them many times) or unpleasant (e.g., if the child has to move an affected limb), 
and lacking a clear or playful goal. Thus, children are not really motivated to 
participate in therapy. 
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4.2 Solution: Inter-Cognitive, Representation-Bridging 

Communication 

In this paper, we proposed three-party interaction between the child, the therapist, 
and the robot MARKO, which is designed to overcome the problem of lack of 
collective intentional behavior. The visual appearance of the robot, its apparent 
physical autonomy, and its ability to engage in interaction convey an impression 
to the child that MARKO has its own intentionality. This impression is a crucial 
interaction catalyst enabling the child to emotionally attach to the robot and 
engage in interaction, as shown in Section 3. Following [15], we differentiate 
between goal intentions and implementation intentions in the observed therapeutic 
context. Goal intentions specify a desired end point of motivating the child to 
undergo long-term therapeutic exercises, whereas implementation intentions are 
subordinate to goal intentions and specify a particular plan of engaging the child 
in interaction in order to induce goal-directed responses (although the child does 
not necessarily recognize the overall goal). After establishing an affective relation 
of the child toward MARKO, the robot dialogue behavior is applied to translate 
the goal intentions of the therapist into the implementation intentions of the robot 
that are perceived by the child. 

In terms of cognitive infocommunications, MARKO is a cognitive technical agent 
that mediates inter-cognitive, representation-bridging communication directed 
from the therapist to the child. The communication is inter-cognitive to the extent 
that information transfer occurs between two humans with different cognitive 
capabilities, as the motor disorders of cerebral palsy are often accompanied by 
disturbances of sensation, perception, cognition, communication, and behavior 
[29]. The communication is representation-bridging to the extent that different 
representations of intentions are used on the two ends of communication. 

if (correct or partial response) 

  commend the child and go to the next instruction; 

else if (no response) 

  repeat the instruction; 

else if (incorrect response) 

  reformulate the instruction; 

else 

  go to the next instruction; 

Figure 2 

Simplified dialogue strategy 

From the therapist's point of view, the goal intentions are formally represented as 
a dialogue strategy conceptualized as a sequence of if-else statements. The 
conceptualization and implementation of the robot's dialogue strategies are 
discussed in [11] in more details. For the purpose of illustration, a simplified 
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version of the dialogue strategy introduced in Section 2.3 is given in Fig. 2. It is 
important to note that this dialogue strategy is defined in a general manner, i.e., 
independent of a particular therapeutic exercise. However, when it is applied in a 
given exercise, it generates exercise-dependent dialogue behavior of the robot that 
reflects implementation intentions in a form accessible to children from the target 
group (cf. Table 12). 

Table 12 

Dialogue fragment between the child and the robot MARKO 

Participant Verbal act Nonverbal act Description 

MARKO: [Name of the child] yellow 
giraffe is my favorite toy. Do 
you know where my toy is? 

- Request 

Child: No. Shrugs shoulders Incorrect response 

MARKO: [Name of the child] did you 
maybe see my toy? It was 
somewhere here, but now I 
can't see it. 

- Reformulation 

Child: It is down there. Points to the toy Correct response 

MARKO: Great. It is just great. - Commending 

Conclusions 

The robot MARKO can autonomously engage in natural language interaction with 
users ([10-13, 25]). We believe that this technical ability is essential for 
establishing a long-term attachment of children to the robotic system, which in 
turn has an important role in facilitating human-machine coexistence and 
cognitive infocommunications in the robot-assisted therapeutic setting (cf. [2, 3, 
20, 23, 30]). Corpora of children-robot interaction have an important role in this 
field because they are fundamental (if not the only) empirical foundation for 
validation of this requirement for therapeutic social robots. 

In this paper, we reported on a production of a corpus that is comprised of 
recordings of interaction between children with cerebral palsy (and similar 
movement disorders) and the robot MARKO, in realistic therapeutic settings. In 
this study, due to the sensitive nature of the research, the robot MARKO was 
controlled by a human operator who consistently applied a preset therapeutic 
dialogue strategy. It was shown that, at the first (and second) encounter with the 
robot MARKO, the children positively responded to it. It is important to note that 
these positive effects go beyond social triggering. During the interaction, the 
MARKO was demanding from the children to perform selected therapy-relevant 
nonverbal acts, and the evaluation showed that the children experienced increased 
motivation and engagement in therapy. 

Note: This paper is a significantly extended version of the paper [9]. Anonymized 
annotation data are available from the authors for research purposes on request. 
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Abstract: As Virtual Reality (VR) products are becoming more widely available in the 

consumer market, improving the usability of these devices and environments is crucial. In 

this paper, we are going to introduce a framework for the usability evaluation of 

collaborative 3D virtual environments based on a large-scale usability study of a mixed-

modality collaborative VR system. We first review previous literature about important 

usability issues related to collaborative 3D virtual environments, supplemented with our 

research in which we conducted 122 interviews after participants solved a collaborative 

virtual reality task. Then, building on the literature review and our results, we extend 
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on the causes of the problems, we grouped them into three main categories: VR 

environment-, device interaction-, and task-specific problems. The framework can be used 

to guide the usability evaluation of collaborative VR environments. 
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1 Introduction 

Virtual reality (VR) research has several decades of history, although interest in 
this area varied over time. The Gartner hype cycle for emerging technologies 
shows the process a new technology has to go through to become widely popular 
[22]. These new information technologies have reached a higher level of 
complexity which requires introducing novel approaches, such as cognitive 
infocommunications (CogInfoCom) [1]. In the terms of the Gartner hype cycle 
VR is now in the “Slope of enlightenment” phase. This phase signifies that a 
particular technology has successfully gone through the “Trough of 
disillusionment” phase and now it is becoming more and more clear in what 
aspects of life virtual reality is useful. The real life usage of virtual reality 
environments and devices is more and more widespread [2] [3] [5] [6] [8] [16] 
[17]. As virtual reality products are becoming available for the consumer market 
and the user base is expanding, it is especially important that these devices are 
easy to learn and natural to use. What level of cognitive compatibility is reached 
between the user and the system, how users interact with the VR environment, 
what their difficulties are in different situations and how these problems can be 
solved are enormous challenges. For these reasons, it is essential to examine the 
usability of virtual reality environments. 

Bowman defines usability in virtual reality as “the characteristics of an artifact 
(usually a device, interaction, technique or complete UI - User Interface) that 
affect the user’s use of that artifact” [4]. Providing a set of usability goals helps 
both designers and evaluators of technology to guide the interaction design of 
these tools. The goal of this paper is to provide a framework of usability goals for 
Collaborative Virtual Environments (CVEs). 

We will first review related research examining usability studies and goals of VR 
technologies, and then present an expanded usability framework for CVEs based 
on a usability study of one particular CVE. 

2 Related Research 

While virtual reality has been well studied, the characteristics of collaboration in 
these environments and the ways in which usability can enhance it is a relatively 
new research area. One reason for this may be the immaturity of the technology; 
collaborative virtual environments (CVEs) are relatively young, which means they 
suffer from usability issues [26]. Despite this there have been a number of 
attempts to define usability problems within these environments. Next, we provide 
an overview of these. 
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2.1 Usability Problems in Collaborative Virtual Environments 

From the overview of the literature we can see that the most serious usability 
issues of collaborative virtual environments are: 1) navigation and manipulation 
problems, 2) technical problems (both UI and input devices), 3) visual awareness 
and visibility problems, and 4) learnability problems. 

2.1.1 Navigation and Manipulation 

Navigation and manipulation are the most important activities users have to carry 
out in a virtual space. Navigation allows users to move around and manipulation 
makes interaction with virtual objects possible. Without these two functions users 
are not able to interact with the spaces. Several usability problems occurred 
related to navigation and manipulation in different collaborative virtual 
environments. Participants found both moving around in the environment and 
moving objects in the environment difficult. Spatial navigation problems were 
reported in a collaborative virtual environment both in immersive spaces [32] and 
in desktop-based interaction with virtual environments [12] [33] [31]. Typical 
problems included the inability to reach a desired location [32], becoming 
disoriented [12], and inability to move or aimlessly moving about the space [33]. 
Manipulation problems also occurred in both immersive [32], desktop and HMD 
settings [11]. Grabbing and moving objects was often not well supported and 
difficult for participants. Navigation and manipulation problems are complex 
because they can be caused by several factors like input devices, the environment 
itself (HMD, CAVE or desktop interface), learnability and personality factors. As 
these functions are crucial to the use of virtual environments, they are important to 
mitigate. 

2.1.2 Technical Problems Impacting Usability 

The immaturity of VR systems often leads to serious technical problems, which 
make collaboration impossible. Less serious problems can cause breakdowns in 
verbal communication when participants cannot hear each other which makes 
collaboration impossible [32] [21]. Another important area of technical problems 
is that of lags and delays, which can also make communication and collaboration 
difficult [32] Input devices also often caused technical problems, in some cases 
they were unreliable and stopped working on occasion, in other cases they were 
bulky and heavy and difficult to use [12]. The frequency of technical problems 
confirms Schroeder’s statement [26] that collaborative virtual reality technology 
was not yet mature enough at the time of these studies to prevent serious technical 
problems. While it is expected that technical problems will lead to usability issues, 
it is important to highlight how the immaturity of CVEs present ongoing 
difficulties for users. 
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2.1.3 Visual Awareness and Visibility Problems 

Visual awareness and visibility problems also made collaboration and 
communication difficult. Visual awareness constitutes the ability to see 
collaborators, including facial expressions, gestures, and movements. When these 
are not visible to collaborators, communication and collaboration can break down 
[31]. Similarly Tromp et al. [32] reported that because the lack of facial 
expressions and body language, participants were sometimes confused about 
whose turn it was to talk. Phatic communication (beginning and ending of 
conversation) was really hard for participants in this environment. Better visual 
awareness and high quality audio should help alleviate these problems. When 
gestures cannot be seen from the partner’s point of view, participants replaced the 
gestures with verbal communication [13]. Tromp also stated that participants 
supplemented physical actions with verbal descriptions because working together 
on a distant object was difficult [32]. In addition to the visibility of gestures, other 
visibility problems occurred: in some cases, the poor visibility of objects caused 
problems [13]. In another case, avatars obscured the partner’s view of the 
environment [32]. Visibility problems are also linked to navigation. If the user can 
easily move around the space, they can try different views of an object. However, 
if navigation is limited visibility problems can become serious as well. 

2.1.4 Learnability Problems 

Learning how to navigate and manage the virtual environment is not easy. In 
Heldal’s [12] and also in Tromp’s study [32] participants reported that it was 
difficult and confusing for users to learn how to control the system with a 
keyboard and a mouse. In Heldal’s study [12] participants did not manage to learn 
to avoid using the non-tracked hand to point or for other actions. In general, 
mapping navigation and manipulation functions to various devices usually not 
designed for immersive spaces makes learning the interaction methods difficult. 
There are contradictory results about how usability affects collaboration. 
Sometimes, despite serious usability issues, participants managed to collaborate 
effectively and reported that, although they noticed the problems they did not care 
about them [32]. In other cases collaboration was seriously affected by the 
usability problems of the virtual environments [31]. Fixing usability issues should 
still be a priority even though other factors seem to influence the success of the 
interaction. 

2.2 Presence and Copresence as Usability Factors in Virtual 

Environments 

Presence is the participant’s sense of being there in the virtual environment [27] 
and copresence is the feeling of being there together [25] [26], a sense of others in 
the same place. Different theories consider different aspects of presence and 
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copresence important. In his article, Schroeder [26] emphasizes that presence is a 
sensory experience, mainly auditory and visual and sometimes haptic. Sas and 
O’hare [24] argue that presence is determined by technological factors (“visual 
display characteristics such as image quality, image size, viewing distance, visual 
angle, motion, color, dimensionality, camera techniques; aural presentation 
characteristics like frequency range, dynamic range, signal-to-noise ratio, high-
quality audio, and dimensionality such as 3D sound”) and human factors 
(empathy, absorption, creative imagination, willingness to experience presence). It 
is also important to note that a key factor of copresence is mutual awareness of 
others and their actions according to Kohonen-Aho [15]. Thus, presence and 
copresence are experienced by the user based on various features of the virtual 
environment and mediated by the user’s characteristics. The common factor in 
these definitions is that they all highlight the importance of the sensory realism of 
the virtual environment. Presence is factor of the quality/reality of a virtual reality 
environment [29]. The design solutions which aim is to enhance the feeling of 
presence and copresence of participants in virtual environments mainly include 
designing as real-like environments as possible and providing sensory realism. 

Bowman [4] and Heeter [9] state that presence should be considered a usability 
factor when designing or evaluating a virtual reality environment. Bowman [4] 
argues that when evaluating the usability of 3D user interfaces, measuring 
phenomena like presence and cybersickness is important because these are also 
part of the user experience of the interface. In their article, Shim & Kim [28] go 
even further and suggest the idea of presence-driven VR development research, 
which aims to maximize presence in a given VR environment by manipulating 
different presence factors (like field of view and simulation level of detail) in a 
cost-effective way. Heeter [9] also suggests that developers and researchers should 
keep presence in mind when designing a virtual environment with thinking 
through several questions concerning the goals of presence, such disturbing 
factors in the environment which weaken or destroy the presence feeling of the 
participant. 

The degree to which the user feels present in the environment marks the success 
of the environment. Usability problems will decrease the feeling of being present. 
If the user has to struggle with using the environment, s/he will not be able to 
experience the “reality” of the artificial environment. Thus, usability problems 
have a crucial role in the success of an immersive VR environment. Moreover, we 
also believe that in a collaborative setting the question of copresence is just as 
important as presence, which makes the problem even more complex. Thus, 
presence and copresence should be considered goals when designing VR 
environments and should be examined when evaluating the usability of these 
environments. 
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2.3 Stanney’s Framework to Categorize Human Factors in VR 

Stanney [30] summarizes the most important human factors, that influence VR 
environment usage and performance in VR. These five factors contain: task 
characteristics, user characteristics, multi-modal interaction, health and safety 
issues, and the possible importance of new design metaphors. First, according to 
Stanney, the characteristics of the VR task determines the participant’s 
performance. Some tasks are more suitable for a VR environment for example 
tasks that are related to information integration. Stanney states that the task 
characteristics is a key factor because it directly influences performance. Second, 
Stanney argues that there are three main user characteristics that influence 
performance in virtual reality. These are: level of experience, spatial abilities, and 
human sensory and physiology, which can highly influence several concepts 
related to task performance, e.g. learnability and effectiveness. Third, one of the 
main strengths of VR is the possibility of multi-modal interaction and that is the 
one which has the most difficult technical issues. Fourth, Stanney emphasises the 
need for new design metaphors in VR, and thinks that it is pointless that we have 
new technology and devices with old metaphors. Finally, the author highlights that 
VR usage can cause health and safety problems, like cybersickness, which can 
influence the usability of VR. “Cybersickness (CS) is a form of motion sickness 
that occurs as a result of exposure to VEs.” 

We chose Stanney’s factors to be a framework for our research because we think 
with the help of these factors we can cover the complexity of usability problems in 
our collaborative virtual environment. 

3 Method 

3.1 Study Design 

To investigate collaborative information seeking in a heterogeneous virtual 
environment, we designed a scenario that tasked the two participants in each 
session to work together to arrange a fictional two-day tour for American students 
visiting Budapest, Hungary. They were given the following instructions: 

“Create a holiday plan for two days for an American student group. Make sure to 
include in your plan a trip to a bath and a ruin pub. Also, both days should end at a 
club. Suggest places for lunch and dinner for both days; they receive breakfast at 
their hotel. Try to fill both days with classic tourist attractions. Create a plan that 
is varied, yet manageable. Display the final plan in the table located on the front 
wall.” 
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The task and the environment were analogous to a real-life situation in which 
travelers plan a trip from a tourist office. The environment contained posters on 
the walls promoting local tourist sites, restaurants and bars, a map to help 
participants identify the location of these objects, a jointly-editable timetable to 
plan the trip, digital post-it notes for working notes, and decorative items (e.g., 
tables, window, plants). The task was considered complete when the schedule for 
both days was finalized. 

One of the two participants was in an immersive virtual reality CAVE while the 
other participant navigated the same space on a 2D display on a desktop computer. 
(Fig. 1) Both participants worked in the same virtual room with posters, a map, a 
jointly editable schedule document, and decorative objects, as described above. 
(Fig. 2) Both participants had access to the same functionality (navigating around 
the space, moving objects, typing in the editable schedule, highlighting objects, 
and writing on sticky notes). However, the functions were mapped to different 
hardware input devices, as afforded by the different environments. 

Immediately following completion of the task, participants were interviewed 
about their experiences with virtual reality more generally and with collaboration 
in a virtual environment. They were also asked to complete a mental rotation 
exercise, a demographic and gaming/virtual reality experience questionnaire, an 
assessment of the collaboration quality and the usability of the space, and their 
familiarity with Budapest and the locations represented in the posters. 

Participants were represented by avatars consisting of a head and an arm. The 
head included a face helping to indicate which way a participant was facing. The 
face served as a way for participants to infer where someone was looking and 
what they were seeing from their perspective. One participant accessed the virtual 
environment while fully immersed in a CAVE, while the other accessed it from a 
desktop. Participants were randomly assigned to each mode of interaction. 
Participants could communicate with one another via headsets connected to 
Skype. Participants did not know one another prior to the experiment. They were 
not given a time limit to complete the task; each session, therefore, lasted 
anywhere from 15 to 50 minutes. 

Prior to beginning the task, participants were jointly trained on how to use the 
system. This training served not only to teach them how to use the equipment and 
to familiarize them with the user interface, but also to establish a relationship with 
their partner. They were asked to introduce themselves to their partner and shake 
their virtual hand. Thus, the process of building common ground started the 
moment they introduced themselves. Following this, they were instructed to take a 
poster off the wall and move it to another location in the environment that they 
believed their partner could see. Next, they were asked to put a note next to the 
poster they had moved and to write something on it. At the end of each activity, 
the collaborative partner was asked to provide feedback. Once all activities were 
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completed, the participant was asked to return the environment to its default 
setting. The researcher then read the participants the instructions, outlined above. 

 

 
Figure 1 

The virtual environment: CAVE (left), Desktop (right) 

3.2 Environment 

As VR software engine, we applied the Virtual Collaboration Arena (VirCA) [8]. 

Both participants worked in the above mentioned 3x3 m virtual room, displayed in 
two fundamentally different ways (Fig. 1). 

Participants in the CAVE worked in a 3x3 m real area surrounded by three 
projected walls creating a highly immersive experience. They wore INFITEC 
(Wavelength Multiplex Technology 3D) glasses to see the stereoscopic view, and 
a headphone with a microphone to communicate with their partner through Skype. 
On the glasses, a head tracker was also mounted. Depending on the research 
phase, a wireless, palm sized keyboard and trackpad controller or traditional 
keyboard and mouse were used to navigate the space and interact with the virtual 
objects (Table 1). When typing, CAVE participants had to first enter the editing 
surface with the controller and then use the small mobile keyboard to type. CAVE 
participants could walk around in the early stage of the research and were seated 
in later stages. 

The desktop participants were seated at a personal computer equipped with a 
Tobii eyetracking monitor. They viewed the 3D space on the 2D monitor in a 
fashion similar to viewing a virtual world like Second Life and navigated through 
the space using the regular keyboard and the mouse. They wore a headphone with 
a microphone to communicate with their partner through Skype. Both participants 
were represented by an avatar (one blue, one red), consisting of a head and an 
arm. 
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Table 1 

The description of each research phase 

Phase No. of 
Participants 

CAVE Environment Desktop Environment 

1 40 (20 pairs) -participants could walk in the 
environment 

-manipulation: wireless, palm 
sized keyboard and trackpad 

controller 

-participants were seated in 
front of a desktop computer 

-manipulation: keyboard 
and mouse 

2 42 (21 pairs) -participants were seated 
-manipulation: keyboard, 

mouse 
3 40 (20 pairs) 

3.3 Participants and Phases of the Research 

Participants consisted of 61 pairs of Hungarian university students (58% male). 
They ranged in age from 18 to 30, with a median age of 22.58 years. They were 
recruited by email and given a 3000 HUF mall voucher (approximately 11 USD) 
for their participation. In later stages, compensation was increased to account for 
the increased duration of the experiment. 

The 61 pairs of participants took part in three phases of the study. The three 
phases are listed below with a summary of the phases and demonstrated in Table 
1. While there were small changes between the phases to improve the design of 
the space, the task, and the research goals stayed the same. 

3.4 Analysis 

Data for this paper are from the post-experiment interviews. Interviews were 
recorded and transcribed in Hungarian. The coding system was developed and 
refined though several iterative coding phases. We built on Stanney’s framework 
[30] when developing the framework. First, in several group discussions our 
research group defined the codes and the unit of analysis: utterance. Second, two 
Hungarian native speakers among the researchers coded the interviews. They used 
the Atlas.ti.6 software to perform content-analysis. The coding scheme was then 
refined in a group discussion based on the two coder’s experience. This resulted in 
the identification of 12 codes, a code for each identified usability issue. Third, one 
native Hungarian speaker analyzed the interviews based on the final coding 
scheme. During a fourth and final coding pass these were divided into three board 
categories: (1) VR environment, (2) Device interaction, and (3) Task specific. We 
then selectively translated representative quotes to English for this paper. 
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4 Results 

In this section we are going to introduce a framework of usability goals based on 
an evaluation of our collaborative virtual environment. We identified twelve 
usability themes and we grouped them into three categories based on the 
underlying context of the usability problem: VR environment, device interaction 
and task specific problems (Table 2). For each usability theme we describe the 
theme and why it is important for CVEs and then present examples from the 
usability study of our system. We used Stanney’s framework [30] to develop our 
initial coding system and we expanded this to include usability goals related to 
collaboration. 

Table 2 

Usability themes grouped by the underlying context 

VR Environment Device interaction Task-specific 
Visibility Device usability Findability 

Depth perception  Learnability Informativeness 

Consistency of views  Usefulness 

Presence   

Copresence   

Physical metaphor   

Simulator sickness   

4.1 VR Environment 

4.1.1 Visibility 

Visibility refers to the physical visibility of the virtual environment and various 
elements of the space. Problems related to the users’ ability to see the virtual 
environment and the quality of the images can ruin the user experience, as it takes 
extra effort from the user to use the system [7]. We collected responses regarding 
visibility through the interviews. Analysis of video recordings of the interactions 
can also help identify visibility problems. As Sas and O’Hare [24] stated the 
higher the graphical resolution, the more realistic the image and thus the more 
successful the virtual reality space, because of the higher presence feeling of the 
participants. That is why it is important to explore and examine these problems. 

Most of the visibility problems in this space were related to the resolution and the 
fact that the participants could not read or make out details of text and images 
because of the low resolution of the displays. Resolution issues emerged both with 
the posters and the editable document. 

It would be great if I could read the posters without zooming. (Phase 3/ Desktop) 
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The 3D glasses also interfered with seeing the physical keyboard the participants 
used to type. This exemplifies the problems of working with physical interaction 
hardware when wearing 3D glasses or a head-mounted display. 

I couldn’t see the keyboard because of the 3D glasses. (Phase 1/Cave) 

4.1.2 Depth Perception and Depth Control 

This theme describes participants’ problems with the perception of depth in the 
VR environment and with controlling the movement of objects. In the interviews 
they reported that the main cause of the problems was the lack of smooth 
scrolling: the mapping between the mouse scrollwheel movement and the 
movement in the virtual space was unnatural. A small movement on the mouse 
scrollwheel resulted in a long and sudden jump in the virtual space. 

I had to scroll with the mouse to control the arm, but the scrolling was not 

smooth. (Phase 1/Cave) 

Sometimes it was difficult to grab the posters. My arm reached through them, and 

I had to scroll back. (Phase 2/Desktop) 

The consequence of impaired depth perception was that participants found it 
difficult to grab posters and put posters into the timetable 

4.1.3 Consistency of Views (Awareness) 

In collaborative systems the consistency of view between two participants is very 
important in supporting collaboration. Consistency of views refers to perceiving 
what the other person is looking at. Participants wanted to know where the other 
person was looking and this joint visual attention was necessary for the 
collaboration to work smoothly. This was facilitated by the limited avatar of the 
other person: the head and the arm. Looking at where the head and the arm were 
pointing helped participants know where their collaborators were looking. When 
this was not sufficient or not working properly, participants supplemented with 
verbal descriptions. 

I saw that virtual hand, and I could conclude what my partner was doing from the 

position of it. (Phase 1/ Cave) 

I could see his/her hand and head, and s/he also told me what s/he was doing. 

(Phase 1/Desktop) 

However, for some of our participants this was not enough. Several participants 
mentioned that seeing the head and the hand was not enough, gaze and other non-
verbal cues would have helped a lot. 

It was difficult… It was disturbing, that we gave little feedback on our partner’s 
actions, and I couldn’t see his/her eyes…(Phase 1/ Cave) 
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To address this problem, in some cases, one of the partners verbally described 
where s/he was looking. 

4.1.4 Presence 

Presence is a very important usability goal for virtual environments. During the 
interview we asked participants to rate how much they felt that they were in the 
virtual environment on a scale of 0 to 100. 

Our previous results show that participants felt more present in the Cave setting 
than in the Desktop setting in all three phases. 

Table 3 
Participants’ mean score of presence feeling in each phases 

 Phase 1 Phase 2 Phase 3 
Cave mean score 

(standard deviation) 
76.6 

(22.56) 
72.12 

(17.49) 
70.32 

(22.93) 

Desktop mean score 
(standard deviation) 

59.2 
(19.68) 

63.95 
(23.17) 

61.31 
(25.81) 

Two main factors seem to have influenced the feeling of presence in our space. 
First, four participants commented on the quality of the virtual environment: the 
resolution of the graphics and the usability of the interaction. Second, four 
participants mentioned that engagement with the task influenced their feeling of 
presence. These factors reflect Sas and O’Hare’s [24] original classification of 
factors. 

The resolution of the 3D VR environment was not good enough (lifelike) for 
participants and for some of them the control of the system was difficult and 
decreased the feeling of being present. 

I would say 75, because the graphics of the room was not as realistic as it would 

be possible... (Phase 3/Cave) 

Participants also reported that the more they were engaged with the task, the more 
present they felt in the space. As the next participant described this: 

I would say 60-70, because it is a desktop, but I felt present. I think it is like 

gaming, if you really concentrate on the game, you’ll feel like you are being there. 
(Phase 1/ Desktop) 

There was another factor that disturbed the feeling of presence: participants 
reported that sometimes they were too aware of being in an artificial VR cave, so 
they couldn’t feel present. 

I would say 70, but I was aware of that it was not a real environment. (Phase 

1/Cave) 
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4.1.5 Copresence 

The feeling of co-presence is the participants’ subjective feeling of the other 
participant was there/ awareness. In the interview participants were asked to report 
their feeling of co-presences on a scale of 0 to 100 (Table 4). Participants felt their 
partner more copresent in the Desktop setting than in the Cave setting in all three 
phases. This result is the opposite of the presence result. We think that this is 
because the participants correlate their experience (feeling of copresence of the 
partner) to their presence experience. As Cave participants felt more present, 
correlated to these high values they felt their partner less present. This is also the 
case for Desktop participants, just in the opposite way. 

Participants reported that the following two factors helped the feeling of 
copresence the most: hearing the other participant’s voice and seeing his/her 
avatar’s hand. They also reported that collaboration itself made them feel that the 
other participant was there. 

Table 4 
Participants’ mean score of copresence feeling in each phases 

 Phase 1 Phase 2 Phase 3 
Cave mean score 

(standard deviation) 
54.6 

(28.13) 
65.8 

(22.56) 
69.2 

(25.01) 

Desktop mean score 
(standard deviation) 

63.5 
(24.07) 

69.8 
(24.67) 

71.6 
(18.48) 

I saw the other participant, and it might sound stupid, but I felt that s/he was there 

from how s/he talked and what s/he said. (Phase 1/Desktop) 

But in some cases these two things were not enough, and participants didn’t feel 
the copresence of the other. 

Sometimes I just saw that a head or a hand go before me. (Phase 1/Cave) 

4.1.6 Physical Metaphor 

Metaphors are “understanding and experiencing one kind of thing in terms of 
another” (Lakoff and Johnson in [10]). The most important role of metaphors in 
HCI (Human Computer Interaction) is “to transfer knowledge from a source 
domain (familiar area) to a target domain (unfamiliar area) [10]. 

In his article Stanney [30] states that in virtual reality new metaphors are needed 
because metaphors transferred from older forms of technology can have strong 
limitations. 

Participants reported several issues which confused them because of their 
expectations of how the VR space would work based on the physical metaphor of 
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a room - that in the VR environment the same rules would be valid as in the real 
world. They reported these in the interviews. 

First in phase 1, it was unusual to “write on the wall” (write in an editable 
document on the wall). 

It is really strange to write on the wall into a word document. (Phase 1/ Cave) 

Second, it was possible to reach through things in the VR environment. It was 
possible to reach through a poster (and as a consequence difficult to grab it) and 
reach through the wall (as a consequence put a poster behind the wall). Besides, it 
was also possible to go through the partner’s avatar, which was “creepy” 
according to the participants’ opinions. 

It was a bit difficult that I could put the poster behind the wall, I mean the system 

didn’t put it automatically on the wall. Instead I could reach through the wall. 

(Phase 3/Desktop) 

In addition, participants reported that posters didn’t fit exactly in the schedule 
table and they could hover in the VR environment, which was also surprising. 

I might place the posters in the schedule in a wrong way, or the posters didn’t fit 
perfectly in the schedule. (Phase 2/Cave) 

While using a familiar physical metaphor can help users interact with new 
technologies, metaphors can also confuse users when the technology breaks the 
rules of the physical metaphor. Choosing a metaphor carefully and evaluating it to 
understand how users interpret it is crucial when designing VR environments. 

4.1.7 Simulator Sickness 

Simulator sickness is an important aspect of virtual reality usability as it can not 
only ruin the user experience but make the use of a VR environment impossible 
for some users. Fortunately, in our experiment participants reported simulator 
sickness in only a few cases. Most utterances (18/22) are from the Cave 
participants’ interviews. The typical symptoms were just mild discomfort, like the 
tiredness of the eyes, pain in the eyes, dizziness and headache (after taking off the 
3D glasses). 

My eyes are tired, no dizziness, it was just a bit tiring for my eyes.  (Phase 2/Cave) 

It is important that simulator sickness can become a serious problem for users 
[18]. So designers should consider these results when designing a virtual reality 
environment for different users. 
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4.2 Usability Dimensions Related to Device Interaction 

4.2.1 Device Usability 

Finding the appropriate interactive input and output devices and mappings for 
interaction with VR environments is a difficult challenge for both navigating 
through the space and interacting with objects. The user moves through the space 
via interacting with an input device instead of physically moving their body and 
grabs and manipulates objects through the same or a different input device. To 
find the appropriate device and interaction method for these complex actions is a 
challenge for design. 

Several usability problems occurred related to different input devices, in most 
cases the keyboard and the mouse, but there were also some issues related to the 
3D glasses in our environment. In phase 1 the Cave participants reported that the 
keyboard and the keyboard buttons were too small, and it was difficult to type as a 
result of it. In addition, the keyboard was not sensitive enough. 

Typing, and using the small keys of the keyboard of this device was difficult. 

Sometimes it was not sensitive enough, which was also a problem. (Phase /Cave) 

In addition, for Desktop participants it was difficult to control the system with a 
mouse. 

After FPS* (*First Person Shooting) ...it was strange to get used to the 

coordination (with the mouse). (Phase 2/Desktop) 

In phases 2&3 it was difficult to see the keyboard because the 3D glasses covered 
a lot from the field of view. 

I couldn’t see the keyboard because of the 3D glasses. (Phase 1/Cave) 

4.2.2 Learnability and Memorability 

Learnability and memorability are central concepts of usability and are closely 
linked to how natural a system is to use. Learnability describes how easily and 
quickly users can learn to use a system while memorability describes how well 
users can recall this knowledge later. As described in the previous sections, 
understanding and operating VR environments is challenging and the more natural 
the interactions can be, the faster users can learn it and the longer they will 
remember it. Learnability of the system control has a key role because before a 
participant can fully use a system and collaborate with the partner, s/he needs to 
learn how to use it. In our study participants were allowed a time period to learn to 
use the system. 

The majority of our participants agreed that while interaction was first awkward 
and took some time to learn, after some practice the interaction became more 
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natural. As VR environments are complex systems in terms of interaction, users 
should always be given an opportunity to learn and practice on the system. 

At the beginning coordination was difficult, then it became easier. It is like driving 

a car, first you have to think before every action, then it becomes a routine. 

(Phase 1/ Cave) 

4.3 Task Specific Usability Factors 

The usability goals described so far can be applied to most CVEs. This section, 
however, describes usability goals that are specific to the user tasks each CVE 
supports. With the exception of usefulness and utility, the usability goals of our 
environment were related to supporting the information seeking and sharing goals. 

4.3.1 Findability 

The goal of our system was to provide textual and graphical information to users 
to solve information problems. Thus the layout of this information in the space 
was an important factor. The posters were laid out on the left wall in topical 
groups, the middle wall included the schedule and the map, as shown in Figure 2. 

 

Figure 2 

The layout of information in the VR environment 

Finding information to solve a task was essential for participants to be successful. 
Thus findability of information was an important task-related usability factor for 
our study. In our experiment participants mentioned two main factors that 
influenced the findability of information in the virtual environment: the position of 
the posters and the icons on the posters. 
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The position of the posters divided the participants’ opinions: some of them said, 
that the themed position of the posters helped - it means that posters of the same 
category, e.g. restaurants, party places, sightseeing events were grouped together 
on the walls of the VR room. 

I think this system is transparent...The posters position in the environment is good, 

they are easy to find.( Phase 2/Desktop) 

In contrast, some participants found the environment crowded, and told us that it 
was difficult to find the posters and keep everything in mind. In addition, they also 
found it difficult to handle three walls of information at the same time. 

It was difficult to watch three walls at once, and search for things. (Phase 3/ 

Desktop) 

Furthermore, participants mentioned that the icons on the posters and the map 
helped them a lot. There were 4 kinds of icons on the posters: star for sightseeing 
possibilities, fork&knife for restaurants, wave for baths, note for music/party 
places. But, some participants found it difficult to interpret the icons on the map 
and to find the location of the posters on the map with the help of the icons. 

I don’t know why, it might be the colour, or the icons, but it was difficult for me to 

interpret the map. (Phase 1/Cave) 

I think the meaning of the icons on the map were clear. (Phase 2/ Cave) 

In future research it will be interesting to examine what factors influence users’ 
preferences for the layout of information in 3D virtual spaces. 

4.3.2 Informativeness 

Another task-related usability goal in our study was informativeness, or the right 
amount of information that leads to success. According to our participants’ 
feedback, the posters and the map were informative enough to solve the task. The 
icons on the posters and the map helped a lot, but sometimes their meaning were 
not clear (3 no5 posters with different colours). 

I loved the icons. The star meant sightseeing and I think posters with fork&spoon 

icon were restaurants... (Phase 1/Cave) 

Participants said that more information would be helpful on some posters, e.g. the 
price of the tickets, what to expect in a place (music, food). 

Some of the posters didn’t tell much information about what to expect at that 

place. (Phase 3/ Cave) 

As with the layout of the information, the amount and access to the information 
can be further examined in future research. 
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4.3.3 Usefulness 

While the layout and the amount of information above address the usability of the 
information in the space, this factor discusses the usefulness of features, whether 
the features included in the system serve user goals. While the terminology for 
describing this concept in the usability literature is somewhat mixed, we will use 
Nielsen’s [20] definition of utility: “whether it provides the features you need” or 
not. In their book Rubin and Chisnell [23] refer to the same concept using 
different terms and define usability and usefulness as: Usability is: “when a 
product or service is truly usable, the user can do what he or she wants to do the 
way he or she expects to be able to do it, without hindrance, hesitation, or 
questions.” ([23] p. 4). “Usefulness concerns the degree to which a product 
enables a user to achieve his or her goals, and is an assessment of the user’s 
willingness to use the product at all ([23] p. 4) 

The utility/usefulness factor refers to the value judgment of a function (according 
to the participants if it is useful or not). 276 utterances belong to this factor, 67% 
of them are negative. Negative utterances are functions which participants didn’t 
find useful during task-solving. In this case, the functions are the items of the 
virtual environment which were designed to help the participants to solve the task. 
While we collected this data through interviews, we also asked participants to 
evaluate the utility of these features through a survey instrument. In our study the 
following items were evaluated: the map, the posters, the highlight function, and 
the notes. 

72% of the participants found the map useful, except those who had a broad 
knowledge of Budapest. The same is true for the posters, they were useful, but 
sometimes (32%) just for giving ideas. 88% of the participants did not find the 
highlight function useful, because it was not natural and took extra time to use, so 
it is not surprising that sometimes they even forgot about it. Besides, they knew 
what aspect of the virtual reality they were talking about because they 
continuously communicated verbally via Skype. In some cases, they just drew the 
attention of their partner to something just by pointing at it or putting it in the 
middle of the room. 87% of the participants did not like to use the notes, either, 
except for adding extra events. They said the task was not that difficult, they 
didn’t have to remember things and it didn’t take that long that it would be useful 
to use on notes. Besides, as written above, participants communicated via Skype, 
so the notes were not useful for communication, either. 

The map and the posters are easy to use… I liked them because they were 
colourful and raise awareness (Phase 2/Desktop) 

We could perfectly solve the task by talking...we didn’t use highlight, instead we 
put things forward (in the field of view of the partner) (Phase 2/Cave) 

Because talking was faster than typing (Phase 1/Desktop) 
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Examining the utility of the task-related elements of the environment is crucial in 
creating a system that will help achieve users’ goals. These factors will be 
different for each VR environment but should be included among the design goals 
and usability evaluation of the system. 

Discussion & Conclusions 

In this paper we presented a framework of usability goals for collaborative virtual 
environments based on a review of the literature and a usability study of a CVE. 
We used Stanney’s [30] framework as a starting point and we transformed it based 
on our qualitative data from user interviews. We identified twelve usability goals 
grouped in three main categories, based on the previous literature about 
collaborative virtual environments’, Stanney’s framework and our results. 

Stanney defines five main issues one has to have in mind when designing a virtual 
reality environment: task characteristics, user characteristics, multi-modal 
interaction, new design metaphors and health and safety issues. Stanney stated that 
these issues are important in all kinds of virtual environments, so this framework 
is highly generalizable. In our paper we refined and expanded Stanney’s 
framework to be able to cover all important design aspects of collaborative virtual 
environments: our category of “Device interaction” expands Stanney’s category of 
“Multimodal interaction”, and “VR environment” expands “New design 
metaphors”. Previous research about usability problems in collaborative virtual 
environments also confirm our results. Usability problems in the areas of 
learnability [12] [32] visibility [11] [13] [32] awareness [31] [13] [32] device 
usability [12] and simulator sickness [19] were typical usability problems in 
several collaborative virtual reality environments. However, no comprehensive 
usability framework was described in these studies. 

Collaborative virtual environments (CVE) pose special challenges for designers. 
In addition to accommodating user needs for single-user virtual environments, 
CVEs require tools to support awareness of others’ actions, the feeling of co-
presence, and collaboration. This paper presented an expanded usability 
framework for CVEs based on a review of the literature and a usability study of 
one specific CVE. In future research we will continue the formalization of the 
framework, we will integrate usability goals from other collaborative systems, and 
assess the usefulness of our framework in the design and evaluation of CVEs. For 
our future experiments, we plan to use the successor of the VirCA system applied 
now: the MaxWhere VR platform [3] [5] [6] [14] [16] promises new prospects. 
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Abstract: The paper presents three Gain-Scheduling Control (GS-C) design procedures 

starting with classical Proportional-Integral (PI) controllers, resulting in PI-GS-C 

structures for positioning control of a Magnetic Levitation System (MLS) with two 

laboratory electromagnets. The nonlinear mathematical model of the MLS is first 

linearized at seven operating points and next stabilized by a state feedback control 

structure. Three PI-GS-C structures, namely as Lagrange, Cauchy and Switching GS 

versions, are next designed in order to ensure zero steady-state control error and the 

switching between PI controllers. All control solutions are validated by real-time 

experiments. 

Keywords: Gain-Scheduling Control; magnetic levitation systems; Proportional-Integral 

control; real-time experiments 

1 Introduction 

One of the topics of Cognitive Info-Communications is dealing with Cognitive 
Control [1-5]. Cognitive Control is defined as [6]: “Cognitive control theory is an 
interdisciplinary branch of engineering, mathematics, informatics, control theory 
and the cognitive/social sciences. It deals with the dynamics of individual and/or 
collective cognitive phenomena. The theories and methodologies of Cognitive 
Control give control theoretical interpretations of such dynamics in order to 
explain and control cognitive phenomena, as well as to apply them in system 
control design, without necessary distinguishing between biological and artificial 
aspects.” 
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The paper focuses on a Magnetic Levitation System with a Two Electromagnets 
(MLS) positioning problem that is a kind of general description of a special type 
of object balancing. The paper would like to introduce MLS to this 
multidisciplinary cognitive control field to find synergies between this generic 
description and various different models emerging in kinematics and various 
cognitive control methods of humans. The MLS model includes complex natural 
behaviours that seem to be close to a wide class of balancing process in cognitive 
control. The opposite way is also important, when cognitive models are used in 
the control design of such balancing and positioning problems [7]. The paper 
proposes solutions to the MLS positioning problem in a way that they are general 
enough to apply for a wider class of the variations of MLS to have better matching 
to cognitive control. 

Several classical and modern control solutions have been proposed to solve the 
MLS positioning problem including the recent ones: Proportional-Integral (PI)-
based solutions are presented in [8-11], fuzzy and adaptive control solutions are 
given in [12-14] with rather general applicability and comparisons, and predictive 
control solutions are reported in [15-17]. 

Due to the fact that the linear controllers can work only in some neighbourhood of 
a single operating point, the Gain-Scheduling (GS) technique is one of the most 
common used controller design approaches for nonlinear systems. GS is popular 
nowadays in many engineering applications because the scheduling variable 
should “vary slowly” and “capture the plant’s nonlinearities” [18-20]. Some of the 
current approaches to GS are pointed out as follows: an analysis of two and three 
types of GS control (as Linear Parameter-Varying (LPV) plant scheduling on 
exogenous parameters, LPV plant scheduling on reference trajectory and LPV 
plant scheduling on plant output) for nonlinear systems and the conditions which 
guarantee the stability, robustness and performance of the overall gain-scheduled 
design are given in [19] and [20]; two GS control design procedures, which are 
supported by Lyapunov’s stability theory, are suggested in [21], they guarantee 
parameter dependent quadratic stability at a certain cost; fuzzy-based GS of exact 
feed-forward linearization control and sliding mode controllers for magnetic ball 
levitation system are proposed in [13]. A high gain adaptive output feedback 
control to a magnetic levitation system is discussed in [22]. A Proportional-
Integral Gain-Scheduling Control (PI-GS-C) system for second-order LPV 
systems, which excludes time varying delay and uses a Smith predictor, is given in 
[23]. Assuming an equilibrium manifold linearization model, a GS control method 
for nonlinear shock motion is proposed in [24]. A GS controller is designed in 
[18] on the basis of an LPV system using Lyapunov’s stability theory. GS deals in 
[25] and [26] with the adaptation of gains of a robust evolving cloud-based 
controller (RECCo) designed for a class of nonlinear processes; the robust 
modification of the adaptive laws and the performance analysis are introduced. A 
practical implementation of RECCo with normalized data space for a heat-
exchanger plant is reported in [27]. Other interesting adaptive GS control 
techniques for real practical applications are given in [28-31]. 
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This paper treats the design and real-time validation of the following control 
solutions which are able to carry out the position control of the magnetic sphere 
that belongs to MLS [32]. First of all a state feedback control solution and a 
control solution (CS) based on PI controllers are designed for each operating point 
in order to stabilize and to ensure the zero steady-state control error by applying 
the control signal only to the top electromagnet. The control signal applied to the 
bottom electromagnet is neglected because it is considered also as an exogenous 
disturbance. The new contribution of this paper with respect to the state-of-the-art 
is the real-time application of three GS controllers to MLSs. The first GS version 
is based on a generalization from the monovariable case to the multivariable one 
of the Lagrange interpolating parameter value method, the second GS version is 
based on a Cauchy kernel distance metric, and the third GS version is based on the 
switching between PI linear controllers. A comparative analysis of the proposed 
GS versions developed for stabilized Magnetic Levitation System (sMLS) is given 
to highlight the achieving of the specified control system performance. 

The GS controllers proposed in this paper are important because although the 
conclusions cannot be generalized, they are general and applicable too many 
processes. These process applications include large-scale systems [33], multi-tank 
systems [34], fuzzy modelling [35-39], robotics [40-43], fuzzy control [44, 45], 
motion control [46-48], software agents [49], discrete-event systems [50, 51]. 

The paper is organized as follows: Section 2 gives the mathematical models of the 
sMLS. Three case studies corresponding to the GS-C solutions – namely 
Lagrange, Cauchy and Switching GS – are presented in Section 3. The 
experimental results and the control performance are presented in Section 4. The 
conclusions are highlighted in Section 5. 

2 Mathematical Models of Magnetic Levitation 

System 

The controlled plant taken into consideration in this paper is the complete control 
laboratory system built around the MLS. The MLS laboratory equipment includes 
both hardware and software components: two electromagnets (EM1 – the upper 
electromagnet and EM2 – the lower electromagnet), the ferromagnetic sphere, 
sensors to detect the position of the sphere, computer interface, drivers, power 
supply unit, connection cables and an acquisition board of type RT-DAC4 / PCI. 
When both electromagnets (EM1 and EM2) are used, the control signal applied to 
EM2 can be used as an additional force leading to multivariable control systems. 
This feature is also useful in robust applications. Moreover, EM2 can be 
considered as a cause of disturbance inputs that act as external force excitations.  
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The schematic diagram of the MLS laboratory setup is presented in Figure 1, 
where m is the mass of the sphere, Fem1 and Fem2 are the electromagnetic forces, 
and Fg is the gravity force [32]. 

The nonlinear state-space mathematical model of MLS is [32]: 

 

Figure 1 

The MLS laboratory setup 
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This model corresponds to a strongly unstable fourth-order system, where: x1[0, 
0.0016] – the sphere position (m), v  – the sphere speed (m/s), iEM1, 
iEM2[0.03884, 2.38] – the currents in EM1 and EM2, respectively (A), uEM1, 
uEM2[0.00498, 1] – the signals applied to EM1 and EM2, respectively (V), and y 
– the process (plant) output (m). The MLS plant includes both actuators and 
sensors. 

The numerical values of the process parameters are determined analytically and 
experimentally [32] and get the following values: Ds=0.06 is the diameter of the 
sphere, xd =0.09 [m] is the distance between electromagnets minus sphere 
diameter, g=9.81 [m/s2] is the gravity acceleration, m=0.0571 [kg] is the sphere 
mass, the parameters ki=0.0243 [A] and ci=2.5165 [A] correspond the actuator 
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dynamic analysis, FemP1=1.752110–2 [H], FemP2=5.823110–3 [m], fiP1=1.414210–4 

[ms], fiP2=4.562610–3 [m]. 

The nonlinear fourth-order system (1) is reduced to a third-order system 
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with the following state variables: the position x1, the sphere speed v and the 
current iEM1 in EM1 in terms of neglecting EM2. The signals iEM2=0.039 and 
uEM2=0.005 create disturbances. 

The characteristics of the sphere position sensor and of the coil current are shown 
in Figure 2 (a) and (b), respectively. To build the above characteristics it is 
necessary to measure the position and the current of the electromagnet coil. The 
electromagnetic {force  position} and {force  coil current} diagrams are 
illustrated in Figure 3 (a) and (b), respectively. 

 

(a)       (b) 

Figure 2 

Characteristics of sphere position sensor (a); characteristics of coil current sensor (b) 

 

(a)       (b) 
Figure 3 

Electromagnetic force vs. position diagram (a); electromagnetic force vs. coil current diagram (b) 
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Taking into account the particularity of the nonlinearities (continuity and 
monotony), the structural properties of the process are checked with reference to 
the state-space mathematical model (2) linearized at seven operating points (o.p.s). 
The following state-space linearized mathematical models (LMMs) are obtained: 
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with the matrix parameters 
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where 7,1j  is the index of the operating point Tj
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detailed in Table 1. The operating points were chosen from the middle steady-state 
zone of the sphere position sensor characteristics shown in Figure 2 (a) as it is 
advised to avoid choosing operating points from the characteristics’s extremities, 
due to instabilities that may occur. The variables in (3) are: )(
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The transfer function (t.f) corresponding to the state-space LMMs (3) has the 
general expression 
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where 7,1,/
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, I is the third-order identity matrix and the time 

constants of the plant are 7,1,3,1,/1 )()(   jpT
jj . The plant poles 

7,1,3,1,)(  jp
j   of the t.f.s. )()( sH j

sMLS
 at seven operating points are 

synthesized in Table 1 [52]. 

Table 1 

Operating points and plant poles 

Operating 

points 
)( jP , 

7,1j  

State variables 
Control 

signals 

Plant poles 

7,1,3,1,)(  jp
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2
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p  )(
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)1(
P  0.0063 0 1.2185 0.48 67.49 -67.49 -128.34 

)2(P  0.007 0 1.145 0.45 59.72 -59.72 -149.62 

)3(
P  0.0077 0 1.07 0.42 52.55 -52.55 -174.43 

)4(P  0.0084 0 1 0.39 46.25 -46.25 -203.36 

)5(
P  0.009 0 0.9345 0.36 41.05 -41.05 -231.94 

)6(
P  0.0098 0 0.89 0.34 36.5 -36.52 -276.39 

)7(
P  0.0105 0 0.83 0.32 32.06 -32.06 -322.22 

3 Control Solutions Design 

3.1 Design of the State Feedback Control Solution 

The MLS was stabilized using the pole placement method [53] in order to support 
the development of the proposed control solution. Therefore, the closed-loop 
system poles }94.231,05.41,81.31{* p  were imposed for the linearized 

models because they can ensure both the stability of the linearized plant and the 
appropriate state feedback gain matrix to move and keep the sphere at the desired 
position with respect to EM1. Each set of parameters 7,1,)( j

jT

ck  was tested on 

the laboratory setup and the best case was obtained for the state feedback gain 

matrix ]15.062.163.66[
)5(

 T

c

T

c kk  (corresponding to the operating 

point )5(
P ). The performance indices are not acceptable. 
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The obtained state feedback gain matrix T

ck  was next applied to the LMMs (3) 

and the following state-space model of the sMLS resulted: 
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where the elements of the matrices )( j
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Two types of transfer functions (t.f.s) of the sMLS, )()( sH j

sMLS
, were obtained: 
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and the parameters are given in Table 2. 

3.2 Design of PI Controllers 

Since the sMLS does not contain an I component, so it could not ensure the zero 
steady-state control error, the sMLS was included as controlled plant in a cascade 
control structure (CCS) with PI controller in the outer loop. Seven control 
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solutions with PI controllers have been designed using the pole-zero cancellation 
method [52] depending on the operating points and on the transfer functions (8). 
The expressions of the t.f.s of the designed PI controllers are rewritten as [52, 54-
56]: 

),1()( )(
)(

)( sT
s

k
sH j

c

j

cj

PI   (9) 

with the PI controller tuning parameters )( j

cT  and )( j

ck : 

.
}7,6{,

5,1,
,

},7,6{),2/(01.0

}5,4{)),(2/(05.0

3,1),2/(05.0

)(

)(
1)(

)(
1

)(

)(
3

)(
2

)(

)()(

)(




























jT

jT
T

jTk

jTTk

jTk

k
j

etax

j

xj

c

j

x

j

sMLS

j

x

j

x

j

sMLS

j

etax

j

sMLS

j

c

 (10) 

The continuous PI controller (9) is discretized using Tustin’s method with the 
sampling period Ts=0.00025 s. Seven discrete-time PI controllers with the 
following t.f.s are obtained: 

,
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z

zqq
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jj
j

PI
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where 1
z  is the backward shift operator. The numerical values of tuning 

parameters and the performance indices of the control systems with PI controllers 
(from the points of view of overshoot and settling time) are presented in Table 2. 

3.3 Gain-Scheduling Control Solutions Design 

After the design of the discrete-time PI controllers (11) for seven operating points, 
three GS control solutions, namely Lagrange, Cauchy and Switching GS, are 
developed in order to improve the control system performance: 

),1()()()()1()( 1011  kekqkekqkuku xx
 (12) 

where k is the discrete time argument, e(k)=r(k)–y(k) is the control error sequence, 
y(k) is the process output sequence, r(k) is the reference input sequence, 

}1,0{),( ikqi
 are the discrete-time PI controller tuning parameters extended with 

a first-order lag filter: 

),()1()( , kqkqkq GSiii   (13) 

the parameter }5.0,4.0,3.0,2.0,1.0{  controls the transition speed between 

different controller parameters, and )(, kq GSi
 are regarded as reference inputs 

calculated as follows. 
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The detailed block diagram of these three GS versions are given in Figure 4 with 
focus on sMLS. 

Table 2 

sMLS parameters and PI tuning parameters 

Operating 

points 
)( jP , 

7,1j  

sMLS parameters Continuous 

PI-C tuning 
parameters 

Discrete PI-C 

tuning 
parameters 
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)1(
P  0.084 0.0988 - - 0.6 0.0077 38.69 0.099 3.8337 -3.8240 

)2(P  0.065 0.0778 - - 0.7 0.0078 48.69 0.078 3.8000 -3.7878 

)3(
P  0.054 0.0618 - - 0.9 0.0081 57.48 0.062 3.5673 -3.5529 

)4(P  0.046 0.0485 0.0123 0.0061 - - 29.73 0.049 1.4491 -1.4416 
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P  0.041 0.0314 0.0244 0.0043 - - 21.55 0.031 0.6828 -0.6774 

)6(
P  0.038 0.0033 - - 0.9 0.0308 40.99 0.031 1.2719 -1.2617 

)7(
P  0.034 0.0026 - - 0.7 0.0332 4.43 0.033 1.8599 -1.8460 

 

 

Figure 4 

Block diagram of GS versions for the sMLS system 

Let T

EMEM uivxP ),,,( 111  be the current operating point and |||| )( j
PP  be the 

Euclidean distance between the current point P and the nearest operating point P(j) 

The first proposed GS version, namely Lagrange GS version, is based on a 
generalization of the monovariable case [24] to the multivariable case (the current 
operating point is in the form of T

EMEM uivxP ),,,( 111 ) of the Lagrange 

interpolating parameter value method: 

},1,0{,
1

)(

1

)(

)(

, 





























iqq
n

j

j

in

j

j

LGS

j

LGS
LGSi

 (14) 



Acta Polytechnica Hungarica Vol. 15, No. 5, 2018 

 – 99 – 

where 
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the superscripts j denote different operating points, 7n , LGS is Lagrange GS 
version, and all coefficients )( j

LGS  in the first summation in (14) are normalized to 

add up to 1. 

The second GS version is based on a Cauchy kernel distance metric [25-27] 
resulting in the Cauchy GS control solution. As shown in (13), this approach 
directly takes into account all previous data samples: 
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and CGS is Cauchy GS version. 

The third GS version is different to the first two ones as it is based on the 
switching between PI controllers and the PI controller tuning parameters 
correspond to the nearest operating point during the real-time experiments. The 
selection is supported by the Euclidean distance metric resulting in: 
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and SGS is Switching GS version. 
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4 Experimental Results 

All control structures, namely with Lagrange GS, Cauchy GS and Switching GS 
versions, were tested on the nonlinear laboratory MLS system. Three reference 
input step-type modifications ),,( 321 RRR  with respect to the EM1 were 

considered on a testing period of 20 s. The mean squared error 
mseJ  is computed 

for all three GS versions 

,))()((
1

J
1

2
1mse 




N

t

dd

d

txtr
N

 (20) 

where )(1 dtx  is the real position of the sphere at time moment td=1…N, and 

N=80000 is the number of samples. The performance index 
mseJ  is measured after 

carefully experimenting with the controllers in the proposed order {Lagrange, 
Cauchy, Switching, Lagrange, Cauchy, Switching, …}, to ensure that the time-
varying parameters of the equipment uniformly affect all controllers. The boxplot 
statistics of Jmse over   for the Lagrange, Cauchy and Switching GS versions are 

presented in Figure 5 as the result measured after ten measurements. 

A comparative analysis of 
m seJ  over five values of   for the designed GS 

versions, illustrated in Figure 6, highlights that the worst performance is noticed in 
the Lagrange GS version and the best performance was obtained in the Cauchy GS 
version in most cases of  . Moreover, the results indicate that for 3.0  the best 

performance was obtained by the control solution with the third GS version. 

Five real-time experimental scenarios were conducted for three step type 
modifications of the reference input. All results include the evolutions of sphere 
position x1(t) versus time t for Lagrange, Cauchy and Switching GS control 
solutions designed for sMLS with 1.0  in Figure 6, 2.0  in Figure 7, 

3.0  in Figure 8, 4.0  in Figure 9, and 5.0  in Figure 10. 

The following conclusions are drawn by the analysis of the plots given in Figures 
6 to 10: (1) The zero steady-state control error is ensured in all versions and also 
the reference input is well tracked. (2) Due to the nonlinearities of the plant and to 
the presence of the complex conjugated poles in the cases of the operating points 
P(1)–P(3), P(6) and P(7), some oscillations occur at the beginning of transient 
responses and during the real-time experiments. (3) The proposed control 
structures design and the obtained results depend on the choice and number of 
operating points. 
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Figure 5 
Boxplot statistics of Jmse over   for the Lagrange, Cauchy and Switching GS versions, for 10 

measurements. Outliers are in red 

 

Figure 6 
Sphere position x1(t) versus time t for Lagrange, Cauchy and Switching Gain-Scheduling control 

solutions designed for sMLS with 1.0  

Conclusions 

The paper has presented the design of three nonlinear gain-scheduling control 
solutions developed in order to control the position of the sphere in an MLS. All 
control system structures were tested on the nonlinear model accepting the main 
values of the parameters given in [32]. Three gain-scheduling control solutions 
were developed to capture the process nonlinearities and to switch from one PI 
controller to another one while varying slowly. 

The real-time experimental results prove that the GS solutions guarantee the 
improvement of control system performance in terms of step modifications of the 
reference input. 
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Figure 7 

Sphere position x1(t) versus time t for Lagrange, Cauchy and Switching Gain-Scheduling control 
solutions designed for sMLS with 2.0  

 

Figure 8 

Sphere position x1(t) versus time t for Lagrange, Cauchy and Switching Gain-Scheduling control 
solutions designed for sMLS with 3.0  

They ensure zero steady-state control error, small settling times and small 
overshoots. The values of the mean squared error are small because the order of 
magnitude of the references input and the controlled output (the sphere position) is 
millimetres. 

Future research will be focused on the design of the control systems with other 
gain-scheduling control solutions to make comparisons between them, on the 
design of the control systems with PI(D) fuzzy gain-scheduling controllers, and 
combined control solutions, which can ensure the improvement of the 
performance indices. Different modelling and optimization methodologies will be 
used. 
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Figure 9 

Sphere position x1(t) versus time t for Lagrange, Cauchy and Switching Gain-Scheduling control 
solutions designed for sMLS with 4.0  

 

Figure 10 

Sphere position x1(t) versus time t for Lagrange, Cauchy and Switching Gain-Scheduling control 
solutions designed for sMLS with 5.0  
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Abstract: The corrective focus is a particular kind of prosodic prominence where the 

speaker is intended to correct or to emphasize a concept. This work develops an Artificial 

Cognitive System (ACS) based on Recurrent Neural Networks that analyzes suitable 

features of the audio channel in order to automatically identify the Corrective Focus on 

speech signals. Two different approaches to build the ACS have been developed. The first 

one addresses the detection of focused syllables within a given Intonational Unit whereas 

the second one identifies a whole IU as focused or not. The experimental evaluation over 

an Italian Corpus has shown the ability of the Artificial Cognitive System to identify the 

focus in the speaker IUs. This ability can lead to further important improvements in human-

machine communication. The addressed problem is a good example of synergies between 

Humans and Artificial Cognitive Systems. 

Keywords: Focus; Stress; Prosodic prominence; Neural networks 

1 Introduction 

The stress prominence in speech is a phenomenon clearly related to human 
communication. Speakers usually focus acoustically one or more syllables of their 
speech in order to express emotions, which allows to position this work in the 
field of Affective Computing [1], or to introduce a new topic/concept into the 
dialog. Corrective focus is a particular kind of prosodic prominence where the 
speaker is intending to correct or to emphasize a concept. Thus, hereinafter we 
will refer to focus instead of citing the more general concept of prominence. The 
focus is a clearly cultural phenomenon, which is very dependent of the language 
and additional cultural facts. Thus, it is more frequent in some languages such as 
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English and Italian than in Spanish or French, that are very strong syllable-timed 
languages. The focus fits into the list of paralinguistic [2] and suprasegmental 
characteristics of human speech defined as prosody, involved in the cognitive 
processes of communicating and understanding. As a consequence, the automatic 
recognition of the occurrence of a prosodic prominence [3], or a focus in 
particular, in human speech is interesting for many different fields of study, 
Linguistics, Cognitive Sciences, etc. Moreover, it takes an important role in 
Human-Machine Communication. 

In summary, the problem addressed in this work is the analysis of the intra-
cognitive communication [4, 5] between a set of speakers who emphasized a word 
according to their communicative intention and a set of listeners aimed at 
detecting the focus in order to properly decode the message emitted by the sender. 
In this framework this work develops an Artificial Cognitive System (ACS) that 
plays the role of the listener resulting in inter-cognitive infocommunications [4, 5] 
between each speaker and the artificial system, thus using just the audio as the 
only CogInfoCom channel [6]. The ACS is based on Recurrent Neural Networks 
(RNNs) that analyzed suitable features of the audio channel. The capacities of 
such an artificial system are compared to the ones of the humans listeners 
allowing to analyze the synergies between Humans and artificial cognitive 
systems, i.e. between Engineering and Cognitive Sciences [7]. The results of our 
experiments showed the ability of the artificial cognitive system to identify the 
focus in the speaker IUs, which can result in further important improvements in 
human-machine communication [8]. 

The main novelty of this work lies in addressing the automatic focus detection 
with RNNs. This choice is based on the concept that the human speech is a 
continuous signal in the temporal domain where each syllable (focused or not) 
keeps a clear relation with the previous and following ones. In particular, we 
propose two different approaches to build the ACS. The first one is aimed at 
detecting focused syllables within a given utterance or Intonational Unit (IU), as 
explained in [9]. The second one identifies a whole IU as focused or not, so each 
of them address a different goal. Additional contributions refer to the proposed 
network structures that are powered only by the acoustic part of the message. 
Hence, the textual input is not required and as a consequence many technical 
problems can be bypassed allowing the methodology be improved and adapted to 
deal with other languages. 

The experimental evaluation of the proposal was carried out over a subset of 
Italian Intonational Units based on the CALLIOPE Corpus [10, 11]. This corpus 
aims at cataloging IUs from an acoustic point of view, which agrees with our goal 
to investigate the prosody. Thus, we go beyond the analyses based on linguistic 
and language related contents, and consider the speech from a phonological and 
psychoacoustic point of view, as proposed in [12]. 
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Section 2 deals with the pragmatic role and automatic detection of the corrective 
focus and includes some related works. Section 3 describes the two proposed 
approaches for the automatic corrective focus detection that are intended to 
reproduce the mechanism of understanding the focus normally unconsciously 
implemented at the cognitive level. Experiments carried out are fully described in 
Section 4. Section 4.2 shows the experiments carried out under the syllable-based 
approach whereas Section 4.3 deals with the experiments achieved at IU level. 
Section 4.4 includes a perceptual test concerning the focus recognition by Italian 
native speakers, allowing a comparison between the prediction ability of humans 
and ACSs. Finally, some concluding remarks are reported in Section 5. 

2 Related Work 

The stress prominence in speech [13] is a phenomenon that is easily and naturally 
produced and perceived by humans during a conversation. It is mainly produced 
with communicative purpose, but it is also related to the emotional status. Among 
the different kind of stress prominences, the corrective focus [14] is the main 
subject of research in this work. It consists in an acoustic stress applied to a 
syllable or entire word, in order to correct a content or a concept cited by the 
previous speaker. 

Prosodic and paralinguistic cues have been largely explored in Natural Language 
Processing (NLP) [4], as well as the particular topic of the automatic detection of 
prominence [15]. Although textual information has been used in addition to 
acoustic features for the automatic focus detection [16], we are interested in 
working only with acoustic features because it simplifies the ACS and also makes 
it more language-independent. In this framework, [17] proposes a free-of-text 
automatic detection of stress on the Hungarian language at syllable level based on 
peaks of prosodic features. 

If we consider Neural Networks methodologies in this area, the number of 
researches decrease considerably, and it is really limited narrowing down to the 
Italian language [18, 19]. Multiple types of stresses have been studied and 
classified with standard Feedforward Neural Networks [20, 21, 22] and with 
Convolutional Neural Networks [23, 24] with more success than other machine 
learning techniques. However, to the best of our knowledge RNNs have never 
been applied to detect the focus yet. 

Another topic of interest regards the acoustic feature selection involved in focus 
characterization. Several studies have been carried out to determine which features 
are the most informative [15, 25, 26]. These seem to converge on variants of the 
same features: the duration of the focused syllable, the energy, the fundamental 
frequency contour, and the spectral emphasis. We report our own conclusions 
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throughout the Section 4, where we show that the optimal feature selection 
depends on how the focus detection problem is addressed. 

3 Automatic Corrective Focus Detection 

The automatic recognition of the focus occurrence has a direct application for 
forensic or NLP purposes, where there is a need to identify new topics as well as a 
pragmatic and emotional discontinuities of the speaker on large amount of data. In 
such a case a procedure that works well at sentence level is needed. Distinctively, 
linguistic and phonology subjects, such as the characterization of dialects or the 
learning of a language, might require a more refined system allowing to get the 
time position of the focus into a word. 

As a consequence we propose to formalize two different pattern recognition tasks 
to be solved. In the first task a given syllable in an IU has to be classified as 
focused or not focused. To this end the acoustic features of the given syllable as 
well as its previous and following temporal context will be considered. This task 
was named as the focus in syllables classification problem (FSP). 

The second task will deal with whole IUs. In this case, the ACS will predict if any 
syllable in the sentence has been uttered with a corrective focused or not. 
Therefore, the acoustic features will be calculated at regular time windows in the 
whole IU. This task will be referred as the focus in IUs classification problem 
(FIUP). 

3.1 The Focus in Syllables Classification Problem (FSP) 

This Section describes the FSP approach aimed at detecting focused syllables in 
given IUs. The section first includes some details of the feature extraction 
methodology for this problem, then it explains two ways to combine these features 
in order to build the input of the classifiers, and it finally describes the structure of 
the proposed Neural Networks. 

Feature extraction.  The feature extraction procedure was based on a short-term 
analysis of the speech signal over 25 ms windows overlapping each 10 ms. For 
each frame we extracted: Pitch, Zero-Crossing Rate (ZCR), Energy, the Spectral 
Centroid, Spectral Spread, 13 Mel-frequency Cepstral Coefficients (MFCCs), 16 
Linear Predictive Coefficients (LPCs) and 29 Bark features1. Additionally, we 

                                                           
1 Pitch, LPCs, and Bark features were extracted with the Praat Speech Analysis Tool 

[27] whereas ZCR, energy, spectral centroid, spectral spread and MFCCs with the 
PyAudioAnalysis library. 
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computed the first and second derivatives of these 63 features, which increased the 
number of available features per frame to 189. 

Then this number was increased again to 378 by adding the long-term smoothed 
features of the short-term ones. The smoothing was carried out by calculating the 
average value of the short-term features centered on the given frame. The number 
of feature vectors involved in that average were 23 (the central one and 11 
previous and following vectors). This time interval is very close to the mean 
syllable duration in Italian: (0.235 ± 0.1) s2. This makes sense because the 
problem to be solved is the detection of focused syllables which are quasi-stable 
during their duration. Finally, every feature vector was normalized so that its 
mean and standard deviation per IU are 0 and 1 respectively. 

Building the input to the classifiers. In order to build the input vector to be 
supplied to the classifier we assume that each IU in the corpus is segmented into 
syllables, i.e. that we know when each syllable starts and ends. Thus, given a 
syllable in a IU the input vector will consist of the feature vector corresponding to 
the center of the syllable under consideration along with some additional feature 
vectors representing the syllable context as well as the duration (in seconds) of the 
syllable. At this point two different methods to get such a context were proposed: 
a fixed frame distance and a context size related to the syllable duration. 

Fixed frame distance. In this approach both the context size and the frame 
distance are fixed. The first refers to the number of left and right context 
feature vectors that will be selected, whereas the second to the distance 
between consecutive context vectors. As an example, if the context size is 
fixed to 2 and the frame distance equals 3, the input would be built as in the 
Figure 1. 

 

Figure 1 

An example of how to build the input with fixed frame distance. In this case, 5 vectors were taken in 

total: the central one and two left and right context vectors, according to the context size. The frame 

distance was set to 3. 

                                                           
2 This value was computed after an automatic syllable segmentation process of our corpus. 
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Beginning, center and ending of neighbor syllables. In this approach the 
context feature vectors are selected among the ones representing the 
beginning, the center and the end of the neighbor syllables, according to the 
segmentation of the IU into syllables. Hence, in this case we only need to 
specify the context size. Figure 2 shows an example of the input for a 
context size set to 3. 

 

Figure 2 
An input built using feature vectors corresponding to the beginning, center and ending of neighbor 

syllables. Since the context size was set to 3, the vectors corresponding to the end of the central 
syllable (which is also the one that corresponds to the beginning of the next syllable), to the center of 
the next syllable and to the end of the next syllable were selected as the right context. Symmetrically, 

the left context consists of the vectors corresponding to the beginning of the central syllable, to the 
center of the previous syllable and to the beginning of it. 

Classifiers. The previous methods allow the generation of training examples that 
can be used by common machine learning algorithms. Once the specific set of 
acoustic features are selected and the methodology to build the input is chosen, all 
the feature vectors can be concatenated to form a fixed-dimensional input vector 
representing each syllable in the corpus. Then, classifiers such us Naive Bayes, 
Support Vector Machines (SVM) and conventional Feedforward Deep Neural 
Networks can be directly trained. These classifiers were used for the experiments 
shown in Section 4.2. However, the temporal relationship between the feature 
vectors that compose the input of each training example is not considered enough 
by these classifiers. Thus, more complex neural networks based on recurrent 
layers might be more suitable. In this framework we propose RNNs with two 
parallel sets of recurrent layers. The first one processes the left (previous in time) 
context vectors forward, i.e., it takes first the farthest context vector in the left-side 
and sequentially all the left context vectors until the central vector is processed. 
Symmetrically, the other set of recurrent layers processes the right context vectors 
backwards. Additionally, our architecture includes another parallel set of 
feedforward layers, which processes the scalar corresponding to the duration of 
the syllable we want to classify. Finally, the three sets are merged and the network 
ends with a set of feedforward layers. Figure 3 shows a graphical representation of 
the proposed Bidirectional RNNs. These networks led to the best system 
performance when dealing with the FSP according to the experiments carried out 
(see Section 4.2). 
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Figure 3 

An example architecture of a neural network used in the FSP. The two sets of recurrent layers consist 

of a single LSTM layer each. The duration of the syllable is also processed with a single feedforward 

layer. Then the output of these three layers are merged into a feedforward layer followed by a softmax 

layer of two outputs, one per class. 

3.1 The Focus in IUs Classification Problem (FIUP) 

This Section describes the FIUP approach aimed at classifying a whole IU as 
focused or not. The feature extraction methodology for this problem is the one 
used to deal with FSP problem. Thus, this section just explains the way to 
combine these features in order to build the input of the classifiers, and then it 
describes the structure of the proposed Neural Networks. 

Building the input to the classifiers. We propose two different ways to build the 
input of the classifiers: the first one is based on regular sampling of the sequence 
of feature vectors whereas the second one is based on the output of the networks 
classifying syllables (FSP) as focused or not focused. 

Fixed frame distance. If we use a fixed sampling rate from the beginning to 
the end of the IU to select the feature vectors that will be involved in the 
classification process, more than one training example per IU can be 
generated. More precisely, if the frame distance was set to n, we can 
generate n examples, just alternating the vector from where the sampling 
starts. 

From the FSP to the FIUP. In this approach we take advantage of the 
classifiers trained to solve the FSP. Each given IU can be automatically 
segmented into (pseudo-)syllables. Then, the input corresponding to each of 
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these pseudo-syllables can be propagated across an already trained classifier. 
Afterwards, these predictions can be used as an alternative input to train a 
classifier to deal with FIUP. This approach is specially interesting if the 
classifier trained to solve the FSP is a Neural Network, since not only its 
output can be used, but also the output of the penultimate layer, which 
contents more features about the syllable. 

Classifiers. An additional difference between the FSP and the FIUP approaches is 
that common classifiers cannot directly be trained. In fact, Naive Bayes and SVMs 
classifiers as well as Feedforward Neural Networks require the dimension of input 
vector to be fixed for all the examples. However, such a condition will certainly 
not be met due to the variable length of the IUs (if we are using the first way to 
build input), and/or because of the variable number of syllables in the IUs. 

RNNs, though, are still directly trainable in this scenario. These are able to 
sequentially process any sequence of vectors of arbitrary length, which makes 
them really suitable for this task. In particular, we propose bidirectional RNNs. 
One set of layers processes the whole sequence of feature vectors forwards, from 
the first vector to the last. Another set of layers processes the sequence in the 
inverse order, backwards from the last vector to the first. Figure 4 shows a 
graphical representation of the proposed structure. Note that the proposed RNN is 
able to deal with inputs obtained under the two building methodologies proposed. 

 

Figure 4 

An example RNN used in the FIUP. A LSTM layer processes the input forwards and another forward. 

The network ends  in a softmax layer of two outputs. 
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4 Experimental Study 

Two series of experiments were carried out to evaluate the performance of the 
ACS. The first series aims to validate the proposals described in Section 3.1 when 
dealing with the FSP whereas the second one focus in the FIUP under the 
approaches proposed in Section 3.2. An additional set of experiments allow to 
analyse the human perception abilities for the same data collection. A subset of 
the Standard Italian Corpus (SIC) described in Section 4.1 was used for all the 
experiments. 

4.1 The Standard Italian Corpus 

Italian is a romance, iso-syllabic and free-stress language [19]. Then, the position 
of a contrastive focus is just a communicative choice of the speaker. The presence 
of focus has been related to the duration of the syllable, or to the distance between 
peaks of energy (syllable nuclei). In fact, the duration of a focused syllable is 
typically higher than the one of not focused syllables of the same speaker. 
However, it is unrelated to the tonic/tonic syllables alternations providing the 
rhythm [26]. 

The Corpus selected to carry out the proposed series of experiments is based on 
CALLIOPE (Combined and Assessed List of Latent Influences On Prosodic 
Expressivity), a conceptual model created within the LYV project3 aiming at 
categorizing all IUs. Each IU is thus associated to a ''point'' into this space and 
associated to a tuple composed of 12 labels (detailed descriptions in [10]). In this 
multidimensional space each dimension represents a characteristic influencing the 
vocal paralinguistic components of the speech assuming values in a set of labels. 

Table 1 

List of the CALLIOPE dimensions 

Group Dimensions (Fi) 

Dialogic Structure (F1), Linguitic modality (F2), Intonational focus (F3), 
Rhetorical form (F4), Motivational state (F5), Speech mood (F6), 
Spontaneity (F7), Punctuation forms (F8), Emotions (F9) 

Background Expressiveness skill (F10), Social context (F11), Launguage (F12) 

Each IU has a subjective correspondence with a specific prosodic unit. Starting 
from this conceptual model a database of Italian standard speech has been defined 
and created. CALLIOPE dimensions are divided into two groups as shown in 
Table 4.1. The Dialogic group contains characteristics directly related with the 

                                                           
3 LYV is a project of the Polisocial program 2016-2017, http://www.polisocial.polimi.it 

focused on the improvement of prosodic and expressive skills of Italian speakers with 
cognitive disabilities, through the use of technology in complex contexts [28]. 
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communication context, where the corresponding sets of labels are fully defined. 
The second group contains background dimensions, i.e, characteristics that exist 
regardless of whether or not there is an interaction. 

The selected corpus concerns a subspace of the CALLIOPE model, obtained 
narrowing the field of recordings by setting 6 dimensions as follows. The 
language (F12) is the Standard Italian [29], recited by able-bodied (F10) actors (F7) 
and the contents concern daily situations (F11) and absence of particular 
motivational states (F5) emotions (F9). The corpus considers 13 Calliope's labels 
(among the remaining 6 dimensions) an includes the Corrective Focus, which was 
validated by a perceptive test performed on about 200 Italian native-speakers. 
Audio files were recorded in WAV format (44.1 kHz 16 bit) with different modes 
and microphones to obtain a model as independent as possible from the technical 
apparatus. 14 speakers (7 men and 7 women) aged between 33 and 48 were 
recorded. Each speaker recorded 278 IUs (139 with meaning and 139 pseudo-
sentences [30] with equal prosody) so that the corpus contains 1946 sentences 
with meaning and 1946 pseudo-sentences. Considering both real and pseudo 
sentences, 2884 IUs do not contain any prosodic prominence while 1008 contains 
one or more corrective focuses. 

This database is ready for the experimental evaluation of the proposals to solve the 
FIUP through the second series of experiments. However, the FSP needs a 
segmentation of each IU into syllables that have to be labelled. To this end we 
proposed an automatic syllable segmentation procedure that was based on the 
syllable positions provided by Praat [27], i.e. the beginning and end of each 
syllable. Some few errors appeared for long syllables that were sometimes split 
into two subsegments. Then, we manually labeled each of these (pseudo-)syllables 
as focused or not focused. In total, the resulting corpus consists of 44923 pseudo-
syllables; 1867 focused and 43056 not focused. This corpus is highly unbalanced 
and includes one focused pseudo-syllable per 22 non focused ones, approximately. 

4.2 Study of the FSP 

Preliminar experiments. The initial experiments included the parametric Naïve 
Bayes classifier and the geometric SVM one as well as Feedforward Neural 
Networks. The average F1-score between the two classes in our dataset was used 
to evaluate the performance of each classifier. This measure was computed after a 
7-fold cross-validation process. In each iteration the instances of 2 of the 14 
speakers in the corpus were left as the test partition. All the neural networks were 
implemented with the WBNN toolkit4, while the Scikit-learn toolkit was chosen to 

                                                           
4   The first and second authors of this work are the main developers of this open source 

toolkit,. which is still under development. It can be found at 
https://github.com/develask/White-Box-Neural-Networks. 
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train the Naïve Bayes and the SVM classifiers. Columns 2 to 4 in Table 2 show 
the results of these experiments and confirm that Neural Networks outperform 
both SVM and Naive Bayes classifiers in terms of the average F1-score. 

Table 2 

Average F1-score obtained by different classifiers 

 
Best RNN 

Best feedforward 
NN 

Best SVM 
Best Naïve 

Bayes 

Average 

F1-score 
0.693 0.618 0.576 0.512 

Experiments with the proposed Recurrent Neural Networks. We then focused 
on bidirectional RNNs due to their ability to process sequences of variable length. 
In particular, we explored several RNN architectures and hyperparameters as well 
as several ways to build the input to the network and its parameters. First column, 
in Table 2 shows the best results that were achieved with RNN that clearly 
outperfomed the ones obtained by Feedforward NN. The structure of this best 
RNN is very similar to the one previously shown in Figure 3. Each recurrent layer 
consists of 10 LSTM cells5, the layer that processes the syllable duration is made 
of 8 sigmoidal units, the layer after merging the three sets of parallel layers 
consists of 20 sigmoidal units, and the network ends in a softmax layer of two 
units, one per class. Results in column one in Table 2 were obtained when the set 
B of features (pitch, energy and spectral centroid without any derivative) was 
selected. Finally, a fixed frame distance of 11 and a context size of 9 vectors 
resulted to be the best configuration to build the RNN input. The RNNs were 
trained by stochastic gradient descent with an exponentially decaying learning rate 
during a fixed number of epochs. The best choice for theses parameters was to 
reduce the learning rate from 0.5 to 0.1 throughout 75 epochs. 

This is the configuration for the ACS achieving the higher system performance 
shown in Table 2, i.e. the best RNN. To get these results we had previously 
explored two techniques to deal with the imbalance of the data set. We first 
included a classical variable decision threshold to determine the confidence level6 
required by the RNN to predict that the input corresponds to a focused syllable. 
An exhaustive search of this parameter was carried out to maximize the average 
F1-score between the two classes in the training partition. As an alternative we 
proposed to apply an increasing imbalance schedule in the training data [32]. To 
this end the network was trained with different data each epoch, starting from a 
not very unbalanced subset of the training data and slowly adding more examples 
from the majority class. The best schedule was to increase the imbalance from 5 (5 
non-focused syllables per each focused one) to the real imbalance (around 22), 

                                                           
5    We implemented the LSTM version proposed in [31]. 
6   The confidence level is the output of the neuron of the softmax layer that corresponds 

to focused syllables. 
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with a scaled hyperbolic tangent function. Table 3 shows how the performance 
was improved with the use of these techniques. 

Table 3 

Average F1-score obtained with the proposed techniques to deal with unbalanced data 

 RNN with threshold 
and imbalance schedule 

RNN with 
threshold 

Baseline 
RNN 

Average 

F1-score 
0.693      0.618     0.576 

Effect of the sets of features. We explored a variety of features as well as several 
ways to combine them. Then, the six sets of features listed below were selected. 
Additionally, we also experimented with sets that added the first derivatives of the 
proposed features on the one hand or the first and the second derivatives on the 
other hand. Note that all the features correspond to the long-term smoothed 
version. 

Set A. Pitch and energy. 
Set B. Pitch, energy and spectral centroid. 
Set C. Pitch, energy, spectral centroid, ZCR and spectral spread. 
Set D. Pitch, energy, spectral centroid, ZCR, spectral spread and 13 MFCCs. 
Set E. Pitch, energy, spectral centroid, ZCR, spectral spread and 16 LPCs. 
Set F. Pitch, energy, spectral centroid, ZCR, spectral spread and 29 Bark features. 

Figure 5 shows the performance of the described best model when different sets of 
features were used. First and second derivatives led to a decrease of performance 
for all the feature sets. i.e. they did not add any information. Pitch, energy and 
spectral centroid resulted to be the most informative features for this problem. The 
high performance obtained by the ACS when a so reduced set of features was used 
outlines the capability of the proposed RNN structure and configuration. 

 

Figure 5 

Average F1-score obtained with the best network trained with different sets of features. The three 

columns showed per set indicate the performance when no derivatives are added (left column), when 

the first derivative is added (central column) and when the first and second derivatives are added (right 

column). 
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Effect of the context. Figure 6 shows the ACS performance of the described best 
model and best set of features for different values of the context size and frame 
distance as defined in Section 3.1. Figure 6 evidences that a lack of information, 
i.e. a small context size, drastically worsens the system's performance. However, 
big context sizes do not significantly reduce the classification capacity of the 
proposed ACS. Thus, the ability of the LSTMs to forget non relevant events 
appear to pay off but the computation time is clearly much higher. On the other 
hand, the analysis of the frame distance shows an optimal range between 5 and 15 
frame distance where the performance does not significantly depend on the value 
of this parameter. However, the average F1-score clearly decays out of this range. 
Thus, low frame distances considers a few context but very big ones seem to lead 
to a loss of important events. 

 

Figure 6 

Average F1 score in the FSP of the described best network and best set of features for different values 

of the context size and frame distance as defined in Section 3.1 

4.3 Study of the FIUP 

A second series of experiments were carried out with the Standard Italian Corpus 
in order to deal with the FIUP. The sets of parameters defined in Section 4.2 were 
also considered for these experiments. 

Experiments with the proposed RNNs. The RNNs proposed to solve the FIUP 
are based on the architectures described in Figure 4. The best results were 
obtained when 60 LSTM cells per recurrent layer were considered and the RNN 
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was trained during 40 epochs. The best learning rate schedule was still an 
exponentially decaying one from 0.5 to 0.1. In addition, a variable decision 
threshold was included to optimize the average F1-score in the training partition. 
However, the use of a schedule throughout the epochs to deal to the imbalance at 
training time did not lead to any improvement in this case. This is probably due to 
the fact that the imbalance is not so high in the FIUP (around 3 IUs without focus 
per each IUs with focus). 

Effect of the sets of features. Figure 7 shows the performance of the described 
best RNN when different sets of features were used. Unlike the FSP problem the 
first derivatives seem to be significant mainly for set F. In fact, the size window 
analysis is now bigger so that the information provided by derivatives is 
meaningful. Moreover, Set F, which consists of the pitch, the energy, the spectral 
centroid, ZCR, the spectral spread and 29 Bark features, led to the higher ACL 
performance for this problem achieving a great average F1-score of 0.826. In the 
same way spectral changes seem also to be more significant for larger windows. 

 

Figure 7 

Average F1-score obtained with the best network trained with different sets of features for the FIUP. 

As before, the columns represent the addition of no derivatives, the addition of the first derivatives, and 

the addition of the first and second derivatives. 

Effect of the context. When dealing with the FIUP the context is just represented 
by the frame distance at which input vectors at subsampled. Figure 8 shows the 
ACS performance of the described best model and best set of features for different 
values of the frame distance as defined in Section 3.2. Figure 8 evidences a similar 
effect of the frame distance in system performance than the one analyzed for FSP. 
In fact, Figure 8 still shows an optimal range where the performance does not 
significantly depend on the value of this parameter and a very strong decrease of 
F1-score out of this range. Thus, once again big frame distances seem to lead to a 
loss of important information. 
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Figure 8 

Average F1 score of the described best network and best set of features for different values of the 

frame distance in the FIUP as defined in Section 3.2 

From the FSP to the FIUP. Figure 9 shows the results when predictions from 
previous FSP classifier were used as inputs for RNN proposed in Section 4.2 to 
deal with FIUP. Figure 9 evidences that the ACS performances are now lower 
than the ones got by the previous direct approach. However, let us note that the 
best result (a F1-score of 0.756) was obtained with an RNN trained on top of the 
outputs (of the last and penultimate layers) of a network that processes the Set F of 
features, with no derivatives. Thus, the spectral information seem to be also 
meaningful with this approach when dealing with the FIUP. 

 

Figure 9 

Average F1-score got when training RNNs on top of the features extracted with FSP classifiers 
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4.4 Human Perception Tests for the FIUP 

A series of Human Perception Tests was also carried out with the Italian Corpus. 
To this end a set of 203 adults, Italian native-speakers, were asked to recognize 
the 13 labels mentioned in Section 4.1. They classified all the sentences and 
pseudo-sentences in the corpus without repetitions, i.e., only one speaker per IU. 
In this work we just considered the question related to the presence of a corrective 
focus. The average F1-score between the two classes was 0.444, which is much 
lower than the performance got by both approaches of the ACS dealing with the 
same FIUP, i.e. 0.826 and 0.756 respectively in terms of F1 scores. 

The low perceptive rates may be due to the listener's need of the context provided 
by a previous interaction of other speaker. It seems that one single IU is not 
enough to ensure the human focus recognition. In contrast, with the narrow 
context preferred by the ACS, the human auditory apparatus seems to require a 
very broad one, extending to other parts of the dialogue. 

Concluding Remarks 

The corrective focus is a particular kind of prosodic prominence where the 
speaker is intended to correct or to emphasize a concept. This work has developed 
an Artificial Cognitive System (ACS) that played the role of the listener resulting 
in inter-cognitive infocommunication between a speaker and the artificial system, 
thus using just the audio as the only CogInfoCom channel. The ACS is based on 
Recurrent Neural Networks that analyze suitable features of the audio channel. 
Two different approaches to build the ACS has been developed. The first one 
addressed the detection of focused syllables within a given Intonational Unit 
whereas the second one identify a whole IU as focused or not. For the first 
problem the proposed RNN achieved an F-score of 0.693 with a reduced set of 
acoustic features whereas the RNN were able to get a really high F1-score of 
0.826, with a larger set of acoustic features that also includes variations. 
Experimental results showed the need of context to detect the focus. However, this 
context is reduced to neighbor syllables. On the other hand, human perception 
experiments showed that Humans were able to get just an F1 score of 0.444 
probably due to the lack of broad contexts including previous dialog turns. 

The results of our experiments showed the ability of the Artificial Cognitive 
System to identify the focus in the speaker IUs, which can lead to further 
important improvements in human-machine communication. The behavior of the 
ACS to identifies the focus in speech that can be interpreted, to some extend, as an 
estimation, optimistic in this case, of the human cognitive load when dealing with 
the same problem, showing synergies between Humans and Artificial Cognitive 
Systems. 
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Abstract: This paper intends to introduce a novel model for query-topic relevance 

assessment from assessor and cognitive point of view in the sense that relevance is a 

multidimensional cognitive and dynamic conception. The focus of this presentation is 

concentrated on modeling the concept "Query Associative Vocabulary of Relevance" to 

emphasize the value of integrating intuitive, descriptive, multi-valued assessment, and 

agreement in the process of creating a query-topic relevance data. As this model 

differentiates between different types of query-topics and levels of relevance, it provides a 

facility to enhance the quality of relevance data by re-evaluating the resulted associative 

vocabulary at each cycle of refinement. This aspect is of importance, as it is directed 

toward extracting as much advantage from human assessment as possible. A prototype of 

this model has generated in an initial run a relevance dataset of 20.710 relevance 

assessor’s feedback and a co-occurrence matrix of 39607 terms distributed in intuitive, 

descriptive and document associative vocabularies. Most of the assessor feedback is 

descriptive produced by humans in context of establishing a relevance relationship between 

a query-topic and related documents. Furthermore, classifying query relevance datasets 

according to grades of agreements among judgments is useful as it gives a better overview 

of the performance of the considered system and the comparison of different datasets in 

context of consistency and performance becoming easier. Despite the importance of 

relevance in designing and evaluating Information Retrieval Systems as possible inter-

cognitive systems, a consensus on definition is still debatable. However, considering 

relevance as a multidimensional cognitive and dynamic conception provides researcher 

with a research track to evaluate the performance of interactive and inter-cognitive 

processes in terms of the multidimensionality and cognitive aspects of relevance. 

Keywords: Relevance Assessment; Query-Topic Modelling; Relevance Dataset; Assessor-

Centric; Judgments Agreements; Cognitive Linguistics; Information Retrieval, Search 

Engine Performance; Word Associative Network, Cognitive InfoCommunication; Topic 

Model 
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1 Introduction and Motivations 

Relevance is still a critical issue of Information and Cognitive Science. Despite its 
significance in designing and evaluating Information Retrieval Systems [12]; in 
particular in context of employing them within inter-cognitive processes, a 
consensus on definition is still debatable. In the literature, relevance can be 
considered from different perspectives: from the system (topicality matching), 
user satisfaction and relevance-feedback, multidimensionality of topicality utility 
and from the cognitive perceptive [21]. 

However, this presentation proceeds from an assessor-oriented model considering 
the cognitive aspect and the multidimensionality of relevance in the sense; it is 
considered as a multidimensional cognitive and dynamic conception. 

On the hand, a central question is still controversial: How does an assessor 

conceive a document as relevant? The vagueness involving its nature led to 
confusion in finding proper criteria for representation and assessment. The process 
of relevance assessment enforces human brain to highest concentration and 
activity, whereas intuitive background of the assessors within an inter-cognitive 
communication [3] might affect the quality of a processing of relevant 
information. According to [18], relevance judgment is inconsistent; it can be 
affected by 40 and even according [22] by 80 factors. For Example, the following 
factors might affect the relevance assessment: 

 On the Assessor Level: cognitive style, bias, education, intelligence and 

experience, motivation, etc. 

 On Information Request and Need Level; i.e. query-topic formulation: 

difficulty, subject and textual features, query type (one term, structured, 

unstructured), multimedia features, etc. 

 On Document Level: precision, difficulty, importance, novelty, 

aboutness, aesthetics. 

 Assessment Conditions: size of the document set, Time for judgments, 

experiential environment, interaction modality, visualization, etc. 

 Assessments Type and Information System: binary, multi-valued, 

descriptive assessment, system access, relevance modelling, etc. 

Correspondingly, [13] formalized similarly this aspect by emphasizing, that there 
are many kinds of relevance, and not just one, which can be represented by four 

formal dimensional space; i.e. Information resource; e.g. documents, requested 

need; e.g. query or topic representation and assessor's condition, and background 

knowledge are the major factors involved in the relevance assessment process. 

Different relevance sets of relevance assessment might be observed under 
different judgment’s conditions; such as assessor’s motivation, assessor 
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experience or the intuitive knowledge of the used topics. Furthermore, despite the 
closeness between the relationship between relevance assessment and relevance 
feed-back concept, this work distinguishes between these terms, in sense that goal 
of relevance assessment is to provide a reference of relevance for measuring 
performance of an Information Retrieval, which might be integrated within an 
CogInfo-Communication process, while relevance-feedback is focused toward 
improving the precision by evaluating and reformation and expansion user’s feed-
back (User-Satisfaction model of Relevance). 

The process of creating a traditional relevance corpus in TREC for instance, seems 
to be not visible from a cognitive point of view specially in the case of considering 
multiple assessments for different documents. The overall intuitive vocabulary of 
the assessors and even the inspected document vocabulary are not visible in the 
process of assessment. TREC relevance assessment relies strongly on the pooling 
principle and a batch processing evaluation. The assessors are responsible for 
formulating and at the same time for the relevance assessment, whereas their 
overall multidimensional intuitive background of the investigated topics is not 
considered in the assessment process. Topic and document terms possibly with 
cognitive phonetic spell errors, polysemous terms or informal content [7], [9] 
confuse the inter-cognitive process of assessment. Some assessors might consider, 
due to a possible cognitive load, irrelevant or marginally relevant documents as 
relevant and even highly relevant. Such kind of miss-communication in the 
process of relevance assessment can be considered as a kind of misinterpretation 
and a disturbing factor for creating a representative relevance data. Topic terms 
and their intuitive associative network, documents vocabulary and even human- 

machine interaction might affect this process. In this context, considering the 
overall intuitive or the cognitive vocabulary generated by different assessors 
provide us with a valuable re-usable source for topic reformulation and 
assessment. This paper will stress therefore on capturing this aspect when creating 
a relevance data. This implies the attempt to formalize the overall intuitive 
vocabulary of multiple assessors involved in a relevance assessment experiment, 
representing multidimensional assessor's views of an assessment. 

Furthermore, TREC evaluation methodology is predominantly based on the binary 
logic of relevance, i.e. dichotomous judgment such as relevant or not-relevant 
judgment. Despite the overall relative stability of TREC based retrieval 
performance [20], there are still some critics coming from the lack of practicality; 
i.e. the utility dimension, and the potential meaning and usefulness of a retrieved 
document to the user in context of measuring the performance. This issue might 
be supported in connection with the increasing demand of finding highly relevant 

documents expressed in terms of degrees of document relevance. For example, 
binary assessments allow the assessor to classify marginally relevant and highly 

and even very highly relevant document to the same relevance class. However, in 
the meantime there are several TREC web tracks utilizing points-based relevance 
scale (not-relevant, relevant, highly relevant) [10], [11]. 
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In the view of this presentation, relevance assessment should be assessor-based, 
requiring some dynamic cycle of refinement and ratification under considering 
appropriate preprocessing steps to simplify a possible inter-cognitive 
communication. In this context, this approach is differentiating between variant 
types or levels of relevance depending on the depth of refinement. The depth of 
refinement relies dominantly on three major aspects: relevance assessment, 
assessor feedback and agreement; whereas the grades of agreement should be 
considered at each level of assessment. And finally, the overall "Vocabulary of 

Relevance" created during the relevance assessment should also be captured and 
formalized as reference for any further refinement. The last aspect represents a 
core constituent of the proposed model; as the resulted "Vocabulary of Relevance" 

might make Data of relevance more visible and reusable for IR-Systems 
evaluation. 

In the proposed approach, datasets of relevance are represented as "Associative 

Vocabularies" depending on depth of the captured assessor's initial vocabulary 
before and after each assessment feedback. At each level of assessment, the 
priming principal can be utilized to capture the intuitive assessor's vocabulary for 
each query-topic, whereas after an assessment the assessors are invited to create 
new query for each already assessed document. The resulted queries are then 
subject to an overall multi-valued assessor agreement to estimate the consistency 
between a group of judges, and to use as measure for relevance. 

In the approach, the process of relevance assessment can be regarded as cognitive 

process of establishing a relevance relationship between query-topic latent words 

and documents associative networks; see Figure 1. Adopting this approach 
requires developing an assessor-oriented interactive assessment system 
considering some kind of an inter-cognitive communication, assessor's relevance 

feedback and judgment-agreement. For implementing such a system, the priming 
principle has been utilized for creating initial intuitive term or word-associative 

network of investigated queries-topics. These associative networks can act as an 
initial human-based "Query Associative Vocabulary". For generating a useful 
human-machine document-topic related vocabulary, the priming principle can also 
be utilized for establishing document-topic relationship by requesting assessors 
reading some documents and describing their topics in their words. This intuitive-

machine influenced Vocabulary, contains implicitly a useful relevance assessment, 
which might be used in query formulation and further assessment [7]. These 
associative document-topic relationships can act as an initial human-document-
associative vocabulary. 

Finally, assessors are requested to assess the relevance in the traditional way, 
however under consideration a non-binary; i.e. non-dichotomous judgment and an 
agreement of the multiple judgments. Furthermore, software engineering aspects 
such as reusability, flexibility and others should also be considered in creating 
targeted Relevance Vocabulary [6]. 
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For testing the resulted system an Arabic Corpus1 has been considered containing 
110 Query-Topics and 3300 documents extracted from the ClueWeb [8]. 

1.1 Related Work 

As mentioned earlier, most work concerning creating relevance corpora relies 
dominantly on TREC tracks. The traditional process of creating relevance corpora 
in TREC has not been significantly changed. It is based on the pooling principle to 
ensure the retrieved collection of documents is comprehensive as possible and 
batch processing evaluation. However, in context of using many-valued logic for 
relevance assessment, there are in the meantime, some papers reporting on the 
increasing demand for considering multiple-point assessment. [16] reassessed 
TREC documents pools on 38 Topics to build a sub-corpus of highly relevant 
documents based on the four-point scale. He found 39% agreement with the 
TREC relevance assessment. 

In connection to the meaning of the Human-Machine Interaction and user-based 
evaluation in establishing a relevance assessment, there is also related work. 
Turpin and Scholar [19] stressed on the weak co-relationship between user 
performances against precision-based measures of Informational Retrieval. In this 
context, a precision-based user task measured by the time needed to identify a 
relevant document and a recall-based task measured by the number of finding 
relevant documents within a determined period of time. They observed 45% 
agreement with TREC relevance. [2] Found even 65% agreements with the 
official TREC judgments in an Interactive IR experiment. 

Furthermore, in context of measuring the consistency of the agreement among 
relevance judges, there is some similarity between this approach and research 
presented in [14] and [22]. However, missing judge's assessments were 
considered. Moreover, this approach has tried to deviate from the traditional 
kappa agreement notion, as our approach is heavily considering non-binary judges 
assessment, besides the critics on this approach [17]. 

In context of Arabic script-based corpus evaluation [1], most studies rely strongly 
on the TREC 2001/2002 cross-language retrievals track [4]. In this track, based on 
collaborative work of different teams, 5909 documents over 50 topics were found 
to be relevant with 118 relevant documents per topic after considering total of 41 
runs on an Arabic Corpus of 383,872 documents [5]. The topics were originally 
prepared in English and then translated into Arabic. Unlike the proposed 
approach, the traditional TREC Approach for relevance assessment was binary 

                                                           
1In spite of fact that the proposed model for relevance assessment is language independent, 
the selection of Arabic came from a pragmatics point of view related to researcher current 
affiliation and research in context of creating Cognitively-Motivated Query Abstraction 
Model [7], [8] and [9]. 
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(Yes/No). However, there is some recent research concerned with optimizing 
retrieval of informal content of Arabic (such as Dialect or non-lexical terms) [15]. 

The remaining parts of the paper will be focused on modeling Vocabularies of 
Relevance; particularly on introducing the concept "Query Associative Vocabu-
lary of Relevance” and "Assessors Agreement on Relevance". 

 

Figure 1 

Query-Topic Associative Levels considering Intuitive, Descriptive and Document Associative 

Vocabulary 

2 Modeling Vocabulary of Relevance 

A traditional test collection consists usually of: 

• Set of Topics 

• A Set of Related Documents. 

• Relevance judgments correlating query-topics to certain documents. 

However, the proposed approach will elaborate on the interrelationship between 
these sets from a cognitive point of view focusing on the role of the assessors for 
establishing relevance relationship between queries related documents. Therefore, 
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this approach can be regarded as assessor-based and cognitively oriented. 
Furthermore, it aims at making a relevance assessment visible and consistent 
among the assessors by capturing instances of assessor's vocabularies at different 
levels of depth and refinement. As an assessor has to assess the relevance of a 
query-topic in context of a text-document based on its words, his background-

vocabulary plays a decisive role in establishing a relevance relationship between a 
topic and a text-document. In this presentation, the dimension "intuitive" and/or 
"associative" vocabulary will be used in context of Productive2 and Receptive 

Vocabularies3. Furthermore, this presentation will differentiate between two major 
concepts: 

 Query Associative Vocabulary of Relevance (QAV) 

 Query Datasets of Relevance (Q-Rel-Set) 

A Query Associative Vocabulary of Relevance can be viewed as associative word-
networks reflecting assessors intuitive and document associative background 
knowledge, while Query Relevance Datasets represent the results of the process of 
establishing a relevance relationship between queries and related documents. In 
this context, a query-topic is not considered only through its terms, but rather 
more through an Associative Word-Network4 capturing a query-topic intuitive and 
document associative network. Furthermore, the process of Relevance assessment 
is considered as an abstract process of establishing a relevance relationship 
between a Query Associative Relevance Vocabulary; i.e. query associative word-
networks and documents associative networks, see Figure 1. 

To formalize these aspects, some preliminary definitions will be introduced. 

2.1 Preliminary Notation 

Let 

• 1 2{ , ,..., }= nd d dD=  be the set of all considered documents. 

• 1 2={ , ,..., }mJ J JJ =  be the set of judges, who should perform the relevance 

assessment. 

• 1 2={ , ,..., }qq q qQ  be set of considered queries-topics. 

                                                           
2Productive Vocabulary is declared to be the set of words that can be produced by assessors 
within an appropriate context of relevance. 
3Respective Vocabulary is specified to be the set of words understood by assessors when 
heard or read or seen forming a human vocabulary. 
4 A Query-Topic based Associative Network represents a latent structure of the related 
Topic. 
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Furthermore, the queries are classified in the following structural types: 

 Query Type-I: One Term Query-Topic. Defined as the class of topics 

consisting of one term query. A query of type one is denoted by 
i I

q ; 

e.g.: 

1 Ii
q Education , 

2 Ii
q Energy and 

3 Ii
q Cells . 

 Query Type-II: Unstructured Query-Topic. Defined as the class of 
queries represented in unstructured from. A query of this type is 
represented by multiple related words or terms, however not structured 
from. E.g.: 

1
, ,

IIi
q Game Internet Programs

2
, ,

IIi
q Surgery Heart Operations . 

 Query Type-III: Structured Query-Topic. Defined as the class of 
queries representing a query in a structured form. This type represents 
query in the usual form; e.g.: 

         
1

     
IIIi

q Real Estates in United Arab Emirates  

  3 ?
IIIi

q When can the lender hold the proerties back  

Furthermore, the following applicative functions are denoted as follows: 

• iq D  denotes a vector of documents, which are associated with the query iq  

and can be extracted based on some search strategy; e.g.: 

               1 2, ,...,i lq d d dD  and i j jq d dd  represents the j-

document in iq D . 

 i INTq
J

 be an instance of the Intuitive Vocabulary of the query iq , which is 

associated with a group of assessors J  and can be created by capturing 

the priming effect of the query iq . Analog i j
q  represents priming 

effect of the query iq , by some judge  j J .    

 
i DIS

q
J

D  be an instance of the Descriptive Relevance Assessment 

Vocabulary produced by the group J  for the query iq  when observing 

the documents 1 2, ,...,i lq d d dD . 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 1 2, ,...,
i W

mq d w w w
JJ

d with [0,1]iw   be a vector from the space of 

weighted assessments associated with the document d D in context of 
establishing a relevance relationship with the observed query qi produced 
by a set of judges .J    

 1 2, ,...,
i W Jk

l
J k

q w w wD  with [0,1]iw   be a vector of weighted 

assessments associated with documents 1 2, ,...,i lq d d dD  in 

context of establishing a relevance relationship with the observed query 

iq produced by some judge kJ J .    

2.2 Query Associative Vocabulary of Relevance 

A Query Associative Vocabulary can be viewed as an Associative Query-
Network, which might be used in an assessment process. Capturing such 
associative Vocabulary is difficult to determine. However, this approach proposes 
proceeding from an initial instance for such Vocabulary, which might be 
augmented and refined by multiple feedbacks within an agreement strategy. In this 
presentation, an initial Query-Network is considered in view of the assessors from 
the flowing points of view: 

a. Intuitive assessor's feedback as Query Intuitive Vocabulary (QIV).   

b. Productive assessor's feedback as Query-Document Associative 
Vocabulary. 

c. Document Associative Vocabulary, (DAV); see Figure 2. 

The associative vocabularies in (a) and (b) represent possible instances of 
Assessors Productive Query Vocabulary in context of intuitive and descriptive 

abilities of the assessor, while Associative Document Vocabulary in (c), 
represents a document associative network, which might be estimated by classical 
n-gram analysis. However, the focus of this presentation will be on modeling of 
Assessors Associative Vocabulary of Query. In this presentation the assessor's 
feedback in (a) and (b) will be considered as Query Associative Vocabulary 

(QAV). 

It is clear that an assessor; when establishing a relevance relationship between a 
query and a document can’t consider all aspects of associative relationships. He/ 
She might express this kind of uncertainty by estimating the relevance relationship 
relying on many-valued or descriptive and declarative relevance assessments. On 
the other hand, as capturing the whole types of associative networks; i.e. 
associative vocabularies of a topic and document is also not possible, this 
approach attempts to formalize these under the relativity of these aspects for all 
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assessors. This view can be implemented through multiple inter-cognitive 
communications, before and after having more relevance details at different 
sessions of communication. This view implies for example, to estimate the 
Assessor Intuitive Vocabulary by capturing the priming-effects of all involved 
assessors. Furthermore, topic associative vocabulary can be estimated based on 
the agreement among all assessors and their feedback in the form of creating of 
reformulating the initial query relying on more details after exploring the related 
document and even its meta-data. Each captured associative word-network should 
be subject of selection and agreement of involved assessors. QAV is proposed to 
be estimated over assessor's productive vocabulary, on the following levels of 
observations and refinements: 

 Productive Effect Level; i.e. when reading or seeing or hearing a query-
topic independent of a document. This dimension of relevance is 
concerned with representing the basic contextual relevance of query as an 
instance of the associative network for a query. Instances of a query 
associative network can be generated by considering query associated 
word delivered by assessors before starting an assessment process. In 
other words, it aims at capturing the priming-effect of a topic for all 
assessors. For Example, relying on certain J assessors, the query 

Cells  has produced on the initial run of the experiment the following 

intuitive Effect: 

, , , , , ,

, , ,...INT

Beehives Stem Blood Biology Body Human
Cells

Solar Terrorist Nerve


J
 

(1) 

with different frequencies. Such query associative set can be viewed as 
weighted associative word-network reflecting the most associative words 
with query-topic. 

 Active Productive Level; i.e. Relevance based on judges-agreement, 
when describing a relevance relationship between a topic relying on 
assessor's receptive vocabulary. E.g. after observing or reading a query 
description, document words, and/or Meta terms of some document. In 
this context, this approach differentiates between two basic kinds of 
associative vocabularies of Relevance estimating the productive 
vocabulary in terms of relevance assessments: 

a. Query-based Descriptive Relevance Assessment. This type reflects 
judges’ assessment in term of establishing a relevance relationship 
between a query and a document by creating or reformulating a 
query text or topic for a certain document describing a high 
relevance relationship after reading and having more details of the 
document. In other words, assessors are requested to answer the 
question, what is the best formulation you propose to inquiry the 
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investigated document? The influence of document vocabulary and its 
associative network should play an important role in the assessment 
process, as the assessor might rely on certain terms occurring in the 
document. This type of assessment can be considered as query 
reformulation or expansion, relying on assessor's receptive 

vocabulary of document and on the initial query. For Example, based 
on J , the document d=ar004-15-285 with the query Cells  has 

produced the following Descriptive Relevance: 

    
 ,

DIS

Aids Aids virus, treatment of immune deficiency
Cells

immune cells, destruction of cells,...
d 

J
     (2) 

b. Weighted Non-Binary Query Relevance Assessments; this type 
reflects judge's assessment in term of establishing a numerical 
relevance relationship between a query and a document after reading 
document text with more details in the interval [0,1]w  . For 
example, the responded assessors have evaluated the relevance 
relationship of the query Cells  to the document d=ar004-15-28 with 

the following vector: 

           0.75, 0.5, 0, 0.25, 0.75, 0,1, 0, 0.25, 0.25, 0.25,1, 0.75, 0.75, 0.25, 0.25
W

Cells d 
J

 (3) 

In the following these ideas will be formalized. 

Definition 1 (Query Associative Vocabulary of Relevance, QAV) 

Let   

 iq Q  be a query-topic of some type. 

 1 2={ , ,..., }mJ J JJ =  be a group of assessors. 

 i INTq
J

 be an instance of the Intuitive Vocabulary of the query iq , 

which is associated with a group of assessors J  and, can be created by 

capturing the priming effect of the query iq . Analogy 
Ji INTq  

represents associative effect of the query iq  by some judge J J . 

 
DISiq

J
D  be an instance of the Descriptive Relevance Assessment 

Vocabulary produced by the group J  for the query iq  when observing 

the documents iq D  then: 

                                                           
5 d=ar004-15-28 is a real document extracted from the ClueWeb2009 
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(a) An instance of the Associative Vocabulary of the Query iq Q  is 

estimated by: 

i INTq i i DIS
QAV q q

J J J
D  (4) 

(b) An instance of the Associative Vocabulary of all Query-Topics is 
estimated by 

INT DIS
QAV 

J
Q J J

Q Q D  (5) 

QAVQ J
 represents the space of a global associative word-network of all 

involved query-topics and their associative word produced by a group of 
assessors. 

Definition 2 (Query-Topic Relevance Datasets) 

 Let qQ  be a query of some type. 

 Let 1 2, ,...,
kk

lW JJ
q D w w w  with [0,1]iw   be a vector of 

weighted assessments associated with the documents 

1,..., lq d dD  in context of establishing a relevance relationship 

with the observed query-topic q and produced by some judge kJ J . 

Accordingly 

1 2

, ,...,
m

W W W WJ J J
q q q qD D D D

J
 

(6) 

represents all assessments of the all assessors for the query q associated 

documents such that 1 2, ,..., lq d d dD . 
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Figure 2 

Components of the Proposed Mode 

 A Relevance Dataset 
R

q D  for the Query q is then defined as the 

space of a query-topic associated documents and their assessments 
vectors created by all judges 

,
WR

q q qD D D
J

 (7) 

2.3 Model Architecture 

As mentioned above, relevance assessment should be focused on the assessor. 
And, it requires some cycle of refinement and ratification under considering 
suitable preprocessing steps to simplify the assessment communications. This 
approach differentiates furthermore between variant types or dimensions of 
relevance depending on the depth of refinement. The depth of refinement relies 
dominantly on three major aspects relevance assessment, assessor feedback and 
agreement. In addition, intuitive, descriptive and many-valued or multiple 
relevance assessments were proposed at each level of assessment. The overall 
vocabulary of Relevance created during the relevance assessment should also be 
captured and formalized as reference for any further refinement. This last aspect 
represents a core constituent of the proposed model; as the resulted vocabulary of 
Relevance might make data sets of relevance more visible for IR-Systems relying 
on it by evaluation. 



B. Haddad Relevance & Assessment: Cognitively Motivated Approach toward  
 Assessor-Centric Query-Topic Relevance Model 

 – 142 – 

Based on the above motivations and definitions, this presentation proposes the 
following Architecture, which has been implemented6 and utilized in creating an 
initial dataset of relevance. The Architecture has two major components, see 
Figure 2: 

 Relevance Engine. Based on user interactive assessments capturing the 
overall intuitive word-network of different query types, query descriptive 
and many-valued Relevance assessments, the Relevance Engine prepares 
data networks to creating Relevance Vocabularies. 

 Vocabulary Engine. Data-Networks will be converted to initial 
Relevance Datasets to be subject to further assessors-based refinement 
satisfying some stable grade of overall agreement of consistency. At this 
step, Query Intuitive, Associative and Document Associative 
Vocabularies will be created. 

3 Grades of Agreement and Disagreement 

Relevance datasets consist of collections of relevance relationships organized 
according to some specific topics or queries to certain related documents. The 
grade of relevance of some query for some certain documents is captured through 
assessment registered by multiple judges. As mentioned earlier, human judgment 
might be subject to different factors, which might affect the outcome of relevance 
datasets such as judge background, document type, judgment conditions and type 
of the query. 

The focus of attention of this presentation was till now on modeling a "Query 

Associative Vocabulary of Relevance", to stress on the value of intuitive and 
descriptive relevance and non-binary assessment. However, the essence of 
creating a stable dataset of Relevance needs to be elaborated in more details. This 
aspect is of importance as different Relevance datasets might be created under 
different judgment conditions. Assessment environment and motivation might 
affect the results, so that a stable relevance assessment needs to consider global 
consensus of agreement among judgments. 

In the following the basic ideas for considering agreements among multiple 
judgments will be introduced. 

Relying on the above-mentioned issues, this approach adopted the concept of the 
grade of Agreement from [13]. 

                                                           
6The implementation details are out scope of this presentation, see voting systems:  
http://apropat.info/portal/apropat-search-engine/apropat-cognitive-query-model/[7][8] 
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Definition 3 (Query Relevance Dataset Agreement & Disagreement) 

Let 

 
R

q D be a Query Relevance Dataset for the query q as defined in 

definition (2) with 1 2, ,...,
kk

lW JJ
q w w wD , [0,1]iw  , 

k
J J  and 

1 2, ,..., lq d d dD  

 The J  disagreement between two assessments in 
R

q D  for some q, 

is defined in terms of the sum of the absolute differences, and is 
computed as follows: 

  1,dist i i

k

l

k y
i

W WJ Jy

w w
q q

l







D D  
(8) 

 The grade of agreement among the judges in J is defined in terms of the 
complement of the sum of all pair-wise disagreement within all 

assessments vectors for the related documents 1 2, ,..., lq d d dD : 

    1
, 1dist

1 k
W WJ Jy

m

k y
i

R

q q m

AG q
m




 
 D D

D  

(9) 

For Example, the agreement among judges involved in assessing the one term 

query-topic Cells  in context of the document d=ar0001-27-3 in Equation 3 data: 

0.75,0.5,0,0.25,0.75,0,1,0,0.25,0.25,0.25,1,0.75,0.75,0.25,0.25
W

Cells d 
J

 

0.591
W J

CellsAG d   (10) 

However, the agreement on this query for of all related Documents D : 

0.61
W J

CellsAG D  (11) 

In general topics with low, medium or high agreements should be evaluated in 
their context, when applying them to measure a system performance. However, 
the agreement with low agreements values might be subject of reformulation 
relying on the QAV; i.e. Query created Associative Vocabulary of Relevance, 
which is created by gathering the intuitive and document related associative 
vocabularies of the query. See Table 1 the first topic; Cells  as an example in the 

Appendix. 
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4 Experimental Results and Evaluation 

A prototype of the proposed model was implemented as depicted in Figure 2. 
Implementation details are beyond scope of this presentation. As initial data-
source, the ClueWeb2009 containing 29 Million Webpages [8] was used as source 
for extracting topics related Documents Dataset. Furthermore, LUCENE and 
APRoPAT Search Engines7 were also employed in the indexing process, whereas 
at least 30 documents were extracted for each query-topic. 110 Queries were 
created based on the following criteria: 

 27 Query-Topics of Type I were created relying on the most frequent 
1000 terms in the ClueWeb. 

 23 Query-Topics of Type II were manually constructed relying also on 
the most frequent 1000 terms in ClueWeb. 

 60 Query-Topics of Type III. 19 queries were selected from TREC-09 
and translated manually. The rest (41) were also created by selecting 
most frequent word randomly. 

 All queries were also refined and tested by Google Search Engine to 
ensure their meaningfulness and validity. 

 21 assessors of different ages and gender were requested to interact with 
implemented system at different phases and different dates through the 
web. 

 The experiment has resulted in the initial run relevance Dataset of 20.710 
relevance assessor feedback and a Vocabulary Co-Occurrence Matrix of 
39607 terms distributed in the intuitive, descriptive and document 
associative vocabulary. Most of the relevance assessor feedbacks are 
descriptive relevance generated by humans in context of establishing a 

relevance relationship between a document and documents. 

 An overall relevance assessment of the judges for each query was also 
computed based on the likelihood principal. A relevance Corpus with 
around 1100 documents was created with multiple-valued assessments in 
the scale (Absolutely Irrelevant, Marginally Relevant, Un-decidable 

Relevant, Highly Relevant, and Absolutely Relevant). 

To ensure the quality of initial dataset, the agreement and disagreement among the 
assessors for each topic were computed on two agreement levels: 

 Agreement on one document. 

 Agreement on multiple documents. 

                                                           
7 A LUCINE based Indexer using Petra Morph and Al-Khalil Morphological Analyzers: 
http://apropat.info/portal/apropat-search-engine/ [7], [8], [9] 

http://apropat.info/portal/apropat-search-engine/%20%5b7
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Figure 3 

Query-Topics Type I, II and III assessors Relevance agreement on related documents 

In the initial run, the grade of agreement depending on the type of the query was 
ranging from 0.442 to 0.933 on a document agreement level, and from 0.547 to 
0.827 on the multiple documents level, provided us with a facility to select a 
relevance dataset with good agreement in one run. The standard deviation of the 
assessment depending on the type of considered query indicates a tiny variance, 
see Figure 3. These results represent stable and useful information for an initial 
data-source to act as seed for further refinement steps. 

However, following some selection criteria such as selecting the queries with high 
score of agreement would be useful in practical issues in measuring the 
performance of an IR-System. In this context, it is worthwhile to mention that is it 
likely to improve all results by considering the other features of Query Associative 
Vocabulary Dataset at each cycle of refinement; i.e. initial intuitive, descriptive 
and document associative vocabulary. 

Overview and Conclusion 

This paper intended to introduce a novel model for query-topic relevance, from 
assessor and cognitive point of view, in the sense that relevance is a 
multidimensional cognitive and dynamic conception. 

The focus of attention was focused on modeling the concept "Query Associative 
Vocabulary of Relevance", to stress the value of integrating intuitive, descriptive, 
multi-valued assessment, and grade of agreement in the process of creating 
relevance Data. Based on a prototype implementation of this model, a stable query 
Relevance Dataset was created. Furthermore, as this model differentiates between 
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different types of topic relevance, it provides a facility of enhancing the quality 
and augmenting the relevance Data by reevaluating dynamically the resulted 
Query Associative Vocabulary of Relevance at each cycle of refinement. 

Furthermore, categorizing Relevance datasets according to different grades of 
agreement is important as Relevance Data might give better overview of the 
performance of considered IR as an inter-cognitive system and the comparison of 
different Relevance assessment methods in context of consistency and 
performance is becoming easier. 

As human judgments are difficult, time consuming and expensive to obtain; it is 
important to extract as much advantage from human judgments as possible, and 
therefore it is planned to increase the machine learning features of this model by 
enhancing the semi-automatic analysis and query generation aspects of resulted 
vectors of relevance at each cycle relevance. 

In spite of importance of relevance in designing and evaluating Information 
Retrieval Systems as possible inter-cognitive systems, a consensus on definition is 
still debatable. However, considering relevance as a multidimensional cognitive 
and dynamic conception provides researcher with a research track to evaluate the 
performance of an interactive and inter-cognitive process in terms of the 
multidimensionality and cognitive aspects of relevance. 
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Appendix 

Samples of Query-Topics within the Associative Vocabulary (QAV) 

The following Table (1) contains some samples of Query-Topics within an 
Associative Vocabulary of Relevance (QAV) and some extracted values: Human 

based assessment, Relevance Grades, and Assessors Agreement on certain 
documents. E.g. based on QAV of the Topic ⟨Cells⟩ represented by assessors 
feedback, a new query-topic can be proposed such as ⟨Blood Cells⟩ as relevant 
topic (see Definition 1 and Figure 2). Such query-topics are expected to have 
higher agreement among the judges; as they have been generated according 
productive relevance-feedback. On the other hand, Document Associative 
Vocabulary (DAV) can be utilized to generate documents based relevant queries. 

 

QUERY-

TOPIC / QAV-

RELEVANCE 

DOCUMENT 

ASSESSMENTS 

Human Assessment (non-binary) Agreement Relevance Grade 
Agreement 

Category 

⟨Cells⟩ 
ar001-27-3 

⟨0.75,0.5,0,0.25,0.75,0,1,0,0.25,0.  

5,0.25,1,0.75,0.75,0.25,0.25⟩ 0.596 

 

0.25 Medium 

⟨ Blood Cells⟩ ⟨0.75,0,0.75,0.75,0.25,1,1,0.75,0.75

, 0.5,1,0.75,1,0.50   ⟩ 0.75 High 

⟨ Gas, Prizes ⟩ ar003-57-6 

⟨0.25,1,0.75,1,1,0.75,1,0.75,1,0.25,

1,0.75,1,0.75,1⟩ 
0.823 1 Very High ⟨⟩ 

⟨ Influence of 

Video Games ⟩ ar000-27-1 

⟨0.25,0.5,0,0,1,0.5,1,1,0.5,0,1,0.25,

1,0,0.75,1,0,1,0.5,0.5⟩ 
0.521 1 Medium ⟨⟩ 
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Abstract: This manuscript focuses on cognitive aspects of spatial mental modeling. We 

examine possibilities for merging methods for sensing and modeling of cognitive 

capabilities and cognitive styles with the concept of cognitive infocommunications. Related 

aspects of cognitive psychology, the theory of senses, sensory substitution, and mental 

modeling are discussed. We illustrate practical impact of emerging CogInfoCom methods 

on people with special needs, in particular, those with vision impairment. 

Keywords: cognition; senses; cognitive infocommunications; navigation; orientation 

1 Introduction 

In the field of Cognitive Psychology, development factors and communication 
among different cognitive entities are essential. The representation coding 
corresponds not only with ways of how humans communicate using their senses 
but also with the way how people store the information in their brains. The 
sensory modality corresponds to the way humans communicate and with 
spatiotemporal orientation. Also, the sensory modality might affect the 
information coding humans use to build mental models of the environment around 
them. 

The field of Cognitive Infocommunications (CogInfoCom) is a multi-field 
discipline involving among others Cognitive Psychology. According to the 
definition in [1] “CogInfoCom investigates the link between the research areas of 
infocommunications and cognitive sciences, as well as the various engineering 

applications which have emerged as a synergic combination of these sciences.” 
The primary goal is to investigate how cognitive processes can co-evolve with 
infocommunications devices. The blending of cognitive capabilities of natural and 
artificial systems may result in a synergically more effective combination both on 
a theoretical and engineering application level. 
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From the cognitive capability perspective, CogInfoCom defines two types of 
communication: Intra-cognitive communication between two entities with 
equivalent cognitive capabilities and inter-cognitive communication between 
entities that differ in their cognitive capabilities. From the sensor (sensory) 
perspective, there is sensor sharing communication, and sensor bridging 
communication. The other aspect is the information representation. There is 
representation sharing communication and representation bridging 
communication. 

Individuals use different strategies to create and maintain mental models of the 
spatial environment around them. The research on mental spatiotemporal 
modeling of the external world emerges from Cognitive Psychology. Better 
comprehension of these processes in the framework of cognitive info-
communications could lead to a better concept of spatial orientation by employing 
blended natural and artificial capabilities. User groups with specific needs, among 
others visually impaired individuals, will benefit from the outcomes. 

The strategies of spatial mental modeling differ between individuals. For instance, 
visually impaired people require specific knowledge about the environment, and 
they build mental models that can differ from the general population. By 
supporting the process of spatial orientation using info-communication 
technologies, we can facilitate the ability of independent navigation in the indoor 
and outdoor environment. This intent requires knowledge of individual cognitive 
capacities, spatial mapping strategies and terms a particular person uses for mental 
representation of objects relevant to spatial orientation. 

Becoming visually impaired can be a life-changing experience and is likely to 
have far-reaching consequences for the person affected [2]. Loss of vision is also 
often associated with a psychological reaction such as depression, low morale, or 
poor self-esteem. Assistive devices can have a positive impact on disability and 
depression of those affected. However, Horowitz et al. in [3] were able to find 
significant evidence only for improving depression symptoms by optical 
compensation aids that enable their users to continue using their remaining sight 
and habits rather than using sensory-bridging compensation aids such as talking 
books. In [4], Macik et al. describes a qualitative study of everyday needs of 
visually impaired older adults living in a residential care institution from the 
perspective of the use of infocommunications. The results motivate us to employ 
CogInfoCom to support spatial orientation of people with special needs. 

Wobbrock et al. in [5] introduced the concept of Ability based design. This 
concept encourages assistive technologies designers to divert their focus from 
disabilities to each individual’s specific abilities. Authors define terms adaptable 
and adaptive systems. While an adaptable system can be manually adjusted to 
reflect specific individual needs and support her/his abilities, an adaptive system 
can automatically sense and model these specific individual needs/abilities and 
consequently perform the adaptations automatically. 



Acta Polytechnica Hungarica Vol. 15, No. 5, 2018 

 – 151 – 

In [6], Um argues that the information society paradigm is moving towards a 
cyber-physical system (e.g., self-driving car) society. From the perspective of 
spatial information science, he leverages the importance of spatial information and 
its distribution. For purposes of supporting spatial mental modeling, having access 
to precise and up-to-date spatial information about the desired physical or virtual 
environment is vital. Authors of [7] argue that having actual information about the 
sidewalk network is necessary for the technological support of visually impaired 
navigation in the city. Projects exist [8] that use crowdsourcing together and 
maintain such information, but professional support from a big market player is 
often necessary. 

In this paper, we aim to direct the research of CogInfoCom to explore the use of 
infocommunications to facilitate spatial understanding. Info-communication 
technologies are already being used to help users with various cognitive abilities 
to navigate in the indoor and outdoor environment. Several projects are aiming to 
support visually impaired, wheelchair users, but also people with mental 
challenges in their tasks related to indoor and outdoor navigation and 
spatiotemporal orientation. Examples of such projects are detailed in Section 3. 

In the domain of CogInfoCom, the spatiotemporal orientation has been already 
addressed by numerous works. Macik et al. in [9] propose an indoor navigation 
system that does not depend on complex devices carried by users. Instead, several 
navigational terminals guide the visitors to their destination. Specific aspects of 
the orientation of older adults with vision impairment are discussed in [4]. An 
indoor surveillance system that supports spatial orientation is addressed in [10]. In 
[11], authors focus on localization of visually impaired in the outdoor 
environment. Ito et al. in [12] propose a cognitive model of sightseeing for a 
mobile support system. Kutikova et al. investigate ICT used in travel-related 
activities of wheelchair users. Sik et al. in [13] describe an implementation of a 
geographic information system that connects different data sources. 

This paper is structured as follows. In Section 2, we discuss the scientific 
foundations for spatial mental modeling. We put particular focus on selected 
aspects of Cognitive Psychology, mental modeling and the theory of senses. In 
Section 3, we list relevant approaches that aim to support orientation in the space 
environment, spatial mental modeling or use a special method for sensory 
substitution. Section 4 concludes the paper, it discusses how theoretical 
foundation described in the paper can contribute to the future research in the field 
of CogInfoCom. 

2 Background 

In this section, we discuss the scientific foundations for spatial mental modeling 
within the framework of CogInfoCom. Firstly, we define the basic terms related to 
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the mental mapping and exploration of spatial environments. This is followed by a 
survey of psychological aspects relevant to the navigation and orientation of the 
visually impaired. Finally, we provide a survey on sensory modalities in relation 
to their utility for the purposes of spatial orientation. 

According to the Oxford dictionary [14], “Navigation is the process or activity of 
accurately ascertaining one’s position and planning and following a route.” 
Wayfinding has exactly the same definition in that dictionary. 

For our purposes, we define term Navigation System as an artificial entity that 
helps with one’s navigation through the physical or virtual spatial environment. 
The Navigation System maintains information about one’s target destination and 
by inter-cognitive communication provides Navigation Instructions to reach the 
destination. 

“Orientation is the action of orienting someone or something relative to the points 
of a compass or other specified positions” [15]. An Orientation System is an 
artificial entity that provides Orientation Cues to help maintain one’s orientation 
in physical or virtual space environment. Orientation System helps to maintain 
one’s Situational awareness [16]. 

2.1 Cognition, Cognitive Psychology, Cognitive Science and 

Artificial Intelligence 

According to Oxford the dictionary [17], “cognition is the mental action or 
process of acquiring knowledge and understanding through thought, experience, 
and the senses”. While cognitive psychology focuses on studying mental processes 
of humans, Cognitive science is according to [18] “the interdisciplinary study of 
mind and intelligence, embracing philosophy, psychology, artificial intelligence, 
neuroscience, linguistics, and anthropology” Artificial intelligence (AI) involves 
the study of cognitive phenomena in machines. Another scientific field that 
investigates phenomena that affect the ways people represent information for 
purposes of communication and memory is linguistics [19]. According to the 
Oxford dictionary, linguistics is the scientific study of language and its structure, 
including the study of grammar, syntax, and phonetics. 

From the perspective of cognitive psychology, high cognitive diversity among 
humans is possible. Several factors can affect the way we think, including, 
genetics, developmental factors, culture, and environmental factors in general. 
Cognitive psychologists suggest various cognitive styles – categorization of 
individual ways of thinking from multiple perspectives. Cognitive styles bridge 
cognition and personality. From the cognitive perspective (cognitive centered 
approaches), individuals can be assessed on the scale of reflection-impulsivity 
[20], while Witkin is his theory of field dependency [21] examines one’s tendency 
to rely on information provided by the outer world. Based on the perspective from 
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which an individual represents information Richardson [22] suggests two styles – 
visualizer and verbalizer. 

Another dimension worth considering is, perspective is the personality 
(personality centered approaches). Foundations of personality centered approaches 
stem from Jung’s cognitive styles [23]. In his approach, individuals can be 
characterized as differing in terms of two attitudes (extraversion and introversion), 
two perceptual functions (intuition and sensing), and two judgment functions 
(thinking and feeling). The popular Myers-Briggs Type Indicator (MBTI) [24] is 
based on Jung’s approach. Gregorc’s energic model [25] proposes that cognitive 
styles can reflect two basic dimensions: use of space (concrete or abstract) and use 
of time (random or sequential). 

Sternberg et al. [26, 27] proposed the theory of mental self-government. The basic 
idea behind the theory is that the various styles of public government may be 
external reflections of the styles that can be found in the mind. Also, the authors 
argue that in contrast to previously described approaches for cognitive styles, 
everyone possesses every style to some degree. Cognitive styles seem to be 
largely a function of an individual’s interactions with tasks and situations. A 
person with one style in one task or situation may have a different style in another 
task or situation. 

In [28], Torok describes the estimated transition from human-computer interaction 
to cognitive infocommunications from the perspective of cognitive science. He 
sees the development in ways how the new systems will understand humans. The 
new forms of interaction should reflect an understanding of human behavior, 
human limits, needs and ultimately human cognition. Although the goal of fully 
understanding human cognition cannot be reached in the foreseeable future, as the 
artificial cognitive system must have been able to comprehend how an individual 
thinks in the full extent. 

2.2 Psychological Aspects of the Spatial Orientation of the 

Visually Impaired 

Cognitive psychologists have three basic theories about the spatial cognition of the 
visually impaired. Ungar [29] mentions theories of deficiency, inefficiency and 

difference. The theory of deficiency presumes that the lack of visual experience 
results in a complete lack of spatial understanding. The inefficiency theory 
assumes that spatial abilities of visually impaired individuals are similar to (but 
less efficient than) those of sighted people. The last difference theory assumes that 
a vision impairment may result in abilities which are qualitatively different but 
functionally equivalent to abilities of sighted people. The empirical research 
disproved the theory of deficiency as experiments proved that congenitally blind 
individuals have the spatial understanding. 
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Spatial schemes are used in abstract thinking [30, 31]. Human memories are 
anchored in relationship to places; spatial metaphors help to structure our 
memory. In the case of sighted people, vision is the primary modality supporting 
spatial orientation. Sight provides reliable and rich information about objects in 
space. Moreover, these objects do not need to be in the close distance. Although 
hearing can also provide information about a distant object, the quality and 
reliability of this input is significantly lower than in case of sight. Also, sight can 
simultaneously provide information about multiple objects (central and peripheral 
vision). 

Even in the case of sighted people, the visual stimuli are not the only ones used for 
coding spatial information. Typically, mental representations are based on 
overlapping information from more sensory modalities [31, 32]. Besides vision, 
spatial cognition employs hearing, spatial orientation stimuli from the vestibular 
system and kinesthetic stimuli from proprioceptors. Thinus-Blanc and Gaunet in 
[33] show evidence that representation of space in blind persons differs and that 
lack of visual stimuli has critical and irreversible effects at the level of brain 
function. However, results of studies (e.g., [34]) investigating spatial orientation 
of visually impaired show no or only slight performance decline of congenitally 
blind individuals. The empirical results support the difference theory, and the 
probable cause is that many blind persons have developed highly effective spatial 
strategies. 

Kitchin et al. in [35] present a literature overview of research related to 
understanding spatial concepts by visually impaired individuals. The authors 
argue that further research is necessary to fully understand how visually impaired 
people orientate themselves in spatial environments defined at a geographic scale 
rather than in small-scale artificial environments evaluated in laboratory studies. 

Navigation of visually impaired primarily employs hearing, touch, kinesthetic and 
olfactory stimuli. The information provided by these senses has lower reliability 
and lacks the possibility of continuous simultaneous sensing of multiple spatial 
reference objects. This leads to the use of different spatial references and mental 
coding of spatial information by those blind and visually impaired. Consequently, 
the navigation strategies also differ. According to [31], this plays a significant role 
in demands on the capacity of working memory. 

2.3 Cognitive Maps of Spatial Environment 

Siegel and White [36] define three types of spatial knowledge – landmark, route, 
and survey. Landmarks are specific geographic locations, strategic places to which 
a person travels (e.g., shop, church, bus stop). Routes correspond to a sequence of 
landmarks. Survey (configurational) knowledge correspond to a map-like 
representation of space environment. 
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According to Brock et al. [37], preparation in a safe environment like home using 
tactile maps can provide visually impaired with cognitive maps of the 
environment they intend to visit and consequently help them to overcome fear 
related to traveling. Tactile map reading is not intuitive and must be learned. It 
implies several challenges for the inexperienced map user. 

Loomis, Klatzky and Giudice in [38] investigate spatial representations of three-
dimensional space in spatial working memory. Authors call representations in the 
short-term working memory spatial images. These representations differ from 
representations in the long-term memory and from percepts (perceptual 
representations). An individual can perform mental manipulations of spatial 

images such as relative parallax (caused by own movement in the space). Spatial 

image is multisensory in origin. It can be instantiated in spatial working memory 
by visual, auditory and haptic stimulation and by spatial language. Also, Spatial 

images can be instantiated by recall from long-term memory. There is research 
evidence that spatial mental images are amodal. 

Lahav and Mioduser in [39] investigate the construction of cognitive maps of 
unknown spaces using a multi-sensory virtual environment for people who are 
blind. The authors present a study that investigates the creation of spatial cognitive 
map using compensatory sensory channels within multi-sensory virtual 
environment simulating real target space. The goal is to assist visually impaired in 
their anticipatory exploration and cognitive mapping of unknown spaces. Results 
of their study provide strong evidence that exploration of multi-sensory virtual 
environment provides a robust foundation for the development of comprehensive 
cognitive maps of unknown space. The virtual environment supports two modes – 
teacher mode and learning mode. In the teacher mode, environment editor can be 
used to specify the model of the spatial environment, force feedback effects, and 
audio feedback. In the learning mode, a force-feedback joystick is used to explore 
the virtual environment. The results show that in the virtual environment the 
participants get more holistic and comprehensive cognitive maps that by 
exploration of the real environment. In subsequent research [40], the authors 
investigate the integration of multi-sensory virtual environment into a 
rehabilitation program to improve orientation and mobility skills for people who 
are blind. This research has shown the positive effect of a virtual reality 
environment in the subsequent navigation and orientation in unfamiliar space. 

Papadopoulos, Koustriava and Barouti in and [41] study the ability of visually 
impaired to create cognitive maps of familiar and unfamiliar spaces. Authors 
compare cognitive maps created through audio-tactile maps and through walked 
experience in terms of precision and inclusiveness. Results of a study with thirty 
visually impaired participants support the usefulness of tactile maps for the 
creation of spatial knowledge. Similarly to audio-haptic virtual environment [39], 
exploration of audio-tactile maps provides more complete cognitive maps than 
walking along a route in an unfamiliar area. 
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Kitchin and Jacobson in [42] present a survey of techniques to collect and analyze 
data on how visually impaired learn, understand and think about geographic space. 
In their review, they divided tests to those that measure aspects of route 

knowledge and those that measure aspects of configurational (survey) knowledge. 
The authors point to issues of validity of some studies. Small sample sizes cause 
the biggest concerts. Furthermore, there are many studies assessing respondents’ 
knowledge of micro-scale artificial environment rather than real-world macro-
spaces people deal with in real life. 

Loomis, Klatzky, and Golledge in [34] summarize results of basic research related 
to navigation and orientation of visually impaired. On the basis of these results, 
they propose navigation system utilizing global positioning system (GPS), 
geographical information systems (GIS) and virtual acoustics. There are two 
distinct means of keeping track of position while traveling: landmark-based 
navigation and path-integration. In landmark-based navigation, senses provide a 
traveler with information about current position relative to a landmark, often in 
conjunction with an external map or cognitive map. In path integration, the 
traveler uses sensed motion to upgrade the current position and orientation relative 
to some starting point. There are no major differences in patch integration ability 
among blind and sighted individuals. Concepts described in this paper resulted in 
proposing the concept of spatial images described above. 

Kacorri et al. [43] focus on environmental factors affecting indoor navigation of 
visually impaired. They present a study based on analysis of real-world 
trajectories. They identified relationships between deviation from the optimal 
route and trajectory variability. Furthermore, navigation performance is affected 
by elements of the environment, route characteristics, localization error, and 
instructional cues that users receive. Most studies related to navigation and 
orientation of visually impaired does not consider environmental factors to a 
sufficient extent. 

Izso [44] investigates the benefits that CogInfoCom based assistive technologies 
can offer to individuals with non-standard cognitive characteristics. In his paper, 
he considers visually impaired, deaf, and individuals with a mental disorder 
(depression, bipolar affective disorder, schizophrenia, dementia, and 
developmental disorders like autism). Assistive technologies can increase the 
independence of individuals with non-standard cognitive characteristic by 
enabling them to perform tasks that they were formerly unable to accomplish. On 
the basis of properties of the human cognitive system, the impairments can be 
caused by issues of sensory sub-system (vision, hearing, smell, touch, and 
proprioception), issues of pre-processing system (sensory register, attention), 
memory problems, or impairments of higher cognitive functions (problem solving, 
reasoning, language). The concept of ability-demand gap correlated the level of 
personal abilities to perform a certain task and ability demand required by the task 
in a particular context. The gap between an individual’s abilities and the demand 
can be called a handicap. An impairment does not necessarily lead to a handicap. 
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The individual’s abilities are either sufficient to carry out a particular task, or 
appropriate assistive technology can be employed to cover the gap. 

When considering cognitive consequences of limitations of other senses than 
vision, we can mention work by Esposito et al. In [45], they examine differences 
between hearing and deaf subjects in decoding foreign emotional faces. They 
investigated the ability of deaf and hearing individuals to correctly label foreign 
faces expressing six basic emotions of happiness, sadness, surprise, anger, fear, 
and disgust. The presented study focused on comparing the ability of Italian deaf 
and hearing subjects in decoding Dutch facial emotional expressions. The results 
show that deaf individuals performed significantly poorly in decoding accuracy 
and intensity of disgust, surprise, and anger. There are also indications that 
emotional experience related to culture affect the performance of identifying facial 
expressions of representatives of another culture. 

2.4 Senses and Sensory Substitution 

Experimental results support theories about better performance of blind and 
visually impaired individuals in case of hearing recognition. In the case of touch, 
the results are mixed and correspond to a particular task. Blind and Visually 
impaired show better performance in recognition of fine textures and basic shapes. 
Goldreich in [46] showed that passive tactile acuity is significantly better in the 
case of blind subjects than in the case of sighted subjects. Results showed that the 
average blind subject had the acuity of an average sighted subject of the same 
gender but 23 years younger. The acuity is dependent on the force of contact 
between the stimulus surface and skin, declines with subject age, and is better in 
the case of the woman than men. 

There are different neurophysiological reasons for the superior performance of 
visually impaired in tasks related to other senses than vision. A cross-modal 
reorganization is possible for brain regions originally related to sight. These 
regions are colonized by touch and healing thanks to the mechanism of synaptic 
plasticity [31, 47, 48]. Empirical proof for this fact is the activation of vision-
related areas of the brain by tactile, auditory and olfactory stimuli in case of 
congenitally blind subjects. 

Loomis et al. in [49] describe various approaches for sensory substitution of vision 
from the perspective of cognitive science and neuroscience. There are clear 
constraints on the utility of new sensory substitution technologies that stem from 
properties of perceptual and cognitive processing. From the application 
perspective, there are general-purpose and special-purpose sensory substitution 
aids. For instance, distal attribution (experiencing tactile stimulation on the skin 
surface of an object external to the user) has been studied for more than three 
decades, but no general-purpose vision-to-touch sensory substitution method 
robust enough to be used in practical life emerged. 
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Vision can be substituted by other spatial senses - hearing and touch. From the 
perspective of channel bandwidth, vision outperforms the other two senses. 
Therefore, direct translation of visual information provided for instance by camera 
sensor inevitably leads to loss of information. There is a smaller effective field of 
view for touch. It can be caused by lower working memory available for touch 
processing. Also, figural processing is associated with visual perception and is less 
accessible by touch. 

From the perspective of CogInfoCom, all these technologies provide sensory 

bridging, but some of them provide also representation bridging communication. 
Loomis et al. in [49] suggest that methods employing representation bridging can 
be more useful for visually impaired as they can reflect differences in cognitive 
processing of stimuli provided by different senses. Effective sensory substitution 
(sensory bridging) is likely to depend on more substituting senses and on 
meaningful representation bridging and filtering. 

The process of keeping mental track of directions and distances of previously 
viewed objects is called mental updating. In [50] Bennett et al. shows that 
performance in this process is decreasing with age. There are two theoretical 
models of spatial updating allocentric (all locations, including that of navigation, 
are designated in terms of extrinsic coordinates) and egocentric (the origin is 
centered on the navigator and external locations are updated accordingly). 

2.4.1 Touch 

Haptic modality has great significance for spatial orientation of the visually 
impaired. It can be employed in the exploration of the near environment reachable 
by touch. Assistive aids, most importantly the white cane, are used to extend the 
area that can be efficiently explored by touch. In survey [51] Csapo et al. describe 
haptic interaction as exploration based on recognition through touching, grasping 
or pushing/pulling movements. The convention refers tactile perception to an 
interaction where sensations are obtained through the skin, while the haptic 

perception extend tactile perception with impressions received through the 
muscles, tendons, and joints. The authors conclude that the amount of information 
that can be provided using tactile and haptic feedback is lower than through the 
visual and auditory senses. In [52] Loomis and Lederman present a survey of 
fundamental research related to the modality of touch. Similar to [51], they stated 
that touch comprises two distinct senses – the cutaneous sense (tactile perception) 
and kinesthesis. The haptic perception involves both cutaneous and kinesthetic 
stimuli. Touch is segmented and sequential, there are great demands on memory. 

In [53] Holloway et al. compared accessible tactile maps with 3D models. The 
experiments indicated better performance of 3D models in short-term recall and 
understandability and their usefulness for orientation and mobility training of 
visually impaired. Haptic exploration is the process of exploring an object by 
touch. It requires significant cognitive effort. Different movements are required 



Acta Polytechnica Hungarica Vol. 15, No. 5, 2018 

 – 159 – 

for perceiving different aspects of an object. Lateral movement is convenient for 
getting information about the texture, the enclosure for global shape and contour 
following is necessary for sensing exact shape. 

Brock et al. [37] present a comparative study of a classical tactile raised-line map 
and an interactive map composed by a multi-touch screen, raised-line overlay, and 
audio output. Visually impaired individuals use tactile relief maps are used to 
acquire the mental representation of space. Results show that replacing braille 
labels with simple audio-tactile representation improved efficiency and user 
satisfaction. Also, long-term evaluation of spatial information acquired from 
tactile maps is suitable to build robust survey-type mental representation in 
visually impaired users. 

Aasen and Nærland in [54] investigated responses to verbal and tactile requests to 
children with the combination of congenital blindness, and intellectual disability 
and/or autism spectrum disorder. All pupils more likely followed requests by 
tactile symbols than when asked verbally. Tactile symbols seemed to be essential 
to increase the activity of pupils with the combination of vision impairment and 
mental disorder. 

3 Related Projects 

In this section, we list approaches that aim to support orientation in the space 
environment, spatial mental modeling or use a special method for sensory 
substitution. 

Several commercially available applications aim to support navigation of those 
blind and visually impaired. BlindSquare1 is one of the most popular GPS 
navigation application globally. BlindSquare uses OpenStreetMaps [55] as source 
for geographical information and Foursquare2 for information about points of 
interest. 

Naviterier3 is an emerging project currently available in the Czech Republic. 
Unlike other approaches, it utilizes detailed geographical information about a 
sidewalk network to provide the navigational information for the visually 
impaired. Another feature if NaviTerier is that it does not rely on positional 
information provided by global navigation satellite systems. The main reason is 
that the position accuracy in the city environment can be significantly decreased 
by the limited direct visibility of the sky and by signal reflections. 

                                                           
1 http://blindsquare.com/ 
2 https://foursquare.com 
3 https://naviterier.cz 
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In [7] Balata et al. present a study investigating performance and issues of 
navigation of visually impaired individuals provided by another visually impaired 
utilizing teleassistance. Authors focused on problems in the navigator’s attempts 
to direct the blind traveler to the destination. Most problems occurred during 
activities performed by the navigator. 

Macik et al. [9] present an indoor navigation system for interiors adapted to 
support navigation needs of visually impaired. This system provides navigation 
cues to guide a blind traveler to the destination using navigation terminals 
embedded into a building interior. Authors argue that enhancing the indoor 
environment by means to support navigation and orientation is better than relying 
on the use of sophisticated equipment possessed by the user like contemporary 
smartphones. A qualitative study indicates that the system can effectively guide 
older adults and visually impaired to their destination along complex route in an 
indoor environment. 

Zeng and Weber in [56] propose annotated interactive tactile maps for the visually 
impaired. It uses multi-line touch-sensitive braille display (array 60x120 pins) to 
convey geographic information while allowing the user to pan, zoom, and search 
but also create and share annotations about points of interest. Apart from touch-
sensitive braille display, the system consists of a GIS database and database of 
points of interest as well as from the annotation module, exploration module, and 
a presentation module. The interaction is based on tactile symbols that represent 
information through raised pins. The user can identify streets, buildings and 
various points of interest. 

Albouys-Perrois et al. in [57] present a multisensory augmented reality (AR) map 
for blind and low vision individuals. Using participatory design (they collaborated 
with 15 visually impaired students and three orientation and mobility instructors) 
they developed a prototype that combines projection, audio output, and use of 
tactile tokens. The model allows both map exploration and constriction by low 
vision and blind people. The results show that models employing spatial 
augmented reality are useful mean for orientation and mobility training of visually 
impaired. Authors argue that such models should allow not only exploration but 
also map construction. Existing AR toolkits can be adapted to be used by visually 
impaired by adding audio and tactile cues. 

Flores and Manduchi in [58] show an application for indoor backtracking 
assistance for the visually impaired. The system requires no maps of the building 
or environment modifications. The system records path from the starting location 
regarding a sequence of turns and step count. When requested, the system 
provides backtracking guidance by speech instruction about next turns and step 
count to follow. The system only measures right angle turns while assuming that 
most buildings have corridors intersecting at right angles. 

Gollner et al. in [59] introduce a communication device for deaf-blind people. 
Lorm alphabet is a tactile hand-touch alphabet, where each character is assigned to 
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a certain area of the hand. The Mobile Lorm Glove is communication and 
translation device that uses hand-touch alphabet Lorm to allow deaf-blind 
individuals to compose messages and to perceive the incoming messages. The 
glove uses pressure sensors to sense the user input and small vibration motors to 
provide tactile output. Unlike classical Lorm interaction, the Lorm Glove does not 
rely on physical contact, enables communication over distance, and one-to-many 
communication. Authors employed participatory design (involving target users in 
the design process) for the development. 

In this section, we examined several practical commercial and research solutions 
that focus on navigation and spatial orientation of people with disabilities and 
selected methods for sensory substitution. It can be seen that many recent 
approaches reflect the user’s cognitive properties either by addressing them during 
the development process but also by providing adaptations and adaptation while 
actually used. In the next section, we focus on discussion and recommendations 
for the design of CogInfoCom based solution to support orientation in space and 
spatial mental modeling. 

Conclusion and Future Research Direction 

In this paper, we discussed selected theoretical foundations for spatial orientation 
and spatial mental modeling within the framework of CogInfoCom. The future 
development in this domain can contribute to more efficient methods for 
supporting spatial mental modeling. By developing systems based on blended 
natural and artificial capabilities, we can facilitate orientation, navigation and 
spatial orientation training for individuals with different physical and cognitive 
capabilities. 

Support of spatial mental modeling requires precise spatial information about the 
desired environment. Spatial information science [6] is now moving towards 
sharing spatial information for purposes and employing various cyber-physical 
systems. This new trend can bring substantial benefits also for support of mental 
spatial modeling in live cognitive entities. Up to date spatial information that is 
easier to get and maintain is vital for navigation and orientation support. 

Identifying the relevant information for a particular task is essential for successful 
applications. According to [49], this task is often neglected by researchers. It is 
also necessary to find an efficient method of how to present the information to a 
particular user. Research of [49] shows properties and limitation of non-visual 
modalities usable for sensory substitution for purposes of those blind and visually 
impaired. 

It is possible to use virtual reality for purposes of orientation and mobility training 
of visually impaired (e.g., [40]). It is an example of employing info-
communication technologies to facilitate spatial understanding. Vice-versa virtual 
reality environments should support easy and natural navigation methods while 
promoting natural spatial orientation and navigation. Albouys-Perrois et al. in [57] 
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went even further and employed augmented reality to enable visually impaired to 
not only explore but also create multisensory maps. 

Our research shows that personalization on an individual level might be necessary 
for providing a successful solution for a broader audience. The number of 
individuals affected by vision loss is growing despite new therapeutic options 
offered by medicine. Also, there is a high percentage of older adults that are 
challenged by vision impairment or vision loss. This group is also often affected 
by other age-related health issues, either physical or cognitive. Method for 
presentation spatial information should reflect individual needs and limitations. 
The emerging CogInfoCom technologies should enable utilizing blended natural 
and cognitive capabilities sensing personal characteristics and adapt the 
interaction accordingly. 

We see the natural collaboration of interconnected natural and artificial cognitive 
entities as the logical next step in the interaction. Ultimately, an artificial cognitive 
entity would have to sense and understand cognition of a human individual – the 
way one thinks. This ultimate goal is not achievable in the full extent by means 
available nowadays. However, research and development in the field of 
CogInfoCom can narrow the gap to reach this goal. 

Several papers in the domain of CogInfoCom focused on detection of various 
personal cognitive properties. Speech features have been used to estimate severity 
of Parkinson’s disease [60], detect depression [61, 62], or elucidate on body 
condition [63]. Alam et al. in [64] focus on detection of empathy in human spoken 
conversation. Rusko and Finke [65] suggest to use speech analysis to improve the 
safety of air traffic management. Stress detection based on analysis of user diaries 
is described in [66]. Classification of cognitive workload using cardiovascular 
measures is investigated in [67]. In [68], Lewandowska et al. investigate culture-
specific emotion models in human-robot interaction. Authors of [69] propose an 
automatic cognitive profiling system for an adaptive educational gaming platform. 
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1 Introduction 
Technological progress is not just one of the most distinctive signs of social or-
ganization, but a crucial propulsive factor in human evolution. More than the 
outcome of rigid selective mechanisms, the technological process has so far repre-
sented a co-evolutionary process [1]. Morever, if human evolution has been 
marked by the intervention of natural variables, technological evolution has de-
pended on an artificial selection made by man. Today, the role of technology ap-
pears ever more pervasive and powerful, in social life and in individual life. In 
fact, there are more and more people who believe that this will generate, sooner or 
later, organisms capable of going far beyond the simulation of human brain func-
tions: that is, hybrids that will learn from their internal states, interpret reality data, 
establish their own objectives, will converse with humans; above all, they will 
decide based on their own ‘value system’ [2]. In a not too distant future, these 
organisms could acquire ever wider spheres of autonomy, self-conservative in-
stances, hierarchies of values, perhaps an ethic based on ‘freedom’ [3]. Of course, 
it will be difficult to redo the immense work of evolution: for example, calling 
experience an elaboration (even if sophisticated) of information or emotions such 
as pain or pleasure [4]. However, we can really exclude that one day these entities 
will have no spirit of initiative and capacity for discernment? At least on the theo-
retical level, there are no logical obstacles that can exclude that one day this could 
happen even with thinking machines [5]. Our current inability to answer this ques-
tion must urge us to look at things from unfamiliar perspectives. 

2 Consciousness, Decision-Making, Creativity, 
Improvisation: the Unavoidable Questions 

Despite the enormous progress made in the field of neuroscience and AI, the dis-
cussion on the possibility of constructing an artificial consciousness still clashes 
with the dramatic lack of scientific notions on the functioning of biological con-
sciousness [6]. The same term ‘consciousness’ continues to be used as a sort of 
passe-partout to indicate different and distant phenomena: the coma, the vegeta-
tive state, the environmental sensitivity, the moral, the activity of the ego and so 
on [7]. After a centuries-old terminological confusion, we must ask ourselves if it 
is not time to demarcate this fundamental research object more rigorously on the 
scientific and semantic level. For a long time scholars have argued that basic char-
acteristics of consciousness were unity and permanence over time. On the other 
hand, several studies show that it represents a multiple process that contains, sim-
ultaneously, distinct contents, each of which with its own intentionality [8]. What 
are the underlying biophysical mechanisms? And how does this multiplicity ex-
press itself unitarily in its different states and contents? Schematizing there are 
two possible models. In the first model, to generate consciousness would be a 
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central neural system, in which duly integrated information is first brought to 
representation and then allowed to emerge in awareness. According to this repre-
sentation, consciousness appears as the expression of an elaboration of the cortico-
subcortical system that generates different contents and representations, accom-
plishing exclusively in the brain [9]. In the second model, the simultaneous co-
activation of content generated by structures distributed in the brain would ulti-
mately result in the phenomenon of awareness. Consciousness would thus be 
generated by brain mechanisms distributed in the brain — both cortical and sub-
cortical — whose contents, independent of each other, are exposed to intra-
sensorial and intersensory (environmental) influences that, influencing each other, 
co-determine the ‘conscious experience’. It is from here that the distinction be-
tween a unitary model and a plural model of consciousness passes [10]. 

How can multiple neural events give us the impression of a unitary subjectivity? 
And what are the steps towards the constitution of the Self and of awareness? Of 
course, concepts such as “subjectivity” and “self” still remain problematic. Here, 
the Self is understood as an emerging phenomenon when the individual events 
produced by the brain are sufficiently representative, coherent and cohesive. We 
experience a structured world of distinct and ordered objects in space, organized 
according to regularity and content within significant spatio-temporal patterns: 
extramodal contents (colours, form, etc.) and intramodal (proprioceptive, auditory 
and visual, etc). Representative cohesion is not an invariant characteristic of con-
scious experience, but the result of a selection by which the brain seeks the path of 
its own integration [11]. Thus, the Self has to do with an ordering activity of the 
conscience, which elaborates and sustains this multiplicity in an interweaving of 
local contents in relation to one another [12]. In such a model, consciousness ap-
pears no longer as a hierarchical structure, but a multiple horizontal entity, whose 
representative cohesion is operated by distributed thalamo-cortical and cortico-
cortical circuits [13]. All conscious experiences, starting with qualitative experi-
ences, are unified within the field of consciousness. Unity, therefore, is implicit in 
qualitative subjectivity. In other words, if our awareness is determined by the play 
of these innumerable dynamics, then there are only different unified states of con-
sciousness in subjectivity, as well as aggregate underlying fields of consciousness 
[14]. As is evident, the question of conscious subjectivity goes beyond the search 
for its neural correlates and beyond the contraposition between consciousness and 
the unconscious. In the phenomenon of vision, for example, the relevant question 
certainly concerns the neural correlates of consciousness, but above all the way in 
which visual experiences become part of awareness. If the architecture of the field 
of consciousness is the thalamo-cortical system — which elaborates information 
from different districts in different sensory modalities (visual, tactile, auditory, 
etc.) — from its neural operational levels one could trace the structure of con-
sciousness visual, qualia, temporal experience and more [15]. Whatever the case, 
the brain cannot generate a conscious experience by itself. In fact, it is only a 
necessary condition because innumerable neuronal micro-events generate con-
scious perceptions of the objects of the world [16]. The study of consciousness 
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requires multilevel research criteria: a quantitative-categorical (attention, vigi-
lance, sleep, and coma); a qualitative-dimensional (subjective experiences such as 
feelings, thoughts, emotions); one, finally, for the analysis of the different types 
and degrees of synchronic consciousness (the field of consciousness) and dia-
chronic (the ego or personality). In the field of the Artificial Consciousness (AC) 
and the Artificial General Intelligence (AGI) [17] the decisional processes and the 
conscience require the integration of processes and inputs coming from different 
sources. The creation of an artificial conscience, however, brings with it a series of 
ethical questions to which we would not be ready to respond. For example, ma-
chines with consciousness could experience emotions, empathy, and free will? In 
this last case, could they emancipate themselves from their condition? To date, no 
one has yet managed to create an artificially conscious entity. It is therefore; diffi-
cult to say what characteristics it will have [18]. At the state, even if unconscious, 
artificial agents can make decisions in many situations (which naturally becomes a 
central factor in complex environments) by applying normative rules to the infor-
mation available. Think about situations that require reflection and implementa-
tion of moral principles, the ability to recognize and deal with ethically significant 
situations, the ability to discriminate essential information from irrelevant infor-
mation, the search for new data in the event of insufficient information, judgments 
on the intentionality of other agents with whom it interacts, to choose a course of 
action that minimizes the damage [19]. All of this, of course, within the time con-
straints required by the situation. 

The creation of artificial agents capable of making moral decisions is among the 
most difficult challenges faced by the AI. In recent decades, a growing body of 
research has shown that much of the moral behavior derives from unconscious 
judgments. It is clear that if on the one hand these results do not exclude the pres-
ence of logical-formal, conscious, and deliberative thinking. Howerver, they un-
derline how conscious reflection is less frequent than imagined. For example, the 
Social Intuitionist Model [20] underlines — in the context of moral decisions as 
well as in simpler situations — the primacy of intuition on conscious reasoning. In 
reality, starting from the second half of the twentieth century, the model of ration-
al agent has gradually lost credibility [21; 22; 23; 24], restoring centrality to fac-
tors such as unpredictability and uncertainty. The analysis of real-world behaviors 
has shown that we often decide using simplified schemes, distorted representa-
tions and perceptions, extra-cognitive factors such as emotional assessment of 
situations, fear of the consequences of an action, tolerance to frustrations, courage, 
creativity. Not to mention the risk situations, in which we often rely on partial or 
insufficient information deriving from past and present experiences, prejudices, 
conjectures [25]. In other words, for most of the time, the mind works with in-
struments other than formal logical ones. It is not surprising, therefore, that de-
spite, the incredible advances in AI and robotics there are still no artificial agents 
capable of improvising and making adaptive decisions [26]. Developing an artifi-
cial agent capable of adapting and deciding autonomously according to these 
spheres of ‘natural logic’ would mean reproducing reasoning based, as in man, on 
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unconscious and non-deductive inferences [27; 28]. In this sense, the horizon of 
logic, both human and artificial, is much broader than that of traditionally under-
stood formal logic. 

3 Improvisation and Centrencephalic Space for 

Functional Integration 

The study of improvisation helps us to understand not only the relationship be-
tween conscious and unconscious actions, the complex neural basis of executive 
functions, and more: basic categories of human action [29]. Until now, the prevail-
ing theoretical models have focused their attention above all on the correlates 
between the cortical areas and the related cognitive processes. Little attention, 
however, has been assigned to the great variety of subcortical activities, in particu-
lar those of the basal ganglia: fundamental subcortical structure, whose implicit 
procedures and the role played in the memory processes generate continuous nov-
elties that allow the prefrontal cortex to transform a huge and untidy amount of 
information in explicit creative behavior [30]. The basal ganglia are, moreover, 
strongly involved in the activation of the chemical signals generated by disso-
nances or asymmetries between perceptions and expectations, intervening accord-
ing to the circumstances also in the responses to the environmental needs. In this 
sense, they interact with the frontal cortex and the limbic system, exercising a key 
function in planning, in selecting appropriate actions and in motor decision-
making processes [28]. For a long time the ability to improvise was understood as 
a skill acquired only after a long and intense practice. Although necessary, this 
precondition appears to be insufficient [31]. In fact, there are other factors that 
play a crucial role in improvisation: the time constraints, the simultaneity of sense-
perceptual coding, performance monitoring and more [32]. Moreover, it has long 
insisted on the importance, in the improvisation, of the interaction between per-
ceptive-emotional processes and specific knowledge that, once recovered, would 
minimize the processing processes favoring the generation of original ideas [33]. 
In this scheme, an essential role would be played by error correction feedback 
systems that would ensure such fluidity to improvisation, through automated pro-
cesses that require the least amount of conscious attention. In this way, the space 
for new action sequences would be reserved for the lower levels of motor control, 
while the correction of errors would proceed from a higher order to a lower order 
and individual goal directed movements would be combined in routine and sub-
routine sequences. Years ago, Schmidt [34] hypothesized the existence of a gener-
alized program (“motor scheme theory”) that would select flexible motion patterns 
for modulation of action in context changes. Subsequently, other theories have 
suggested the existence of ‘unity of action’ system, of ‘organizational invariants’ 
[35], is open, flexible models, far from equilibrium and adaptable to critical fields 
different. These are models that, applied to motor action, would leave neuromus-
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cular properties and patterns of coordination emerging from the constraints im-
posed by task situations, giving life, from time to time, to solutions for specific 
environmental problems. 

4 Generative Structures 

Experimental evidence suggests a correlation between improvisation and diver-
gent thinking [36], cognitive flexibility, the widespread activation of semantic 
networks [37] and a structural organization of semantic memory [38]. Central 
aspects in the research processes of creative cognition have been considered, on 
the one hand, the recovery of mnestic elements, the inhibition of the emerging 
response, the fluid intelligence, the working memory; and, on the other hand, the 
inhibition of potentially interfering information with the generativity of ideas [39]. 
Although in the literature on creativity there is no definitive evidence on a deci-
sive role of divergent thinking and mental flexibility, different studies show how 
creative cognition involves brain regions connected with executive functions [30; 
40]. Other studies show the constant activation of the left inferior frontal gyrus 
both in the generation of ideas and in the analysis of ideas recovered from long-
term memory. In addition to the left inferior frontal gyrus, the improvisation acti-
vates the additional motor area, the left dorsolateral prefrontal cortex and, bilater-
ally, the insular cortex and the cerebellum. To stimulate the lower left frontal 
gyrus in the recovery of long-term memory data and to evaluate the neural corre-
lates, [41], tasks requiring fluidity similar to those used to elicit verbal fluency 
were used in the assessment of executive deficits, which require control and stra-
tegic attention to access to memory [42]. In a recent meta-analysis of the literature 
on creative processes, a significant role was highlighted of the caudal and rostral 
prefrontal regions, as well as of the inferior and posterior parietal temporal areas. 
This network, which includes semantic regions related to the recovery and activa-
tion of remote mental representations, would allow the emergence of free genera-
tive activities. The significance of such evidence is also strengthened by a recent 
fMRI study [39] which reported, in individuals with high divergent thinking in-
dex, greater functional connectivity between the left lower frontal gyrus and the 
network default mode [39]. It seems, therefore, that the left lower frontal gyrus 
plays a crucial role in processes, such as musical improvisation, which require a 
controlled action of long-term memory [43]. It must be said, however, that while 
the generativity has been associated with a greater activation of the left lower 
frontal gyrus, the bilateral premotor cortex, the inferior and superior parietal lobes 
and the bilateral medial temporal lobes; for its part, the evaluation was associated 
with a greater activity of the network default mode in the control and in the execu-
tion [44]. Further analysis of functional connectivity during evaluation [39] high-
lighted a strong functional unity between executive and default networks, which 
indicates a greater cooperation between controlled and spontaneous thought pro-
cesses. 
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5 Cognition and Improvisation 

But is there, and to what extent, a cognitive control in improvisation? If the deac-
tivation of the dorsolateral prefrontal cortex plausibly supposes a suspension of 
conscious inhibitory monitoring, activation of the medial prefrontal cortex would 
suggest an activation independent of the network default mode [45], which can be 
associated with phenomena such as mind-wondering [46] that interrupt conscious 
control in favor of partial, or almost total, focusing of emerging spontaneous 
thought. This activity, in the absence of external task requests, highlights a func-
tional connectivity model suggestive of an activation of internally directed atten-
tion. Such evidence would suggest that, in the course of improvisation, there may 
be a suppression of executive control and, conversely, an activation of regions 
related to the network default mode [45] — even if the activation of regions asso-
ciated with executive functions always evokes a certain degree of cognitive con-
trol. In the improvisation, therefore, the deactivation of the temporoparietal junc-
tion — area located near the right angular turn and part of a network that includes 
the temporoparietal junction and the ventral frontal cortex — would reflect the 
top-down control during tasks that require focusing of the internal attention [47]. 
In this sense, if the activation of this network acts in an inhibitory way on the 
information not coherent with the current task [48], its deactivation could corre-
spond to a focus of internally directed attention, as has been highlighted in the 
studies on the production of creative ideas [30], the elaboration of divergent think-
ing, creative writing and even in the invention of design products. 

6 Implicit and Explicit Processes 

This research would seem to credit the hypothesis according to which improvisa-
tion depends on the interaction between generative, executive and evaluative pro-
cesses of new motor sequences, from performance monitoring, from facilitation of 
attentional processes to higher order objectives, from reduced processing needs to 
minimum and so on [49]. Now, despite this hypothesis admits the existence, in the 
improvisation, of a certain degree of ecological complexity, little role is recog-
nized in the subcortical processes underlying these phenomena. In fact, a full inte-
gration of emotional, cognitive and motor information depends on the competition 
of two different systems [50]. The first, the explicit one, based on rules and con-
scious contents, is associated with the superior cognitive functions of the frontal 
and prefrontal lobes and of the medial temporal lobe; the second, the implicit one, 
more efficient and based on practical and not aware abilities, associated with abili-
ties mainly supported by the basal ganglia [51]. In this representation, the explicit 
system supports a hierarchical processing of information in which most of the 
most sophisticated mental abilities depend on the higher order structure: the pre-
frontal cortex. Naturally, between these systems and the nervous structures from 
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which these cognitive abilities depend, there is no rigid separation [52]. In fact, 
both systems can be activated in parallel and the striatum, fundamental structure 
of the basal ganglia, is also involved in explicit cognitive functions due to the 
complex connections that associate it with the prefrontal cortex [53]. Furthermore, 
the striatum combines information from different cortical areas for the conver-
gence of their respective terminal fields. Evidence on the function of the ventral 
striatum shows how the accumbens exercises not only a central role in positively 
or negatively reinforced behaviors, but also represents a crucial junction of the 
emotional information processing network constituted by the amygdala, the mes-
encephalic centers, the hippocampus and from the prefrontal cortex [54]. This 
complex network explains its centrality in the elaboration and conversion of in-
formation into suitable pipelines, which can possibly be reinforced. Beyond that, 
the ventral striatum anticipates the gratifications of the choices and signals the 
negative outcomes of the expected behaviors as reward [55]. Studies on reward 
systems have also highlighted the existence of an anticipation of reward. In fact, 
for the connection between the parts and the whole in the perception of a piece, 
the attack of a composition — for example a melodic fragment or the beginning of 
a musical phrase — creates an expectation of completion of the composition or 
sense of the sentence [56]. When this completion does not take place, or occurs 
incongruously, a particular wave appears in the EEG: the wave N 400 [57]. Fur-
thermore, it has been suggested that stimuli detected in new or unexpected con-
texts activate the basal ganglia that verify the reliability of the predictions formu-
lated in the prefrontal cortex [58]. Expectations may be cognitive or motor and it 
is reasonable to assume that the basal ganglia are massively involved in the activa-
tion of chemical signals evoked by dissonances or discrepancies between percep-
tions and expectations. Furthermore, depending on the needs of the moment, the 
ventral striatum also intervenes in the adaptation of cognitive strategies to envi-
ronmental needs. This is how the subcortical reinforcement mechanisms, through 
their interaction with the frontal cortex and the limbic and striatal systems, play a 
key role in planning, selecting appropriate actions and decision-making processes 
[59]. As is known, the primary processes of thought — free associations, mind 
wondering, daydreaming, etc. from which analogies and creative ideas often 
emerge — take place at intermediate levels of activation, while secondary pro-
cesses (characterized by an abstract, logical and reality-oriented cognition) require 
attention and have higher levels of activation [52]. It has been suggested that acti-
vation of the prefrontal cortex blocks ‘irrelevant’ behaviors and mental associa-
tions, while increasing target oriented behavior [60]. The continuum primary pro-
cess-secondary process is the dimension along which cognition varies: in other 
words, creative individuals would, more than others, be able to oscillate between 
these two dimensions of thought, transiting towards a primary state of conscious-
ness that would facilitate the discovery of new combinations of elements [61]. In 
this sense, the discovery of a solution (often improperly identified as creative 
behavior) is based on the ability to convert secondary processes into primary pro-
cesses, thus leaving out analogies and free associations. Otherwise, the search for 
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new solutions is linked to the ability to ‘switch off’ the prefrontal cortex and 
switch secondary processes into primary processes [62]. Years ago, Csikszent-
mihalyi [63] described an excited state of attention, related to a reduced prefrontal 
activity — called flow — in which the operations are almost automatic, without 
effort and concentration is so intense that it ignores all that it’s around. This state 
plausibly calls implicit cognitive systems that allow the execution of tested skills 
and cognitive functions without interference of the explicit system [64]. In other 
words, it is a transitory state of minor activity of the prefrontal lobe, which tempo-
rarily ‘off’ the analytical abilities of the explicit system. Now, apparently the at-
tention focused on the target seems to contradict the evidence of decreased frontal 
lobe activity previously reported. In fact, to be direct and persistent, the flow re-
quires the activation of the frontal attentional network [65]. However, focused 
attention is also present in altered states of consciousness from transient hypofron-
tality. Furthermore, a flow state is compatible with a decrease in the prefrontal 
function that generates the attenuation of self-awareness [66]. For these reasons, 
flow is generally considered a lower state of frontal activity, with the exception of 
executive attention that allows the mind to focus on a target by ‘shutting down’ 
the other executive and cognitive abilities of the prefrontal cortex. Focusing on 
current activity allows the implicit system to be extremely efficient. Several stud-
ies show that the implicit striatal system reacts to novelty by generating new and 
consistent behaviors in response to environmental changes [67]. The prefrontal 
cortex is subsequently loaded, even if as soon as they are transformed into repeti-
tive practices they are again managed by the basal ganglia, to be transformed into 
implicit procedures [68]. In this sense, the basal ganglia, with their implicit strate-
gies and their memories, would constitute a mechanism that produces continuous 
novelties, while the prefrontal cortex (probably with its dorsolateral areas) trans-
forms novelties into creative behaviors [30]. This is how the rich associative net-
work — which allows the striatum to integrate motivational, cognitive and emo-
tional information coming from different cortical areas and to transmit it to the 
prefrontal cortex — is a generative tool able to explain: a) the transformation of 
motor experiences and exploratory in cognitive schemes; b) the production of 
analogies at the base of creative discoveries. It is therefore, increasingly clear that 
every cognitive function depends on a multiplicity of components and not on a 
single structure or system [69]. Just as the language, which is not generated only 
by the motor and sensory areas of the left hemisphere, but also by the networks 
that connect these areas to the basal ganglia [70]. In this sense, if it is true that 
creativity must be considered starting from its neural and cognitive correlates: 
implicit and explicit strategies, the states of the primary and secondary mind, the 
executive abilities, the purpose-oriented behaviors, the emotions; it is equally true 
that a role no less decisive are the plastic processes that allow adaptation to the 
environment through new and original strategies. 
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7 Integrative Activities and Ordering Functions in 

the Functional Integration Space 

Historically, the insertion of improvisation within the cognitivist paradigm has 
placed secondary emphasis on cortico-subcortical interactions and unconscious 
motor activities [71]. Once again, a hierarchical representation of nerve functions 
has prevailed that leads to improvisation — asynchronous and simultaneous dis-
tributed activity of peripheral and central events — to the elaboration of infor-
mation and contents, and to the cortical integration of specific domains and func-
tions [72]. If it is clear that ordinarily our relationship life is marked by a flow of 
information and experiences ordered according to regularities and distinct contents 
within precise spatio-temporal patterns, in improvisation a simultaneous and so-
phisticated process of integration of extramodal and intramodal contents is real-
ized, associated with fluid, coherent and coherent images and representations of 
harmonic and melodic materials, silences and sounds, executive abilities and ex-
pectations, possibilities and results [73]. 

However, through which modalities, and especially where, does this dialogue take 
place between neurons (and networks of neurons) that filters, selects, exchanges 
and coordinates information that will then be converted into perceptible actions 
and values? It is reasonable to believe that this functional integration takes place 
within a central-encephalic space [7], within which the prefrontal cortex ‘dia-
logues’ with the basal ganglia, integrating motivational, cognitive and emotional 
information coming from the thalamus and from other brain areas, for the trans-
formation of sensorimotor and exploratory experiences into patterns and ideas at 
the highest level of abstraction [74]. This complex architecture includes, on the 
one hand, the prefrontal cortex, the parieto-temporal cortex and the cingulum 
gyrus; on the other, the orbito-frontal regions of the frontal cortex, which contrib-
ute to the subjective preferences of reward and pleasure; while the medial ones of 
the same frontal cortex intervene in the motivations and in the desire (the lateral 
parts of the latter intervene in the choices made according to the context, which is 
then the originality, the coherence, etc.). Without excluding, of course, a higher 
level: decision-making [75]. In fact, improvisation is an intense alternation of 
decisions. 

The model of the space of centrencephalic functional integration is a sort of stable 
context-purpose, with ordering functions of the innumerable cortico-subcortical 
dynamics, which could explain transits without interruptions from one sensory-
perceptive element to another. It would help us to reconsider the problematic 
awareness-unawareness, intentionality and ideo-motor activities at the highest 
level, as dimensional and non-discrete functions [76]. It would probably find its 
plausible explanation the same continuity of the links between rhythmic-melodic 
patterns, images, intuitions and everything that comes to it again, and which re-
turns the sensation of duration [77]. In this space, fragments of memory merge 
with instant intuitions and current experiences, reverberating through intercon-
nected political operations in others that are about to arrive. 
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Future Direction 

The questions presented in this paper are a prerequisite for understanding today 
some important aspects of our brain and our social life, before strong artificial 
intelligence changes the rules of the game. In fact, it seems evident that any 
change we have seen in the past will soon be abundantly overcome by the com-
plexity of the implications of what we will see in the near future. To tackle the 
issues discussed here on the scientific level urges us to seek a more advanced 
experimental balance between ecological validity and control of mental functions: 
which means, then, not only modeling the understanding of our brain and our 
behavior, but also determining the different languages to describe it and draw 
alternative maps. Among those possible there is the “intermodal communication” 
concept for now inexplicable through the concept of linear causality between the 
different structures of our brains. This entanglement of neuronal matrices, which 
gives rise to a plot does not separable semantic phenomena, mental images, and 
more — tuned thanks to “pattern recognition” in centrencephalic space of func-
tional integration — could explain the countless “remote spectrum actions” at the 
base of the adaptive unconscious and more general ones primary experiences of 
life. In this scheme the space itself may just be the device that gives us the illusion 
that things are far from each other: above all that the passage of information be-
tween different elements of a system can only occur through sequential, causal 
interactions to act spatially from start to finish. In terms of theoretical Neurosci-
ence is move the observation, reflection and research at a different level, inscrib-
ing them inside values that they understand and incorporate the dynamics, experi-
ence and other ‘forms of life’ like those of complex intelligent systems. The wide 
spectrum of human behavior will be offset by the opportunity from the opportuni-
ty to experiment with more radical degrees of freedom. Understand this possibility 
if, on the one hand, means respecting those who want to preserve intact its human 
identity, the other allows whoever intends to explore what it means to be human in 
radically new ways and forms: choices, these, which will shape the society of the 
near future. 
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Abstract: In the last decades, more and more virtual systems are used for various activities: 

training, explanation, simulation, or verifying different concepts. This paper presents a first 

attempt to create a CogInfoCom channel through which a Virtual Reality (VR) system 

communicates with a natural cognitive system (prototype and physical experimental 

system) in a way that improves human cognitive abilities to understand the way an ancient 

bow works and the sensations it exerts on the human body. This study proposes an 

immersive VR simulator for recreating the experience of shooting with 3 types of old bows, 

based on a customized haptic interface. The research focuses on optimizing the shooting 

experience by using the force characteristic measured from real replicas, as well as 

handling other important archery features such as the length of the draw or the weight of 

the bow. The results are mostly positive and the data collected demonstrates the 

adaptability and replicability of the developed solution, as the system is able to reproduce 

in VR any type of bow. 

Keywords: Virtual Archery; Immersive VR; Haptic feedback; 3D interaction; CogInfoCom 

1 Introduction 

1.1 CogInfoCom and VR Technologies 

The term of "cognitive entities" has emerged as the parallel evolution of people's 
cognitive capabilities with the resources represented by ITC, the phenomenon 
exploding to recent years with the X, Y and Z generations. The effects of this 
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phenomenon were detailed in [1]. As a component of development of technology 
in the last years, we can emphasize the field of Virtual Reality, which has entered 
into force in everyday life. Virtual Reality represents an artificial environment that 
is created with a mixture of interactive hardware and software, and presented to 
the user in such a way that any doubts are suspended. It is accepted as a real 
environment in which it is interacted with in a seemingly real or physical way [2]. 
This field has unlimited development possibilities and can be used in many areas 
of training or entertainment. A big problem is the way of communication between 
human and the computer, the transfer of data, but also the perception and 
understanding of the phenomena. 

Cognitive infocommunications (CogInfoCom) is an interdisciplinary research 
field that has emerged as a synergy between infocommunications and the 
cognitive sciences. The infocommunication concept is an extension of 
telecommunications, with information processing and content management 
functions on a common digital technology basis. These include all types of 
electronic communications: fixed and mobile telephony, data communications, 
media communications, broadcasting, etc. [3-7]. 

 

Figure 1 

The concept of CogInfo in the use of VR equipment 

Human mental capabilities are more flexible in adapting than material-energy 
capacities that operate artificial hardware, so new ways of interacting with 
information are constantly emerging. The concept of CogInfoCom has been 
identified with various levels and seen from many perspectives, especially to 
characterize the performance of new technologies where there is an interaction 
between man and machine [8, 9].  

This paper addresses the analysis of a new communications channel that connects 
the user with the information systems as cognitive communication channels, 
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different from the classical ones. Our goal is to develop engineering systems for 
training using simulations in Virtual Reality. First, by using this type of 
application, it can reduce the cognitive burden of the user and, second, it may help 
to mitigate the effect of control instabilities and hidden parameters [3, 10]. 

In the ITC field, CogInfoCom solutions can be applied to determine the best 
parameters of the communication process (eg Human-Machine Interactions) [11]. 
There are concerns in the field of analysis of new communication channels: the 
subject of tactile perception of robot teleoperation [10, 12], production planning in 
virtual environments [13], creation of 3D workspaces for people with special 
needs [14] or analysis of the factors danger in building environments [15] using 
VR techniques, or even less tangible subjects, such as Crowdsourcing [16], 
pedagogy [17] or economic models, production and investment [18]. 

According to [4, 5, 8], in this paper we want to deal with the Inter-cognitive 
communication relationship. In other words, we are talking about information 
transfer that occurs between two cognitive entities with different cognitive 
capabilities, between a human and an artificially cognitive system – as determined 
by what is relevant to the application. In Figure 1 is presented the scheme of the 
CogInfoCom concept, with the model presented in [19] as the source of 
inspiration. 

1.2 About Archery 

Shooting with bows was one of the most common activities in medieval times, in 
both hunting and warfare. Different populations used different types of bows, 
among which we may mention the longbow and the curved bow, along with their 
respective extended developments. Both of them offer a unique archery 
experience in terms of precision and efficiency. 

Today, archery is practiced as a sport [20] and it is seen more as a recreational 
activity than a productive one. Historically however, archery has been used in 
completely different contexts, such as hunting and warfare. The first bows were 
documented more than 10,000 years ago [21]. Since that time and until the recent 
development of gunpowder in the 14th Century (which rendered the usability of 
bows as projectile weapons to virtually zero), practicing archery gained popularity 
and expanded throughout all human-inhabited places. 

Depending on the available materials and on the war strategies of each segment of 
population, bows specialized and diversified. Among the most important types of 
medieval bows, we can distinguish the longbows and the curved bows, each with 
its own subcategories (e.g. flat bows are included in the longbows category 
because the string doesn't touch the limbs of the bow anywhere except on the 
ending nocks [22], while horse bows are included in the curved bows category, 
since the limb endings curve away from the archer [23]). 



S. Butnariu et al. An Interactive Haptic System for Experiencing Traditional Archery 

 – 188 – 

One can notice the style differences around the world, as various populations 
developed different bow designs. In the Western hemisphere for example, 
longbows were often made of Dogwood or Hickory, exploiting the dense and fine-
grained timber. In Western Europe, longbows were often made of yew. This type 
of wood allowed the Englishmen to make improvements to the original flat bow 
design, which survived only in cold areas such as the Scandinavian Peninsula, 
where yew doesn’t grow [24]. English longbows could shoot as far and 250 
meters, and at the moment of their introduction, gave a competitive advantage 
over the French troops. In the central part of Asia, nomadic tribes such as the 
Mongolians developed the horseback archery. They were using small curved 
bows, a type of weapon which also registered success with other Middle East 
cultures. Compared with the original D-shaped longbows, curved bows are easier 
to use (less strength is needed to shoot an arrow), and can store higher amounts of 
potential energy. They could send an arrow as far as 600 meters, but were light 
and thus, more fragile. Longbows on the other hand were easy to make, but hard 
to use. 

The Japanese archers had a completely different shooting style, which was 
compliant with their war strategies, based on an asymmetrical bow called “yumi” 
[25]. As can easily see, archery evolved over centuries, differentiated cultures and 
ultimately influenced the history of humanity. However, the knowledge on such 
an important part of our history is not widely spread and is often disseminated by 
means of text information and exhibiting relevant specimens. Being a strongly 
physical activity, a much deeper knowledge could be shared instead by means of 
an interactive experience, something nowadays made possible by VR 
technologies. However, to the best of our knowledge, there are no VR systems 
able to recreate the physical experience of shooting with different ancient bows. 
This study proposes such a system, and focuses on 3 very different bows: an 
English longbow, a flat bow and a horse bow. Our aim is to develop a multimedia 
installation which can be used inside museums or at conferences and other related 
events, to document a piece of history which is important not only for experts and 
professional archers, but also for raising the awareness of the general public. 

2 State of the Art 

2.1 Archery in Virtual Reality (VR) 

Archery has been introduced to VR in just a few prior studies. One of the first 
implementations tries to simulate horseback archery [26]. Although the users are 
not completely immersed, the interaction is obtained with the help of a real bow. 
A complex architecture based on five different processing units performs the 
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sensor fusion and provides the visual and haptic feedback to the user. The public 
warmly received the concept, although it lacked realism. A few years later, 
commercial entertainment solutions such as Nintendo Wii and Sony PlayStation 
implemented archery applications in their bundle. They work by tracking user’s 
posture. The controls, however, lack the real drawing interaction, which is 
substituted with simple metaphor (press of a button). A more advanced 
commercial setup is the bow simulator from Techno Hunt [27]. Although it 
maintains the usage of a physical bow and the action of shooting with a real 
arrow, the non-immersive system is based on a flat screen, which has a negative 
impact on users’ presence. 

One of the most recent initiatives proposes a VR archery simulator based on a 
power wall and a real 62” bow [28]. The arrow is not released by the system, as 
the potential energy is conveyed into a pneumatic tube. The authors also exploited 
the system as to provide an archery learning experience in [29, 30], but due to 
several drawbacks, the overall assessment of the solution was only satisfactory. 
Learning archery was also presented in [31], were the authors tried to use the 
virtual environment as a platform for acquiring and improving archery skills. 
Another recent related work is presented in [32] dealing with the implementation 
of a crossbow into an immersive virtual environment. However, shooting with a 
crossbow offers a completely different user experience, which has little to do with 
the one offered by shooting with a bow. 

2.2 Haptic Systems 

Haptics is an essential part of VR. Although not as developed as others which are 
targeting more ardent sensorial channels served, e.g. by our eyes or our ears, it is 
foreseen that providing a haptic output will eventually become as important as 
rendering 3D scenes or providing ambient sounds [33]. Haptic interfaces offer 
users tactile information, by applying forces directly to their tegument. Thus, users 
can “feel” the environment, improving both their interaction and immersion. This 
translates in an increased sensation of presence, the goal of any VR application 
[34]. 

Haptics has several purposes. One of the most important which partially covers 
the subject of our research is virtual training. A large number of studies are using 
haptics to improve the physical and mental abilities of the users activating in the 
health industry [35, 36]. Training surgeons in fine medical procedures is among 
the most targeted subjects. Just a few studies target other areas; e.g. based on this 
technology, subjects can be taught to assemble complex products [37]. A specific 
subdomain of virtual training is the transfer of skills. There are numerous human 
activities which are on the verge of being lost, with only a handful of experts still 
actively pursuing them. With the help of the latest technologies, these can be 
recorded and transferred to others [38-41]. 
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Haptic systems can be employed for assisting users in performing various tasks. 
Several papers target this subject; e.g. in [42, 43] users are assisted in operating a 
robot. Lots of studies propose systems which can assist people who are blind, or 
with a low vision capability [44]. Even in the automotive industry, assistive 
haptics may play an important role in the near future [45]. In entertainment, 
haptics resumes to the commercial systems described in the previous section. 

3 System Design 

The system was developed in cooperation with experienced researchers in the 
field of ancient archery from the History Museum of Brasov, Romania. Before 
starting to design the haptic interface simulating the bow, some of the authors 
have participated to an archery training course, to understand the bow shooting 
process. Moreover, we have interacted with several archery experts before 
actually designing the system. 

3.1 Prerequisites 

As a result, we have found that in order to reproduce as close as possible the 
experience of shooting an arrow with an old medieval bow, several factors must 
be analysed, such as the weight of the bow, the size and weight of the arrow, the 
length of the draw and the force needed to pull the bowstring (which it directly 
dependent on the coefficient of elasticity of the bowstring). The type of draw is 
also important. Moreover, the experience of shooting with a bow is highly 
dependent on the physical characteristics of each user, as the variable height and 
weight make a huge difference, not to mention that for some bows it is possible to 
shoot only with the right hand (or only with the left one). 

Bow weight and dimensions: The English longbows typically weighted 1-1.5 kg 
and measured 1.8-2 meters on average, while the horse bows from nomad 
populations (such has Scythes or Mongols) weighted around 0.5-1 kg and were 
1.2-1.6 meters long [46]. 

Draw weight and length: The draw weight is measured as the amount of force 
(expressed as a weight), which needs to be applied to the bowstring in order to 
bend the weapon to its full extent. The standard length one could extend the 
bowstring of an English longbow was 70 cm, but this could vary along with the 
bow. The draw weight was 30 kg on average. As for the horse bows, the draw 
length was longer, at around 80 cm, and the draw weight is measured between 40-
70 kg [47]. 

Arrow features: Longbow arrows weighted between 50 and 100 grams, and 
measured between 60 and 85 cm, with an average of 76 cm [47]. Horse bow 
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arrows were a bit longer in length (between 80 and 100 cm). The length of the 
arrow was correlated with the aperture of the subject’s arms (usually measured 
from the chest to the tip of the fingers). 

After initial talks with several archery experts, the following general requirements 
were defined for the development of the VR system: 
 Recreate the physical properties of old bows; 
 Generate a realistic haptic feedback that allows to “feel” different draws of 

old bows; 
 Immerse the user in a realistic audio-visual 3D environment, in order to 

provide an entertaining archery experience. 

The longbow replica used in the experiment is 177.8 cm long, weights 1.3 kg and 
has a draw weight of 13.6 kg. The flat bow replica is 172 cm long, weights 1.2 kg 
and has a draw weight of 12.5 kg. The horse bow replica is 121.9 cm long, 
weights 0.5 kg and has a draw weight of 18.1 kg (Figure 2). 

 

Figure 2 

The horse bow, flat bow and English longbow replicas 

3.2 Haptic Interface 

The haptic interface is based on a MAXON EC-Powermax 30 electric motor and 
its corresponding digital motion controller (EPOS 70/10), with CAN bus transfer 
speed of 1 Mb/s, a value suitable to provide the haptic response. The draw length 
is measured by using a rotary encoder integrated in the electric motor. The motor 
was mounted on a wooden base, which is held by the user. At the end of the 
motor, we mounted a pulley with an outer diameter of 20 cm. 

The kinesthetic haptic feedback is generated through wires. For a uniform winding 
on the tambour, and in order to avoid jams, the wire is guided through a 
mechanism composed of a wheel and a metal plate mounted next to the tambour. 
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Figure 3 

The developed haptic system 

The kinesthetic haptic feedback is obtained by transmitting to engine’s control 
module the corresponding power values necessary to obtain the required wire 
tension. When the user begins drawing an arrow, the haptic system creates the 
tension on the string by controlling the amount of electric current transmitted to 
the motors. 

A control module developed in C++ allows the communication with the motor 
controller. The system enables users to manually adjust the weight, by mounting 
additional screws and nuts in the holes on the metallic plate. which is supporting 
the motor (Figure 3). 

3.3 Force Feedback 

In order to calculate the forces that will be perceived by the user via the haptic 
device, we had to measure each bows’ properties under real working conditions. 
The elastic characteristics have been determined by means of experimental tests, 
using a Tinius Olsen H100KU dynamometer (Figure 4). 

The 3 tested replica bows are equipped with a bowstring made of Dacron, a 
polyester material largely used in modern archery. Originally, bowstrings were 
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made of the sinew of large 4 legged animals (such as deer, horses and so on), 
animal skin, silk, cotton or other vegetal fibers. The main difference between 
Dacron and manual-made bowstrings is reliability [48]. 

 

Figure 4 

Measuring the elastic characteristic of the 3 bows 

We assume that the measured values are similar to bowstrings made of natural 
materials. Each unit was mounted on a special fixed vise and the bowstring was 
hanged from a mobile hook. This was moved incrementally up to the maximum 
draw distance used to launch the arrow, which is measured up to 50 cm for both 
replica bows. While moving the hook, we recorded the force corresponding to the 
displacement, and thus computed the complete force characteristic for each bow. 
The results are shown in Figure 5. The elastic characteristics of the tested bows 
approach straight line graphs. Based on linear approximations, we can write the 
relationships of forces depending on bow deflection as the equation of a straight 
line: 

F=a∙x +b        (1) 

where F is the measured force corresponding to a draw value x (mm), with the real 
coefficient a presented in Table 1. 

Table 1 

Linear parameters 

Bow type a b 

Recurve horse bow 0,2498 3,60 

Flat bow 0,2837 11,24 

English longbow 0,3001 6,58 
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Figure 5 

Characteristic graphs 

3.4 Immersive VR Environment 

In order to create a realistic and immersive 3D experience, we used the Unity 
Game Development Engine and the Oculus Rift DK2 head mounted display 
(HMD). Providing immersive depth cues via viewpoint movement is based on 
tracking of the user’s head, updated by the coordinates received from the HMD’s 
gyroscope. The haptic feedback algorithm written in C++ language as Dynamic 
Link Library (DLL) was imported to Unity3D. The complete system is presented 
in Figure 6. 
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Figure 6 

Complete working system in action and a view of the VR application 

The trajectory of the VR arrow is calculated based on the potential energy 
equations presented in [49]. According to archery dynamics studies [50], only a 
certain percentage of the energy stored in the bow is transferred to the arrow itself 
(≈70%). The remaining 30% is discharged into the bow and transferred to the 
archer, usually in the form of vibrations. We have included this approximation in 
the distance calculus. The 3D environment uses the physics engine provided by 
Unity. The virtual bow is tied to the view point of the subject. The scene consists 
by several targets placed in a virtual environment with a rebuilt castle. The 
technology of virtual reconstruction of buildings that no longer exist is presented 
extensively in [50]. As soon as the user actuates the haptic system, the virtual 
scene is also updated. 

4 Methodology 

The overall objective of our study is to analyze the quality of the haptic device 
that simulates a bow in a virtual environment. We have tested the system with 
various occasions. 

In the initial phase two experts, employees of the Museum of History from 
Brasov, Romania, have tested the system in two separate sessions. They were 
asked to answer to the questions presented below: 
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1) What is your opinion on the Archery Haptic Simulator? 

2) Is the simulation offering a close-to-reality experience? 

3) From haptics point of view, were you able to differentiate between the 2 
bows?  

4) What are the biggest drawbacks of the setup?  

5) How would you rate the shooting experience? 

The overall system assessment is positive, as both experts enjoyed using it. The 
small difference in the force characteristic of the two bows was noticeable, and 
both experts confirmed the existence of different particularities between shooting 
with the virtual longbow versus shooting with the virtual horse bow. Moreover, 
both experts agreed the system provides a close-to-reality experience in both 
cases. The force characteristics are, however, much smaller than what would be 
normal in the past (expected, since both replicas have a draw-weight, which is 
approximately a third of the originals’). One of the biggest drawbacks was the 
lack of feeling of the bowstring. The shooting experience was warmly appreciated 
overall, which gave us grounds to proceed with the user study. 

Many users tested the application during a cultural heritage workshop (Figure 7) 
within the Information Society 2016 multi-conference held at the Jožef Stefan 
Institute in Ljubljana, Slovenia [52] and presented at UE Open Day (Bruxelles, 
2018) and International Cultural Industry Fair (Shenzen, China, 2018). The 
following research question was formulated: “Can a haptic virtual device which 
simulates traditional bows be developed in such a way that it offers a similar 
experience to the one offered by the natural process of archery?” 

Based on the presented system, the simulation process presumes the completion of 
4 phases: 

(i) Setting up the haptic system input parameters: the custom bow weight, the 
elastic characteristic of the selected bow and the drawing length. 

(ii) Preparing to draw an arrow: the user will perceive the spring force generated 
by the electric motor that actuates the wire. The tension on the string generated by 
the motor (eq.2) depends on the rotation angle of the wheel, which can be 
calculated by rewriting eq. (1): 

F=a∙α∙d         (2) 

where α (rad) is the rotation angle obtained from motor encoder and d is the 
diameter of the pulley. 

(iii) Launching the arrow: the operator will perceive the release of the string 
(which will wind back on the wheel) and a vibration on hand that holds the bow. 

(iv) Updating the VR scene: the result of the interaction is updated in the 3D 
scenario. 
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Figure 7 

The haptic bow at the Information Society (Ljiubljana, Slovenia, 2016), EU Open Day 2018 

(Bruxelles, Belgium, 2018) and International Cultural Industry Fair  (Shenzen, China, 2018) 

5 User Study 

Evaluating haptic systems is not a straight-forward task, yet there are plenty of 
papers which deal with this aspect [53, 54]. We have designed this user study 
based on some of the guidelines proposed in [55], a study in which the authors 
thoroughly explain how haptic systems can be evaluated. We prepared and 
conducted two test sessions: the first one - shooting with the 3 real bows; the 
second – using the haptic device, adjusted with the 3 values of elastic springs of 
real replica bows within the VR scenario. 20 respondents, aged between 19 and 
62, have participated in the user study. 5 of them already had some experience in 
using haptic devices. After conducting two sessions of tests, respondents were 
asked to complete a questionnaire which followed a series of elements of 
perception regarding the use of this equipment. 

The subjective questions could be answered on a scale from 1 to 7. Before each 
test, subjects were asked to focus on the use of each bow and to try to differentiate 
them. They were instructed about the way people were using bows in the past. A 
short story was also presented about each of bows, in order to increase their 
interest. For both real and virtual bows, they performed 20 trials, separated in two 
sessions, with a short break between them. The shooting results were not counted 
as good or bad, and there was no time limit for performing the trials. All users 
gave their informed consent in the beginning of the experiment. 

The questions ask users how much they agree or disagree with the statements. 
Also, the questions are separated in 6 categories: engagement, manipulability, 
enjoyment, realism, usability and overall experience, in order to better assess the 
interaction with the haptic device. The obtained values are presented below, based 
on the questions from each category. Questions marked with “*” at their end were 
expected to have negative answers. For the negatively stated items, we subtract 
the user response from value 8. 
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5.1 Engagement 

The following questions were asked in the “Engagement” part of the 
questionnaire: 

(1)  I liked the activity because it was novel  

(2)  I wanted to spend time to participate in the activity  

(3)  The topic of the activity made me want to find out more about it  

(4)  I wanted to spend the time to complete the activity successfully  

(5)  I liked the type of the activity  

(6)  The haptic application we employed captured my attention 

(7)  I did not have difficulties in controlling the haptic application  

(8)  I found the haptic application confusing* 

(9)  It was easy for me to use the haptic application 

(10)  The haptic application was unnecessarily complex* 

The results processed in this section are presented in Figure 8. Users had a great 
involvement in the experiment and all of them wanted to successfully complete 
the tasks, both real and virtual. They reacted very well to both real and haptic 
bows, and they also found the application to be clear and easily understandable. 

 

Figure 8 

Engagement assessment 
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5.2 Manipulability 

“Manipulability” was inspected based on the following questions: 

(11)  I think that interacting with this haptic device requires a lot of body muscle 
effort* 

(12)  I felt that using the haptic was comfortable for my arms and hands. 

(13)  I found the device difficult to hold while operating the device* 

(14)  I felt that my arm or hand became tired after using the device* 

(15)  Fatigue level after 10 and 20 trials 

(16)  I think the device is easy to control 

(17)  I felt that I was losing grip and dropping the device at some point* 

(18)  I think the operation of this device is simple and uncomplicated 

In general, users were satisfied with the haptic device with respect to 
manipulability (Figure 9). They managed to easily use and control it. The 
operation of shooting was also simple and uncomplicated, and it was comfortable 
for arms and hands. The only problem reported by the users is related to the 
weight of the system, which was on average ranked between 3 (Somewhat 
disagree) and 5 (Somewhat agree). Due to the motor used, the bow’s weight is a 
bit cumbersome for most users, especially for women. Being the first prototype, 
we aimed to first reproduce the functionality and the feeling of shooting, while 
further development will aim to fix the signalled issues. 

 

Figure 9 

Manipulability assessment 
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5.3 Enjoyment 

Enjoyment/excitement was assessed using the following questions: 

(19)  I enjoyed using the haptic device 

(20)  I found the haptic device unpleasant* 

(21)  I found the haptic device exciting  

(22)  I found the haptic device boring*  

(23)  By using the haptic device, I can understand how old bows where used in 
the past 

(24)  By using the device, I learn more about the history of bows 

As one can see in Figure 10, most of the users were satisfied with the haptic 
device, described as being pleasant and exciting. They also learned new things 
related to the differences between the 3 different types of bows used during the 
experiments. A couple of users suggested including even more information related 
to the history of bows and their use in specific periods of time. A couple of them 
also asked for further use of such haptic devices, being really excited about using 
bows in virtual reality. 

 

Figure 10 

Enjoyment assessment 
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5.4 Realism 

Here are the questions include in the “Realism” part of the questionnaire:  

(25)  How realistic is the haptic feedback?  

(26)  How similar was the feeling of bow shooting using haptic model 1 to that 
of real bow 1?  

(27)  How similar was the feeling of bow shooting using haptic model 2 to that 
of real bow 2? 

(28)  How similar was the feeling of bow shooting using haptic model 3 to that 
of real bow 3?  

(29)  Choose the case with the best feeling? (not represented on chart) 

(30)  Can you differentiate between 2 cases (haptic and real)? (not represented 
on chart) 

After analysing the answers from this section, we can state that users were 
satisfied in general with the use haptic feedback, and they were also able to 
differentiate between the 3 settings according to the 3 bows proposed (Figure 11). 
The shooting feeling was similar with the real ones, but all of them stated that they 
can easily identify whether they shot with the real or with the haptic bow. We 
determined that users consider the haptic settings for made the second bow to be 
the most appropriated to the real one. 

 

Figure 11 

Realism assessment 
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5.5 Usability 

Usability quantified based on the following: 

(31)  I would like to use this system frequently 

(32)  I found the system unnecessarily complex* 

(33)  I thought the system was easy to use  

(34)  I think that I would need the support of a technical person to be able to use 
this system* 

(35)  I found the various functions in this system were well integrated  

(36)  I thought there was too much inconsistency in this system* 

(37)  I would imagine that most people would learn to use this system very 
quickly 

(38)  I found the system very cumbersome to use* 

(39)  I felt very confident using the system 

(40)  I needed to learn a lot of things before I could get going with this system* 

Users seemed to be confident about the use of such system (Figure 12) and they 
would like to reuse it in the near future. Using the haptic bow was an easy task for 
them and many consider it a step further to allowing everyone to use a bow 
without any safety concern. They also think propose paradigm is a very simple 
one. Everyone could easily use it, since none had to learn anything prior to the 
user study. 

 

Figure 12 

Usability assessment 
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5.6 Overall Experience 

Finally, 3 questions targeted the overall experience: 

(41)  Rate the overall experience you had during the experiment?  

(42)  What do you like about haptic device? 

(43)  What do you dislike about haptic device? 

On average the experiment revealed that users were really satisfied with the use of 
virtual bows (Figure 13). They liked it since there was absolutely no danger when 
using the haptic device, but in general they were not too satisfied with its weight. 

They also liked the fact that by using a single device you can actually simulate 
various bows only by loading a different software configuration. They were very 
satisfied to learn a couple of new things about bows and their history, and they 
also suggested to include a couple of more things within the application 
(gamification, social signals). 

 

 

Figure 13 

Overall experience assessment 

Conclusions and Future Work 

In this paper we identified some of challenges that occurred during the 
experiments based on VR systems and were commented on from a cognitive point 
of view. Regarding of data transfer and communication, it can be said that a 



S. Butnariu et al. An Interactive Haptic System for Experiencing Traditional Archery 

 – 204 – 

relationship has been established between the cognitive system represented by the 
user and the artificial system, represented by the Virtual Reality equipment. 

We validate the concept of using an ancient bow in VR with the aid of two experts 
in archery from History Museum of Brasov. Furthermore, we propose a user study 
which assesses the success of the system.  

We can mention a few highlights of our work: (1) we offer a solution to 
reproducing the experience of shooting a bow in VR; (2) the developed system 
can replicate the force characteristic of any type of bow; (3) we assess the degree 
of similarity of the haptic simulator with real replica bows; (4) a user study 
validates the system and shows that the prototype was well received. 

Unlike classic bows, the force characteristic of modern compound bows has a 
negative gradient, meaning that it is harder to extend the arrow in the beginning or 
the drawing process. We will make a comparison between the experiences of 
shooting with old bows against using modern compound weapons. 

An improvement of the experiment equipment will include a new haptic device 
that can simulate the energy discharged in the bow’s limbs, passed through 
archer’s hands (using a device such as buzzers). 

By analysing all the obtained statements, we can conclude that users had a good 
experience in general with the haptic device and they would like to use it again in 
the future. The main signalled problem was related to the system weight. We are 
considering building a new version which will take care of this issue. 
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Abstract: Augmented reality offers great solutions in learning because most of high school 

students are familiar with them. Augmented reality-based applications such as the 

Pokémon Go 3D, or Quiver and HP Reveal can be used effectively in education. Using AR 

technology, teachers or even students can create content. For example, triggers using the 

provided website. The triggers can be image or videos, so the AR experience can be 

customized. In this study, authors first introduce the augmented reality and a specific 

application, Pokémon Go, then demonstrate the use of AR in education and finally present 

a survey conducted among students of a higher education in Hungary. 

Keywords: ICT; Augmented Reality; higher education; Pokémon GO; HP Reveal 

1 Introduction 

The phenomenon of augmented reality (AR) is primarily relying on usability and 
entails the analysis of the harmony of sensory organs, linking, tagging, 
interactivity while the learning process taking place in the respective space [1]. 

The study explores one principal issue, namely what makes the specific 
educational applications utilizing augmented reality function? 

While augmented reality entails a variety of meanings and presentation forms, 
common features can be discerned as well. The most important shared attribute is 
the real time integration of virtual objects into the physical or material world. As a 
type of mediatized or media-based communication augmented reality is 
inseparable from the technology making it possible. The respective equipment 
includes optical devices and other sensors perceiving the external world along 
with appropriate displays presenting the specific images in high definition. 
Consequently, via these applications information related to the objective world 
becomes interactive and digitalized. Thus the given data being stored and made 
accessible can complement the real world through forming additional 
informational layers. This also means that augmented reality is device-dependent, 
technology-determined and convergent at the same time [2] [3] [6]. 
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The CogInfoCom focuses on the combination of the natural cognitive capability of 
humans and ICT. This blending of the natural and artificial cognitive capabilities 
brings new directions of research, one of them being augmented reality. From 
CogInfoCom aspects not only the interaction and interfacing between the natural 
and artificial components is important. In most cases today, it is almost impossible 
to clearly separate these components, and the authors will not attempt to do so. In 
their opinion, augmented reality phenomena can be defined as a human-ICT or in 
other words a blended system, where Inter-cognitive communication: information 
transfer occurs between two cognitive entities with different cognitive capabilities 
[18] [19] [20] [21] [22] [23] [24] [25]. 

2 Augmented Reality 

2.1 Augmented Reality (AR) 

The digital revolution gave rise to an incessant need for information and 
contributed to the decline of traditional information and knowledge accumulation, 
processing, and transmission structures. It has been indicated earlier that 
augmented reality can be brought about by a variety of devices and platforms. 
Consequently, it is related to the phenomenon of media convergence. Augmented 
reality utilizes three screens or displays, while out of the TV, computer, and 
mobile telephone trio the phone display has the crucial role. A long time has 
passed since the first, perhaps less successful attempts of mobile service providers 
to generate content in a quantity determined by the user. Nowadays content 
quantity and user activity demands can be reconciled by the adaptation of a proven 
and tested model to the context of the mobile phone. Thus, users observing the 
existing operational rules and guidelines must be provided with complete and 
unlimited access to the worldwide web via a significantly larger and touch 
operated display screen. As a result of this process the smart phone becomes “the 
most personal computer”. 

Since augmented reality based on mobile devices eliminates the need for 
expensive equipment or the acquisition of new knowledge the number of 
applications generating additional interactive layers over the physical world is 
expected to rise [4] [8] [14] [15]. 

AR uses can be several: 

 games 

 military use 

 medical use 
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 entertainment industry 

 education 

 

Figure 1 

Evolution of AR devices, https://bit.ly/2D8kTWN 

Despite the tremendous variety of augmented reality based applications, such 
programs have shared features as well. All the applications function in real time, 
and are supported by multimedia and interactivity besides being presented by 
digital devices. Other common characteristics include being marker based, using 
community generated content, and requiring proactive user conduct along with 
interactivity. The real time aspect’s primary difference from contents stored in a 
non-real time manner (picture, video, text) is that it provides the experience of 
actual presence or participation to the user. The success of participatory media 
utilizing the activity of the user community underlines the importance of such 
hands-on experiences. 

While its hypertext or hypermedia foundation makes AR similar to the World 
Wide Web, it is dependent upon different technology. Hypertext is a digitally 
recorded information carrier containing several links. Its branch structure breaks 
away from linearity and via hyper references or links provides a range of selection 
opportunities for the user while calling for interactivity. 

AR utilizes an expanded form of hypertext, the hypermedia [1]. The term is used 
to describe a phenomenon in which the hypertext forms a non-linear unit with still 
images, motion picture, or music via hyperlinks. Such examples include the online 
museums, video games, and works relying on augmented reality technologies [7]. 
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The technology of AR is marker determined. Marker is as a special identifying 
code recognized by the sensors igniting the interactive process on the display 
screen suitable for the given purpose. Augmented reality does not function in the 
unlimited virtual space, as it operates in a given specific location. Such locations 
are indicated by markers [11] [12]. Absolute positioned markers refer to a 
geographic location, while a relative marker emerges in the pictorial symbol 
recognizable by the system [See Figure 2]. 

Figure 2 

A relative marker used in education 

2.2 Interactivity and Usability 

Interactivity in a multimedia environment refers to a process where a click or 
touch on a picture or text launches an action leading to another context or starts a 
video, or displays another text. The continuous evolution of interaction can be 
accessed in the following manner: Previously, we looked at a picture and mentally 
traced our own personal cognitive associations to another image. Now the 
interactive computerized media calls on us to click on a highlighted sentence to 
reveal another image and follow the pre-programmed objectively present 
cognitive associations. When new technologies emerge, usability plays a 
significant role in promoting their integration into the given social and cultural 
context. The very concept refers to the ease or difficulty of acquiring information 
needed for problem the appropriate and easy use of the given application. The 
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evolution of usability can be represented by a continuum beginning with the 
mouse and keyboard operated personal computers and ending with touch or 
motion controlled display screens. 

2.3 The Pokémon Go 3D Application 

Pokémon was an extremely successful video game produced by the Japanese 
company Nintendo in the middle of the 1990s. The role play game originally 
designed for a portable Game Boy console reached a sales figure of 155 million in 
10 years. The new version launched in 2016 shows no major differences from the 
original. While it is freely accessible and can be considered a hobby, Nintendo 
realizes income via purchases generated by the game itself. The game calls for the 
user to collect and capture the virtual figures by a Poké Ball, then to train them in 
Gyms and send them into battles or raids against the figures of other players, 
while building alliances along the Gyms. [See Figure 3]  

Figure 3 

Pokémon Go in action 

The success of Pokémon Go is based on the simplification of a complex yet 
spectacular technology and the promotion or enhancement of the user experience. 
The enhanced experience includes not only walks in a virtual space, but for 
example physical discovery of cities and abandoned factories. In addition to a 
purified and simple surface and easy usability its most important feature is its 
ability to display pictures embedded in texts thereby enabling the user to enjoy a 
significantly enhanced participatory experience via multimedia applications. 
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3 Augmented Reality in Education 

Augmented reality can be applied in education. In geography atlases 3 D models 
can be presented by using mobile devices. This way the scenery comes alive. [See 
Figure 4] In Biology atlas a human heart may be transformed into a beating, 
animated virtual organ on the screen. Students are also able to watch experiments 
in a Physics course. Using smartphones and tablets they can observe experiments 
from several angles. This way, dangerous or hazardous experiments may be 
presented safely. However, creating augmented reality content requires a lot of 
time and skill. Augmented reality can be used in various ways in learning both at 
formal and non-formal education. If teachers prepare remarkable visual tools, 
students can consume this content easily and with more motivation. Also, students 
can create AR elements related to the materials they focus on at the given lesson. 
When creating their own content, students become more involved in learning, 
learn how to master the skills and competences on a higher level [31] [32]. 

 

 

 

 

 

 

 

 

 

 

Figure 4 

An AR volcano erupting 

Apart from the innovative nature of the AR technology and the versatility of its 
educational use, there is a further advantage. It does not require any particular IT 
or human resources investment. There is no need for IT specialists to engage in 
curriculum development, and teachers build lectures based on AR without 
programming skills, with only general knowledge of IT. As majority of students 
have smartphones and tablets capable of running AR applications, the BYOD 
philosophy is applied. All this makes it possible to rapidly spread the AR 
technology and philosophy in education [8] [9] [13]. 
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Augmented reality often improves students learning activity and at the same time 
enables complex competency-development. As the students often work in a group, 
it supports project work. 

Although the augmented reality is often considered to be a tool of gamification, it 
is an info communication technology that can create interactive surroundings for 
the students. The most outstanding ramification of it is a long-lasting experience 
which can motivate them for further learning and participation in education. 

3.1 Specific AR Platforms and Their Efficiency 

AR apps put students into the story, what makes learning more lively. Instructors 
can use AR as “distracting” technology to motivate and engage. At the University 
of Pécs, a 3D visualization in the VR (Virtual Collaboration Arena) learning 
environment was created in the VirCA platform which suits to the natural 
cognitive processes of the human brain better [5] [10]. 

Finally, a good example for VR and AR used in education can be found in several 
CogInfo papers. According to Horváth: “For accomplishing laboratory practices at 
a higher level, the 3D VR space also contains video files for facilitating the usage 
of equipment, instruments and machines at highly-skilled level. These files show 
the instruments and machines used in the given measurement, the process of 
making the measurement and the guide for the assessment of the measured data. 
In this virtual space, the element of the psychologically motivated learning 
definitions so correct in the every days of the pedagogy was created, according to 
which learning is not only finding information, but also forming the attitude, as 
the students learnt in the VR space how to behave during a project. The goal in 
itself included the “excitement of playing” activated by the creative, innovative 
attitude [16] [17] [26] [27] [28] [29] [36] [37]. 

According to Horvath and Sudar, there are some significant and determinate 
research results on learning efficiency related to AR technology (30% faster 
student’s activity and team work, 50% better information comprehension, 50% 
more complex information sharing, 30% less user operations, 80% less machine 
operations in the same digital workflow). AR applications play an important role 
in the field presentation in education. For example, MaxWhere presents the 
information in 3D environments. Numerous studies have been carried out and 
published on this issue at the CogInfo conference [30] [33] [34] [35] [38] [39] 
[40] [41] [42] [43] [44]. 

There are several AR platforms that can be used in learning. Quiver trigger images 
when user scan the markers and activates the augmented reality content. The 
application often uses coloring pages as markers. This also means that younger 
age groups can be involved into interaction, while motor skills and hand-eye 
coordination can be improved. It can be used at higher education institutions as 
well, but there are some limitations. The biggest weakness is the technology itself. 
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In theory, 2-3 year old smart devices can run the application. In practice, there are 
several cases when the devices run out of memory or the internet connection 
cannot be established. 

Similar to Quiver, HP Reveal (former Aurasma) can be used for creating and 
presenting AR experiences. In this case, teachers or even students can create 
content. For example, triggers using the provided website. The triggers can be 
image or videos, so the AR experience can be customized. There are several 
teachers who insist on creating their own curricula, and HP Reveal can help them 
accomplish this task. 

4 Empirical Survey 

The primary objective of action research conducted is an empirical inquiry into 
the digital competence and ICT attitudes of the new generation along with the 
impact of AR programs and methods on the learning process taking place through 
student’s own devices. The respective survey included a quantitative questionnaire 
administered to a sample of 91 respondents in the fall of 2017. The test population 
assembled via stratified sampling (N=91) consisted of full-time university 
students. The eventual and evaluated sample reached a magnitude of 94. The 
inquiry based on an interactive, Kahoot measurement device, enabling the user to 
have a hands-on experience utilized the BYOD method as well. The target group 
primarily consisted of university students enrolled in engineering programs and 
representing the generations Y and Z. The survey mostly utilized close ended 
questions and the results were processed via simple descriptive statistical methods 
and presented in diagrams. The graphs below show only the processed data related 
to AR use. 

Figure 5 

How open are the students for new teaching-learning methods 
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Figure 5 displays the level of respondents’ acceptance of modern, new type, and 
open teaching and learning methods. The respective results indicated that 50% of 
the respondents is fully open to new instruction and learning methods, while about 
one quarter (28%) is rather receptive (3), and only 12% (2) and 10% (1) indicated 
their reluctance to integrate the new generation teaching methods into their 
learning efforts. 

 

 

Figure 6  

Popularity of Pokémon Go application 

96% of the respondents have heard about the Pokémon Go application, and its 
popularity is indicated by the fact that most of them tried it as well. 

 

Figure 7  

Acceptance of AR use in lectures 
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Figure 7 partly substantiates the answers given to Question 4. The question probed 
the extent, to which augmented reality-based applications such as Pokémon Go is 
liked by students, More than one third of the respondents, 22 people would like to 
listen to lectures via such interactive virtual reality context, 12 respondents could 
not assess the significance or importance of the given question, and only 8 out of 
70 respondents stated that they would not like to participate in lectures or learning 
experiments utilising virtual reality, Furthermore 17 respondents indicated 
openness toward participating in such new type learning experiments.  

Conclusions 

The appreciation of visuality is assisted by the virtual and augmented reality 
spaces. The cyberspace that houses these offers a promising and beneficial way of 
life to the digital citizens in both public life and learning, given the fact that these 
citizens attend the courses only when they wish or have the time for those. 
Obviously, in order to be successful in it, they must use the digital devices 
constantly and must acquire the self-driven and informal learning. 
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taxonomy is presented. 
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Objectives 

Introduction 

In the age of a technological revolution one can easily find various devices 
supporting problem solving in general. Among others, making decisions, 
statistical inferences, complicated calculations, as well as deriving formulas can 
be listed. These devices equipped with adequate applications provide an aid both 
for further development of sciences and for everyday education. It is reasonable to 
classify these smart machines in order to make immediate decisions in choosing 
which one to use for a given task or to estimate the level of human abilities the 
machine operator must have to use it successfully. Such an attitude towards 
research and education influences habits of self-education as well as modern 
teaching methods. Additionally, when taking into consideration the changing 
perceptive templates of the younger generation it is worthwhile to investigate new 
learning methods aided with the described devices. 

In the paper we present an overview of three aspects. First of all, we discuss the 
idea of mathability which refers to devices with high mathematical and logical 
potential. Next, cognitive patterns are considered from a point of view of 
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constructive educational methods. Finally, a proposal of a new taxonomy of 
learning outcomes and educational goals is demonstrated. 

Referring to the definition of cognitive infocommunications (CogInfoCom; cf. [1] 
and [2]), we describe how people can communicate with machines to possess new 
knowledge. Moreover, we contribute to cognitive sciences by investigating 
patterns of young people’s perceptions and their methods of assimilating new 
information, building their knowledge system with problem solving and 
experience, using devices equipped with applications of high level of mathability. 
We show how a cognitive process in education co-evolves with 
infocommunication devices. We also give evidence that the human brain may 
interact with the capabilities of systems which support cognition. 

1 The Concept of Mathability 

In the educational literature, the notion of mathability is interpreted as human 
mathematical ability. A broader idea of the concept was introduced in the paper 
[3] (cf., also, [2]). Mathability was defined as any combination of artificial and 
natural cognitive capabilities relevant to mathematics. Hence, it is an object of 
investigation of cognitive infocommunications. The range of its interest stretches 
from low-level arithmetic operations to high-level symbolic reasoning. 

Connected to mathability, in papers [7], [16] and [17], examples of computer-
aided solutions of mathematical problems were presented. In [7], symbolic 
calculations and computer algebraic methods were used to derive the solutions of 
linear functional equations with a computer program (cf., also, [14] and [15]), 
while in [16] and [17], an animation related to a generalized convexity concept 
was described. Education aspects of mathability were also investigated by several 
authors (cf., e.g., [5], [9], [10], [11]). 

In article [9], it was pointed out that a quantification of artificial mathematical 
capabilities would be useful. For instance, contemporary educational institutions 
allow the use of calculators or other mobile equipment to solve mathematical tasks 
not only during classes but also during formal examinations. Having a kind of 
measure for the mathability level, it could be precisely determined which level of 
mathability a tool should have. Given an official mathability level on the tools, it 
would be very easy to check it even during or right before any exam. It is natural 
to ask: 

1) what sort of a smart device is allowed to be applied, 

2) who and in which form should control whether the device does not exceed 
the admissible capabilities. Given a mathability level officially on the tools, 
it would be very easy to check it even during or right before any exam. 



Acta Polytechnica Hungarica Vol. 15, No. 5, 2018 

 – 225 – 

 

Figure 1 

Easy solution with Photomat 

It should be taken into account that powerful tools are easily accessible and 
extensively applied. Machines like popular smart phones provide access to 
symbolic and algebraic methods. Let us mention a simple mobile application 
called Photomat (see Figure 1, https://photomath.net/en/). After scanning any 
handwritten formula, equation, etc., it returns a result. Moreover, it is possible to 
observe each consecutive step of the solution. 

Such a wealth of smart devices and Internet applications combined with 
characteristics of the younger generation should be taken into consideration while 
investigating modern education. In further chapters we will try to meet the 
challenge. 

2 Contemporary Cognition Patterns 

2.1 Foundation of Constructive Education 

By constructive education we mean building knowledge with creating both new 
notions or algorithms and relations between the notions through experience. The 
idea came up a long time ago but nowadays it is becoming meaningful. It is 
noteworthy that J. Dewey’s approach to school education which, in his opinion, 
should present real life problems and students should be given a chance to 
experiment. Experiential education consisting of experience, experiments, 
freedom as well as goal-oriented learning resulted in the concept of progressive 
education [13]. Among other fathers of constructivism Gy. Pólya [22], J. Bruner 
[8] and J. Piaget [21] should be mentioned since they influenced the method of 
problem solving thinking and contemporary progressive education, which is so 
useful in mathematics, techniques, informatics and other sciences. 

For further reading it is worth mentioning D. Kolb’s thesis dated from 1976 and 
referring to learning styles and experiential learning, too [19]. Namely, D Kolb 
and R. Fry presented a model of an experiential learning cycle (see Figure 2) built 
of four elements: concrete experience, observation and reflection, forming abstract 
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concepts and testing the concepts in new situations [20]. The authors point out that 
a student can start learning at any of the four steps and then follow the cycle. The 
starting point is chosen according to the student’s learning style. 

 

 

 

 

 

 

 

 

 

Figure 2 

Kolb’s experiential learning cycle 

Kolb and Fry’s learning styles inventory was topped off with identifying four 
styles: 

- converger, who is good at practical application of ideas, hence the converger 
can start the cycle with abstract conceptualization and immediate active 
experimenting, 

- diverger, who generates ideas and can see things from various perspectives,  
so the diverger would rather start the cycle with concrete experience and 
reflective observation, 

- assimilator, who is able to create theoretical models and inductive reasoning, 
the assimilator would choose abstract conceptualization and reflective 
observation, 

- accommodator, who is skillful in doing things, solves problems intuitively 
and immediately, takes a risk, the accommodator focuses on concrete 
experience and active experimentation. 

The idea of progressive education will be the foundation of building a taxonomy 
of learning outcomes which we discuss in Chapter 4. 

2.2 Contemporary Cognitive Templates 

New modern multimedia devices seem to be overused by teenagers. On the other 
hand, they have worked out a habit of searching for keywords and immediate 
matching, comparing and concluding. 
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A short example can help to compare the efficiency of reading between teenagers 
and people aged 40+. A text with a mathematical problem was given both to a 
teacher of mathematics (aged 40+) and an ordinary student (aged 17). The text 
contained an imperfection which led to a false solution. Hence, it was necessary to 
find the error in the content. The teacher and the student decided to browse the 
Internet to find a description of a similar problem. Among a group of similar texts 
only one fitted the discussed problem completely. It was the student who found it 
first, compared it with the original task and pointed out the imperfection. While 
the teacher was still analyzing the content the student compared only keywords 
which in his opinion were crucial for the correct description of the problem. This 
simple situation showed us that the process of transforming data is different for 
people trained in working with traditional (printed) texts and those who explore 
hypertexts (cf. [10]; for further information, we refer to [18]). 

Of course, this is not the only difference creating an educational generation gap. 
Some more aspects are presented in the following part. The style of reading as 
well as other cognitive templates described below provide assumptions for 
building a new idea of education aided with high mathability level devices, which 
is part of the cognitive infocommunication area. 

2.2.1 Young Generation Habits 

In the papers [9] and [10], among others, ways of self-education based on Internet 
sources of knowledge were investigated. Some risks were pointed out, when the 
learning process is not controlled or misses an essential stage. 

To prove this, three groups (students of mathematics, students of informatics, 
lower secondary pupils trained in problem solving) were given mathematical or 
programming problems to solve. The majority of them failed to find the solutions. 
It clearly shows that in some cases constructive methods of self-education end in 
failure. Namely, there were 3 main procedural errors observed. 

First of all, the majority of students used a short Wikipedia explanation which was 
only an introduction to the detailed description. They did not get to the essence of 
the required algorithm since they did not spend enough time to read the full 
explanation. Moreover, the tasks – learning by discovering – had the greatest 
influence on their knowledge. Although they were given further explanation, 
during the exam they recalled mainly the part they discovered on their own (read 
more in [10]). 

Secondly, we observed how misleading it is to read keywords when they fit the 
students’ prior knowledge systems. For instance, having a task to code some 
numbers with Fibonacci coding, students found (again only in Wikipedia) a short 
definition explaining that “Fibonacci coding is a universal positional code which 
encodes positive integers into binary code words. It is one example of 
representations of integers based on Fibonacci numbers.” (cf. [10]). Students did 
not read the explanation further since they were sure they had understood the 
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definition. Most of them neither considered substantial details nor examined any 

samples. As a result, for instance, in order to code the number 47 some students: 
(1) applied binary coding, (2) used Fibonacci numbers, hence they obtained: 

47 = 1011112 = F1 + F2 + F3 + F4 + F6 = 1 + 2 + 3 + 5 + 13 = 24. 

Finally, superficiality turned out to be a general problem. Students limited the 
source of their knowledge to Wikipedia. They were satisfied with a sketchy 
solution and did not find it worthwhile to understand the core of the problem and 
its solution nor to reflect on the obtained result. 

On the other hand, young people are able to use mobile devices to support their 
calculus. In [9] we presented, among others, an example of the use of Wolfram 
Alpha (https://www.wolframalpha.com) to analyze derivatives of the first and 
second order when the students’ aim was to investigate properties of a given 
function and to draw its graph. Surprisingly, it was the student with the least 
mathematical competences who solved the problem correctly and finished the task 
in the shortest time. Aiding calculation and deriving formulas with the mentioned 
application on-line, he obtained partial solutions immediately and interpreted the 
results properly. 

This brief characterization of young people efficiently searching for keywords, 
being contented with sketchy solutions but well trained in concluding and 
matching new knowledge with their prior knowledge system, capably using smart 
devices to support necessary calculus, should be supplemented with the young 
people’s habit of overusing multimedia. As an immediate result they are less 
patient, and more often give up solving a task when it seems to be too difficult. It 
should be mentioned that, our observation’s show that, the average time for a 
teenager to focus on a single complex problem has significantly shrunk. All the 
features above influence young people’s perception, knowledge assimilation, 
educational practices and learning capabilities. For further investigations of this 
topic, we refer to the paper [4]. 

Our aim is to start adapting educational methods to reflect the above 
characterization. First, it is essential to determine the necessary and sufficient 
foundation of sciences. Then, we should find how much the foundation should be 
known and how deep it should be understood before mathability devices are 
efficiently applied to solve problems and construct new knowledge. To clarify the 
idea, we present the following example. It shows that the scientist does not need to 
know a complicated calculation of an advanced multivariable analysis method to 
understand and use its results. 

2.2.2 Advanced Statistics Research Example 

Let us consider a case of using a statistical data mining engine where algorithms 
for finding a solution are unknown to an ordinary user. Although the algorithms 
are hardly understandable for their authors, they give phenomenal solutions. 
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Having general knowledge about time series and statistical forecasting we used 
SAS® Enterprise MinerTM to analyze road events in Bydgoszcz between 2002 and 
2007 in order to forecast the number and severity of road events and accidents in 
the city for a short period of time in 2008. We chose 8 out of 17 attributes of road 
events (location on the road net, human related reasons, number of people killed, 
number of people injured, etc.). There were altogether 37372 records to consider. 

The application we used requires building a visual project combining tools and 
methods of data preparation and transformation like in Figure 3 
(https://www.sas.com/en_gb/software/enterprise-miner.html). As a result, we 
obtained tables abundant with numbers (see Figure 4). Then, it was enough to 
interpret them and draw conclusions. 

Figure 3 

Visual project of statistical analysis with SAS® Enterprise MinerTM 

     

Figure 4 

Analysis of irregular components – autocorrelation indicators, white noise tests, unit roots tests 

It was not necessary to understand, for instance, the method of imputation of 
missing data; we only had to know which method of imputation fits best the set of 
data. Again, it was not needed to know how the thousands of values are processed 
in time series analysis. As researches we had to define the dependent variables, the 
set of independent variables, mark a type of model supposed to describe 
dependencies between variables and chose a plan of investigation, for instance, 
imputation, analyzing white noise, analyzing autocorrelation order, checking 
whether the process is stationary, etc. Applying a trial and error method we found 
that the model of seasonal exponential smoothing fits best the given data, the 
model is stationary with autocorrelation of order two. Although the R-square 
coefficient of determination was only 0.148 (which proves that the goodness of fit 
of the model was very weak) we used the model for further prediction. In the 
research it was crucial to set the parameters of the model and understand the 
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obtained values, namely to know how they should be interpreted. Only some 
particular definitions had to be known and understood to build an advanced model 
of forecasting. It was not required to feel fluent in multivariable statistical analysis 
to use the achieved model for forecasting. 

For further examples related to databases, in which the problem appears how to 
define necessary and sufficient knowledge for applying ICT successfully, we refer 
to [12]. 

3 Mathability in Education 

As far as school education is concerned usually computer aided methods refer to 
Internet sources of knowledge or to the use of applications supporting the 
teachers’ job. Such programs as Cabri and Geogebra are popular and often used in 
primary and secondary schools. Academic didactics is aided rather by Wolfram 
Mathematica, Statistica, MathLab and computer-aided design (CAD) systems. 

Here, we would like to highlight three aspects of implementing computer aided 
mentoring into the everyday life of school pupils (for more details we refer to 
[10]). 

Discovering. Let us consider an example of designating the sum of a convergent 
series. The notion, on the regular basis, is introduced to students in the first year of 
sciences. However, it can be easily assimilated by students of upper secondary 
school. The basic question is: is it necessary to know the formal definition to use a 
computer application and find the required sum? Using Wolfram Alpha we have 
an immediate result (see Figure 5, https://www.wolframalpha.com). 

 

Figure 5 

Infinite sum in Wolfram Alpha 
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Students can learn that an infinite sum, for instance 1+ 1/2 + 1/4 +1/8 +…, can 
have a finite value. On the other hand, a similar infinite sum 1+1/2+1/3+1/4+… 
results in a message “sum diverges”. Of, course we do not need any knowledge to 
produce the results, but it is important to understand what distinguishes one task 
from the other. Hence, it is worthwhile to understand the mechanism of series 
convergence. 

Students need to know and understand the notion of a sequence limit, which was 
the essential knowledge necessary to solve the problem. Then, Wolfram 
Mathematica or another application can be used to compute consecutive partial 
sums of the above series and represent the obtained values on graphs. Students can 
easily observe that the sequence of partial sums of the first series is convergent 
and in the other case – it is not. The students can remark that the finite limit of the 
sequence of partial sums is equal to the sum of the series. The students succeeded 
to formulate a convergence criterion on their own. 

Interpretation. Let us consider another example of introducing academic 
knowledge to students of upper secondary school. Namely, the students learned 
the notions of Taylor series and Taylor approximation of a function. Next, as an 
exercise they approximated a function f(x)=sin x with Maclaurin series, obtaining 

  ...
!5!3

sin
53


xx

xx  (1) 

In order to interpret the results they applied Wolfram Mathematica again to 
observe simultaneously the graphs of both functions from equation (1), i.e. the 
graph of the sin function and graphs of polynomials of various ranks. Then, 
students concluded that a trigonometric function can be locally represented as a 
simple polynomial function. 

Proofs. Finally, it is worthwhile to comment how much mathability devices are 
applicable in investigations where commonly used methods fail. For instance, 
students of a technical major were asked to examine the existence of a local 
extremum at the point P(0,0) for two functions: 

  44 yxxf  , (2) 

  44 )()( yxyxxf  . (3) 

The standard method of finding the determinant of partial derivatives of the 
second order was not applicable since both determinants were equal to zero. In 
such a case representing the functions graphically enabled students to prove that 
the function given by formula (2) has no extremum at P(0,0) since in any 
neighborhood of P there exists a point for which the value of the function is 
positive and there exists a point for which the value of the function is negative. 
Analogously, they proved that the function given by formula (3) has a local 
minimum at P. 
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In the above-mentioned examples the students were guided by their mentors. The 
problem arises when the students must do a task without mentoring, simply using 
any source of knowledge or any useful mathability device. Then, the strategy 
should be changed and the habit of asking questions comes in handy provided that 
it follows a well ordered structure of questioning. For more details, we refer to 
[11]. First, we will describe examples of learning outcomes taxonomies in order to 
draw a theoretical background for creating such a questioning structure. 

4 Taxonomies of Learning Outcomes 

4.1 Classical Taxonomy 

The classification of educational objectives named after Bloom is one of the most 
commonly used taxonomies [6]. Let us recall his model of cognitive (knowledge-
based) domain consisting of six stages: 

1) remembering, 
2) comprehending, 
3) applying, 
4) analyzing, 
5) synthesizing, 
6) evaluating. 

The model is compatible with Kolb’s cycle where Kolb’s concrete experience 
corresponds to Bloom’s remembering, comprehending and applying, observation 
and reflection corresponds to analyzing, forming abstract concepts – to 
synthesizing which, in fact, is adequate for building new knowledge, finally 
testing the concepts in new situations corresponds to evaluating which ends the 
cycle. From that point we start the cycle again, on a higher level. 

Bloom suggested that the process of learning started with gaining knowledge, then 
students had to understand it, apply it in typical situations, analyze it before they 
were able to use it in new or problematic cases. Evaluating completed the process 
of creating new notions and methods before they could be applied as a base for 
further learning. This is why Bloom’s concept is suitable for traditional, direct 
teaching. As opposed to this, Kolb states it is possible to start a learning process 
from an arbitrary stage according to the student’s learning style preferences 
(described in Chapter 2). Moreover, Bloom’s model was created over 60 years ago 
when the sources of knowledge were limited. Easy access to informative data 
bases, and the above described characterization of cognitive behaviors enable us 
to build a new pattern of computer assisted education. 



Acta Polytechnica Hungarica Vol. 15, No. 5, 2018 

 – 233 – 

4.2 Proposal of a Taxonomy for Constructive Education Aided 

with High Level Mathability Devices 

In our papers [9], [10] we pointed out that working with multimedia sources of 
knowledge requires paying more attention to the selection and assessment of the 
gathered information. On the other hand, we have already stressed how important 
it is to reflect on the results obtained while learning by trial and error. Self-
education with broad informative data bases is often followed by a lack of 
reflection over the obtained false results or misunderstanding caused by 
superficiality. We also gave examples of how useful computer aided mentoring 
can be. Now, following the mentor-related methods, we would like to present a 
scheme of cognitive learning objectives adjusted to constructive methods 
supported with smart devices, compatible both with Bloom’s and Kolb’s systems. 
We will compare the common elements of the three models. 

First, let us consider a cognitive model of using informative data bases (like the 
Internet, multimedia, etc.) to learn or create new knowledge (Table 1). 

We will consider both constructive teaching methods based on knowledge gained 
by students on their own and methods of non-mentored constructive learning. 
Assuming that students gather information by themselves, the first step should be 
to browse knowledge sources, search for information and already solved 
examples. The step is consistent with Bloom’s remembering stage since young 
people do not feel the need to memorize information if it is so easily accessible on 
the net. In Kolb’s cycle we could compare it to the stage of concrete experience. 

The second step is unfortunately frequently omitted by students. However, it is 
extremely important from the point of view of building a solid foundation for 
further education. This is the stage of evaluating and selecting information that fits 
the prior knowledge system, is understandable (not too complicated) and credible. 
Two Blooms stages are consistent with this step: analyzing and comprehending. It 
also corresponds to Kolb’s observation and reflection stage. 

In the next step, students assimilate the new knowledge into the prior knowledge 
system, build analogies, find relations, and draw conclusions. If they have learned 
an algorithm they can try their own computation with other data or in similar 
cases. This is what corresponds to Bloom’s applying and Kolb’s testing the 
concept. 

Having gained some new experience students interpret new knowledge or, 
according to Bloom, synthesize it. Finally, similarly to Blooms’s model, they 
reflect on an overall result, evaluate new knowledge or methods. The last two 
stages can be compared to Kolb’s forming abstract concepts. From that point the 
cycle starts again from the beginning since new questions should arise and make 
students search for more information and new methods. 
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Table 1 

Comparison of computer aided education, Bloom’s taxonomy and Kolb’s cycle for knowledge 

Level Computer aided 
education 

Bloom’s taxonomy Kolb’s cycle 

Knowledge 
and 
understanding 

Browsing,  Searching, 
Sample usage 

Remembering Concrete 
experience 

Evaluation  
of information, 
Selection, 

Analyzing Observation and 
reflection Comprehending 

Abilities 
 
 

Assimilating into 
prior knowledge 

Applying Testing the concept 

Applying, 
Own computation 
Interpreting Synthesizing Forming abstract 

concepts Reflecting  Evaluating 
results 

Evaluating 

Taking into consideration that easy access to high mathability level devices gives 
a chance for learning by doing as well as for learning by trial and error, it is 
reasonable to propose a similar pattern for learning or creating new methods, 
procedures or algorithms (Table 2). 

In this case we assume that first of all students have a theoretical foundation 
which does not necessarily mean that they are acquainted with the formal 
definitions or know and understand details of the appropriate theorems. This is 
why it is important to establish a necessary and sufficient level of knowledge for 
such a foundation. The stage of remembering and understanding the foundation 
corresponds to two first steps of Bloom’s model: remembering and 
comprehending. However, understanding refers only to the proper knowledge 
base. 

Next, students choose and apply an appropriate mathability device or application 
in order to compute results, derive formulas or obtain other required solutions. It 
corresponds to Bloom’s stage of applying. The first two steps correspond to 
Kolb’s concrete experience. 

Then Bloom’s analyzing and Kolb’s observation and reflection stages come, 
which in our model means interpreting the obtained results. Students assess the 
accuracy and correctness of the results, check their accordance with assumptions, 
formulate interpretation of the quantities they achieved, etc. Again, this is a 
frequently omitted step in a student’s work even if it is substantial. 

Now, students have the expertise to do their own computation in different, 
sometimes problematic cases what Kolb calls testing the concept and corresponds 
to Bloom’s synthesizing stage. 
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Eventually, students reflect on the result, which is a possessed new ability, 
algorithm or procedure. They try to think of a new use of the result, evaluate its 
usefulness, find its limitations, etc. This stage corresponds to evaluating and 
forming abstract concepts in Bloom’s and Kolb’s models, respectively. 

It is reasonable to divide both classifications (for knowledge and abilities) into 
two parts: 1) knowledge and its comprehension, 2) abilities or mathabilities. Such 
a division is consistent with former existing models. It should be mentioned that 
abilities in the division refer to mental abilities such as assimilating, applying 
(mentally), interpreting, reflecting, evaluating, while mathability refers to the 
ability of applying smart devices for further reasoning. 

Table 2 

Comparison of a computer aided education, Bloom’s taxonomy and Kolb’s cycle for abilities 

Level Computer aided education Levels of Bloom’s 
taxonomy 

Kolb’s cycle 

Knowledge 
and 
understanding 

Remembering and 
understanding the 
foundation 

Remembering 
Comprehending 
foundation 

Concrete 
experience 
 
 Mathability Computing aided with 

smart devices 
Applying 

Abilities Interpreting results Analysing Observation and  
reflection  

Own computing Synthesizing Testing the 
concept 

Reflection = 
Evaluation of results 

Evaluating  Forming abstract 
concepts 

Conclusions 

Perception and learning practices have been influenced by common habits of 
using multimedia, modern tools of cognitive infocommunication and facilities for 
gathering information using instant searching for keywords. Hence, the ways of 
human cognition and knowledge assimilation have been modified. Modern 
mathematical, technical and science education should fit the new habits and 
capabilities of young people. Applying high level mathability devices and 
applications as well as using multimedia knowledge sources, guided by mentors 
can be very helpful. Thanks to such methods the presented characteristic of the 
young generation, e.g. lack of accuracy, sketchy solutions, lack of assessment and 
reflection, could be easily eliminated. 
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Abstract: Social sciences have an important challenge today to take advantage of new 

research opportunities provided by large amounts of data generated by online social 

networks. Because of its marketing value, sports clubs are also motivated in creating and 

maintaining a stable audience in social media. In this paper, we analyze followers of 

prominent footballs clubs on Twitter by obtaining their home locations. We then measure 

how city size is connected to the number of followers using the theory of urban scaling. The 

results show that the scaling exponents of club followers depend on the income of a 

country. These findings could be used to understand the structure and potential growth 

areas of global football audiences. 

Keywords: urban scaling; Twitter; social media; football 

1 Introduction 

Today the online social network Twitter has more than 300 million monthly active 
users {Twitter2018}, with many of them actively following sports events, stars or 
clubs to exploit the possibilities of obtaining the latest news through instantaneous 
messaging {Bruns2014}. Large football clubs and football leagues invest money 
in establishing official social media channels to engage with their fan basis 
{Price2013} and seek to purchase players who bring them a massive number of 
Twitter followers {KpmgRonaldo}. Social media presence is especially important 
for clubs that rely more heavily on broadcasting and commercial revenues than on 
match day revenues, such as the global top 20 clubs from a recent analysis of the 
Deloitte Football Money League {Deloitte2018}. Because global fans have 
limited options to be present at matchday events, popularity on Facebook together 
with Twitter is a good indicator to judge the global follower success of a football 
club. 

https://freemail.hu/static/frontend/
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On the other hand, the geographic and socio-economic environment of a user still 
plays an important role in determining the probability of engaging with a 
globalized phenomenon. As such, complex spatial structures and the dynamics of 
changes in them have for some time been a focus of the scientific community as 
well as marketing experts. Recently, there has been a growing literature on the 
concept of urban scaling, which connects measurable outputs of cities to their size 
{Bettencourt2010d, Alves2015c, Arcaute2015a, Cottineau2017, Cottineau2018 
DefiningEconomies, Bettencourt2013a, Bettencourt2013d, Gomez-
Lievano2012,Yakubo2014SuperlinearCities}. Urban scaling laws have been 
detected for various quantities with respect to city size, such as GDP {Lobo2013}, 
urban economic diversification {Strumsky2016}, touristic attractiveness 
{Bojic2016ScalingStates}, crime concentration {Oliveira2017, Hanley2016a}, 
human interactions {Schlapfer2014b}, election data 
{Bokanyi2018UniversalResults} or even building heights 
{Schlapfer2015UrbanSize}. Some of these measures follow a super linear 
relationship with urban size, which means that the quantities are dis-proportionally 
over-represented in larger cities. These measures include GDP, number of patents 
or certain business types, where larger cities facilitate more the accumulation of 
wealth and resources needed for such phenomena. On the other hand, 
infrastructural-like quantities have sublinear scaling laws reflecting efficiency due 
to urban agglomeration effects. 

In this paper, we investigate urban scaling laws for geolocated Twitter football 
club followers for three majors widely acknowledged clubs: Real Madrid, 
Manchester United and Bayern Munich. We calculate the scaling exponents for 
the number of followers of each club in the urban systems of five different 
countries. While the scaling exponents of clubs differ significantly within 
countries as well, the variations in the exponents across countries suggest that the 
wealthier a country is, the more sublinear its follower scaling exponent, and vice 
versa. 

2 Materials and Methods 

Twitter freely provides approximately 1\% of its data for download through its 
API. For those users that allow this option on their smartphones, the exact GPS 
coordinates are attached to their messages, the so-called tweets. By focusing the 
data collection on these geolocated tweets, we could determine the home location 
for a selected most active users in the database using the friend-of-friend 
algorithm clustering on their coordinated messages. This left us with a total of 
26.3 million Twitter users that have home coordinates associated to them. We 
constructed a geographically indexed database of these users, permitting the 
efficient analysis of regional features {Dobos2013}. Using the Hierarchical 
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Triangular Mesh scheme for practical geographic indexing, we assigned cities to 
each user. City locations were obtained from http://geonames.org, city bounding 
boxes via the Google Places API. We downloaded the Twitter user identifiers of 
the followers of three selected football clubs: Real Madrid, Manchester United 
and Bayern Munich. Table 1 shows the number of followers (people who follow 
at least one of the three teams, later referred as overall follower count) that are 
also in our geolocated user database, which meant roughly 2-3\% of all followers 
in all three cases. 

Table 1 

Number of total followers for each football club on Twitter and number of followers from the 

geolocated user database used in our analysis 

Team name Total number of followers Geolocated followers 

Real Madrid 28.7M  808,427 

Manchester 
United 

17.3M  436,515 

Bayern Munich 4.3M 119,056 

The theory of urban scaling {Alves2015c} suggests that there is a power-law 
relationship between a socio-economic indicator measured in a city and its size. 
We can formulate this power-law relationship with the following equation: 

Y = Y0 * N 
ß         (1) 

Where Y denotes the investigated quantity, N is the number of inhabitants in a 
city, Y0 is a normalization constant, and ß is the so-called exponent that 
characterizes the behavior of the quantity in connection to changing city size. In 
the literature, it has been observed, that this ß parameter differs only slightly from 
1. Most urban socio-economic indicators have super linear ß > 1 exponents, which 
is caused by larger cities being the centers of wealth, innovation and creative 
processes. Sublinear scaling ß < 1 characterizes material quantities associated with 
infrastructure, where the agglomeration into cities is more economic, which 
manifests in fewer overall road length, or overall cable need, etc. 
{Bettencourt2010d}. 

If we take the logarithm of both sides, the equation becomes a linear relationship: 

log Y = log Y0 + ß * log N       (2) 

It is then enough to fit a line onto the log Y -- log N pairs. We used binning of the 
data, where we took the mean of log N and log Y in each bin, and then fitted a line 

onto them using an OLS fit with weighting the bins by . This error 
calculation assumes that higher follower numbers carry less error when fitting the 
scaling curves {Bettencourt2007}. 

http://geonames.org/
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3 Results and Discussion 

The geographical distribution of users that follow at least one of the three clubs 
can be seen in Figure 1. 

Figure 1 

Distribution of geolocated Twitter users that follow at least one of the three selected clubs. Countries 

are colored according to the logarithm of the number of users. 

 

A major fan base is in Western Europe, North and Latin America as well as in the 
Pacific Region. Because Spanish and English teams are among the investigated 
clubs in Spain and in Great Britain the number of followers is high. 

As analyzed countries, we chose the home countries of two of the teams, Spain 
and the UK, and we included traditional football supporter countries like Mexico. 
We chose Indonesia from the Pacific Region, and Columbia from South America. 
We also analyze the USA since it is a country with high Twitter penetration. 
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Figure 2 

Number of followers for the three selected clubs (A-C), and combined follower number (D) as a 

function of city size in Spain. Black diamonds correspond to bin averages, dashed lines represent the 

OLS fits with exponents ßRM=1.07±0.08; ßMU= 0.90±0.12; ßBM = 0.65±0.09 and ßAll = 0.89\±0.06, 

respectively. 

 

In the top left corner of Figure 2, we can see the urban scaling relationships of 
Spain for the three clubs (Real Madrid in the top left, Manchester United in the 
top right and Bayern Munich in the bottom left corner), and for the number of 
overall followers (bottom right corner). The exponent of Real Madrid, the "home" 
team is super linear ßRM = 1.07±0.08 while the exponent of the other two teams are 
sublinear with ßMU = 0.90 ± 0.12 for the Manchester United, and ßBM = 0.65 ± 0.09 
for the Bayern Munich, respectively. It is spectacular how the second biggest city 
in Spain, Barcelona is a clear outlier in the Real Madrid urban scaling curve, with 
having much less followers than the size of the city would predict. The overall 
follower numbers in Spain also has a sublinear scaling. 
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Figure 3 

Number of followers for the three selected clubs (A-C), and combined follower number (D) as a 

function of city size in the UK. Black diamonds correspond to bin averages, dashed lines represent the 

OLS fits with exponents ßRM=1.00±0.11, ßMU= 0.68±0. 08,; ßBM = 0.82±0.05 and ßAll  = 0.84±0.04, 

respectively. 

 

In Figure 3 when we look at scaling curves in the UK, which has the longest 
football traditions of all of the other countries, we again see a similar picture of 
the exponents, with that of Real Madrid being higher than the other two, though it 
is only around the linear regime with ßRM =1.00 ± 0.11. However, Manchester 
United, apart from the outlier points of Manchester and its surroundings has an 
astoundingly low sublinear exponent ßMU = 0.68 ± 0.08 that suggests a strong 
relative decline of interest for this team with the city size. The overall follower 
trend is also strongly sublinear in the UK. 
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The case of the USA in Figure 4 is very similar to that of Spain, where Real 
Madrid followers scale super linearly, but the other two clubs have a sublinear 
relationship with city size. 

 

 

Figure 4 

Number of followers for the three selected clubs (A-C), and combined follower number (D) as a 

function of city size in the US. Black diamonds correspond to bin averages, dashed lines represent the 

OLS fits with exponents ßRM = 1.08±0.06, ßMU = 0.78±0.06, ßBM = 0.74±0.06 and ßAll = 0.91±0.06, 

respectively. 

 

A very different effect takes place in Indonesia according to Figure 5. Here, all 
four scaling relationships are in the highly super linear range, which means that 
club followership is a measure that is driven by urban factors. 
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Figure 5 

Number of followers for the three selected clubs (A-C), and combined follower number (D) as a 

function of city size in Indonesia. Black diamonds correspond to bin averages, dashed lines represent 

the OLS fits with exponents ßRM = 1.53±0.19, ßRM =1.19±0.13, ßBM = 1.55±0.11 and ßAll = 1.55±0.11, 

respectively. 

 

Though less pronounced because of slightly smaller, but still super linear 
exponents, this is also the case for Columbia in Figure 6. 
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Figure 6 

Number of followers for the three selected clubs (A-C), and combined follower number (D) as a 

function of city size in Columbia. Black diamonds correspond to bin averages, dashed lines represent 

the OLS fits with exponents ßRM = 1.17±0.08, ßMU= 1.07±0.09, ßBM = 0.99±0.06 and ßAll =1.12±0.05, 

respectively. 

 

Conclusions 

The summary Figure 7 shows that Columbia, Indonesia and Mexico, are the 
countries whose exponents for the overall supporter count are super linear. This 
means that in these countries that globalized football tracking is an increasingly 
urban phenomenon. In countries where football culture is older, and/or general 
income is higher, sublinear exponents may signal a relative attention shift for 
football to smaller settlements, and a change in the composition of consumers of 
football-related content. This may be an important message for marketers trying to 
increase social media attention and responsiveness because people from different 
environments may need quite different targeting messages. 
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Figure 7 

Summary Figure showing the exponents per team according to countries. The vertical line at ß=1 

corresponds to linear scaling. 

The difference between the club exponents in the same country suggests that Real 
Madrid followers are relatively more abundant in bigger cities, and the other two 
teams have the same exponents. This suggests that even within a country, different 
clubs may have different follower audiences and fans from different cultural 
backgrounds. 

In this paper, we analyzed urban scaling in the follower numbers of three football 
clubs, Real Madrid, Manchester United and Bayern Munich. We determined user 
geolocation from Twitter messages that had GPS coordinates attached to them and 
fitted scaling relationships using population data for cities of six different 
countries. While for higher-income countries, urban scaling exponents tended to 
be in the sublinear, linear or in a few cases, a slightly super linear range, 
exponents for lower-income countries are almost exclusively super linear. This 
suggests that in a globalized football fandom, very different factors drive 
followership. Exponents also exhibited variations between clubs, which suggests 
that the followers of different football clubs are embedded into different socio-
economical environments that are related to the degree of urbanization as well. 
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