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Abstract: This study designs a stable and convergent adaptive fuzzy cerebellar model 

articulation classifier for the identification of medical samples. Research on medical 

diagnosis is important and complex. Uncertainty is unavoidable in medical diagnosis. The 

symptoms are one of the uncertainties of an illness and may or may not occur as a result of 

the disease. There is an uncertain relationship between symptoms and disease. Diagnostic 

accuracy can be improved using data forecasting techniques. This study proposes a 

generalized fuzzy neural network, called a fuzzy cerebellar model articulation controller 

(FCMAC). It is an expansion of a fuzzy neural network and it will be shown that the 

traditional fuzzy neural network controller is a special case of this FCMAC. This expansion 

type fuzzy neural network has a greater ability to be generalized, has greater learning 
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ability and a greater capacity to approximate than a traditional fuzzy neural network. The 

steepest descent method has a fast convergent characteristic, so it is used to derive the 

adaptive law for the adaptive fuzzy cerebellar model classifier. The optimal learning rate is 

also derived to achieve the fastest convergence for the FCMAC, in order to allow fast and 

accurate identification. The simulation results demonstrate the effectiveness of the 

proposed FCMAC classifier. 

Keywords: cerebellar model articulation controller; fuzzy rule; classifier; diseases 

diagnosis 

1 Introduction 

Recently, neural networks have been widely used for system identification and 

control problems [1-4]. The most prominent feature of a neural network is its 

ability to approximate. 

The Cerebellar Model Articulation Controller (CMAC), was first proposed by 

Marr [5] in 1969. In 1975, Albus published two articles on the CMAC, based on 

the cerebellar cortex model of Marr [6, 7], including the mathematical algorithms 

and memory storage methods for a CMAC. A CMAC is a neural network that 

behaves similarly to the human cerebellum. It is classified as a non-fully 

connected perceptual machine type network. A CMAC can be used to imitate an 

object. The imitating process can be divided into the learning and recalling 

processes. The CMAC can repeat the learning process and correct the memory 

data until the desired results are achieved. In contrast with other neural networks, 

the CMAC does not use abstruse mathematical calculation. It has the advantage of 

a simple structure, easy operation, fast learning convergence speed, an ability to 

classify regions and it is easy to implement, so it is suitable for application to 

online learning systems. 

Previously, CMACs have been the subject of many studies by researchers in 

various fields and many studies have verified that CMACs perform better than 

neural networks in many applications [8, 9]. CMACs are not limited in control 

problems and also can perform as a full regional approximation controller. In a 

traditional CMAC, the output value from each hypercube is a constant binary 

value and it lacks systematic stability analysis for the applications of a CMAC. 

Some studies have proposed the differential basis function as a replacement for 

the original constant value of the hypercube’s output, in order to obtain the output 
and input variables’ differential message. In 1992, Lane et al. proposed a method 
that combines a CMAC with a B-spline function, so that a CMAC can learn and 

store differential information [10]. In 1995, Chiang and Lin proposed a 

combination of a CMAC and a general basis function (GBF) to develop a new 

type of cerebellar model articulation controller (CMAC_GBF). The ability of the 
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CMAC to learning is improved with differential information [11]. In 1997, Lin 

and Chiang proved that the learning result for a CMAC_GBF is guaranteed to 

converge to the best state with the minimum root mean square error [12]. In 2004, 

Lin and Peng provided a complete stability analysis of a CMAC [13]. Recently, 

Lin and Li introduced a new Petri fuzzy CMAC [14]. 

Classification problems are important because, the classification of everything is 

inherent, in human cognition. Classification uses existing categories to define 

features, to learn rules by training and to establish the model of the classifier. 

Therefore, a classifier can be used to determine a new information category [15]. 

Current classification methods have been widely applied to various problems, 

such as diseases, bacteria, viruses, RADAR signals and missile detection, etc. 

Research on medical diagnosis is important and complex. Uncertainty is 

unavoidable in medical diagnosis [16-18]. The symptoms are one of the 

uncertainties for an illness. They may or may not occur, or occur as a result of a 

disease. There is an uncertain relationship between symptoms and disease. 

Addressing uncertainty allows more accurate decisions to be made. In the past, 

physicians have given medical diagnoses that mostly rely on past experience, but 

disease factors have become more diverse. Using techniques for data prediction 

allows medical practitioners to improve diagnostic accuracy. 

2 The FCMAC Neural Network Architecture 

This paper proposes a generalized fuzzy neural network, which is called a 

FCMAC. It is an expansion-type fuzzy neural network. A traditional fuzzy neural 

network can be viewed as a special case of this FCMAC. 

2.1 FCMAC Architecture 

A multi-input, multi-output, FCMAC neural network architecture, is shown in Fig. 

1. 



H-Y Li et al.    Medical Sample Classifier Design Using Fuzzy Cerebellar Model Neural Networks 

 – 10 – 








onO





1O




Input 
Output 

1I
oO

kjr

inI

kjf1

kjni
f

Receptive-field

Weight memoryAssociation memory

ojknw
jkow

1jkw

 

Figure 1 

The architecture of a FCMAC 
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where, λ is the λ-th fuzzy rule, j is the j-th layer and k is the k-th segment. The 

difference between this FCMAC and a traditional fuzzy neural network is that it 

uses the concept of layers and segments, as shown in Fig. 1. If this FCMAC is 

reduced to only one layer and each segment only contains one neuron, then it is 

reduced to a traditional fuzzy neural network. Therefore, this FCMAC can be 

viewed as a generalization of a fuzzy neural network and it learns, recalls and 

approximates better than a fuzzy neural network. Its signal transmissions and field 

functions are described below. 

a) The Input : For the input space i

i

nT

ni III  ],,,,[ 1 I , every state variable 

Ii is divided into ne discrete regions, called elements or neurons. 

b) The Association Memory : Several elements are accumulated in a segment. 

Each input, Ii, has nj layers and each layer has nk segments. In 

this field, each segment uses a Gaussian function as its basis 

function and is expressed as: 
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where mijk and vijk represent the i-th input corresponds to the j-th layer and the k-th 

segment center value and the variance of the Gaussian function, respectively. 
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c) The receptive-field :  In this field, the hypercube quantity, nl, is equal to the 

product of nj and nk. The receptive-field can be represented as 
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where rjk is the j-th layer and the k-th segment of the hypercube. Therefore, the 

multi-dimensional receptive-field basis function can be expressed as a vector: 
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d) The weight memory : The memory contents value that corresponds to the 

hypercube is expressed as: 
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where wjko is the o-th output that corresponds to value of the weight of the j-th 

layer and the k-th segment. 

e) The Output :  The o-th output of FCMAC is represented as: 
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2.2 The Design of the Adaptive FCMAC Classifier 

In this study, this FCMAC neural network is used as an intelligent classifier and is 

used to identify and classify biomedical bacteria. The literature survey shows that 

the normalized steepest descent method has fast convergence properties so this 

method is used to derive the parameters for the learning rules for the adaptive 

FCMAC classifier. The optimal learning rate for the adjustment rule is also 

derived so that the FCMAC achieves the fastest convergence. The entire learning 

algorithm is summarized as follows: 

First, we define the energy function: 
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where eo(k)=do(k)-yo(k) is the output error for the FCMAC classifier and do(k) and 

yo(k) are the o-th objective and the real output, respectively. Therefore, the 

FCMAC classifier adjustment rule for weight is described by the following 

equation: 
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where ηw is the learning rate for weight. The new weight value for the FCMAC 

classifier is updated as: 

)()()1( kwkwkw jkojkojko   (9) 

The center value and the variance of the receptive-field basis function for the 

FCMAC is adjusted as: 
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where ηm and ηv are the learning rate for the center value and the variance of the 

receptive-field basis function, respectively. The new center value and the variance 

of the receptive-field basis function are updated as: 

)()()1( kmkmkm ijkijkijk   (12) 

)()()1( kvkvkv ijkijkijk   (13) 
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Although small values for the learning rate guarantee the convergence of FCMCA 

classifier, the learning process is slow. Large values for the learning rates allow a 

faster learning speed, but the classifier is less stable. In order to more effectively 

train the parameters for the FCMAC classifier, the Lyapunov theorem is used to 

derive variable learning rates that allow the fastest convergence for the output 

error of the FCMAC classifier. 

First, define the gradient operator as z

y
kP o

z 


)(
, where z is w, m or v. 

Second, define the Lyapunov function as: 
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The variation in V(k) is expressed as: 
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Using the chain rule, it can be calculated that 
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Substituting (17) into (16) gives 
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Substituting (18) into (15) and through simplification: 
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The value for ηz is chosen to be in the 
2

)(

2
0

kPz

z 
 region, so V > 0 and 

0V   and the Lyapunov stability is guaranteed. When k→∞, the convergence 

of the FCMAC classifier output error eo(k) is guaranteed. The optimal learning-

rates, ηz
*
, are selected to achieve the fastest convergence by letting 

02)(2
2* kPzz , which results from the derivative of (19) with respect to ηz and 

equals to zero. The optimal learning rates are then: 
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In conclusion, the adaptive FCMAC classifier output is defined in (6). Its 

parameter learning rules are derived by using the normalized steepest descent 

method. Equations (9), (12) and (13) are used to adjust the output space weights, 

the center value and the variance of the receptive-field. The optimal learning-rates 

are defined by (20) and the convergence of FCMAC classifier is guaranteed. 

3 Experimental Results 

As stated earlier, uncertainty is a problem for medical diagnosis. The detection of 

intestinal bacteria, such as Salmonella or E. coli, allows practitioners to judge 

whether typhoid or gastrointestinal diseases cause physical discomfort. Using pre-

defined disease feature categories, the detected bacteria are compared with most 

similar feature to enable a medical diagnosis. The training data (from [19] for 

Case 1 and from [20] for Case 2) are applied to the FCMAC classifier, presented 

in Section 2, for learning process with 1000 iterations. When the learning process 

is completed, the test data are fed into the FCMAC for classification. Then this 

classifier can classify the samples to allow a medical diagnosis. 

3.1 Medical Sample 

a) Case 1: Bacteria 

The bacterial cells are classified as shown in Fig. 2 [19]. Four bacterial cell 

characteristic values are shown in Table 1 [19]. F and V represent bacterial feature 

sets and species, respectively. The information about the bacterial samples 

includes F = {Domical shape, Single microscopic shape, Double microscopic 

shape, Flagellum} and V = {Bacillus coli, Shigella, Salmonella, Klebsiella}. The 

samples for classification are shown in Table 2 [19]. 
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Figure 2 

Different types of bacterial cell samples [19] 

Table 1 

The features’ values in the studied bacteria classes (base patterns) 

Bacteria 
Features 

F1 F2 F3 F4 

V1 <0.850,0.050> <0.870,0.010> <0.020,0.970> <0.920,0.060> 

V2 <0.830,0.080> <0.920,0.050> <0.050,0.920> <0.080,0.910> 

V3 <0.790,0.120> <0.780,0.110> <0.110,0.850> <0.870,0.010> 

V4 <0.820,0.150> <0.720,0.150> <0.220,0.750> <0.120,0.850> 

Table 2 

The features’ values of the samples detection 

Samples 
Features 

F1 F2 F3 F4 

S1 <0.873,0.133> <0.718,0.159> <0.064,0.897> <0.021,0.806> 

S2 <0.911,0.029> <0.831,0.031> <0.028,0.894> <0.952,0.036> 

S3 <0.929,0.037> <0.812,0.033> <0.021,0.926> <0.054,0.922> 

S4 <0.815,0.091> <0.949,0.048> <0.020,0.880> <0.833,0.042> 

S5 <0.864,0.020> <0.610,0.230> <0.243,0.624> <0.000,0.964> 

S6 <0.905,0.016> <0.878,0.015> <0.072,0.917> <0.789,0.114> 

b) Case 2: Disease 

The symptomatic characteristics of the target sample are shown in Table 3 [20]. 

There are five diseases: viral fever, malaria, typhoid, stomach problems and chest 

problems. Each disease has five features: temperature, headache, stomach pain, 

coughs and chest pain. Four disease samples classified are shown in Table 4 [20]. 
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Table 3 

Symptoms feature of five diseases 

 Temperature Headache Stomach pain Cough Chest pain 

Viral fever (0.4,0.0,0.6) (0.3,0.5,0.2) (0.1,0.7,0.2) (0.4,0.3,0.3) (0.1,0.7,0.2) 

Malaria (0.7,0.0,0.3) (0.2,0.6,0.2) (0.0,0.9,0.1) (0.7,0.0,0.3) (0.1,0.8,0.1) 

Typhoid (0.3,0.3,0.4) (0.6,0.1,0.3) (0.2,0.7,0.1) (0.2,0.6,0.2) (0.1,0.9,0.0) 

Stomach 

problem 
(0.1,0.7,0.2) (0.2,0.4,0.4) (0.8,0.0,0.2) (0.2,0.7,0.1) (0.5,0.7,0.1) 

Chest 

problem 
(0.1,0.8,0.1) (0.0,0.8,0.0) (0.2,0.8,0.0) (0.2,0.8,0.0) (0.8,0.1,0.1) 

Table 4 

Symptoms feature of four people disease samples 

 Temperature Headache Stomach pain Cough Chest pain 

Al (0.8,0.1,0.1) (0.6,0.1,0.3) (0.2,0.8,0.0) (0.6,0.1,0.3) (0.1,0.6,0.3) 

Bob (0.0,0.8,0.2) (0.4,0.4,0.2) (0.6,0.1,0.3) (0.1,0.7,0.2) (0.1,0.8,0.1) 

Joe (0.8,0.1,0.1) (0.8,0.1,0.1) (0.0,0.6,0.4) (0.2,0.7,0.1) (0.0,0.5,0.5) 

Ted (0.6,0.1,0.3) (0.5,0.4,0.1) (0.3,0.4,0.3) (0.7,0.2,0.1) (0.3,0.4,0.3) 

3.2 Results 

a) Case 1: Bacteria 

The concept of clustering is used to determine the similarity between each known 

bacteria and unknown sample features. Four information features of known 

bacteria and unknown samples are used for a pairwise comparison. For example, 

each known bacterial first feature value combination of F1 and F2 is compared 

with the same feature value combination for each unknown sample and each 

known bacterial first feature value combination of F1 and F3 is compared with the 

same feature value combination for each unknown sample. The six reference 

figures, Fig. 3 to Fig. 8, show the results. 

 

Figure 3 

(1,2) feature distribution 
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Figure 4 

(1,3) feature distribution 

 

Figure 5 

(1,4) feature distribution 

 

Figure 6 

(2,3) feature distribution 
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Figure 7 

(2,4) feature distribution 

 

Figure 8 

(3,4) feature distribution 

The proposed FCMAC classifier identifies the bacterial samples. 

The bacterial sample data is 





















12.022.072.082.0

87.011.078.079.0

08.005.092.083.0

92.002.087.085.0

m

 

Table 5 shows the classification results for the intuitive fuzzy set (IFS) method [20] 

and the proposed FCMAC. The correct recognition rate shows that the proposed 

FCMAC classifier performs better than the IFS classifier. 
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Table 5 

IFS and FCMAC classification results 

Identification method Correct recognition rate Error recognition rate 

IFS 95.27% 4.73% 

FCMAC 97.55% 2.45% 

b) Case 2: Disease 

Using Table 3 and Table 4, the ten reference figures, Fig. 9 to Fig. 18, show the 

degree of difficulty of classification. Table 6 shows that the FCMAC classifier can 

achieve exact classification and produce good recognition results. The proposed 

classifier will allow medical practitioners to improve diagnostic accuracy. 

 

Figure 9 

(1,2) feature distribution 

 

Figure 10 

(1,3) feature distribution 
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Figure 11 

(1,4) feature distribution 

 

Figure 12 

(1,5) feature distribution 

 

Figure 13 

(2,3) feature distribution 
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Figure 14 

(2,4) feature distribution 

 

Figure 15 

(2,5) feature distribution 

 

Figure 16 

(3,4) feature distribution 
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Figure 17 

(3,5) feature distribution 

 

Figure 18 

(4,5) feature distribution 

Table 6 

FCMAC classification results 

 Viral fever Malaria Typhoid Stomach problem Chest problem 

Al 1 0 0 0 0 

Bob 0 0 0 1 0 

Joe 1 0 0 0 0 

Ted 1 0 0 0 0 

Conclusions 

This paper proposes a generalized fuzzy neural network, called a fuzzy CMAC 

(FCMAC), which combines fuzzy rules and CMAC. This network is used as an 

adaptive FCMAC classifier that allows stable classification and a fast convergence. 
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The developed network is an expansion-type fuzzy neural network. A traditional 

fuzzy neural network can be viewed as a special case of this network. 

This expansion-type fuzzy neural network allows better generalization, learning 

and approximation than a traditional fuzzy neural network so it greatly increases 

the effectiveness of a neural network classifier. The Lyapunov stability theory is 

used to develop the learning rule, for classifier parameters, in order to allow online 

self-adjustment. Therefore, the convergence of the design classifier is guaranteed. 

This study successfully extends the application of the proposed adaptive FCMAC 

neural network to the classification of medical samples. The effectiveness of the 

expansion-type FCMAC neural network is verified by the simulation results. 
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Abstract: This paper deals with service oriented architecture (SOA) and cloud technologies 

in the industry. SOA and cloud technologies have considerable potential to improve 

industrial production and control. This paper analyzes those systems and proposes an 

architecture for device integration, data acquisition, data processing and remote control. 

We designed and implemented SOA for industrial technological routers, allowing device 

integration in the designed architecture and cloud interoperability. We used a private cloud 

and designed atomic and composite services. These services empower the architecture with 

data acquisition, processing and data analytics. The architecture offers a solution for 

connecting to an industrial network with a remote HMI client and a cloud MES 

application. We used greenhouse and assembly lines models, a PLC, an eWON, an eFive, a 

private cloud (Windows Azure Pack), Android, Windows tablet applications, smartphones 

and desktop computers. We designed and implemented a multi-tenant cloud architecture. In 

our experiments, we verified our architecture in two simulated plant divisions. Each of 

them has their own implementation. Our architecture offers better interactivity with 

suppliers, cooperation with internal systems and can be easily adapted to other extensions 

of the processes of a plant. 

Keywords: Industrial cloud; IoT; SCADA; SOA; MES, Windows Azure 

1 Introduction 

Control systems dynamically improve and attempt to meet industrial 

requirements, such as the need for real-time online analysis, realistic 

representation of industrial processes or obtaining accurate information to control 

the industrial processes. These requirements raise questions on how to improve 

the following:    

 Integration of devices and data in a plant. 

 Implementation of real-time data acquisition and analysis, 

 Highly available data. 



T. Lojka et al. Service-oriented Architecture and Cloud Manufacturing 

 – 26 – 

Flexibility and integration appear to be the main issues. For example, a large 

number of interconnected monitoring and data processing appliances can cause 

flexibility and integration problems. For this reason, it is necessary to design an 

architecture that will solve these problems. Nowadays, the trend for information 

and control systems (ICS) is to become more agile, heterogeneous, interoperable, 

open and dynamic [1], [2], [3], [4]. A design and an implementation that ensure 

the stability of the systems and their functionality in real time appear to be a 

robust solution. Such a solution should be stable during the current expansion of 

data flows and, during the expansion of the infrastructure of an entire plant and 

mainly during the expansion of the number of interconnected devices in it. Service 

oriented architecture (SOA), the Cloud and the Internet of Things (IoT) can meet 

the industrial requirements. SOA extends the solution with atomic, device, 

composite and deployment services. These services support cooperation, offer 

agility, and operate in a heterogeneous environment [5]. The IoT supports 

interconnection and the Cloud offers stability and integration. The Cloud can host 

the representation of the environment where the services are hosted.   

In this paper, we focus on the design, implementation and verification of our 

future solution of an industrial architecture that satisfies the agility, stability and 

interoperability criteria and works in heterogeneous environments. The 

architecture consists of Cyber-physical systems, IoT, SOA and the Cloud. 

This paper is organized into three main chapters. The first chapter describes the 

increase in the Supervisory Control and Data Acquisition (SCADA) and 

Manufacturing Execution System (MES) performance and deals with the SOA. 

The second chapter deals with the concept definition of the future cloud SCADA 

and MES architectures. The last chapter presents an evaluation of two use cases. 

1.1 Increasing the SCADA and MES Performance 

Nowadays, SCADA and MES are parts of the ISA-95 standard. Many industrial 

information and control systems are based on this standard. The standard has five 

levels and each level only communicates with the adjacent levels (the pyramid in 

Figure 1). Level 0 represents physical production processes. Sensors and actuators 

are a part of the next level that is responsible for monitoring and affecting physical 

processes. The Control/Interlocking level controls physical processes and it is also 

labeled as Level 1. The SCADA level is responsible for data acquisition and 

supervision control. SCADA is also labeled as a system for a remote control and 

monitoring. It collects data and stores them into databases, offers viewing the 

current and historical trends, triggers alarms and does statistical data processing. 

MES is the next layer in the standard and controls the workflow to reach the 

desired product. It operates with the data stored in the databases and helps make 

decisions, understand the current situation in the production processes and manage 

the transformation of materials to the final product. The top layer is Enterprise 

resource planning (ERP). It covers business activities and deals with an enterprise 

organization [4]. 
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New IT technologies lead to new approaches in SCADA systems and MES. Cloud 

computing and services emerged in the last few years. The Cloud offers enough 

resources and offers robust services for aggregating, processing and analyzing 

data. It is accessible for collecting and offering data or services anytime and 

anywhere. It also improves SCADA and MES and other layers with features 

described by NIST (National Institute of Standards and Technology) [1], [6], [7]. 

There is some research and implementations of SCADA and MES in the Cloud 

that use SOA. For example, WebSCADA offers solutions that reallocates SCADA 

into the Cloud and uses SOA [8]. The ICM-AESOP is a project that reallocates 

even more than WebSCADA does [4]. It reallocates control, SCADA, MES and 

ERP into the Cloud and benefits from SOA [4]. Project SOCRADES uses SOA in 

an embedded device. In general, these solutions and projects focus on SOA-based 

embedded devices and the reallocation of some ISA-95 levels into the Cloud. The 

missing part here is a gateway that implements SOA into the existing process 

level, aggregates data and creates universal access to the Cloud. The SOA 

gateway can then create a consistent system by offering atomic services for 

composite services in cloud modules. 

With the increasing number of devices, the amount of data grows. This causes 

problems in human-machine interaction, SCADA and MES. One of the 

approaches is Machine-to-Machine (M2M) communication, which reduces the 

human-machine interaction [3], [9]. Another approach is data pre-processing [10]. 

However, SCADA is supposed to work with larger amounts of data that increase 

quickly. Nowadays, thousands of industrial devices and appliances can use 

network communication to transmit data. Therefore, SCADA should change the 

way of processing such an amount of distributed data and information [1], [2]. 

MES has the information about the current situation on the plant floor and helps 

optimize processes on it. 

1.1.1 Flat and Information-based Architecture 

SCADA, MES and basically all ICS seem to be headed towards using SOA 

services in the future. Therefore, it is important to find the optimal distribution of 

functionalities between the users, the computing systems and the Cloud solutions. 

In the next generation of ICS (some functionalities are relocated to a cloud-based 

side. The traditional ISA-95 standard is oriented to a hierarchical model, whereas 

the next generation of industrial applications is oriented to use the services 

exposed by cyber-physical systems or cloud services (Figure 1). The architecture 

changes into a flat, information-based architecture composed of services. These 

services are represented as modules, which improves the flexibility of 

information-based architectures. These changes were defined in the ICM-AESOP 

project [4]. 
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1.1.2  Services in the Information-based Architecture 

The services can divide the architecture into domains with a better interaction and 

modularity. Another important aspect of ICS based on SOA is robustness and the 

reinforcement and automation of industrial activities [3]. 

 

Figure 1 
The evolution of ICS - Traditional ISA-95 standard with a flat information-based architecture [4] 

We focus on the application of SOA and cloud technologies in ICS, particularly in 

SCADA and MES parts of ICS. The services increase the functionality and 

interoperability with devices [11], [12]. We designed, implemented and tested our 

architecture which makes use of SOA, an industrial gateway/mediator and the 

Cloud. We created our architecture for service-oriented SCADA systems and 

MES. This service-based system will support horizontal and vertical connections, 

such as communication between enterprise systems, plant-floor devices or 

controllers. This communication is an important part of the Industry 4.0 key 

paradigms: smart products, smart machines, smart planners, and smart operators 

[6]. 

1.2 Service-oriented Architecture in SCADA and MES 

SOA enables to improve and automate plant functionalities, and to design, 

implement and aggregate services. A service represents a primal functional side of 

the implemented SOA [13]. The plant uses a set of services that communicate 

with clients or with other services [14]. 

The reason for using SOA in a plant reflects the base features of SOA [15]: 

1. Autonomy 

2. Interoperability 

3. Weak dependencies 
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4. Independent implementation 

5. Flexibility 

A SOA-based industrial solution may consist of components like SCADA, 

Enterprise Resource Planning (ERP), Customer Relationship Management 

(CRM), Programmable logic controller (PLC), Distributed control system (DCS), 

MES, devices, and cloud service integration (Figure 2) [6], [16], [19]. These 

components represent atomic or composite services which can interact with each 

other. Devices communicate with highly accessible resources. The services can be 

implemented in the Cloud. These services enable data analysis and encourage 

making decisions over larger amounts of data and offer the control and 

visualization of the data to clients. 

 

Figure 2 

The architecture for SOA in the industry. ERP, CRM, SCADA, PLC, etc. with implemented services. 

The services communicate with the cloud Service Integration. The Cloud enables communication with 

HMI clients [3] 

 

Figure 3 

The relation of SOA and Web services [3]  
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Communication is required in almost all cases. The services are mainly web-based 

[13]. The relation between SOA and Web Services is described in Figure 3. 

Web services enable interactivity among the processes and the machines in the 

plant. The communication transmits distributed data and information between the 

plant devices, appliances or software via the web services [18], [19]. 

SOA is one of the main focus points of this paper because of its autonomy, 

interoperability, easy integration and the flexibility of configuration. The services 

may be used in various ways, thus increasing their reusability. There are two types 

of services: atomic and composite. Atomic services are well defined and 

independent of the state of other services. Composite services are a set of atomic 

or other composite services. These depend on the status of other services 

comprising the service in question. One of the best service implementations is via 

web services, which have huge potential in remote control. In our work, we 

implemented the web services on a traditional, easily programmable eWON 

industrial router, thus extending its basic features. We satisfied the interoperability 

criteria with atomic and composite services. 

In other words, the services represent a solution for interactive communication 

between machines or systems. The following list briefly describes the reasons why 

service-based SCADA systems and MES can increase the efficiency of 

manufacturing processes: 

 Cooperation with mobile devices, sensors and actuators, smartphones 

and tablets. 

 Easy interoperability with devices, machines or systems with special 

human interaction, for example using an intuitive multi-touch control 

on a touch screen tablet or a smartphone. 

 Open integration with devices, and cloud and third-party applications. 

The services have additional features such as security, discovery of other services, 

data encryption, data management and communication reduction tools. Generally, 

the services in SCADA and MES can be grouped based on what they do: alarms, 

control, data management, discovery, Human-Machine Interaction (HMI), life 

cycle management, diagnostic, safety and process monitoring, resource 

management, scheduling and performance analysis [4]. However, we mainly focus 

on data acquisition, alarms, remote control, visualization and performance 

analysis in this paper. 

According to the mentioned problems, we aim to develop a SCADA solution, 

addressing: 

 The use of standards for integration with industrial devices from different 

vendors and satisfying M2M communication. 

 The increase of performance of SCADA systems. 
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 The implementation of security in SCADA systems. 

 The Cloud and SCADA interoperation. 

MES provide correct information about the current situation on the plant floor. On 

top of that, they also offer information on optimization. In this paper, we focus on 

MES, too. However, we deal with a developed cloud service representation of 

simple MES functionalities like Overall Equipment Effectiveness (OEE). 

2 Concept Definition of the Future Cloud SCADA 

and MES Architecture 

Our concept was developed in two steps and consists of SOA, industrial devices 

and a private cloud. In the first step, we identified and designed services before 

designing the architecture. We designed atomic services that: 

 Help create composite services. 

 Allow for easy maintenance. 

 Possess the SCADA functionality with better interaction and robustness. 

 Simplify the expansion of the system. 

Our concept features services with two types of implementation. The services can 

be implemented directly on the plant-floor devices and the gateway/mediator, or 

in the Cloud. According to [4], we specified services and groups for our concept 

(Table 1). There are many more services described in [4] but we did not use all of 

them. 

Table 1 

Services in architecture’s concept definition 

Service 

Group 

Service role Description 

Alarm Alarm processing, 

Alarm configuration 

Processes the alarm and creates alarm events 

for the HMI, and the Control and data 

management Service groups. 

Control Control Executes control based on input data and 

produces control values. 

Data 

management 

Data acquisition 

Data output 

Logging 

Transfers data between sensors, actuators and 

databases. 

Data 

processing 

Filtering/Normalizing 

Data analytics 

Event management 

Data preprocessing and processing; creates 

events for the Alarm, Control and Data 

management groups. 

HMI Human-Machine 

interaction 

Creates a HMI interface for PC and mobile 

service clients. 
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Model Model 

Model management 

Information model for control or optimization 

of processes. 

OEE Overall Equipment 

Effectiveness 

Counting OEE for a selected production line. 

In the next step, we designed an architecture that can improve data acquisition, 

alarms, remote control and visualization and we also designed a general 

representation of the architecture (Figure 4). The concept definition of the 

architecture consists of: 

 Cyber-physical systems – representing the technological layer of a plant. 

 Internet of Things – representing the interconnection between the Cloud 

and the Cyber-physical systems. 

 The Cloud – representing composite and atomic services, implementing 

communication, database, SCADA, MES, ERP and Business intelligence 

services. 

 Clients – representing the devices that use the cloud services in the 

Human-Machine Interaction (HMI). 

 

Figure 4 

The concept definition of the proposed architecture 

We defined the hardware and software resources needed to implement our concept 

definition of the architecture. The concept consists of a technological layer 

implemented in the laboratory, a CompactLogix PLC from Allen-Bradley, an 

eWON industrial router, an eFive industrial firewall, mobile devices, Windows 

Azure and Google servers. We used a virtual production line model and a 

greenhouse model to simulate the technological layer. The communication, 

interoperability and security with Cyber-physical systems are based on a 

programmable eWON industrial router and an eFive. We extended the eWON 

with SOA and used the eFive industrial firewall to create a modular and 

interoperable SOA environment secured by a VPN server. We chose the Windows 
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Azure cloud platform for the cloud implementation, where we designed and 

developed the services for connectivity, web services, HMI, simple MES, control, 

data processing and management, alarms and models. 

2.1 Designing an Architecture for SCADA and MES 

The architecture is based on SOA and the Cloud. Therefore, we used services 

described in Table 1. The architecture has the cooperation, interoperability and 

open integration features from subchapter 1.2. According to the defined concept 

(Figure 4), we focused on data acquisition, alarms, remote control and 

visualization. Therefore, we used the Cloud, SOA, the IoT idea and a client 

application in the design process of the architecture for SCADA and MES. In the 

proposed architecture (Figure 6), the PLC contains the control logic for assembly 

lines and greenhouse models. Mobile devices enable remote control and 

visualization of the technological process. A remote secure connection is made via 

the industrial VPN server. The mobile clients are smart phones, computers and 

tablets. The gateway/mediator we used has our own implementation of SOA 

described in Table 1. The architecture consists of the private cloud and a 

connection to a public cloud server. The main parts are the gateway/mediator and 

the private cloud. The implementation of the proposed architecture is in Figure 5. 

 

Figure 5 
Our designed architecture that consists of the technological layer of ICS, an industrial router eWON, 

Windows Azure as a cloud solution, a SOA service, an SQL database, a Google server, and mobile 

Android and Windows clients 
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2.2 Gateway/Mediator Services in the Designed Architecture 

The industrial router does not offer any services in its standard implementation. 

Our intention was to build the means for a flexible interaction with various 

industrial devices from various vendors such as Rockwell, Siemens, Omron and 

others based on SOA. We built a software communication interface with a 

standardized protocol allowing every device in the factory to be a part of SOA and 

to be connected to the Cloud (Figure 2). This communication interface can be 

deployed on devices and it is based on a standardized protocol that is normally 

used in the Cloud, but not in industrial devices. The interface also improves the 

connectivity with various clients. Protocols such as HTTP are supported in many 

development frameworks and even in the most basic frameworks. HTTPS can be 

used as well, but we did not use it in our experiments because the router has a 

basic access authentication and we used a VPN tunnel for the connectivity. 

Another point of our concept definition was to define the format of the messages. 

The messages should be easily and quickly serializable and should be able to be 

represented as objects. Suitable formats include XML, JSON, YAML or a new 

format implementation. XML, JSON and YAML are standardized and can easily 

be parsed into objects. We decided to use JSON, because of its common 

popularity in the development community. 

We defined a JSON communication protocol and a message format. Then we 

created a hash table for ID and request recording. We designed and implemented 

the following services for the hash table: 

 Connection test - a simple echo from the service. 

 Getting the value of a tag - returns a tag with the structure and the values 

from the addressed PLC or returns tags directly from the router. 

 Setting the value of a tag – sets a value of the addressed tag. 

 ACK of alarm – acknowledgement of the alarms. 

 Getting the complete state information and the error bits collection. 

 Getting the historical data from a specified interval. 

 Getting all alarms values. 

 Refresh of all tags in the defined tag collection. 

 Getting a collection of values from the defined collection. 

Every service replies with a response message containing the data for the client, 

and acknowledgement information or execution errors. 

In conclusion, we designed gateway/mediator services and cloud services. The 

services are atomic and composite. We implemented the services with SCADA, 

HMI and MES functionalities, but we intend to consider extending them in the 

future. 
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2.3 Cloud Services in the Designed Architecture 

We created atomic and composite services in a private Windows Azure cloud. The 

services save data into databases, communicate with our mediator/gateway 

services and communicate with the Google calendar service. The services can 

communicate with the gateway/mediator, directly with the PLC, with applications 

on mobile devices, with desktop application too. We also created atomic MES 

services and HMI services. 

We developed the services in Microsoft Visual Studio and deployed them to the 

private Cloud. We used a MSSQL service to store the data from the technological 

layer and developed an OEE service working with the MSSQL service. 

Based on Table 1, we implemented the Alarm Control, Data management and 

processing, HMI and OEE services. The private Cloud is important to form a 

robust architecture for ICS capable of implementing a commercial ICS solution 

but also a private or an open ICS solution. 

Real-time communication is an important issue in the context of cloud computing 

[20]. There are approaches using predictive and deterministic behavior of devices 

that achieve real-time monitoring [4]. Real-time data processing and acquisition 

are important for control and we addressed this too. Based on our previous 

research in online data processing, we created specific events that reduce the load 

on the network and reduce the power consumption of the devices on the network 

[19]. Event processing will empower future architectures, too [4]. 

Data are originated in the technological layer or they are produced by the clients 

in our solution. Data exchange is done by an event-based communication. This 

way, only important data are sent to the Cloud, thus decreasing the amount of 

communication calls, communication cost and increasing the bandwidth of the 

network. We select the relevant information during data processing and 

information discovery from the raw sensor data. The discovered information is 

then classified based on the communication topic. According to the topic, an event 

is created containing factual information, the priority and statistical information 

derived from the sensor data. We used Tsallis entropy to process statistical 

information. The results of the statistical process are then classified into topic and 

event priority classes. New classification results trigger events. This processing is 

implemented on technological devices such as our gateway/mediator where we 

implemented SOA. 

The cloud connectivity is based on services while a service is a client for other 

services. This helps create a modular system consisting of atomic and composite 

services. The device algorithm runs in the background, monitors data and decides 

when to create events. Event handlers process data and decrease the 

communication cost thanks to the used algorithm which reduces the number of 

messages with insufficient information value by 49. We created two cases to 

demonstrate the Cloud connectivity. In the first case, the Cloud is directly 
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connected to the PLC via the cloud service. In the second case, the Cloud is 

connected to the PLC via our SOA solution implemented on the 

gateway/mediator. 

2.4 Description of the Devices and Technologies Used 

The most important technological parts are the eWON and Microsoft Azure. 

An eWON router is a specialized programmable industrial router containing 

integrated protocols for communication with PLCs from Rockwell, Schneider, 

Siemens, OMRON, etc. This router can also be connected to the eFive VPN server 

and can use the public connectivity service Talk2M hosted in the Cloud for remote 

management. We chose eWon because it is programable and offers connectors to 

industrial networks. It is a suitable hardware device for our designed architecture, 

because it is built for the industry. However, we created our own private remote 

management solution without using Talk2M. The router has other features like 

HTML visualization, sending alarms via SMS messages and e-mails, monitoring 

and controlling production processes, storing historical values and defined tags as 

well as setting thresholds to trigger the alarm status of these tags and other 

features. The main feature is a web server with HMI applications. This feature is 

common in the solution described in [17]. The most important features are the 

ability to be integrated with various vendors and the ability for its functionality to 

be extended with JAVA. 

An eFive VPN server provides a VPN tunnel to a corporate network. The 

combination of an eFive and an eWON allows a central SCADA system to be 

created on the internet network and even the geographic locations of the 

individual components are insignificant. The server contains a native embedded 

firewall and can manage the routing of the internal corporate network. It also 

provides data logging in case of failure or communication issues. The eFive was 

designed to work with eWON routers, which is why we decided to use an eFive to 

guarantee secure access to our services implemented on an eWON. 

Microsoft Azure Pack lets its users build a private cloud infrastructure. It 

supports web services and SQL databases. The Azure Pack is comparable to 

Microsoft Azure, but has fewer features (Figure 6). However, the Azure Pack has 

public “self-service” and “multi-tenant” features and our intention is to use the 

“multi-tenant” feature. The plant’s IT support can create its own Azure 
subscription for each division of the plant. Each division is a client and can have 

sufficient resources easily manageable by their IT support (“self-service”). This 
solution has huge potential for the plants where the possession of their own private 

cloud and internal management of data, software and hardware is required. We 

chose Azure because many automation projects design their software for 

Microsoft products. 
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Figure 6 

The Windows Azure pack portal of a private cloud 

2.5 Implementation of the Designed Architecture 

We deployed the Windows Azure Pack across seven virtual machine instances 

using HyperV, which was the minimal configuration. The Windows Azure private 

cloud offered a flexible database and SOA collecting data from the PLC via the 

technological router. The router has limited storage for historical data. Therefore, 

we used the cloud database for data storage. 

The integration with Google servers is another feature of the designed 

architecture. We designed and developed a private cloud service to write 

important data to the Google server. After that, these data are accessible to other 

users such as plant suppliers. In our solution, we used Google cloud to simulate 

the interactivity with some cooperating industrial companies outside of the plant’s 
private zone. 

In the Cloud, we implemented a service for mobile devices. The service supports 

the tag management of the simulated assembly lines controlled by the PLC, and it 

also collects, stores and processes data from the PLC. It is accessible to mobile 

devices via an interface we designed for them that allows them to interact with the 

service and gives them the ability to send information on production quality, 

alarms or tag values. 

The communication with the eWON was designed with a secure communication 

channel using OpenSSL. This security feature ensures a secure communication 

with the PLC-controlled technological processes. Our additional contribution is an 

implementation of SOA in an eWon industrial programmable router which does 

not come with any SOA functionality. Therefore, we have designed and 

implemented the SOA functionality at the beginning. Having done that, the 

eWON can be easily integrated and its services can be used by applications 

running on mobile devices, Android applications behind the VPN server and 

outside of the plant’s private zone. 

The last important part of the designed architecture is the PLC. We implemented a 

PLC program to control a greenhouse and simulate production lines. We control 
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the greenhouse temperature, lighting and humidity. The Rockwell PLC is 

connected to the eWON industrial router via Ethernet and uses the ABLogix 

protocol to communicate with it. 

2.6 MES and HMI Mobile Clients 

We created two types of clients. These client applications are consumers of the 

cloud services or consumers of the gateway/mediator services: 

 An Android HMI SOA client application that monitors and controls the 

greenhouse model. The client uses the gateway/propagator services 

(implemented SOA in an eWON) to communicate with the PLC. 

 A Windows tablet client that monitors the performance of assembly lines. 

This application is a MES client application and uses services 

implemented in the Azure Cloud. 

The Android mobile device and the HMI Android application are shown in Figure 

7. The tested controlled environment represents the green house controlled by the 

PLC. 

        
Figure 7 

Data from the eWON technological router. Data were sent to the mobile device via a VPN and a SOA 

service implemented on the eWON industrial router 

 

Figure 8 
The main screen of the Machine1 of the production line. Data were delivered to the tablet MES 

Windows store application via the composite MES service 
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Figure 9 
The Machine1’s detailed view of the production line. Data were delivered to the Windows store 

application via the composite MES service 

We developed the Windows client application as a Windows store application, 

too. The application enables managers to monitor the assembly lines, to set the 

KPI or the OEE. The application screens are shown in Figure 8 and Figure 9. 

3 Testing and Evaluation of the Designed 

Architecture 

We implemented our proposed architecture in laboratory conditions already. In the 

future, we plan to cooperate with an industrial company to implement and test this 

solution in real-world conditions. We took measurements in the case studies 

performed in our laboratory. 

We verified our architecture in two case studies (Figure 10). Each case represents 

one division of a plant. The first is responsible for the greenhouse and the second 

for the assembly lines. Both divisions use PLCs, the Cloud and SOA. 

The greenhouse uses a PLC and is directly connected to the Windows Azure Pack. 

The assembly lines use an eWON router to integrate the data from their PLC and 

to communicate using SOA. We created the services in Azure. The Windows 

Azure Pack enables communication with the services on the eWON router and 

interoperability with the Google server. 

Firstly, we performed a qualitative comparison of the divisions using the attributes 

described in Table 2. 
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Figure 10 
Two case studies used to test our architecture 

Table 2 

Comparison of the designed architecture implemented by two divisions 

Attribute Division I Division II Comment 
Data accessibility Periodic data reading 

(every 250 ms). 
eWON enabled better 

accessibility with SOA. 
SOA interacted with the 

cloud service only when 

data was changed. 
Client interaction The private cloud 

stored production 

data and had no 

public connection.  

The SOA in the eWON 

interacts with local SOA 

clients and with remote 

clients through the 

firewall. 

SOA enabled connection 

to the data accessible to 

the VPN client and did 

not allow connection to 

the sensitive data stored 

in the cloud. 
HMI/MES Direct connection to 

the PLC, efficiently 

reads/writes data, 

problem to integrate 

another device. 

SOA makes it easier to 

interact with various 

industrial devices. 

The Cloud and SOA 

provide great device and 

data integration for data 

acquisition and control. 

Integration Important to 

implement protocols 

for every special 

industrial device. 

Thanks to the eWON 

and SOA, the cloud has 

access to the industrial 

devices of different 

types using various 

protocols.  

The implementation of 

SOA-based gateways is a 

great advancement. 

Interaction with 

third party 

companies/suppliers 

The Cloud can 

integrate and analyze 

data faster, provides 

data to the local 

clients. 

With the help of a 

shared Google calendar, 

and a VPN and SOA 

connection directly to 

the devices, the 

suppliers can 

immediately use the 

services, etc. 

SOA increased the 

interoperability with third 

party companies and 

suppliers. 



Acta Polytechnica Hungarica Vol. 13, No. 6, 2016 

 – 41 – 

According to Table 2, the conclusion is that Division I. has faster data processing 

and reaction with the designed attributes. However, Division II offers easier 

integration of plant-floor devices and better scalability and modularity in lower 

levels. Therefore, Division II has bigger potential as a future modular, 

cooperative, agile, and heterogeneous plant architecture. 

We defined our desired improvements in chapter 1.2. According to them, we 

created an open and an easily-integradable architecture. We chose the 

programmable router to satisfy any further requirements for the M2M 

communication. The better integrability of our infrastructure increased the 

SCADA performance. The common industry solution uses a local OPC or an 

aggregating point that resends data to the Cloud. This solution requires specialized 

implementation in various operating system too. In our architecture, the 

integration was improved because of our composite cloud services that uses 

atomic services from the field level. From another point of the view, SCADA and 

MES inherit beneficial features from the Cloud and SOA such as data availability, 

fault tolerance, disaster recovery and security. 

3.1 Evaluation of Quality of Services 

To evaluate our architecture, we defined the quality of services and their usability 

as the evaluation of the architecture in our experimental part. In our realized 

divisions, we measured the number of requests and their response time. We 

wanted to evaluate the quality and reusability of the services. Therefore, we 

designed an evaluation rule (1) which defines the quality of services. We used our 

own evaluation rule, which only dependents on the response time of the services, 

general errors and internal errors of the services. 

) n+n+(n

n
*

) ) t-(t*(N

K

  =
0er

r

0T

N

0i

i
  (1) 

We defined K  as the load factor for atomic services. We identified it as the 

reciprocal value of the time between accepting the client’s call and the service’s 
response to it. N represents the number of called services that are executed in the 

sample interval set by the user. The 0T tt  represents the selected time interval, 

and rn represents the number of the executed services that finished with an OK 

state, en is the count of requests that resulted in an error state, and 0n  represents 

the number of services which were not executed due to service errors. 

We used the formula for measuring the quality of our implemented services in a 

simulation to empirically evaluate the solutions in Division I. and Division II. We 

were not able to simulate every situation in the laboratory, therefore we created a 

simulation process. This process consists of 8 requests that may receive three 

types of answers: 0 - Error with the information about the error, 1- OK, 2 - The 
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service did not answer within 1000 ms. The tests consisted of ten cases and each 

case consisted of eight calls. 

The quality of the services is large in cases 3, 5 and 10 (Figure 11). The time of 

the response was low in these three cases and the states 0 (error) or 2 (the service 

did not answer within 1000 ms) did not occur. There was one state 0 and state 2 in 

case 9. Therefore, the quality value is the lowest. 

The quality value of services in Division II. is improved when states 0 and 2 do 

not appear (case 5). However, if state 0 appears at least once in Division II, then 

the quality value of Division I is superior (case 6) because of its better error 

recovery. The after-error recovery will be addressed in further research. 

This situation was only simulated in our laboratory implementation and may 

behave differently in real-world implementations. 

 

Figure 11 

The test results of the quality of our services (Eq. (1)) 

A different behavior of the systems in the simulated environment is noticeable. 

However, we cannot yet strictly decide which division represents a better solution 

for real-world conditions. Both solutions are stable for industrial divisions and can 

improve the interoperability, data processing, HMI and control in the industry. 

However, there is still room for further research and safety tests should be done to 

verify our solution in real-world conditions. 

Conclusions 

We proposed an architecture that improves the data accessibility, integration and 

interoperability in the industry. One of our goals was to improve the SCADA and 

HMI interoperability. The architecture we designed and tested makes use of a 

private cloud and SOA. We implemented our own design of SOA on an eWON 
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industrial router that improves the interactivity with the integrated industrial 

devices, the clients and the Cloud. We also created atomic and component 

services to improve the SCADA and HMI interactivity. In the Cloud, we also 

implemented atomic services for MES clients working with data stored by another 

service in the cloud database. Thanks to the Windows Azure Pack, our 

architecture offers multi-tenancy for individual plant divisions. We tested two 

architectures and analyzed the results. The tests were performed on two plant 

divisions. According to the obtained results, we confirmed that using SOA for 

integration is more suitable than using a simple cloud solution without the service 

we designed and implemented on the eWON industrial router. The final 

architecture creates a universal access to the Cloud and benefits from an easy 

connection to the existing process level. The SOA gateway creates a consistent 

system by offering atomic services for our composite services in the Cloud 

modules. 
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Abstract: The application of the bipartite pseudo-semiregular graphs (BPS graphs) has 

recently had a growing importance in mathematical chemistry, mainly for QSAR 

(quantitative structure-activity relations) and QSPR (quantitative structure-property 

relations) studies. The aim of the research presented herein, is to give a systematic survey 

on the fundamental characteristics of BPS graphs and summarize some novel results 

concerning their structural-topological properties. We propose some practical methods for 

the construction of BPS graphs from various parent graphs. Moreover, a simple procedure 

is outlined by which a finite set of BPS graphs possessing the same spectral radius or the 

same second Zagreb index can be generated. Additionally, as a result of our investigations, 

it is verified that there is a strong correspondence between BPS graphs and balanced tree 

graphs of diameter 4. 

Keywords: mathematical chemistry; strongly balanced tree graphs; Zagreb indices 

1 Introduction 

We consider only simple connected graphs. For a graph G with n vertices and m 

edges, V(G) and E(G) denote the set of vertices and edges, respectively. In this 

work our graph theoretical notation is standard and taken from [1]. 

An edge of G connecting vertices u and v is denoted by uv. The degree d(v) of a 

vertex v is the number of edges incident to v. The finite set of vertex degrees of a 

graph G is denoted by DS(G). As usual, the cyclomatic number of a connected 
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graph with n vertices and m edges is defined as Cy(G)= m – n +1. A connected 

graph G having Cy(G)=k ≥1 cycles is said to be a k-cyclic graph. As a particular 

case, if k=0, the corresponding acyclic graph is called a tree graph. A tree with n 

vertices has exactly n-1 edges. 

We denote by Δ=Δ(G) and δ=δ(G) the maximum and the minimum degrees of 

vertices of G, and by mr,s the total number of edges in G with end-vertex degrees r 

and s, where we do not distinguish mr,s and ms,r. For two different vertices u and 

w, the distance d(u,w) between u and w is the number of edges in a shortest path 

connecting them. The diameter of a connected graph G denoted by diam(G) is the 

maximum distance between any two vertices of G. 

Using the standard terminology [1], the path, cycle and star with n vertices are 

denoted by Pn, Cn and K1,n-1, respectively. Let A=A(G) be the adjacency matrix of 

G. The set of eigenvalues of A(G) is the spectrum of graph G, and the largest 

eigenvalue of A(G) denoted by ρ(G) is called the spectral radius of G. 

An integral graph is a graph with integral eigenvalues. A graph is R-regular if all 

its vertices have the same degree R. A connected graph G is said to be bidegreed 

with degrees Δ and δ if at least one vertex of G has degree Δ and at least one 
vertex has degree δ, and if no vertex of G has a degree different from Δ or δ. 

A connected bidegreed bipartite graph is called semiregular if each vertex in the 

same part of bipartition has the same degree. A connected graph G is said to be 

harmonic (pseudo-regular) [2, 3, 4] if there exists a positive constant p(G) such 

that each vertex u of G has the same average neighbor degree number [2, 3] 

identical with p(G). The spectral radius of a harmonic graph G is equal to p(G). It 

is obvious [2] that any connected R-regular graph GR is a harmonic graph with 

p(GR)= ρ(GR)=R. A connected bipartite graph is called pseudo-semiregular [2, 5] 

if each vertex in the same part of bipartition has the same average degree. It is 

known among bipartite pseudo-semiregular graphs (BPS graphs) there exist 

connected graphs which are harmonic and pseudo-semiregular simultaneously. 

By definition, a tree graph is called a balanced tree, if it has precisely one center 

vertex u for which Δ ≥ d(u) ≥ 2 holds, and their vertices at the same distance j (at 

j
th

 level with j=1,2,.., k) from the center have the same degree [6]. The simplest 

types of balanced trees are the n-vertex stars K1,n-1 having diameter 2. 

Define the first and second Zagreb indices (M1 and M2) of a graph G as usual: 





Vu

2

11 )u(d)G(MM

  

)v(d)u(d)G(MM
Euv

22 



. 

The Zagreb indices belong to the family of global topological graph invariants 

which are widely used in the mathematical chemistry. For more detailed 

information on Zagreb indices, we refer the reader to surveys [7-16]. A connected 
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graph G for which identity m/)G(M)G( 2  holds is called a Z2 graph, 

because it is defined on the basis of the second Zagreb index [16]. 

The paper is organized as follows. In Section 2, the fundamental features of Z2 

graphs are reported. In Section 3, we summarize old and new results 

demonstrating some relevant properties of BPS graphs. Practical procedures for 

generating cyclic BPS graphs are presented in Section 4, where we also outline a 

method for the construction of an infinite set of BPS graphs with an identical 

spectral radius and/or a second Zagreb index. In Section 5, starting with the 

discussion of the spectral properties of tree graphs, we introduce the term of 

strongly balanced trees characterized by diameter 4, and we demonstrate that it is 

possible to construct infinitely many strongly balanced trees with integer spectral 

radii. 

2 Some Properties of Z2 Graphs 

It is important to note that if G is an m-edge Z2 graph then ρ2
(G)=M2(G)/m is a 

positive integer. The harmonic and bipartite pseudo-semiregular graphs form a 

subset of Z2 graphs [17]. Until now, the types of Z2 graphs have not exactly been 

identified and characterized. All regular graphs are Z2 graphs. 

Denote by j the n-component all-one vector. It is known that all semi-harmonic 

graphs for which A
3
j = ρ2

Aj holds, belong to the family of Z2 graphs [16, 17, 18]. 

Consequently, the regular, semiregular, harmonic and bipartite pseudo-

semiregular graphs are the subsets of semi-harmonic graphs [16, 18]. 

In Fig. 1 various types of Z2 graphs with diameter 4 and integer spectral radius are 

depicted. 

 Graph GA is a pseudo-semiregular, non-harmonic graph with ρ(GA)=3, 

DS(GA)= {1,2,4,5} and  Cy(GA)=2 

 Graph GB is a harmonic, non-pseudo-semiregular graph with ρ(GB)=4, 

DS(GB) = {1,4,7},  Cy(GB)=7 [2] 

 Graph GC is a harmonic, pseudo-semiregular graph with ρ(GC)=3, 

DS(GC) = {1,2,3,6},  Cy(GC)=3 [4] 

 Graph GD is a harmonic, bipartite pseudo-semiregular, and balanced tree 

graph with ρ(GD) =3, DS(GD) = {1, 3,7} and  Cy(GD)=0 [19] 
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Figure 1 

Four graphs with diameter 4 and integer spectral radius 

However, there exist “sporadic” Z2 graphs, not belonging to the graph families 

mentioned above. (They are neither harmonic nor bipartite pseudo-semiregular 

graphs.) The occurrence of such sporadic Z2 graphs is a mysterious phenomenon. 

As an example, a bipartite and a non-bipartite sporadic graph belonging to set Z2 

are depicted in Fig. 2. For these graphs the corresponding spectral radii are: ρ(JA)=

5  and ρ(JB) =3. 

 

Figure 2 

A bipartite graph (JA) and a non-bipartite graph (JB) belonging to set of Z2 graphs 

3 On the Characterization of BPS Graphs 

The term of BPS graphs representing a subset of Z2 graphs was introduced by Yu 

et al. in 2004 (see Ref. [2]). Until now, only some elementary properties of Z2 

graphs and BPS graphs have been established, and for their structural 

characterization, except in very few studies [2, 5, 16, 17], only limited attempts 

have been made. 

As we have already mentioned, a pseudo-semiregular graph G is bipartite, 

consequently, the vertices of G can be partitioned as V= V1UV2. Denoted by 

p1=p1(V1) and p2=p2(V2) as the corresponding average degrees of vertices in V1 

and V2, respectively,  the spectral radius of G can be calculated as 
21pp)G(   

[2]. Because for a semiregular graph the equality p1(V1)=p2(V2) holds, this implies 
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that any semiregular graph is a bipartite pseudo-semiregular graph. It is 

conjectured that the maximal cardinality of the degree sets of BPS graphs is not 

larger than 4. (See graphs GA and GC in Fig. 1.) 

It is easy to construct planar acyclic BPS graphs with diameter 4. 

Proposition 1 For any k≥2 integer there exist k-cyclic BPS graphs with diameters 

not larger than 4. The maximum vertex degree Δ of these cyclic graphs can be 

arbitrary large. This implies that their corresponding spectral radii can be arbitrary 

large, as well. 

Proof. In Figs. 3-5 it is demonstrated that for any k≥2 integer there exist k-cyclic 

pseudo-semiregular planar graphs composed only of quadrilaterals. ▄ 

 

Figure 3 

Bidegreed cyclic pseudo-semiregular graphs Bk including k=2, 3, 4 cycles 

 

Figure 4 

Cyclic pseudo-semiregular graphs Wk including k=2, 3, 4, 5 cycles 

 

Figure 5 

Cyclic pseudo-semiregular graphs Hk including k= 3, 6 and 9 cycles 



T. Réti et al. On Some Properties of Pseudo-Semiregular Graphs 

 – 50 – 

A common property of planar BPS graphs Bk, Wk and Hk , depicted in Figs. 3-5, is 

that they include k quadrilaterals. Graphs W2 and W3 are characterized by 

diameter 2 and 3, respectively, while the others have diameter 4. Moreover, it is 

easy to show that depending on the appropriate choice of parameter k we can 

construct graphs BPS, with integer spectral radii, for example, ρ(B7)=4, ρ(W5)=3 

and ρ(H9)=4. 

It is worth noting that there exist BPS graphs characterized by extremal relations 

between the spectral radius and graph diameter. It is easy to show that path P5 is a 

BPS graph, and among all connected graphs with vertex number 5, the path P5 has 

the minimal spectral radius. Moreover, it has been shown in [20] that among all 

connected graphs on 11 vertices and diameter 4, the bicyclic BPS graph denoted 

by Q4,4,4
 has the minimal spectral radius ρ(Q4,4,4)=2.236068.  The bidegreed planar 

BPS graph Q4,4,4
 
is depicted in Fig. 6. 

 

Figure 6 

Extremal graph Q4,4,4 with minimal spectral radius 

4 Construction of BPS Graphs 

A general method to construct BPS graphs is based on the use of edge-subdivision 

operations performed on connected graphs. By definition, an edge-subdivision of 

a graph G results from inserting a new vertex in every edge of G. For a connected 

graph G, the corresponding subdivision graph is denoted by S(G). 

4.1  Construction of BPS Graphs from Semi-regular Graphs 

Pseudo-semiregular graphs can be easily constructed from semiregular graphs by 

using a subdivision graph operation. Let G(Δ,δ) be a semiregular graph. 

Performing a subdivision on G(Δ,δ) we get a pseudo-semiregular graph S(G(Δ,δ)) 

with spectral radius ρ(S(G(Δ,δ))) =  . 

Example 1:  Using an edge-subdivision operation on the star K1,n-1, one obtains 

the tridegreed pseudo-semiregular tree S(K1,n-1) with diameter 4 and spectral 

radius ρ(S(K1,n-1)) = n1  . 

Example 2: Consider the semi-regular polyhedral graph J(4,3) with maximum 

degree 4 and minimum degree 3. The bidegreed graph J(4,3) with diameter 4 is 

the edge graph of  the rhombic dodecahedron (See. Fig. 7). As a result of 
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subdivision, from J(4,3) we obtain a tridegreed pseudo-semiregular graph 

S(J(4,3)) with diameter 8. It is composed of octagons only and its spectral radius 

is ρ(S(J(4,3))) = 734  . 

 

Figure 7 

Construction of a tridegreed pseudo-semiregular graph using a single subdividing operation on the 

rhombic dodecahedron graph 

4.2 Construction of BPS Graphs from Connected R≥3 Regular 

Graphs 

Let GR be an R≥3 regular connected graph. Performing on G a double edge-

subdividing we get the bidegreed pseudo-semiregular graph S(S(GR)). The 

spectral radius of resulting pseudo-semiregular graph will be ρ(S(S(GR)))= 2R  . 

This implies that the spectral radius of graph S(S(GR)) will be integer if (2+R) is a 

perfect square. 

4.3  Construction of BPS Graphs with Identical Spectral Radii 

or Second Zagreb Indices 

For unicyclic pseudo-semiregular graphs the following proposition can be 

verified: 

Proposition 2 There exist unicyclic BPS graphs with arbitrary large spectral radii 

and arbitrary large diameters. 

Proof. Consider the thorn-like graph Gt,q depicted in Fig. 8. It is constructed from 

a cycle C2q of length 2q by attaching t ≥1 terminal vertices (pendant edges) to 

every second vertices of the cycle. 

The number of pendant vertices is n1 = tq, the number of vertices with degree 2 is 

n2 =q, and the number of vertices of maximal degree is nt+2 =q. This implies that 

the total number of vertices will be n=q(2+t). It is easy to see that for the edge 

parameters we have: m1,t+2=qt, m2,t+2=2q, consequently, m(Gt,q)=n(Gt,q) =q(2+t). 
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Figure 8 

A tridegreed, unicyclic pseudo-semiregular graph, Gt,q 

Because the graph Gt,q is pseudo-semiregular, the corresponding first and the 

second Zagreb indices are:  8t5tq)G(M 2

q,t1   and   4t2tq)G(M q,t2  ,  the 

maximum vertex degree Δ(Gt,q) = t+2. 

Moreover, Gt,q  is a Z2 graph, this implies that its spectral radius is 

24t
)G(m

)G(M
)G(

q,t

q,t2

q,t 
   ▄  

From the above results the following conclusions can be drawn: 

(i) For any fixed parameter q ≥ 2, if t tends to infinity, then the maximum 

vertex degree Δ(Gt,q) = t+2 and the spectral radius ρ(Gt,q) tend to infinity. 

(ii) For a fixed parameter t ≥ 1, if q tends to infinity, then the diameter 

diam(Gt,q) tends to infinity. 

(iii) The spectral radius ρ(Gt,q) depends only on the parameter t. If the sum 

t+4 is a perfect square then the spectral radius will be a positive integer. 

Based on the previous considerations, it is easy to construct non-isomorphic 

pseudo-semiregular graphs with identical spectral radius or second Zagreb index. 

4.4  Construction of an Infinite Set of Gt,q Graphs with an 

Identical Spectral Radius 

A simple method which can be used for generating an infinite family of Gt,q 

graphs with identical spectral radius is demonstrated in the following example: Let 

t=5. In this case, for any graph G5,q the spectral radius will be the same integer, 

ρ(G5,q)=3 for arbitrary q ≥ 2. Then for given parameter pairs (t=5, q ≥ 2) the 

corresponding edge numbers and second Zagreb indices of graphs G5,q can be 

simply determined. The computed results are given in Table 1. 
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Table 1 

Computed topological parameters for graphs Gt,q having an identical spectral radius 

Graph t q ρ m=q(2+t) M2=mρ2 M1=q(t2 +5t + 

8) 

Z=M2/m– 

M1/n=t/(2+t) 

G5,2 5 2 3 14 126 116 5/7 

G5,3 5 3 3 21 189 174 5/7 

G5,4 5 4 3 28 252 232 5/7 

G5,5 5 5 3 35 315 290 5/7 

G5,6 5 6 3 42 378 348 5/7 

G5,7 5 7 3 49 441 406 5/7 

G5,8 5 8 3 56 504 464 5/7 

G5,9 5 9 3 63 567 522 5/7 

G5,10 5 10 3 70 630 580 5/7 

Because graphs Gt,q are Z2 graphs, their spectral radius is equal to 

3)G(m/)G(M)G( q,5q,52q,5   for any q ≥ 2. Additionally, in the last column of 

Table 1, the quantity denoted by Z is given. Topological parameter Z=Z(G) 

characterizes the structure of a graph G [17]. It is interesting to note that for all 

graphs included in Table 1 the values of Z are identical. 

4.5  Construction of Gt,q Graphs with an Identical Second 

Zagreb Index 

The concept outlined previously, is applicable for generating Gt,q graphs with an 

identical second Zagreb index. Let t=q ≥2 be an arbitrary positive integer. As a 

first step, for graph Gt,t, we calculate its second Zagreb index given as

  4t2tt)G(M t,t2  . As a second step, by using a computer search, we 

identify all graphs Gt,q which satisfy the equality represented by 

 2tq)G(/)G(Mm q,t

2

t,t2  , where t and q are positive integers. It can be 

expected that there exists a finite set of graphs Gt,q with different (t,q) parameters 

for which the above equality holds. The method based on a simple computer 

search is demonstrated in the following example. Let t=q=10. In this case, 

1680)G(M 10,102   and there are exactly 8 non-isomorphic Gt,q graphs satisfying the 

requirements of computer search. All of them have the same second Zagreb index 

1680. The computed results are summarized in Table 2. 

As can be seen, among Gt,q graphs there exist graph pairs having equal first and 

second Zagreb indices as well. Namely, for such graphs the equalities M1(G1,112) = 

M1(G8,14) = 1568 and M1(G2,70) = M1(G4,35) = 1540 are fulfilled. 
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Table 2 

Computed topological parameters for graphs Gt,q having identical second Zagreb index 

Graph t q m=q(2+t) ρ2=4+t M2=mρ2 M1=q(t2 + 5t 

+8) 

Z=M2/m – 

M1/n 

G1,112 1 112 336 5 1680 1568 1/3 

G2,70 2 70 280 6 1680 1540 1/2 

G3,48 3 48 240 7 1680 1536 3/5 

G4,35 4 35 210 8 1680 1540 2/3 

G6,21 6 21 168 10 1680 1554 3/4 

G8,14 8 14 140 12 1680 1568 4/5 

G10,10 10 10 120 14 1680 1580 5/6 

G26,2 26 2 56 30 1680 1628 13/14 

5 On the Spectral Properties of Tree Graphs 

In 1974, Harary and Schwenk initiated the problem of finding connected graphs 

having integral spectrum [21]. During the past few decades, for certain families of 

integral graphs, many novel results have been obtained [4, 6, 21-29]. For the 

construction of integral trees, some efficient methods have been developed [6, 22, 

25-29]. Among others, it was proved [6] that integral balanced trees with diameter 

5, 7 and 9 do not exist, just like integral balanced trees with diameter 4k+1 (k is an 

arbitrary integer). Recently, it has been verified that there exist integral trees of 

arbitrary large diameters. Csikvári has constructed integral trees with arbitrary 

large even diameters [28], and Ghorbani et al. have settled the odd-diameter case 

[29]. It is worth noting that there exist integral trees with diameter 5 which belong 

to the family of Z2 graphs. The 25-vertex graph T25 depicted in Fig.9 is the 

smallest integral tree of diameter 5 with the spectrum {3, 2
3
, 1

3
, 0

11
, -1

3
 , -2

3
 , -3} 

[26]. Tree T25 is a sporadic Z2 graph because it does not belong to the sets of either 

harmonic or pseudo-semiregular graphs. 

 

Figure 9 

A “sporadic” integral tree belonging to the family of Z2 graphs [26] 
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Currently, the search for non-integral tree graphs characterized by integer spectral 

radius has gained raising interest [30, 31]. Patuzzi et al. [31] investigated non-

integral trees, namely star-like trees and double brooms. For each class, they 

determined conditions for the spectral radius to be integer. Moreover, it was 

concluded that among trees of diameter 4, there are infinitely many non-integral 

trees with integer spectral radius [30]. 

In the last decade, several authors have studied the spectral radius of connected 

graphs as a function of given graph invariants (fixed diameter diam(G) and largest 

vertex degree Δ). 

Van Dam [32] determined the graphs with maximal spectral radius among all 

graphs on n vertices with diam(G) ≥ 2. It is important to note that Hansen and 

Stevanović obtained the same result using a completely different approach [33]. 

This complements the results published in [20] on connected graphs with minimal 

spectral radius for a given number of vertices and diameter. Yuan et al. [34] 

determined the graphs having the minimal spectral radius among all the graphs on 

n vertices with diam(G) = n – 4. The relevant results in this topic are summarized 

in [18]. Some of them will be used in our subsequent investigations. 

Lovász and Pelikán [35] verified that among n-vertex trees the path Pn has the 

minimal spectral radius and the star K1,n-1 has the maximal spectral radius. In [36] 

Simić and Tošić identified the n-vertex trees Tn,Δ, whose spectral radius has the 

maximal value among all  trees with a fixed maximal degree Δ. As an example, in 
Fig. 10 four trees are depicted. These 7-vertex trees are extremal graphs in a 

certain sense. 

 

Figure 10 

Extremal 7-vertex trees having maximal or minimal spectral radius 

Except path P7, all of them are BPS graphs. Path P7 is has the minimal spectral 

radius, and star K1,6 has the maximal spectral radius. Later on, it will be shown 

that T7,X and T7,Y represent the extremal trees which have identical minimal 

spectral radius among 7-vertex trees of diameter 4 (ρ(T7,X)=ρ(T7,Y)=2). Moreover, 

their second Zagreb indices are also equal: M2(T7,X)= M2(T7,Y)=24. 

Stevanović proved [37] that for the spectral radius of a tree T the general 

inequality 12)T(  holds where Δ is the maximal degree of T. In the most 
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recent years the upper bound represented by the this inequality has been 

extensively studied and improved for some particular cases [18, 30, 38-42]. 

Chang and Huang [39] elaborated new ordering systems for n-vertex trees 

according to their spectral radius and diameter, and identified the tree types with 

maximal spectral radius. In [38] and [40] sharp upper bounds are given for the 

spectral radius of trees with diameter not larger than 4. 

Rojo and Robinho [41] studied the spectrum of Bethe trees. By definition, a Bethe 

tree denoted by BΔ,k is a rooted tree of k levels in which the root vertex has a 

degree equal to Δ - 1, the vertices in level j (2 ≤ j ≤ k-1) have degree equal to Δ 
and the vertices in level k have degrees equal to 1. They derived an explicit 

formula by which the nonzero eigenvalues of Bethe trees can be calculated [41]. 

The spectral radius ρ(BΔ,k) of a Bethe tree of k levels is 












 
1k

cos12)B( k,

 

By introducing the term of the completely full-degree tree, Song et al. [38] 

obtained a new upper bound on the spectral radius of trees which are neither a 

path nor a star. By definition, an n-vertex balanced tree TΔ,k with maximum degree 

Δ is called a completely full-degree tree if the degrees of all the vertices of TΔ,k are 

equal to Δ, except the vertices in the last level k, where each degree is equal to 1. 

They verified [38] that if T is a n-vertex tree with maximum degree Δ, for which 

2Δ < n ≤ Δ2
 + 1 is fulfilled, then 12)T(  with equality if and only if T is a 

completely full-degree tree of diameter 4. As an example, a Bethe tree and a 

completely full-degree tree are shown in Fig. 11. 

 

Figure 11 

Bethe tree B4,3 (a) and the completely full-degree tree T5,3 with diameter four  (b) 

5.1  On the Construction of Balanced Tree Graphs 

It is known that the diameter of a balanced tree having only one central vertex is 

even. Consequently, there are no balanced trees of diameter 3. The smallest 

balanced trees are the star K1,2 with diameter 2, and the path P5 with diameter 4. 

Both of them are BPS graphs. 
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Consider the Smith graphs G(n) with n≥7 vertices [43]. (See Fig. 12.) A 

fundamental property of trees G(n) is that they have an identical integer spectral 

radius equal to 2. If n≥8, the corresponding Smith graphs G(n) represent an 

infinite class of sporadic Z2 trees with arbitrary large diameter. If n≥7 is an odd 

integer, then graphs G(n) are balanced trees. Moreover, it is easy to see that if n=7, 

then tree G(7) is a balanced BPS graph which is isomorphic to tree T7,Y depicted 

in Fig. 10. 

 

Figure 12 

Smith graphs G(n) with n≥7 vertices [43] 

Using a subdivision operation on G(n) graphs we can generate novel balanced 

trees. If n≥7, then the corresponding subdivision graph S(G(n)) will be a balanced 

tree. The subdivision transformation can be repeated several times. Consequently, 

performing the subdivision transformation on S(G(n)), we obtain the balanced tree 

S(S(G(n))). From this observation the following general conclusion can be drawn: 

The subdivision graph S(Tb) of a balanced tree Tb is a balanced tree. 

The general topological structure of trees with diameter 4 is demonstrated in Fig. 

13. As can be seen, their possible structure is determined by a large set of 

parameters denoted by (b, r, a1, a2,…,ar). 

 

Figure 13 

Tree T(b, r, a1, a2,…,ar) of diameter 4 [30] 

There are some interesting types of n-vertex trees which form particular subsets of 

balanced trees with diameter 4. Such graphs are the Bethe trees BΔ,3 and 

completely full-degree trees TΔ,3. Patuzzi et al. [30] have proven that for the 

spectral radius of the tree T(b, r, a1, a2,…,ar) with diameter 4, the following sharp 

upper bound can be formulated: 

12)a,...,a,a,r,b(T( r21 
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In the above formula equality holds if and only if b=0, ai=a for 1≤  i ≤  r and 

Δ=a+1=r. 

It is easy to show that there is a strong correspondence between bipartite pseudo-

semiregular graphs and balanced tree graphs. In what follows we restrict our 

attention primarily to the relations between the BPS graphs and balanced tree 

graphs having diameter four. 

5.2  A New Class of Balanced BPS Trees with Diameter 4 

We define a particular class Ω4 of balanced trees with diameter 4 as follows: Let 

dA ≥2 and dB ≥ 2 be positive integers. By definition, a balanced tree T(dA,dB) of 3 

levels belongs to graph family Ω4 if the centrum vertex has degree dA, the vertices 

at distance 1 from the centrum have degree dB, and all vertices at distance 2 have 

degree 1. From the definition it follows that parameter pairs (dA,dB) determine 

unambiguously the adjacency matrix of tree T(dA,dB). It is easy to see that the 

edge number of T(dA,dB) is equal to m=m(T(dA,dB))=dAdB. For simplicity, graphs 

T(dA,dB) included in Ω4 are called strongly balanced trees. 

Example 3 In a particular case, if dA=dB=2 holds, then the corresponding strongly 

balanced tree T(2,2) with m=4 edges is isomorphic to the 5-vertex path P5 of 

diameter 4. 

Lemma 1 [15]: The strongly balanced tree T(dA,dB) is a BPS graph. 

Proof. The vertex set of the bipartite tree T(dA,dB) can be partitioned as V=V1UV2 

where p1=p1(V1) and p2=p2(V2) are the corresponding average degrees of vertices 

in V1 and V2, respectively. It is easy to see that p1=dB and p2=(dA+dB - 1)/dB. This 

implies that T(dA,dB) is a bipartite pseudo-regular graph. Consequently, its 

corresponding spectral radius is 1ddpp)d,d(T( BA21BA  . Because 

T(dA,dB) is a Z2 graph, one obtains that 

))d,T(d(m/))d,T(d(M))d, T(d( BABA2BA   

Proposition 3 Let dA ≥2 and dB ≥ 2 be positive integers for which 
BA dd   holds. 

Then there exist exactly two non-isomorphic balanced BPS trees T(dA,dB) and 

T(dB,dA), for which the following relations are fulfilled: 

i. m(T(dA,dB))= m(T(dB,dA))=dAdB 

ii. M2(T(dA,dB))= M2(T(dB,dA))= dAdB(dA + dB -1) 

iii. ρ(T(dA,dB))= ρ(T(dB,dA)) = 1dd BA  . 

Proof.  Identity (i) is trivial. Considering the validity of Eq.(ii), it should be taken 

into consideration that )1d(dm BAd,1 B
  and 

Ad,d dm
BA
 . This implies that 

))d,d(T(M)1dd(mddd)1d(d))d,d(T(M AB2BA

2

ABBBABA2   
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and  1dd
m

)1dd(m

m

))d,d(T(M

m

))d,d(T(M
BA

BAAB2BA2 


  

Because tree T(dA,dB) is a BPS graph, the validity of Eq.(iii) follows directly from 

the Lemma 1. ▄ 

If 
BA dd   holds then the corresponding pair of strongly balanced trees T(dA,dB) 

and T(dB,dA) are called strongly balanced twin-like trees. 

Remark 1 It can be easily shown that the first Zagreb index of strongly balanced 

trees can be computed by the following formula: 

)1d(m)1d(d)1d(dddd))d,d(T(M BAABA

2

BA

2

ABA1   

Remark 2 The existence of an m-edge strongly balanced tree depends on the 

value of m. For example, there is no 7-edge tree belonging to the family of 

strongly balanced trees. 

Proposition 4 Let m be a positive integer. A strongly balanced tree T with m(T) ≥ 

4 edge number exists if m is not a prime number. 

Proof. i) Let m≥4 be an even integer. Then there exist non-isomorphic strongly 

balanced trees T(2, m/2) and/or T(m/2,2) with an identical spectral radius and a 

second Zagreb index.  ii) Let m ≥ 9 be an odd integer which is not a prime 
number. In this case there exists at least one odd divisor q of m. Consequently, 

T(q, m/q) will be a strongly balanced tree. ▄ 

Corollary 1 Let m≥6 be an even integer. Then there exist at least two non-

isomorphic strongly balanced m-edge trees T(dA,dB) and T(dB,dA) having an equal 

spectral radius and a second Zagreb index. 

Example 4 The smallest strongly balanced tree graph pair of such type are the 7-

vertex T(3,2) and T(2,3) trees. It is important to note that 7-vertex graphs T7,X and 

T7,Y depicted in Fig. 10 are isomorphic to trees T(3,2) and T(2,3) with ρ(T(3,2))= 

ρ(T(2,3))=2. 

The spectra of these strongly balanced trees are: Spec(T(3,2)) = {2, 1, 1, 0, -1, -1- 

2} and Spec(T(2,3)) = {2, 1.4142, 0, 0, 0, -1.4142, -2}. As can be observed, T(3,2) 

is a harmonic integral graph, but tree T(2,3) is a non-integral graph. 

It is easy to construct a finite set of strongly balanced tree graphs having the same 

spectral radius. The method used for constructing such trees is demonstrated in the 

following example. 

Example 5 Let dA+dB=50. It is easy to see that the strongly balanced trees denoted 

by T(2,48), T(3,47),...,T(25,25),…,T(47,3) and T(48,2) have the same integer 

spectral radius 7150  . As an example, trees T(10,40) and T(40,10) are 

depicted in Fig. 14. 
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Figure 14 

Twin-like trees TS(10,40) and TS(40,10) with 400 edges 

Some computed results concerning Example 5 are summarized in Table 3. 

Table 3 

Computed topological parameters for strongly balanced trees 

Graph dA dB ρ m=dAdB M2=mρ2 M1=dA(dA-

1)+m(dB+1) 

Z=M2/m– 

M1/n 

T(2,48) 2 48 7 96 4704 4706 0.4845 

T(3,47) 3 47 7 141 6909 6774 1.2958 

T(10,40) 10 40 7 400 19600 16490 7.8778 

T(20,30) 20 30 7 600 29400 18980 18.3607 

T(24,26) 24 26 7 624 30576 17400 21.1600 

T(25,25) 25 25 7 625 30625 16850 22.0831 

T(26,24) 26 24 7 624 30576 16250 23.0000 

T(30,20) 30 20 7 600 29400 13470 26.5874 

T(40,10) 40 10 7 400 19600 5960 34.1372 

T(47,3) 47 3 7 141 6909 2726 29.8028 

T(48,2) 48 2 7 96 4704 2544 22.7732 

Based on the considerations outlined previously the following conclusions can be 

drawn: 

i. The Bethe trees of 3 levels denoted by BΔ,3 and the completely full-

degree trees of 3 levels denoted by TΔ,3 are strongly balanced trees. 

ii. Let C ≥ 4 be a positive integer. For strongly balanced trees T(2, C-2) the 

following equality holds: M2(T(2, C-2)) – M1(T(2, C-2)) = - 2. 

iii. Let C1 ≥ 4 be an even positive integer. Among the strongly balanced trees 

the second Zagreb index has a maximum value if dA=dB=C1/2 holds. This 

maximum value belongs to the strongly balanced tree T(C1/2, C1/2). 
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iv. Let C2 ≥ 5 be an odd positive integer. Among the strongly balanced trees, 

there exist two non-isomorphic trees having an identical maximum 

second Zagreb index. These trees are: T((C2-1)/2, (C2+1)/2)) and 

T((C2+1)/2, (C2-1)/2)). 

v. If dA+dB - 1 is a perfect square, then for trees T(dA,dB)) and T(dB,dA)) the 

corresponding spectral radius ρ(T(dA,dB))=ρ(T(dB,dA)) will be a positive 

integer. 

Example 6 If dA=dB =5, then dA+dB -1=9 is a perfect square, consequently, the 

strongly balanced tree T(5,5) has an integer spectral radius 

3)155))5,5(T(  . The completely full-degree tree T5,3 depicted in 

Fig.11. is isomorphic to the strongly balanced tree T(5,5) which is an integral 

graph [22] with the spectrum Spec(T(5,5))= {3, 2
4
 ,  0

16
, -2

4
 , -3}. It is worth 

noting that among strongly balanced trees there are several integral graphs. For 

example, the smallest one is the 7-vertex tree T7,X=T(3,2) shown in Fig. 10. 

Proposition 5 There exist infinitely many strongly balanced trees which are 

extremal graphs having a minimal spectral radius. 

Proof. Belardo et al. [40, 18] considered the family of n-vertex trees with diameter 

4. Among these trees, they identified those trees whose spectral radius is minimal. 

It has been proved [40] that for any n ≥ 5, the minimum spectral radius among 

trees T(n,4) is attained only in two cases a) by a single tree j

4,nMT  if 1jjn 2  , 

and b) by tree pairs j

4,nMT  and 1j

4,nMT   if 1jjn 2   for arbitrary  j≥2 integer. 

It is easy to see that for even m = n-1= j
2
+ j  (j = 2, 3, 4,..) the corresponding 

extremal m-edge trees j

4,nMT  and 1j

4,nMT   are strongly balanced tree graphs having 

an identical spectral radius. For extremal tree pairs j

4,nMT  and 1j

4,nMT   the possible 

vertex numbers are n= 7, 13, 21, 31,… This implies that among 7-vertex trees of 

diameter 4 the strongly balanced trees T7,X=T(3,2) and T7,Y=T(2,3) depicted in 

Fig. 10 are extremal trees with identical minimal spectral radius 

2)123)T()T( Y,7X,7  .▄ 

Proposition 6 There exist infinitely many strongly balanced trees E(p) which are 

harmonic and pseudo-semiregular simultaneously and they have integer spectral 

radii. 

Proof. Starting with the concept outlined in [19], consider the infinite sequence of 

balanced tree graphs E(p)=T(dA(p),dB(p)) constructed as follows: If p≥2, then trees 

E(p) can be obtained from dA(p)=p
2
 – p +1 disjoint stars K1,p-1 by adding a vertex 

adjacent to the central vertex of each stars. It follows that the degree of central 

vertex is dA(p )=p
2
 – p +1 and dB(p)=p. Moreover, the corresponding edge number 

is m(E(p))=( p
2
 – p +1)p. 
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Trees E(p) are harmonic, pseudo-semiregular and strongly balanced 

simultaneously, their spectral radii is 

pp1)p(d)p(d))p(E( 2

BA   

If p=2, tree E(2) is isomorphic to the 7-vertex graph T7,X depicted in Fig. 10.  If 

p=3, as a particular case, tree E(3) is isomorphic to the 22-vertex tree graph GD 

shown in Fig. 1. ▄ 

Proposition 7 There exist infinitely many strongly balanced trees F(p) which are 

non-harmonic, pseudo-semiregular graphs having integer spectral radii. 

Proof.  The construction of balanced trees F(p) is based on the same concept 

presented previously in Proposition 6. Consider now the infinite sequence of 

strongly balanced trees defined as F(p)=T(dB(p),dA(p)). Because E(p) and F(p) are 

strongly balanced twin-like trees, this implies that they have similar properties: 

their spectral radii ρ(E(p))=ρ(F(p))=p are positive integers. The only significant 

difference between them is that trees F(p) are not harmonic. If p=2, tree F(2) is 

isomorphic to the 7-vertex graph T7,Y depicted in Fig. 10. ▄ 

It is an interesting observation that there exists a broad class of connected graphs 

with maximum degree Δ=Δ(G) for which the equality p)G(   holds where p 

is a non-negative integer. These graphs can be classified into 3 disjoint subsets by 

considering the following relationships: p < Δ,  p = Δ and p > Δ. 

For parameter p a simple upper bound can be obtained. Because for the spectral 

radius of a graph G the inequality ρ2
(G)

 ≤ Δ2
 holds, this implies that Δ+p = ρ2

(G) 

≤ Δ2
 is fulfilled if  p ≤ Δ(Δ-1).  The above inequality is sharp. Equality holds if GR 

is an R-regular graph. Because ρ(GR)=R=Δ, it follows that p)G( R   is 

fulfilled if p=R(R-1). 

It is easy to check that equality p)G(   holds for any Z2 graph, because 

p=M2/m – Δ is a non-negative integer [16]. For example, equality with p=0 is 

valid for all n-vertex stars K1,n-1. 

Proposition 8 Let p ≥ 1 be an arbitrary positive integer. Then for any parameter p 

there exists a strongly balanced tree K(p) for which p))p(K(   is fulfilled. 

Proof. The construction of such trees is based on the following considerations. 

Starting with graphs E(p), define the trees K(p) as follows: K(p)=E(p+1) for any 

positive integer p. Since E(p) is harmonic and strongly balanced, one obtains on 

the one hand 

1p)1p(1)1p()1)1p()1p((

1)1p(d)1p(d))1p(E())p(K(

22

BA
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On the other hand,  because Δ(K(p))=Δ(E(p+1))=dA(p+1)=(p+1)
2
 - (p+1) +1 

holds, we get 

1pp)1)1p()1p((p))1p(E(p))p(K( 2  . ▄ 
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Abstract: An increasing number of wireless Internet users and deployed wireless access 

points over the past several years and have raised the importance of wireless security 

issues. The absolute majority of wireless users are not IT professionals, but a population 

unaware of wireless security types, settings and importance. Wireless security assessment 

and analytics can help in raising the security awareness of users and in increasing their 

skills, leading to improvement of the entire security situation. In this paper a short 

overview of wireless security assessment and history is presented. The methodology and 

tools for a more accurate wireless security assessment, including data acquisition, 

processing and analysis, are offered. The proposed methodology and tools are used for 

processing wireless scan results for the two capital cities, Hungary (Budapest) and Serbia 

(Belgrade). The possibility of access point configuration changes and security improvement 

has also been investigated. The research results and potential improvements of wireless 

security situation are discussed. 

Keywords: wireless network security; Wardriving; wireless security assessment; 

1 Introduction 

This paper focuses on wireless security issues. Motivation for this research rests in 

the fact, that in recent years, we have been witnesses of a rapid growth in the 

number of Internet users, who mainly use wireless technology. The advances in 

wireless technology, decline in the price of wireless equipment and ease of its 
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usage, have resulted in the deployment of a large number of wireless access points 

in most locations (homes, offices, public buildings, etc.). Although wireless access 

has become accessible to most everyone, the majority of wireless users are not 

skilled or educated in wireless security issues. This has led to the creation of the 

biggest security hole in computer systems since the beginning of the computing 

revolution. The importance of the assessment of wireless networks security, 

comes from the need to tackle the problem in order to identify the major causes of 

security faults and to find ways to prevent or minimize them. 

This paper outlines the history of wireless security assessment, with examples 

from around the World, Europe and the regions where the research was 

conducted. The methodology and tools for data analysis are presented. Collected 

and processed data for two capital cities, Hungary (Budapest) and Serbia 

(Belgrade) are presented and compared. The possibility of access point 

configuration changes and security improvements are also investigated. Finally, 

the recommendations for further assessments are proposed. 

2 Wireless Security and Wardriving 

A widely accepted process for wireless security assessment is called “Wardriving” 

[1, 2]. This term comes from the term “wardialing” mentioned in the famous 

hacking movie “War Games” from 1983, where it was used for the process of 

calling a pool of telephone numbers in order to find a computer with a modem 

attached [1]. The Wardriving became world famous starting with Peter Shipley, a 

computer security consultant at Berkeley. He conducted a survey in Berkeley, 

California and reported the results at DefCon hacker conference in July 2001, 

aimed at raising the awareness of wireless security importance. The popularity of 

Wardriving continued to grow starting from 2002, when the first worldwide event 

called WWWD (World Wide War Drive) was held, with the total of 9,734 

scanned access points. The participants in this event were from 6 countries and 2 

continents. In the following events the number of participants and scanned access 

points increased: WWWD2 in September 2002 (24,958), WWWD3 in 2003 

(88,122) and WWWD4 in 2004 with 228,537 discovered access points. Since 

these events, academy researchers, security experts and consultants have 

performed similar scans worldwide. 

2.1 Research on Wireless Security 

Since 2001, wardriving has become the activity practiced by enthusiasts, 

hobbyists, security experts and malicious hackers. This section presents only the 

Wardriving activities related to academic research [3, 4, 5]. The Wardriving has 

been widely accepted by academic researchers. It was performed all over the 



Acta Polytechnica Hungarica Vol. 13, No. 6, 2016 

 – 69 – 

world, e.g. in Malasya in 2005 [6], La Plata, Argentina in 2008 [7], Australia in 

2011 [8, 9] and New Zealand in 2013 [10, 11]. This research field is also popular 

in the region, where recent and up to date statistical reports and analyses from 

Croatia in 2013 [12, 13], Romania in 2015 [14] and Serbia since 2010 [15, 16, 17, 

18, 19] were published. The experiences from the presented research, acquisition 

tools and analysis techniques are used for shaping the methodology in this 

research work. 

2.2 Wireless Security Settings 

Basically, wireless network or access point (AP) security can be classified in five 

or seven categories. The five categories are: Open, WEP, WPA, WPA2 and 

mixed-mode networks. Mixed-mode networks support both WPA and WPA2. 

Those five categories can be expanded further by dividing the WPA and WPA2 

categories to subcategories such as: WPA-Personal and WPA-Enterprise. The 

categories are defined by the encryption methods and by the authentication 

mechanism they use. The encryption methods and the authentication mechanisms 

will be explained in the following subsections. 

Generally, WEP uses WEP encryption, WPA uses TKIP, and WPA2 uses CCMP. 

There is a possibility that WPA or WPA2 method uses both TKIP and CCMP due 

to the vendor’s attempt to maintain legacy compatibility. The personal WPA and 

WPA2 use PSK (Pre-shared key) for local authentication and Enterprise WPA and 

WPA2 use 802.1x (EAP) and an external authentication server (RADIUS). All 

these methods will be explained in the following subsections. 

Open network uses neither encryption nor authentication. In this research, with the 

used tools, open networks are identified as networks with the absence of 

encryption and authentication data, only with the data about the network type: 

[ESS] or extended service set (Table 1, item no. 7) for infrastructure networks and 

[IBSS] or independent basic service set for ad-hoc networks. In addition, they 

have an indicator whether WPS is used or not, with the presence or absence of 

[WPS] mark (see Table 1, item no. 15, in Research methodology section). Those 

networks do not have WEP, WPA, WPA2, TKIP, CCMP, EAP or PSK marks. 

2.3 Wi-Fi Protected Setup (WPS) 

WPS was designed by the Wi-Fi Alliance, to enable easy authentication despite 

the use of a complex password. The user-unfriendly typing of long and complex 

passwords is eliminated by the use of WPS. There are several variants of the use 

of WPS. From a security perspective, the PIN is to be regarded as critical [20]. 

Access Points which support this method have a WPS button. If this is pressed, 

the WPS PIN must be entered on the client device within a short period (usually 

60 seconds). This PIN is usually found on a label on the access point. The problem 



D. Dobrilovic et al. A Method for Comparing and Analyzing Wireless Security Situations in Two Capital Cities 

 – 70 – 

with this approach is the weak structure of the 8-digit PINs, which consist only of 

numbers. Thereby, brute force attacks can be performed very effectively within 

the allowed time frame. If there are no other security mechanisms for attacks 

against WPS, such attacks will be repeated within a few hours [21]. Since the 

WPS PIN does not change automatically, the attack can be interrupted and 

continued at a different time. Unlike attacks against WPA2, the attack must 

necessarily be directed against the Access Point. 

There are several free tools specialized in this type of attack, for example, Reaver. 

The security mechanisms implemented in AP can block WPS mode in case there 

are too many PIN-tries, within a short time period. Reaver can circumvent these 

mechanisms and other safeguards. If the Reaver tool is successful, the Wi-Fi 

password will be returned as plain text. 

In most Access Points, WPS is enabled by default in the PIN mode. Since most 

users assume that a strong WPA2 password is sufficient for a secure network, they 

often forget to turn off WPS. For safety considerations, the analyzed networks, 

therefore, must be checked for encryption on one side and for activation of WPS 

on the other. 

2.4 Wireless Encryption Methods 

Three encryption methods operating at Layer 2 of the OSI model are defined by 

802.11-2007 standards. The three methods are: WEP, TKIP and CCMP. They are 

used to encrypt MAC Protocol Data Unit (MPDU) payload or the data contained 

in IP packets. All three methods use symmetric algorithms. WEP and TKIP use 

the RC4 cipher (stream cipher), while CCMP uses the AES (Advanced Encryption 

Standard) cipher (block cipher) [22]. The 802.11-2007 standards define WEP as a 

legacy encryption method, for pre–RSNA security, while TKIP and CCMP are 

considered to be compliant Robust Security Network (RSN) encryption protocols. 

The next difference between WEP on one side and TKIP and CCMP on the other 

side, is that WEP uses a preconfigured static key that is liable to attacks. 

Alternatively, TKIP and CCMP use encryption keys, dynamically generated by 

the 4-Way Handshake [22]. 

2.4.1 WEP 

Wired Equivalent Privacy (WEP) is the simplest form of wireless security. It is a 

Layer 2 security protocol, that uses the Rivest Cipher 4 (RC4) streaming cipher 

[22]. It uses two variants of relatively small shared key: 64-bit and 128-bit. 

Standard 64-bit WEP uses a 40-bit key (also known as WEP-40), which is 

concatenated with a 24-bit initialization vector (IV) to form the RC4 key. This 

method of security is only a little bit more secure then clear-text passwords. The 

reason is the weakness in the WEP protocol. The WEP protection can be 
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compromised in several minutes, using free and widely available tools on the 

Internet [23]. If enough data packets are recorded, the password can be determined 

in any case. Because of this, the networks and Access Points using WEP will be 

considered extremely unprotected in this research. 

2.4.2 WPA 

WPA (Wi-Fi Protected Access) is based on the IEEE standard 802.11i. It was 

introduced in April 2003 by the Wi-Fi Alliance. The usage of TKIP encryption is 

defined within the standard as an enhancement of WEP aimed at overcoming its 

weaknesses. It uses Rivest Cipher 4 (RC4) streaming cipher for encryption and 

decryption processes. TKIP modifies WEP with longer 128-bit per-packet key that 

dynamically generates a 48-bit initialization vector (IV) with Message Integrity 

Check (MIC) for each new packet. MIC is designed for preventing active or 

passive man-in-the-middle attacks. Because WPA is designed as an interim short-

term solution to enhance wireless security, it has its own weaknesses [24, 25]. 

WPA should only be used on legacy hardware that is not capable of supporting 

AES-CCMP. TKIP is mandatory when WPA is used [23]. 

2.4.3 WPA2 

WPA2 is based on the IEEE 802.11i/WPA2 or IEEE 802.11i-2004 standard 

defined on June 24
th

, 2004 and it is a stronger version of WPA. It uses AES 

(Advanced Encryption Standard) cipher (block cipher) with Counter Mode with 

Cipher Block Chaining Message Authentication Code Protocol (CCMP). AES 

accepts keys with size of 128, 192, and 256 bits [24]. The usage of AES-CCMP is 

mandatory for WPA2. Still, in order to maintain compatibility with the legacy 

equipment, vendors allow TKIP to be used with the clients not supporting AES-

CCMP. 

2.5 Wireless Authentication 

As described in the beginning of this section, both WPA and WPA2 support two 

methods of authentication: personal and enterprise. The personal method is local 

authentication, which is commonly used. The enterprise authentication is server 

based and much less present in access point configuration, because it requires a 

separate authentication server and it is designed primarily for companies. 

2.5.1 Personal Networks 

Personal WPA and WPA2 networks are intended to be used for ad-hoc configured 

access points and home networks. They use a pre-shared key (PSK) which is 

vulnerable to password/passphrase guessing using dictionary attacks [26]. PSK 

must start with the definition of passphrase at the access point (AP) which will be 
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used for generating encryption keys. In this operational mode, there is no 

authentication exchange and a single private key can be assigned to entire network 

or to one client. In order to create a secure passphrase, the recommendation is to 

compose a very complex one with more than 20 characters. The dictionary words 

should not be used and a passphrase must contain lower and upper case letters, 

numbers, and symbols. If the recommendations are not followed, networks are 

easier to crack [27, 28]. Personal networks will be identified in this research as 

[WPA-PSK.....] (Table I, column 2, first three rows). 

2.5.2 Enterprise Networks 

The enterprise authentication uses 802.1x and an external authentication server 

such as Remote Authentication Dial In User Service (RADIUS). Therefore, the 

three standards define this process: EAP, 802.1x, and RADIUS. 

The Extensible Authentication Protocol (EAP) is a layer 2 process that allows a 

wireless client to authenticate to a network. There is a version of EAP that is used 

in LAN environments called EAP over LAN (EAPoL) and a version for wireless 

networks. EAP defines a standard way for encapsulating authentication 

information, such as a username and password or a digital certificate that the AP 

can use to authenticate the user. The authentication process is taking place beyond 

AP in communication with authentication server. EAP has several extensions: 

EAP-MD5, EAP-TLS, LEAP (Lightweight EAP), PEAP (Protected EAP), EAP-

FAST and EAP-GTC [29]. 

802.1x and RADIUS define packets for EAP information, e.g. 802.1x standard 

defines transport from a client to a network access device (AP, switch, router, 

etc.). These data are passed using RADIUS protocol to an authentication server. 

The server will authenticate the user and allow his access to the network. 

2.6 Wireless Security Assessment Tools 

A numerous software tools can be used for performing Wardriving. The usage of 

tools also depends on hardware and software platforms. Only a small segment of 

Wardriving tools will be presented here, while a more detailed overview is given 

in [15]. In case of using PC or laptop computer and Windows operating system the 

possible tools are Vistumbler, InSSIDer, etc. In case of using Linux operating 

system, Kismet [30] presents almost de-facto standard. Great expansion of 

possible tools for Wardriving was influenced by the introduction of Android smart 

phone platform, which gave access to the variety of Wardriving tools such as: 

Wigle WiFi [31], War-drive, G-Mon, WiFi finder, WiFi tracker, etc. The iOS 

platform (available for iPhone and iPad) has the similar software tools, e.g. 

WiFiFoFum and WiFi Explorer. 
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The new minimized computer boards such as Raspberry Pi, Beagle Bone or 

Arduino Yun opened new horizons in building Wardriving platforms, as presented 

for Raspberry Pi in [32]. The added value is, inter alia, the fact that these mini 

computers combine the benefits of computers and smart phones. They can 

perform the tasks of computers, but they are as small and light, as a smart phone. 

Thus, these devices can not only, locate and scan networks, they can also perform 

security and penetration tests. 

3 Research Methodology 

The research methodology contains the following components: data acquisition 

tool, data processing tools and a method for data acquisition and analysis of 

results. Android application Wigle WiFi, designed for usage on smart phones, was 

used as the data acquisition tool. 

The reason for using the Wigle application in this research is the positive 

experience of researchers in using this application in the long period in the past. 

Wigle application has a capability to export retrieved wireless access point (AP) 

or wireless networks data in KML (XML file format for geocoordinates) and CSV 

format. Basically, a wireless network and a wireless AP represent the same thing 

in this research. CSV format is used, in the following form: 

AA:AA:AA:AA:AA:AA, BB, [WPA-PSK-TKIP][ESS], 6/20/2015 13:57,  6, -97, 

44.8185463, 20.3735048, 0, 336, WIFI  

The first column represents access point MAC address which is unique in the 

whole world for the corresponding device (used MAC address is fictional). The 

second column represents SSID (network name). The third column is the most 

important for this research, representing security type of the scanned AP. In this 

research, 86 different security types were identified in Belgrade and Budapest. 

The partial list of detailed security types is given in Table 1. The next data are date 

and time of scanning, channel or frequency used by the wireless network (1–13), 

RSSI or received signal strength in dBm, latitude, longitude, altitude, accuracy in 

meters and type of detected network (WIFI or GSM). 

3.1 Data Processing Application  

Data processing application called WDStat v2.0, is built with C#. This application 

allows import of Wigle CSV format, and some other formats as well (GPX). This 

software parses a Wardriving log downloaded from Android smart phones, aimed 

at creating a database. The additional data added to the database are locations of 

APs using the GPS coordinates from Wardriving logs, and determination of the 
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geographical location according to these coordinates. Description of a 

geographical location and association of the scanned network with the cities, 

towns, regions and countries is presented in [16]. 

Acquired data are further processed and statistically analyzed in order to make 

statistical reports. The reports summarize the following statistics: channel usage, 

SSID statistics, grouped security stats (e.g. Open, WEP, WPA, WPA2, and 

Mixed-mode), CCMP usage stats for WPA, WPA2 and Mixed-mode networks, 

WPS usage statistics, Ad-hoc or infrastructure network statistics, geographical 

locations statistics, detailed security statistics as described in Wigle CSV format 

and vendor statistics. The vendor statistics is built on MAC address allocation 

according to IEEE MAC address allocation list [33]. The results for Budapest 

2015/2016, Belgrade 2015/16 and Belgrade 2013/2014 research scans for 

channels and security type usage are given in Fig. 1. 

The application simplifies the security settings description, making security 

change analysis easier. The simplification is performed from security type 

description shown in Table 1, which is the original security type derived from 

Wigle WiFi scan log, to the simplified version shown in Table 8 and the most 

generalized one shown in Table 7. 

For example, original security types, such as [WPA-PSK-TKIP+CCMP][WPA2-

PSK-TKIP+CCMP][WPS][ESS] can be simplified as Mixed_TKIP_CCMP_ 

PSK_WPS and further simplified as Mixed and WPS security groups. The next 

example: [WPA2-EAP-CCMP][ESS] can be simplified as 

WPA2_CCMP_EAP_noWPS and further simplified as WPA2 and no_WPS 

security groups. 
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Figure 1 

a) Wireless channel usage comparison b) The most used wireless security settings comparison 

The top 25 detailed security analysis results are presented in Fig. 1 b) and in Table 

1. The pair of columns represents the number of discovered access points and their 

percentage in accordance with the total discovered APs. The data are given for the 

Budapest 2015/2016, Belgrade 2015/2016 and Belgrade 2013/2014 scans, 

respectively. 
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Table 1 

Comparison of the top 25 wireless security settings  

Type 

No. 
Security type / City Budapest 

2015/2016 

Belgrade 

2015/2016 

Belgrade 

2013/2014 

 No. % No. % No. % 

1 [WPA-PSK-CCMP+TKIP][WPA2-PSK-CCMP+TKIP][WPS][ESS] 2,336 16.35 1,513 8.37 4,926 16.84 

2 [WPA-PSK-CCMP+TKIP][WPA2-PSK-CCMP+TKIP][ESS] 2,162 15.13 3,398 18.8 1,991 6.81 

3 [WPA-EAP-CCMP+TKIP][WPA2-EAP-CCMP+TKIP][ESS] 1,449 10.14 2 0.01 0 0 

4 [WPA2-PSK-CCMP][WPS][ESS] 1,330 9.31 1,243 6.88 1,253 4.28 

5 [WPA2-PSK-CCMP][ESS] 1,328 9.3 1,507 8.34 1,253 3.81 

6 [WPA2-EAP-CCMP+TKIP][ESS] 1,186 8.3 4 0.02 10 0.03 

7 [ESS] 1,123 7.86 1,474 8.16 4,199 14.36 

8 [WPA-PSK-CCMP][WPA2-PSK-CCMP][WPS][ESS] 427 2.99 842 4.66 1,225 4.19 

9 [WPA2-PSK-CCMP+TKIP][ESS] 317 2.22 162 0.9 346 1.18 

10 [WPA-PSK-TKIP][ESS] 304 2.13 768 4.25 2,860 9.78 

11 [WPA-PSK-CCMP][WPA2-PSK-CCMP][ESS] 277 1.94 909 5.03 1,115 3.81 

12 [WPA2-EAP-CCMP][ESS] 247 1.73 2,315 12.81 290 0.99 

13 [WPA-PSK-CCMP+TKIP][WPA2-PSK-CCMP+TKIP-

preauth][ESS] 
202 1.41 461 2.55 1,592 5.44 

14 [WPA2-PSK-CCMP+TKIP][WPS][ESS] 186 1.3 466 2.58 1,077 3.68 

15 [WEP][ESS] 180 1.26 283 1.57 229 4.01 

16 [WPA-PSK-TKIP][WPA2-PSK-TKIP][ESS] 139 0.97 228 1.26 658 2.25 

17 [WPA-EAP-CCMP][WPA2-EAP-CCMP][ESS] 131 0.92 22 0.12 0 0 

18 [WPA-PSK-CCMP][ESS] 102 0.71 929 5.14 867 2.96 

19 [WPS][ESS] 76 0.53 158 0.87 545 1.86 

20 [WPA-PSK-CCMP+TKIP][WPA2-PSK-CCMP+TKIP-

preauth][WPS][ESS] 
74 0.52 33 0.18 80 0.27 

21 [WPA2-PSK-CCMP-preauth][ESS] 66 0.46 92 0.51 23 0.08 

22 [WPA2-PSK-CCMP+TKIP-preauth][ESS] 50 0.35 89 0.49 1,592 5.44 

23 [WPA2-PSK-TKIP][ESS] 46 0.32 251 1.39 843 2.88 

24 [WPA2-PSK-CCMP][ESS][SEC80] 42 0.29 22 0.12 0 0 

25 [WPA-PSK-TKIP][WPA2-PSK-CCMP+TKIP][ESS] 38 0.27 26 0.14 57 0.19 

Note: The grouped security types are: Open = type 7 and type 19, WEP = type 15, WPA = 

type 18, WPA2 = type 4, type 5, type 6, etc., Mixed-mode = type 1, type 2, type 3, etc. 

The grouped security statistics are given in Fig. 2 a) and WPS and CCMP 

statistics are given in Fig. 2 b). 
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Figure 2 

a) Security type comparison b) WPS and CCMP encryption usage comparison 
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3.2 Data Acquisition 

Data acquisition was performed with several Android devices using different 

versions of the Wigle WiFi application. The Wardriving sessions were made in 

two separate periods. The first session was organized during 2013/2014 in larger 

parts of Serbia. The results of this Wardriving session were partially published in 

[15]. The second session was organized in Serbia in 2015/2016 and Hungary 

2015/2016. The Hungarian session took place, mainly, in Budapest and the 

surrounding area. 

For this research, the Hungarian 2015/2016 and Serbian 2015/2016 scans were 

used for analysis and comparison of wireless security situations in two capital 

cities. In order to determine the possibility, rate and quality of improvements of 

access point security through the changes during the usage period, the Serbian 

2013/2014 session data for the city of Belgrade were used for comparison and 

determination of improvement rate of the wireless security of once configured 

access points. The quality of sample used for these analyses is justified with the 

number of scanned networks, number of appearances of the scanned networks and 

number of networks scanned in both research periods. 

In this research the Wigle WiFi was used. Fig. 3 presents the part of the scanned 

wireless networks or access points with their locations in Budapest and Belgrade. 

Google maps are used for visualization. The part of scanned networks is presented 

in similar areas in Belgrade. The city center and its close surroundings are 

presented in these images. The profile of wireless users should be the same in 

these regions. 

  

Figure 3 

a) Part of scanned networks in Budapest 2015/2016 b) Part of scanned networks in Belgrade 2015/2016 

3.3 Results 

During both research sessions, 31,928 different networks were discovered. The 

networks were identified by their unique MAC addresses. After removing 

duplicates, 10,285 networks (APs) were discovered in both Wardriving sessions 

which can be used for security change analysis. 
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Table 2 presents the statistics of number of appearances of 10,285 networks 

scanned in two periods. It is important to point out that the 66.52% were scanned 

more than 5 times (first four rows in the table). 

Table 2 

The number of appearances of scanned access points in the 2013/2014 and 2015/2016 period 

No. of appearances No of APs (%) 

9 100 0.97 

8 640 6.22 

7 2,217 21.56 

6 3,885 37.77 

5 652 6.34 

4 1,204 11.71 

3 83 0.81 

2 1,504 14.62 

Total 10,285 100.00 

Only 936 networks among 10,285 were detected to have changed their 

configuration compared to the initial scanning. The number of appearances of 

changed configuration networks is given in Table 3 in order to justify the quality 

of sample. Since 62.50% of networks were scanned 7 or more times (the first three 

columns in the Table) the sample can be qualified as good for analysis. 

Table 3 

The number of appearances of scanned access points in the 2013/2014 and 2015/2016 period 

No. of appearances No of APs (%) 

9 30 3.21 

8 125 13.35 

7 430 45.94 

6 12 1.28 

5 64 6.84 

4 11 1.18 

3 8 0.85 

2 256 27.35 

Total: 936 100.00 

The number of changes is summarized and presented in Table 4. The majority of 

networks were changed only once – 916, which makes 97.86% of changed 

networks and only 8.91% of total networks. Only 20 networks were changed 2 or 

3 times. These statistics clearly show that configuration changes are not likely to 

happen during the access point usage. 

The configuration change analytics, together with the details of data acquisition, is 

given in the following section. 
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Table 4 

The number of configuration changes per access point 

No. of Changes per AP No. of Aps % % (Total) 

1 916 97.86 8.91 

2 16 1.71 0.16 

3 4 0.43 0.04 

Total 936 100.00 9.11 

4 Discussion 

4.1 Comparison of Wireless Security in Two Capital Cities 

The results presented in Fig 2 a) are summarized in Table 5. For researches in 

period 2015/2016, the same device and the same software have been used. 

According to the results presented in the table, the security situations in Budapest 

and Belgrade are similar. The percentage of Open and WEP security access points 

is similar.  The only difference is that in Belgrade, there is a higher percentage of 

WPA-Personal networks, 7.97% more than in Budapest. On the contrary the 

percentage of Mixed-mode networks in Budapest is 9.61% higher than in 

Belgrade. This gives slightly better security result in favor of Budapest. The 

percentage of most secured networks (WPA2-Personal and WPA2-Enterpise) is 

similar for Budapest (34.5%) and Belgrade (34.83%). 

Table 5 

The grouped security types 

City and period Number Open 

(%) 

WEP 

(%) 

WPA-Per 

(%) 

WPA-Ent 

(%) 

WPA2-Per 

(%) 

WPA2-Ent 

(%) 

Mixed 

Mode (%) 

Budapest 2015/2016 14,287 8.62 1.45 3.56 0.06 24.18 10.32 51.81 

Belgrade 2015/2016 18,070 9.49 1.9 11.53 0.03 21.96 12.87 42.22 

Belgrade 2013/2014 13,621 12.71 5.14 16.2 0.12 21.91 2.06 41.86 

Table 6 summarizes the results showed in Fig. 2 b) with the percentage of WPS 

enabled access points, and furthermore with the percentage of access points with 

the support for only CCMP encryption. The situation regarding the two security 

statistics is in favor of Belgrade, where the percentage of WPS-enabled networks 

is 5.91% lower. Considering the WPS vulnerabilities, the smaller percentage is 

better. The access points enabling only CCMP are also in favor of Belgrade, 

meaning that 15.97% networks in Belgrade are more secure since they use 

exclusively this encryption method. 
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Table 6 

WPS and CCMP security statistics 

City and period Number WPS 

(%) 

WPA_CCMP 

(%) 

WPA2_CCMP 

(%) 

Mixed CCMP 

(%) 

Budapest 2015/2016 14,287 32.44 0.8 21.78 5.91 

Belgrade 2015/2016 18,070 26.53 5.63 28.97 9.86 

Belgrade 2013/2014 13,621 36.74 3.19 14.27 8.71 

4.2 Access Points Configuration Changes 

Scanning of wireless networks considered for the configuration change analyses 

took place in Belgrade from November 2013 to February 2016. During this period 

79,947 different scans were collected, among which 31,928 unique networks were 

identified. For this research it is important that 10,285 networks appear more than 

once in the retrieved data. These networks were scanned at least twice and up to 9 

times. One to up to tree changes were detected on analyzed networks. The detailed 

overviews of appearances of scanned networks are given in Table 2 for the 

discovered networks in both research periods and in Table 3 for the networks with 

detected changes. 

For this research, the grouping which is described later was made according to the 

first and the last change, so that the last change is considered as a final change of a 

configuration. For example, some networks were changed 3 times, meaning that 

the changes were tracked in the following format: Configuration1  

Configuration2  Configuration3  Configuration4. In this research, the change 

of configuration is made according to Configuration1  Configuration4 format, 

i.e. only the first and the last configurations are considered for the transition. 

All scanned data were sorted according to the date and time of data acquisition, 

before data analysis with the software tool built for that purpose. This was made in 

order to avoid confusion with the timeline of configuration changes and to avoid 

possible data inaccuracy. For example, if the collected data are not sorted 

according to timeline, the configuration change might be accidentally identified as 

a change from a higher to a lower level of configuration. 

Among the scanned networks, there are several recorded cases where 

configuration transition is as follows: WPA2Open, MixedOpen, WPAOpen, 

WPA2WEP, WPAWEP, MixedWEP, WEPWEP and OpenWEP. In all 

these cases, the settings which might be qualified as secure are changed to less 

secure settings, even using obsolete encryption type such as WEP. Since there is a 

little possibility to justify reconfigurations from WPA/WPA2 secured to Open 

networks, the explanation for transition from WPA/WPA2 secured to WEP 

networks is not possible, especially in the period between 2013 and 2016. 

Therefore, there is space for thinking that there might be an error in acquired data, 

sorting process or even in analyzing software itself. So far, the errors have not 

been identified and all statistical data can be considered accurate. If the errors 
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exist, the important thing is that they do not significantly affect the results and 

analysis since the number of listed cases is 62 or 0.6% of total networks. The other 

explanation is that AP was reset to factory settings and after this the provider or 

owner failed to configure AP again. 

The software identified 936 networks with changed configurations, which makes 

only 9.1% of all analyzed networks. Furthermore, the analysis tried to identify if 

these changes were generally made for better, worse or similar security levels. In 

order to do these analyses, the three criteria are defined. One criterion divides a 

large number of security types shown in Table I and Fig. 2b) in 25 categories 

according to transition from one grouped security level such as: Open, WEP, 

WPA, WPA2 and Mixed. The number of 25 means that each of 5 groups can be 

changed to the same 5 groups, e.g. OpenOpen, OpenWPA2 or WEPWPA2. 

The presented transitions are given in Table 7. 

Table 7 

The types of security setting changes and their percent in analyzed networks 

No. 

Group change No. of APs (%) 

Ch No. 
Group 

change 

No. 

of 

APs (%) 

Ch 

1 MixedMixed 371 39.64 N 14 WPAWPA 17 1.82 N 

2 MixedWPA2 61 6.52 B 15 MixedOpen 16 1.71 W 

3 WPA2Mixed 61 6.52 W 16 OpenOpen 14 1.50 N 

4 OpenMixed 53 5.66 B 17 WEPMixed 14 1.50 B 

5 OpenWPA2 49 5.24 B 18 WPAOpen 14 1.50 W 

6 MixedWPA 48 5.13 W 19 WEPOpen 5 0.53 N 

7 WPA2WPA2 39 4.17 B 20 WPA2WEP 4 0.43 W 

8 WPAWPA2 36 3.85 B 21 WPAWEP 3 0.32 W 

9 OpenWPA 31 3.31 B 22 MixedWEP 3 0.32 W 

10 WPAMixed 30 3.21 N 23 WEPWEP 2 0.20 N 

11 WPA2WPA 26 2.78 W 24 WEPWPA 2 0.20 B 

12 WPA2Open 18 1.92 W 25 OpenWEP 2 0.20 N 

13 WEPWPA2 17 1.82 B  Total 936 100  

The first analysis shows that a total of 936 changes of configurations were made. 

Further analysis shows that only some changes can be qualified as improvements 

in configurations. For this research, those changes are defined as: MixedWPA2, 

OpenMixed, OpenWPA2, WPA2WPA2, WPAWPA2, OpenWPA, 

WEPWPA2, WEPMixed and WEPWPA. According to this definition, only 

302 access points have been configured to match better security level, which 

makes only 32.26% of changed APs, and only 2.94% of all analyzed access points 

(10,285). In Table 7 in the column Ch, changes qualified as changes to better are 

marked with B, changes to worse are marked with W and with neutral impact on 

higher security with N (none). 
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The second criterion is defined by considering changes to WPS configuration. 

Only 4 categories are defined here: noWPSWPS, WPSWPS, 

noWPSnoWPS, and WPSnoWPS. Again, the results are similar. Only 344 or 

36.75% of the changed APs are scanned with improved settings, which is only 

3.34% compared to the total number of analyzed APs. Only the transition from 

WPS to noWPS is considered as a transition to a higher security level. 

The third criterion defines 228 different security groups. Those groups are more 

detailed compared to 5 groups given in Table 7. The most frequent changes 

between groups (15 in total) are presented in Table 8. As in Table 7, changes in 

Table 8 in column Ch are marked with B for changes qualified as better, with W 

for changes qualified as worse and with N for changes without improvement. 

According to these analyses 652 detailed security groups were improved (a wide 

range of changes to betterment was considered, even the very small 

improvements), which makes only 69.66 % of changed APs, and only 6.34% of all 

scanned and analyzed networks. 

Table 8 

The detailed types of security setting changes and their percent in the total number of analyzed 

networks 

No. Detailed Security Group No. of APs (%) Ch 

1 Mixed_TKIP_CCMP_PSK_WPSMixed_TKIP_CCMP_PSK_noWPS 284 30.34 B 

2 Mixed_CCMP_PSK_noWPSWPA_CCMP_PSK_noWPS 18 1.92 W 

3 Open_noWPSWPA2_CCMP_PSK_noWPS 18 1.92 B 

4 WPA_TKIP_PSK_noWPSWPA2_TKIP_PSK_noWPS 16 1.71 B 

5 Open_noWPSWPA2_TKIP_PSK_noWPS 15 1.6 B 

6 Open_noWPSWPA_TKIP_PSK_noWPS 15 1.6 B 

7 Mixed_TKIP_CCMP_PSK_noWPSMixed_TKIP_CCMP_PSK_WPS 14 1.5 W 

8 Open_noWPSMixed_TKIP_CCMP_PSK_preauth_noWPS 12 1.28 B 

9 Open_WPSMixed_TKIP_CCMP_PSK_WPS 12 1.28 B 

10 WPA_TKIP_PSK_noWPSOpen_noWPS 11 1.18 W 

11 Open_noWPSWPA_CCMP_PSK_noWPS 11 1.18 B 

12 Mixed_TKIP_CCMP_PSK_WPSMixed_CCMP_PSK_WPS 10 1.07 B 

13 WPA2_CCMP_PSK_noWPSWPA_CCMP_PSK_noWPS 10 1.07 W 

14 Open_noWPSMixed_TKIP_PSK_noWPS 9 0.96 B 

15 WPA2_CCMP_PSK_WPSMixed_CCMP_PSK_WPS 8 0.85 W 

In all three cases, the percentage of changes to a higher level of security ranges 

from 2.94% to 6.34%. The percentage is given in comparison with all scanned 

networks discovered more than once for the period of 3 years. These results 

definitely confirm that, once the access point is installed and wireless network is 

configured, there is less than a 10% chance that the system will be configured 

again. The chances that the access point configuration will lead to better security 

settings are even smaller, since only 2.94 to 6.34 percent of configuration changes 

actually raise the security level. 
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4.3 Limitations of the Study 

Certain limitations were identified during this study. The research lacks the 

second scan in the city of Budapest in the period after 1-2 years. This second scan 

will allow analysis of the configuration change rate for Budapest, as well as 

comparison of this wireless security aspect between Budapest and Belgrade. 

Careful planning for the Wardriving routes is also missing in this research. For 

example, by distinguishing tourist, business and residential areas, this research can 

enable carrying out a more accurate and more productive analysis, allowing 

deeper understanding of problems and leading to more suitable solutions for 

specific areas of human living. The separate analytics of enlisted areas will also 

provide a good starting point for further analysis, and possible inclusion of 

sociologists, urban and economic experts in multidisciplinary research projects. 

Conclusions 

This paper presents the results of the wireless security circumstances in Budapest 

and Belgrade, by using a methodology based on Wardriving. The research was 

conducted from November 2013 to February 2016. The first part of the research is 

from 2015/2016 period and it is used for comparison of wireless security in 

Budapest and Belgrade. The total of 14,287 networks in Budapest and 18,070 

networks in Belgrade were discovered during this period. 

The wireless security situation in the cities of Budapest and Belgrade shows a lot 

of potential for improvement. The highest level of security (WPA2 with CCMP) is 

not present in a desired range. The situation in Belgrade is better regarding this 

parameter as 44.46% of the networks use CCMP in WPA, WPA2 or Mixed-mode, 

compared to 28.49% in Budapest. It still accounts for less than 50% of all 

networks and this should be improved. The situation in Belgrade is also better 

comparing the WPS features, since 26.53% networks in Belgrade and 32.44% 

networks in Budapest use this vulnerable feature. In both cities, the situation has 

to be significantly improved by reducing the number of WPS enabled access 

points. 

The percentage of Open and WEP security access points is similar in both capital 

cities. The only difference is that in Belgrade there is a higher percentage of 

WPA-Personal networks, 7.97% higher than in Budapest. On the contrary, the 

percentage of Mixed-mode networks in Budapest is 9.61% higher than in 

Belgrade. This gives a slightly better security result in favor of Budapest while the 

total percentage of the most secured networks (WPA2-Personal and WPA2-

Enterpise) is similar in Budapest (34.5%) and Belgrade (34.83%). 

The second phase of research compared Belgrade Wardriving statistics for period 

2013/2014 and period 2015/2016. Findings of this research clearly point out that 

the wireless security situation is not perfect, but it has changed through time. This 

conclusion can be made by comparing results in Belgrade in periods 2013/2014 
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and 2015/2016. The improvement in the security situation was made by deploying 

new and cost-effective access points over the time, where the newly deployed 

access points were configured with more expertise and attention. The 

configuration of once deployed access points changes very rarely (ranging from 

2.94% to 6.34%). 

The final conclusion is that the best way for raising the overall security of wireless 

networks is to raise the awareness of wireless users and wireless network 

providers regarding the threats, vulnerabilities and best methods for security 

settings. 

In future work the presented methodology for security change analysis, can be 

improved, by making changes in the software for security analysis and reporting. 

For example, development of more detailed criteria for rating improvements of 

security changes can also be useful, leading to creation of better policies in 

deploying new APs, as well as, finding the main reasons for the less secure APs 

settings. In addition, the discussed limitations of the study open challenging 

directions for further research through considering different aspects of human 

living and composing multi-disciplinary research teams. 
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Abstract: Customer oriented conduct and process-based thinking have become quasi-vital 

pillars of long-lasting competitiveness, for the business world today. Following this 

approach should result in satisfied customers, decreased costs and efficient employees. 

However, the leadership in higher education is just starting to learn this way of thinking. 

The increasing focus on quality issues and the process-related approach to this is catalyzed 

by several factors. For this reason, we have decided to take the analysis of a novel 

approach in higher education as the main topic of this study. The focus of our analysis is 

the organizational process of preparing the Scientific Students' Associations (SSA) 

conference; this conference is an indispensable element in the effective nurturing of talent. 

We used a questionnaire-based survey – which provided an in-depth analysis of the 

different elements of the SSA activities – to make proposals related to possibilities for 

improvement that could increase the satisfaction of university students. 

Keywords: higher education; talent nurturing; process management; university student 

satisfaction questionnaire; quality improvement 

1 Introduction 

The quality of higher education has received growing attention in Hungary over 

the last couple of decades. This is similar to the experience in other European 

countries: higher education has become a mass market service, characterized by a 

growing number of students and increasingly distinctive institutions [1]. 

Simultaneously, with the transformation in higher education in Hungary, State 

support, for University Students, in social sciences and economic studies basically 

ceased to exist, resulting in students having to pay for their education. These 

issues have increased quality-related demands regarding both the content and the 
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supporting processes of education. In the meantime, the competition between 

institutions for students has also grown [2]. 

For these reasons, constant measurement and increases in efficiencies in student 

satisfaction have gained more traction [3]. An institution in the current Hungarian 

higher education system can best gain new students and keep its current base by 

achieving a suitable level of student satisfaction and actively managing the results. 

Several ranking processes also support this argument, as they put significant focus 

on measuring and documenting student satisfaction. 

It has been proven that process-based organizational development could be the 

best practical solution for the efficiency increase mentioned above. Our paper 

aims to illustrate and prove the significance of this approach. 

2 Literature Review 

2.1 The Interpretation of Quality in Higher Education 

Higher education is a service based on a special technology: the object of the 

technology is the student, and the one who implements it is the professor. [4] The 

final result of an education process that lasts for several years is that qualified 

students become professionals. This fact means that it is not easy to define the 

customer, but, in accordance with the approach that is nowadays widely accepted, 

we regard the student as the primary customer [5]. It is therefore, important to 

consider student feedback concerning the quality of the service provided by the 

higher education institution [6]. 

With respect to this special ‘technology’, education quality is the key issue for 

higher education. Crombag [7] divides this expression into two aspects: the 

efficiency of education (the time- and cost-efficient implementation of knowledge 

transfer) and the quality of graduates (the amount, depth and usability of the 

knowledge students have when they enter the labor market). This approach clearly 

implies that further factors, such as supporting administrative processes and 

infrastructural features, also have a significant impact on the quality of education. 

2.2 Process-based Thinking 

In order for organizational processes to work continuously and efficiently, 

different organizational features (i.e. ‘enablers’) are required, which Hammer [8] 

classified into the following five categories: creating a process model, following 

up on the process with numerical measures, preparing the implementers of the 

process, providing a process infrastructure and assigning a process administrator. 
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To implement these features successfully, in the long run, a wide-scale, strategic 

approach is necessary, which requires organizational culture change as a main 

element [9]. The process-based approach and process management have both 

become so widespread nowadays that it is difficult to imagine any quality 

management system that does not use them. The crucial features of the approach 

are also described by some of the principles defined by Hammer [10]: 

 All work can fit into a process 

 Any process is better than not having one at all 

 Even a good process can be made better 

A well-defined and regulated process structure serves as a starting point for 

further management activities, irrespective of the process management approach 

or process improvement principle that we use. A detailed mapping of the 

processes is an unavoidable task, as this will help us to get to know and 

understand how the company/organization works. 

Recording the processes within the organization can be very advantageous: 

process procedures do not have to be invented, the responsibilities are clear for 

everyone, and the tasks are carried out – if careful considerations are applied – in 

an optimized way. There is usually serious resistance to change within an 

organization, but involving the employees in the changes and the creation of new 

systems, can positively affect the issues [11]. 

The examples set by foreign higher education institutions and in related domestic 

and international studies, however, increase the need for an institutional quality 

and process management environment [12]. Most of these institutions started to 

establish their own systems on an ISO, TQM and EFQM or ENQA basis, with 

some success. It is important to highlight the fact that the system models 

mentioned above all expect a process-based approach (the management of 

processes). 

With regard to the characteristic features of higher education institutions, it is our 

view that a comprehensive implementation of the process management approach 

is also possible without relying on the systems briefly discussed above, as a result 

of that, the demand for efficient organizational work, which is the result of a lack 

of financing; customer orientation, which is more popular as the market size 

decreases (and requires, for example, clear, transparent, and consistent 

administrative measures) and supporting information systems become more 

pervasive, as a result of institutional developments. 

2.3 Structured Measurement System 

The approach based on process management related to quality improvement starts 

with process identification and the creation of a structured measurement system 
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based on this. Identifying the key elements and mapping their essential quality-

related features are essential elements at this stage. Afterwards, quality indicators 

can be determined, the necessary measurements can be carried out and the results 

can be evaluated in order to identify the possibilities for improvement. 

A quality indicator is a measurement index that provides information about past 

and present events and circumstances in a numerical form, to allow the 

measurement and evaluation of quality. It has to signal the deviating values, so 

that certain areas can become highlighted, for which a more in-depth examination 

and/or analysis is required. Quality-based indicators related to several levels of the 

higher education process, are necessary, in order to analyze the concept of quality, 

which is, effectively, too complex and unmanageable [13]. 

There are three different levels of quality indicators. Institutional/faculty 

indicators assist the work of the senior management. Quality indicators support 

operational decision-making, with the aim of measuring institutions’ internal 

operations directly, and creating a basis for key indicators. Finally, there are also 

measurement units that help to evaluate and improve processes, and support the 

decisions of process administrators [14]. 

When it comes to improving domestic higher education institutions, it is worth 

starting from two sources: the systematically collected, wide-ranging and 

abundant data stored in IT systems and the feedback from satisfaction-related 

questionnaires. By performing a systemization, selection and evaluation of these 

data, we can establish quality indicators that are suited to the system-related 

requirements. Regularly analyzing these, in the long run, can help to track 

performance and to reach objectives in system improvement, and a comparison 

with other systems can also be achieved. 

3 Case Study 

In parallel to the increased mass marketing of higher education, nurturing talent 

still continues to be a strategic task of every higher education institution. As this 

mass marketing continues, we are convinced that it is of great importance to 

manage the process of nurturing talent according to scientific standards. The 

importance of the traditional master–student relationship is not to be neglected, 

although mass education requires other types of relationships, processes and 

methodologies, as well. 

Our case study analyzes the process by which a Scientific Students' Associations 

(SSA) Conference of the Faculty and Economics and Social Sciences (FESS) at 

the Budapest University of Technology and Economics (BUTE) is organized. 
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The SSA conference is an important tool and opportunity for students to learn 

about new and interesting research areas beyond their direct everyday study 

activities and to enrich their professional experience. In this way, the SSA 

conference is also a quality-increasing tool that contributes to the increase in 

student satisfaction and the university’s reputation. For this reason, an analysis of 

how the system works and how motivated the students are assists with the quality 

improvement practices of the faculty [15]. 

The organizing process is composed of several elements and a system built on 

these elements, but of course, it is also closely related to other educational and 

education-organizing processes regarding the nurturing of talent. The SSA itself is 

not suited to studying and supporting talent; for this, quality-oriented management 

of the whole educational-training process is necessary. The SSA activity is 

organized and managed by a faculty committee, at BME. We have collected their 

experiences in the field, after worked for several years within the faculty 

committee leadership. 

3.1 Determining the Process 

Drawing a flowchart is an excellent way of making a visual representation of a 

process and understanding its actions, activities and steps. By making the 

connecting points of each step in the process transparent, the flowchart can enable 

a flawless operation. For a flawless performance, an understanding and overview 

of the administrative processes that support education and the nurturing of talent 

in the mass market of higher education is essential. 

For the University, the organization of an SSA conference is part of the basic 

research process, although it also contains several administrative elements. The 

process we analyzed was made up of a chain of events, starting from the first 

announcement of the conference and ending with the concluding steps after the 

award ceremony. We did not consider the connecting points to other processes, as 

we do not deal with these within this paper. The process is not logically 

complicated, and it is linear in terms of the structure. We considered the SSA 

Committee’s decision about the date of the conference as the primary step. The 

core part of the process falls into a period of the first three months of the autumn 

semester. The main activities are the following: 

 Spreading the call for the conference, advertising – organizers 

 Registration the students (intention of participation, recording basic data 

and a summary, starting on 1
st
 September) - organizers 

 Preparing and submitting the papers - students 

 Grouping the papers into sections, setting up commissions – organizers 

 Preparing a program booklet – organizers 
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 Preparing for the presentation – students 

 Organizing the conference and participating in the conference – students 

and organizers (typically organized in the middle of November) 

 Administration concerning the results, data provision – organizers 

The activities of students and institutional participants usually succeed each other 

during the organizing process, and the SSA secretary has a key role in these steps. 

A complex process diagram that contains all the tasks of everyone involved is too 

composite: it helps with an overview, but it is not particularly useful for clarifying 

personal roles. Thus, the responsibility circles are represented with pools and 

swimming lanes on the complex process diagram. Student satisfaction is the focus 

of our improvement, and the process has a significantly large number of 

participants in student-related roles. Therefore, we have prepared a simplified 

exhibit which only represents students’ activities, thus keeping the connection 

points and putting the focus on the student ‘lane’. The deadline for the activities 

was added on top of these, as that is the most critical element of the organization. 

For the preparation of the process diagram, we used a simplified version of the 

rules of BPMN (Business Process Model and Notation). Figure 1 shows a part of 

the process, prepared in ARIS Express. 

 

Figure 1 

Part of the process diagram focusing on students 

Information provision and deadline-related risks may arise at the level of the 

process steps. Transparent, detailed guides were prepared about certain tasks to 

mitigate these risks, and these were sent to the students in an email, as part of the 

steps for organizing the process. Additionally, as deadlines drew close, reminder 

emails draw the students’ attention to carrying out tasks as soon as possible. 

Further studies and research are possible in our view with the method of strategic 

technology road-mapping. This form of the method [16] could support both the 

process development in strategic analytical and marketing approach, and the 

visual systematization of the available information. 
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3.2 Identification of Measurement Indexes 

Regarding the critical elements of the process, quality is a decisive factor for both 

the student and the institution, and quality can be ensured by performing certain 

tasks properly during the execution phase, in accordance with the deadlines. 

Although some steps and the whole process itself can only be effectively assessed 

after the conference, this assessment can still ensure that there is adequate 

preparation for the next year. 

The following process indicators are examined: number of papers; number of 

applications after the deadline; number of papers submitted after the deadline; 

number of application-related technical problems; number of students pulling out 

of the competition, in proportion to the number of applicants, and proportion of 

prizewinners to participants; average number of students per supervising 

professor; proportion of SSA-participants in the latter PhD education; number and 

performance of students who were delegates to the National SSA Conference; and 

student satisfaction with the organization, infrastructural resources, and 

evaluations. 

Some of the indicators can be determined from data extracted from the relevant 

administrative system, while some are measured with the help of a student 

questionnaire that is sent to students after the conference. 

By using a web-based administrative system, a wide range of indicators can be 

measured. As an example, we present how three of them have developed over the 

last few years (Figure 2). 
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Figure 2 

Development of measurement indexes in the last five years 

A tendency can be observed in the decreasing number of papers. This is because 

the faculty has put a greater focus on the quality of the papers that can be 

submitted: authors have to come up with carefully composed work of their own. 
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During the conferences, we do our best to avoid using applicants who drop out 

during the preparatory period. To achieve this goal, we advise students to start 

their work in the semester prior to the conference, to plan their tasks and to make 

these tasks transparent. The number of papers submitted to the National SSA 

Conference has been constantly growing, over this period, as a result of a 

conscious decision to have as many faculty representatives and prizewinners there 

as possible. 

We used the questionnaire method to collect information from the students 

involved. Our questionnaire (Figure 3) had the primary aims of assessing student 

satisfaction related to the important steps and to the significant actors in the 

process, collecting general feedback, and identifying improvement possibilities. 

As the process can be interpreted as a service provision, we used the ten service 

dimensions of Berry et al. [17] and the groups represented by the SERVQUAL 

model [18], to set up a list of questions for our questionnaire. Questions Q1-Q18 

are all closed, process-related questions with positive content, which students 

evaluated using a four-level (1 – absolutely not, 4 – completely) scale. To inquire 

about the composite reputation of the conference, we applied the Net Promoter 

Score (NPS) method (Q19), which is also used in various service sectors to 

measure customer satisfaction. In practice, this means the evaluation of one simple 

question… ‘What is the likelihood of you recommending the organization/service 

to your friends or colleagues?’, on an 11-point scale [19]. We consider students’ 
informal ‘recommendations’ of the SSA conference as a facultative program of 

great importance, and thus the method is worth applying. We also included three 

open questions (Q20-Q22) in the questionnaire, in order to make room for the 

formulation of individual and borderless opinions, and these questions covered the 

following: strengths, fields in need of improvement and additional feedback. It is 

an important goal at our faculty to include as many students as possible in the 

talent nurturing process of the SSAs, and therefore we also added some questions 

about student motivation and application circumstances (Q23-Q27): time of and 

reason for application [20], number of working hours spent on the SSA, 

relationship with the topic, and contact with the supervisor. We concluded the 

questionnaire with questions about the participants: their level of education and 

the faculty at which they were studying (Q28-Q29). In addition to the replies 

given to all these questions, we recorded one further piece of information about 

the responding students: the place they achieved at the conference (1
st
, 2

nd
, 3

rd
 

place, laude (4) or no place achieved (5)). They did not have to provide us with 

this information, as the questionnaires were sent out separately, in accordance 

with the five possible cases. 

All the students who participated in the conference received a hyperlink to their 

contact email address directing them to the electronic questionnaire. One week 

was provided to fill it out. 
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To what extent do you agree with the following statements? (1 – absolutely not, 4 – completely) 

1. Tasks and expectations related to the SSA conference were clear and easily understood. 

2. The timing of the SSA conference was transparent and easy to plan against. 

3. Tasks related to the SSA conference could be completed without any serious problem. 

4. Instructions on the tasks to be completed and upcoming events were appropriate. 

5. My supervisor was informed about the SSA to a necessary extent (general proceedings, some 

important information) 

6. The faculty SSA’s secretary was helpful and attentive. 

7. Contact with the faculty SSA’s secretary was appropriate (I could reach or could have easily 

reached him if needed) 

8. The web portal gave effective help in the application process. 

9. The program booklet contained all the essential and relevant information. 

10. Presentational tools (e.g. laptops, projectors) were of appropriate quality and worked without 

any problems in our section. 

11. I am satisfied with the venue (e.g. size, formation, location) for my section. 

12. The commission for my section was well-prepared professionally and in how it dealt with the 

papers. 

13. The commission for my section was objective and consistent in its work. 

14. The final result and the prize-giving were professionally valid in my section. 

15. The prize-giving ceremony was organized appropriately. 

16. Overall, the conference was well-organized. 

17. Participating in the conference was useful for me in a professional sense. 

18. Participating in the conference was a positive experience for me. 

NPS value (0 – absolutely not, 10 – I would recommend it absolutely) 

19. On the whole, to what extent would you recommend the FESS SSA Conference to your fellow 

students? 

Regarding the steps of the organizing process and the overall organization (open questions): 

20. What did you like about the organization, the preliminary steps and the process of the 

conference? 

21. What and how should we change to make the conference even better for next year?  

22. What further comments or suggestions do you have about the conference? 

Application-related questions (closed questions): 

23. When did you decide to participate in the conference? 

1. One year prior to the conference, or earlier. 

2. In the spring semester just before the conference. 

3. In the summer directly before the conference. 

4. In the registration period of the conference. 

24. How did you make contact with your supervisor regarding your SSA participation? 

1. You contacted a professor/supervisor, and it was your idea to participate. 

2. The professor/supervisor contacted you, and your participation was his idea. 

3. This cannot be clearly stated, as the idea and the getting in touch were mutual. 

25. How was the decision for participation made? 

1. You chose to do research in a field that you were already acquainted with, using the help of 

a supervisor or professor that you had known from an earlier course.  

2. You chose to do research in a field that was completely new for you, using the help of a 

supervisor or professor that you had known from an earlier course.  

3. You chose to do research in a field that was already somewhat known to you, using the 

help of a new, unknown supervisor or professor. 

4. You chose to do research in a field that was completely new for you, using the help of a 

new, unknown supervisor or professor. 

26. How much time did it take for you in total to write your paper? 
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27. To what extent were the following factors important for you when applying? (closed questions, 

on a four-point scale: 1 – absolutely not, 4 – completely) 

a presenting the results of academic work you had previously conducted 

b getting to know an interesting problem/field of science 

c enjoying the experience of conducting research 

d developing my presentation skills 

e preparing for my thesis or diploma project 

f earning bonus points to continue my education (for a Master’s or PhD degree) 

g achieving professional success and recognition 

h earning bonus points for a scholarship (professional, international, university or faculty) 

i getting the financial reward related to prizes 

Information about the responding student: 

28. What is your level of education? (Bachelor or Master) 

29. Which faculty are you studying at? 

30. Your placement (1st, 2nd, 3rd, laude, no place achieved: each of them filled out different 

questionnaires) 

Figure 3 

The questions of the questionnaire 

We have been collecting student feedback for years, after the end of each 

conference. The feasibility of this project has become more and more composite 

and complex over the years. In this study, we assess the results for the years 2014–
2015, which are shown in Table 1. 

Table 1 

The data related to the satisfaction questionnaires in 2014 and 2015 

 2014 2015 

Position  Participants 

No. of 

students 

who filled 

it out 

Ratio Participants 

No. of 

students 

who 

filled it 

out 

Ratio 

Winner 26 12 46% 20 10 50% 

Runner-up 22 9 41% 22 14 64% 

3rd place 20 10 50% 17 8 47% 

Laude 19 9 47% 11 7 64% 

No place 

achieved 
40 15 38% 40 9 23% 

Total 127 55 43% 110 48 44% 

Using the data from the table, the totaled response rates of 43% (2014) and 44% 

(2015) show that the responses we collected enable us to make some deductions 

for quality improvement. 
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Figure 4 

The results for questions Q1–Q18 in the two years that were assessed 

Table 2 

Aggregated results (2014 and 2015) 

 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 

Mean 3.73 3.71 3.77 3.81 3.58 3.92 3.83 3.50 3.60 

Std. 

Deviation 
0.449 0.651 0.425 0.377 0.647 0.279 0.445 0.652 0.536 

 

 Q10 Q11 Q12 Q13 Q14 Q15 Q16 Q17 Q18 

Mean 3.56 3.60 3.60 3.40 3.38 3.73 3.73 3.77 3.63 

Std. 

Deviation 
0.848 0.707 0.707 0.869 0.866 0.449 0.536 0.472 0.733 

The histograms in Figure 4 and the statistical properties of Table 2 clearly show 

that the participants were basically satisfied with the process and the organization 

of the conference in both the years being examined. However, it can also be noted 

that areas of improvement can be identified with the help of this questionnaire and 

the ranking numbers related to it. Based on the numerical means for the results 

that were obtained from the ranking scales from the cumulative data for the two 
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years, Q6 (mean: 3.92) and Q7 (mean: 3.83) are exceptional fields, marking the 

distinctive role of the SSA Committee’s secretary. Q4 is a field with a similarly 

high mean (3.81), signaling good results in communication and the provision of 

information. Q13 (mean: 3.40) and Q14 (mean: 3.38) clearly have some room for 

improvement, as their results demonstrate that the different commissions for each 

professional section make their decisions in a slightly different way, using 

evaluation and assessment criteria systems that are not very transparent for 

students. Examining the mean values mentioned above is also necessary because 

the deviations related to them are much smaller. 

Above and beyond the descriptive statistical presentation, the questions regarding 

quality improvement can also be analyzed. As the histograms from the figures 

already show, there are some differences in the results for questions Q1–Q18 

between 2014 and 2015. The homogeneity test can help describe these with 

mathematical-statistical tools. It is known that the Mann–Whitney test can be used 

as such a homogeneity test for the case of ranked numbers [21]. This test works 

with the hypothesis that two samples come from an identical population. If this 

can be proved, then there is no significant deviation for the results of the two 

years; otherwise, the results of the quality improvement can be clearly confirmed. 

When making an individual analysis for each of the two years for the 

questionnaire questions related to conference organization, the Mann–Whitney 

test shows a significant improvement in the areas indicated in Table 3. This 

improvement is confirmed by the fact that the p values show an exceptionally low 

significance level, making the initial hypothesis unacceptable as there is a 

significant difference between the two populations. 

Table 3 

Questions showing differences for the two years (2014 and 2015) 

Question Q2 Q3 Q4 Q8 Q17 

Mann-

Whitney 

U = 1023.5 

p = 0.018 

U = 1011.5 

p = 0.014 

U = 1000.0 

p = 0.007 

U = 952.0 

p = 0.008 

U = 1058.0 

p = 0.032 

The significant differences are not accidental. From the experience recorded in 

2014, the SSA Committee of the faculty, its president and its secretary carried out 

important and conscious changes in the management of the application process, 

and also in the field of informative and reminder-related communication. The 

website of the conference was renewed to a significant extent for the whole 

university: important changes were made to it in regards to both its content and its 

structure. These results are essentially due to the successful identification of 

process elements that particularly contributed to an increase in student 

satisfaction. 

As we have already indicated, the NPS method can be particularly helpful in 

analyzing the process of the SSA conference, as it is used to assess customer 
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satisfaction for several service-based processes. We therefore categorized the 

replies we received, using the NPS methodology, thus, based on the replies, 

differentiating between a category of detractors (those who would not recommend 

the conference) who gave values between 0 and 6, a passive category for those 

who gave values of 7 or 8 and a category of promoters (those who would 

recommend the conference) for those who gave 9 or 10. Calculating the final 

result is also simple: the percentage of detractors is subtracted from the percentage 

of promoters, which leads to the NPS index. [19] The NPS values, calculated from 

the results for the answers given to the question ‘On the whole, to what extent 

would you recommend the FESS SSA Conference to your fellow students?’ 
(Q19), confirm the positive reputation of the conference: 

• NPS value in 2014: 44% (40%+15%-5%-2%-4%)  

• NPS value in 2015: 67% (58%+17%-2%-6%) 

 

Figure 5 

Results for question Q19 

Based on the values from the two years, there is a clear improvement in the 

reputation of the conference. Along with the NPS methodology, the Mann–
Whitney non-parametric test can also be used to assess the improvement related to 

question Q19. This test, comparing the ordinal values for the two years, again 

points out that the results cannot originate from the same population (U = 1044, 

p = 0.051). 

The relations between certain questions can be analyzed using several different 

combinations, the results of which may then further perfect or slightly alter 

previous findings. In our case, it may make the most sense to examine whether 

there is any relationship between the position achieved and the cumulative 

evaluation of the conference (NPS). We carried out the analysis based on the 

cumulative data for 2014 and 2015. By using a cross-tabulation analysis, we 

examined both the position (Q30) and the cumulative evaluation (Q19) as ordinal 

variables. As the cross-tabulation based on the variables is asymmetric  

(5 categories for position, 11 categories for evaluation), the results for Kendall’s 

tau-c measure, which is 0.235 in our case, are determinative. This indicates a weak 

relation with a reverse ratio, meaning that those who achieved a better position 

(those with a lower number) gave a better evaluation of the conference (a higher 

value). 
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Figure 6 

The relation between the cumulative evaluations (Q19) and the placement (Q30) 

From the assessment of the achieved positions and certain questions it is worth 

highlighting the two with the worst results (Q13, Q14), which relate to the 

evaluation of the commission and the final result within the section. We carried 

out the analysis based on the cumulative data for 2014 and 2015, in a similar way 

to the process presented above: an asymmetric cross-tabulation was obtained from 

the variables (5 categories for position, 4 categories for evaluation), and the results 

of Kendall’s tau-c measure, which are -0.260 for Q13 and -0.370 for Q14, are 

determinative. This indicates a moderate relation with a reverse ratio, so that those 

who achieved a better position (those with a lower number) gave a better 

evaluation for the relevant questions (they gave a higher value). This observation 

further supports our previous arguments: the work of commissions has to be made 

more transparent and clear for the students. 

With the help of students’ answers given to the open questions (Q20-Q22), we get 

an overview about the areas and features of the conference that can be identified 

as strengths or in need of improvement. This feedback is also important because 

solutions to the problems may also be recommended by the respondents. When 

analyzing the outcomes for previous periods, we can show that the results to the 

closed questions in the satisfaction assessment are supported by the answers to the 

open questions. 

SSA conference is the significant way of nurturing talent in higher education and 

when considering its long-term possibilities for success, it is essential to assess 

how the students make contact with their professors and supervisors. It is for this 

reason, that we composed questions Q23, Q24 and Q25 in the questionnaire. The 

diagrams in Figure 8 show the cumulative results for two years. These diagrams 

clearly show further potential for improvement. The results for question Q23 (the 

diagram on the left) imply that almost 50% of the students only decided to 

participate in the conference (4 response options) a few weeks before the event. 

This demonstrates that student–professor links are missing for these students, 

when such links could guide the students much earlier and in a more conscious 

way in order to achieve better results. Question Q24 (the diagram in the middle) 

also shows similar results, as a significant number of the students indeed made 
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contact with their supervisors on their own, and it was not the professors who 

guided their students (the first response option). The results from question Q25 

(the diagram on the right) clearly draw our attention to the fact that the talent 

nurturing process goes beyond the activities related to the SSA conference, as a 

clear majority of students decided to participate in the conference on the basis of 

their earlier study experience and their ties to professors (first response option). 

 

Figure 8 

Results for questions Q23, Q24 and Q25 

As we have already shown in previous examples, the correlation between the 

individual answers can also be assessed for this group of questions. We used the 

cumulative data from two years to analyze the relationship between questions Q23 

and Q25, and we assessed both of them as nominal variables, with the help of 

cross-tabulation. The significance level of the Pearson Chi-Square is 0.028, and 

we therefore reject our hypothesis about the independence of the two variables, 

meaning that there is in fact a relation between the two variables. The Cramer V 

associative measurement index shows the strength of the correlation between two 

nominal variables, and this is a number lying between 0 and 1. In our case, it is 

0.380, indicating a weak-moderate correlation. When analyzing the cells of the 

cross-tabulation we find that the applicants who applied in the registration period 

usually did so, on the basis, of an earlier topic and having a supervisor they had 

previously known. 

 

Figure 9 

Results for question Q26 

The results for question Q26, in the same way as before, also draw our attention to 

the fact that talent nurturing has great importance in all phases of the education 
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process. Figure 9 shows that the number of work hours spent on writing the paper 

is not significant for the majority of the students. It is our belief, and it also 

matches our previous findings, that this is not the real result, because a lot of 

students link their SSA conference preparations with their earlier and current tasks 

related to their project-based education. At our faculty, students spend a 

significant number of work hours carrying out different project tasks for external 

institutions, besides their SSA activities. These tasks also serve as a basis for 

theses or diploma plans later on. They are required to compose written reports and 

presentations about the tasks, and these can be effectively used when preparing the 

SSA conference paper. Tasks related to quality improvement for the future are 

also present in this area, as professors and supervisors of such project tasks need 

to realize this fact and be encouraged to combine project-based teaching and the 

SSA activities during their students’ studies. 

An interesting correlation is shown when analyzing the relationship between 

question Q26 and the position achieved. To assess this, we treat the self-admitted 

work hours as a (numerical) variable that can be measured on a ratio scale, while 

the position is regarded as an ordinal variable. Thus, we can analyze the 

relationship between the variables using one-way variance analysis (One-way 

ANOVA). Before doing this, it is worth checking whether the groups assigned by 

the ordinal variable have the same dispersion within the group. In our case, we 

proved this successfully, using the Levene test: F=0.237, p=0.883. According to 

the F-test of ANOVA, the null hypothesis, claiming that the group means assigned 

by the ordinal variable are equal, needs to be accepted (p=0.883), so the position 

achieved is independent of the admitted work hours. As for the results of our 

previous analyses, we believe this to be the reason for the latent talent nurturing 

already mentioned. 

 

Figure 10 

The correlation between the number of work hours (Q26) and position 

Using our questionnaire, we can assess the situation relating to the evaluation of 

the SSA sections, which has been a problem ever since the introduction of multi-

cycle education: if Bachelor and Master students who are competing against each 

other are evaluated in the same way, is it the Master students with more 

professional knowledge who win prizes more often? To assess this question, we 

again took the results from 2014 and 2015, as the basis. We analyzed the ordinal 

variables for position (Q30 – 5 categories) and level of education (Q28 – 2 

categories: Bachelor and Master Students) with the help of a non-symmetrical 
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cross-tabulation method. The value of Kendall’s tau-c measure is -0.305. This 

indicates a moderate relation with a reverse ratio, so those who achieved a better 

position (a category with a lower number) are more likely to be Master students (a 

category with a higher number). This result means a new task for quality 

improvement. Although it is a constantly emphasized expectation of the SSA 

Committee that each commission evaluates everyone equally, in accordance with 

the quality of their education, Figure 11 still shows that this is not so in reality. 

Therefore, if it remains impossible to organize separate sections for Bachelor and 

Master Students, we will have to keep up our strong efforts regarding the 

evaluations. 

 

 

Figure 11 

The correlation between the level of education (Q28) and position 

Question Q27 analyses students’ motivational viewpoints. Nine reply options 

(Q27a-Q27i) were identified, using student feedback from previous years. Figure 

12 shows the cumulative results for the two years. Concerning the objectives of 

nurturing talent, the results are comforting, as the students are primarily motivated 

by enjoying the experience of conducting research (Q27c, mean: 3.39), getting to 

know an interesting problem/field of science (Q27b, mean: 3.37) and achieving 

professional success and recognition (Q27g, mean: 3.37), and they are not 

particularly motivated by the financial reward of the prizes (Q27i, mean: 1.87) or 

earning bonus points for a scholarship (professional, international, university or 

faculty) (Q27h, mean: 2.32). These results are similar to findings of Bérces’ 
former studies [20]. 

 

Figure 12 

Students' motivational reasons (Q27) 

Conclusions 

Identifying processes and setting up a measurement system based on these 

processes makes it possible to carry out quality improvement using a process 
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management approach. This argument is supported in our case study, in which we 

analyzed the organizational process for the Students’ Scientific Association 

Conference at the Faculty of Economic and Social Sciences of the Budapest 

University of Technology and Economics. Since student satisfaction was the focus 

of quality assessment, we identified the process based on this and we used the 

simplified rules of BPMN modeling and the ARIS Express software to prepare a 

flowchart. This step was followed by identifying measurement indexes and 

process indicators. Based on data from previous years, we provided numerous 

examples of how indicators, that were either available in the administrative 

systems or were retrieved from the results of the questionnaire, could be analyzed. 

The SPSS program was used for mathematical/statistical analyses. 

Finally, we found that a process management approach and methodology can be 

an excellent choice, when it comes to quality improvement in higher education 

processes. Process identification, choosing indicators, completing related 

measurements and designating quality improvement actions, can all be applied in 

the case, of any fundamentally important, higher education process. 
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Abstract: The aim of this study is to establish the relationship between the degree of an 

organizations' innovation and external dimensions, taking into account the dynamics of 

fluctuations from the environment together with the characteristics of organizations, 

implemented incremental management innovations and realized business results. The 

object of the research is the analysis of a changeable contextual frame of innovation in 

large organization systems. While doing the research, we observed the performance of 

large organizational systems during 2012 and 2013, depending on the fluctuations of 

external and internal factors that influence innovation. A random sample of 50 large 

organizational systems, in the territory of the Republic of Serbia was used, which 

represents 5% of the base number and covers all regions and business sectors. During the 

testing of set hypotheses, we used the following statistical methods: ANOVA, MANOVA, 

and the Kruskal-Wallis tests. The research results indicate the existence of the difference in 

innovation degree, depending on consumers’ preferences, as external dimension and 

number of employees, values of operating income and operating assets as internal 

dimension, as well as, a statistically significant correlation between entrepreneur-oriented 

managerial behavior as an aspect of management innovation and organizations' 

innovation. 

Keywords: contextual perspective; institutional changes; entrepreneur-oriented 

managerial behavior; organization's innovation 

1 Introduction 

Innovation is of fundamental importance for improving organizational 

performance and the very survival of an organization [13, 42]. It also represents a 

necessary and natural part of modern business concept in order to make maximum 
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use of the positive changes that lead to progress and development at the level of 

organizations, state and society. The research focuses on the impact of turbulent 

developments, from the external environment, on the degree of organizations' 

innovation, as well as, the influence of changing internal organizations' context 

through characteristics of organizations and implemented incremental 

management innovation, such as, the application of entrepreneurial-oriented 

managers’ behavior, at the level of observed organizations. Management 

innovation is the difference in the form, quality, or state over time of the 

management activities in an organization, where a change is a novel or 

unprecedented departure from the past [24, 49] of an organization or the whole 

business sector. Until now, this type of innovation was analyzed from different 

aspects [23, 29, 48], but it still represents an insufficiently analyzed empirical 

category [6, 39] which should not be neglected due to positive effects it has on 

business performance. Such poor attention of public research aimed at innovation 

in management is unjustifiable.  Today, in the modern business environment faces 

a transition from a knowledge based economy, to an economy based on creativity. 

This raises the necessity of implementing novel innovations, to insure 

organizations can still be leaders in the market [11, p. 17]. As such, innovation in 

management is a significant driver of efficient and effective business based on the 

application of new ways of doing business which results in the growth of business 

performance [6, 23] and maintains a competitive advantage. 

The orientation of the research is focused on identifying the external and internal 

context of major organizational innovation systems within the territory of the 

Republic of Serbia. The external context is analyzed through the impact of 

turbulent competitive developments, technological progress, changes concerning 

consumers and legislation. This is one of the possible classifications of external 

factors according to Bourgeois and Eisenhardt (1988). The internal context of 

innovation is seen through an implemented incremental management innovation, 

such as, entrepreneurial-oriented management behavior. With the proper 

institutional framework in place, the necessary incentives are created in order to 

foster productive entrepreneurial activity which, then, in general, serves as a 

catalyst to greater long-term growth [18, p. 73]. The difference between levels of 

innovation within organizations that belong to the sector of large organizations 

was also observed from the perspective of selected characteristics, such as: 

number of employees, the amount of operating income and operating assets. 

Emphasis was placed on large organizational systems because theory and practice, 

in terms of business innovation, have at been given precedence, to small and 

medium-sized organizations and only more recently, to large business systems. 

Large organizational systems whose operations are geographically dislocated have 

global access to information and resources, which provides a basis for innovative 

ideas and enables usage of more modern equipment and greater expertise. On the 

basis of various theoretical points of view, some of the criteria in favor of greater 

innovation within large organizational systems [4, p. 134], [41, p. 213], [44, p. 3] 
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are: Investment into research and development activities in proportion to the 

growth of organization; as the organization grows, research and development 

productivity grows thus accordingly; higher return on investment within those 

organizations whose fixed costs of innovation are allocated to higher sales 

volumes; lower risk regarding the implementation of innovative activities; 

possibility of applying economies of scale and width during innovation 

production. However, some studies suggest a more frequent failure in attempting 

innovation implementation within large organizations, often leading to 

engagement of consulting organizations that carry out market analysis, identify 

new or unmet needs, generate promising ideas and transform them into working 

prototypes [2]. 

2 Literature Review 

Innovation in a broader sense represents a profitable use of novelties in the form 

of new technologies, products and services, organizational, technical and socio-

economic solutions [32, p. 6], as well as, challenges from the environment. That 

emphasizes the importance of the interaction of innovative activities of an 

organization within the environment, as the use of external sources leads to the 

implementation of new concepts of creativity and know-how in organizations [34, 

p. 528]. Lately, greater attention has been devoted to the role of management as a 

rational category in the implementation of innovation, because they lead to higher 

productivity, better quality of satisfaction of clients' needs [26, 37], growth 

efficiency, effectiveness, and achievement of sustainable performance, in order to 

achieve long-term competitive advantage. Therefore, we can introduce a new 

category of open management innovation that will enable systematic 

encouragement of research and a wide range of internal and external sources of 

innovation opportunities, integrating them with capabilities of the organization 

and widespread usage of these possibilities, using a number of communication 

channels [52, p. 377]. 

From the perspective of innovation, management activity can be seen as a process 

for creating innovation throughout the whole chain of operations at the micro 

and/or macro levels, which allows participants, individuals, entrepreneurs and 

organizations to produce specific and novel results [36, p. 6]. Coordinating 

creative and productive resources is necessary during this process, including 

financial resources, technological artifacts and human/social capital [17]. The goal 

is to create organizational systems that support cooperation and learning, to 

implement management practices focused on business processes based on 

continuous improvement of products, services, processes and employees’ 
accomplishments, aiming at customer satisfaction and organizations’ survival [3, 

p. 473]. 
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Innovation in management can be defined as the process of generating and 

implementing management practices, processes, structures and techniques that are 

new and focused on improving organizational goals [6, p. 829]. Throughout the 

process of style transformation and the fundamental principles of contemporary 

business management, organizational changes are implemented into existing or 

new operational and production activities [31]. This leads to the formation of a 

new business model with the goal of successful conversion of existing input into 

the desired output while taking time, cost and quality into account. Within their 

management system, organizations can implement organizational changes of 

greater or lesser degree of innovation through implementing incremental 

innovation in order to keep the current vitality of an organization, and radical ones 

with the aim of achieving business vitality in the future [16]. Convergent changes 

lead to minimal changes in business management, similar to the way it was done 

in the past, while the revolutionary ones imply parallel changes in strategy, 

structure, systems and culture of the organization, leading to a radically new way 

of doing business [5, p. 4]. According to Lambić [30, p. 146] revolutionary 

changes in organizational activities can result in the introduction of new 

production processes and new ways of creating original technologies and 

products. The ultimate goal of these changes is the implementation of a new 

business model, which means finding new business logic and creating new value 

for stakeholders through income generation and eventually defining new 

propositions for consumers, suppliers and business partners [9, p. 464]. 

In order for organizations to survive in today's business environment, they must 

constantly innovate in their practices and business behaviors [38, p. 291] through 

the implementation of entrepreneurial management perspectives. This involves 

radical changes and demands innovation and creation, either bringing an entirely 

new market into existence or enhancing an existing market in a significant way 

[46, p. 160]. Organizations cannot be successful, in the long term, without people 

who possess the characteristics of entrepreneurs; also, organizations cannot be 

successful if individuals are entrepreneurial, but the conditions within the 

organizations are not established, to promote entrepreneurship or even hinders the 

entrepreneurial actions of employees [19, p. 128]. The main task of a manager is 

to establish a strong organizational culture for implementation of internal 

innovation, which is possible through promotion of continuous learning and 

establishing new views that encourage formal and informal collaboration of 

employees [15, p. 359]. Innovative organizational culture needs to encourage team 

spirit as well since organizing employees into teams enables them to widen their 

skills and perspectives, encourages the emergence of common ideas and common 

responsibility which leads to successful transformation of ideas into new products 

[8]. An entrepreneurial-minded manager needs to establish a sustainable work 

environment where employees can meet the obligations and objectives set by the 

principle of collaboration [1, 40, 45]. This is done for the sake of forming the 

information base by creating social networks that use successful information 

processing [28, p. 200] as a platform for making optimal decisions. Managers 
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need to make business decisions that are going to meet situational changes; they 

have to accept the contradictory forces of the environment and take them into 

consideration, which points to the compilation of a broad base of information. 

This database can be characterized as complex, as it includes a large number of 

quantitative, qualitative, financial and non-financial information [22, p. 470], 

which is mutually differentiated and may lead to different interactions, to new 

combinations that form alternative decisions. Thus, one has to choose sources 

carefully and know how to make optimal decisions that will include novelties in 

business management. 

3 Research Methodology 

The research was conducted by application of the questionnaire method. The 

questionnaire consisted of three sections with a total of 37 questions concerning 

fluctuations from the external environment, entrepreneurial-oriented behavior of 

managers and innovation within organizations. Within each part of the 

questionnaire, there were questions in the form of statements, to which the 

management was required to respond expressing the degree of agreement with the 

aforementioned statements, according to the Likert scale, from 1 to 5. The first 

part of the questionnaire is a set of customized questions about the analysis of 

turbulent external environment [7]. The second part includes a scale of the 

entrepreneurially oriented behavior of managers, which is structured on the basis 

of different authors on managers' innovative behavior [10, 25, 27, 47, 51]. The last 

part of the questionnaire includes a scale for the assessment of organizations' 

innovation, which was examined through a number of innovations that the 

organization accepted and produced [13, 21, 43]. Reliability of the statements was 

analyzed by the Cronbach's Alpha coefficient. The value of this coefficient for the 

questionnaire is 0.8, indicating the very good reliability of the scale, as well as the 

very good internal coherence of the statements in the questionnaire because the 

acceptable value of this ratio is above 0.7 [35]. 

In addition to using the information base created through the questionnaire 

method, the data from financial statements for 2012 and 2013 were compared in 

order to analyze the existence or non-existence of differences in the degree of 

innovation depending on the number of employees, values of operating incomes 

and operating assets, as well as the development trend of the mentioned variables. 

We interviewed the management of organizations categorized as large legal 

entities in the Republic of Serbia. According to the Law in Accounting and 

Auditing (Official Gazette of RS, no. 46/2006, 111/2009, 99/2011, 062/2013), 

[50] large legal entities are considered to be the ones that meet at least two of the 

following criteria on the date of giving their financial statements: 1) the average 

number of employees in the year for which the report is submitted is over 250; 2) 
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the annual revenue exceeds 10,000,000 euros, equivalent in dinars; 3) the average 

value of operating assets is over 5,000,000 euros, equivalent in dinars. 

The target group was managers of different levels, who we define as individuals 

on a formal position who are responsible for the work of other employees and the 

usage of resources, mainly financial [12, p. 264]. Questionnaires were distributed 

to the e-mail addresses of the management of 70 large legal entities in the 

Republic of Serbia and we obtained the responses from the management of 50 

large organizations. 

 

Figure 1 

Conceptual framework 

Based upon the ruling attitudes in this area and the research orientation that was 

set, a conceptual framework of the research was formed and these hypotheses: 

H1:  There is a difference in the degree of innovation of large organizational 

systems depending on the fluctuations of external factors. 

H2:  Entrepreneurial nature of managing behavior positively affects the 

degree of innovation of large organizational systems. 
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H3:  A higher degree of innovation is present in large organizational systems 

with a higher average number of employees and greater value of annual 

revenue and business property. 

Parametric and non-parametric statistical methods were used when testing the 

previously set hypothesis, using the software package, SPSS 20.0. The first 

hypothesis was tested by MANOVA. Testing of hypothesis H2, was conducted 

using the correlation analysis of Spearman coefficient of ranking. Finally, the last 

hypothesis was tested by a combination of ANOVA and the Mann-Whitney test. 

4 Empirical Results 

We carried out the analysis of turbulent changes in external factors that determine 

institutional business framework and influence organizations’ innovation. The 

difference in innovation depending on the influence of external factors, both 

isolated instances and those interacting were analyzed by MANOVA. 

Table 1 

Multifactor analysis of variance 

Fluctuations of external 

factors 

Type III 

Sum of 

Squares 

Df 
Mean 

Square 
F Sig 

Partial 

Eta 

Squared 

Consumers often change 

their preferences within 

your line of work 

 

16.637 

 

3 

 

5.546 

 

2.893 

 

0.124 

 

0.591 

Your consumers tend to 

constantly seek new 

products or services  

 

28.667 

 

2 

 

14.333 

 

7.478 

 

0.023 

 

0.714 

Competitive environment 

is turbulent within your 

line of work   

 

0.500 

 

2 

 

0.250 

 

0.130 

 

0.880 

 

0.042 

Technology changes in 

industry are significant  

6.184 3 2.061 1.076 0.427 0.350 

Within your line of work 

innovative activity is 

regulated by laws, which 

often change 

 

9.955 

 

3 

 

3.318 

 

1.731 

 

0.260 

 

0.464 

Source: Authors’ analysis 

Individually observed, the impact of every external factor on the innovation of 

organizations has pointed out that statistically significant effects on innovation are 

caused only by the consumers who constantly strive to find new products and 

services (F=7.478, Sig.=0.023). The magnitude of the impact is measured by the 

Partial Eta Squared coefficient. According to the Cohen's criterion [20], the size of 
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the resulting coefficient speaks about the great influence of consumers who 

constantly strive to find new products and services on innovation (coefficient 

greater than 0.14, and is 0.714). Large organizational systems which cater for a 

group of consumers constantly strive to purchase new products and services do 

innovate more than the organizational system which serves consumers whose 

needs and wishes do not change very often. By introducing new products in 

accordance with unmet customer needs, the company is gaining customers’ 
confidence, necessary for company’s market success [14]. When conducting 

subsequent Tukey HSD test, surveyed large legal entities are divided into five 

groups, i.e. organizations which consider the claim that their customers tend to 

constantly find new products and services to be: true, partially true, neither true 

nor false, partly false and false. 

Table 2 

The Tukey HSD test 

Dependent variable: Degree of company's innovation                                      

Your consumers 

constantly strive to 

find new products and 

services 

Mean 

Difference 

Std. 

Error 
Sig 

95% Confidence 

Interval 

Lower 

bound 

Upper 

bound 

1  

(true) 

 

 

2 -1.83 0.799 0.264 -4.83 1.16 

3 -2.67 0.715 0.051 -5.35 0.02 

     4 -2.27 0.644 0.065 -4.68 0.15 

     5 -3.67* 0.770 0.017 -6.56 -0.78 

2 

(partially 

true) 

 

     1 1.83 0.799 0.264 -1.16 4.83 

     3 -0.83 0.715 0.770 -3.52 1.85 

     4 -0.43 0.644 0.956 -2.85 1.58 

     5 -1.83 0.770 0.239 -4.72 1.06 

3 

(neither  

true nor 

false) 

     1 2.67 0.715 0.051 -0.02 5.35 

     2 0.83 0.715 0.770 -1.85 3.52 

     4 0.40 0.536 0.937 -1.61 2.41 

     5 -1.00 0.682 0.615 -3.56 1.56 

4 

(partly 

false) 

 

     1 2.27 0.644 0.065 -0.15 4.68 

     2 0.43 0.644 0.956 -1.98 2.85 

     3 -0.40 0.536 0.937 -2.41 1.61 

     5 -1.40 0.608 0.261 -3.68 0.88 

5 

(false) 

     1 3.67* 0.770 0.017 0.78 6.56 

     2 1.83 0.770 0.239 -1.06 4.72 

     3 1.00 0.682 0.615 -1.56 3.56 

     4 1.40 0.608 0.261 -0.88 3.68 

*. The mean difference is significant at the 0.05 level. 

Source: The authors’ analysis 
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The results of subsequent tests support the conclusion that there is a difference in 

the level of innovation in organizational systems where consumers tend to 

constantly seek new products and services and those organizational systems where 

consumers do not tend to do that. Top management organizations that serve 

innovative intensive consumers, from the perspective of product innovation and 

service innovation, should continuously innovate all levels of business, in order to 

allow placement of the new products and services that comply with the changes in 

consumer demands. 

In addition to the analysis of the external context, we also conducted an analysis 

of the internal context of an organization, from the angle of connection between 

the application of the novel entrepreneurial oriented managing behavior, as a form 

of management innovation and the degree of innovation of large organizational 

systems. For this purpose, we used the Spearman rank correlation whose results 

are shown in the following table. 

Table 3 

The Spearman rank correlation 

Statements describing entrepreneurial behavior of 

managers 

 Degree of company's 

innovation 

Statements describing entrepreneurial behavior of managers ρ 0.674** 

Representing the organization to wider public in an 

innovative way 

ρ 0.560** 

Implementing innovations into the business plan ρ 0.300* 

Constantly spreading managers’ social network  ρ 0.288* 

Frequent and good relations with business partners  ρ 0.439** 

Constant search for innovation ideas   ρ 0.303* 

Emphasizing their own originality and creativity together 

with realization of tangible results  
ρ -0.066 

Application of bold and aggressive business attitude in order 

to use potentials to the maximum   

ρ 0.405** 

Timely and successful conflict resolution among the 

employees and team members  

ρ 0.459** 

Giving constructive solutions in case of a delay during 

project implementation  

ρ 0.167 

Allocating different kinds of resources to realization of 

business activities 

ρ 0.435** 

*. Correlation is significant at the 0.05 level (2-tailed). 

**. Correlation is significant at the 0.01 level (2-tailed).                    Source: Authors’ analysis 

The results indicate the existence of a strong and statistically significant relation 

between the managers who represent the organization in an innovative manner and 

the degree of innovation for the whole organization (ρ = 0.674; Sig. = 0.000). In 

addition to strong relation, statistically significant relation of the medium intensity 

has been isolated between innovation of organizations and the managers who: 
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• Constantly encourage implementation of innovation in business plans 

with the aim of increasing customer values, satisfaction of existing 

customers and attracting the new customers (ρ = 0.560; Sig. = 0.000) 

• Use their own creative potential to the maximum with the constant search 

for ideas for innovation (ρ = 0.439; Sig. = 0.001) 

• Consider themselves to be original and creative people (ρ = 0.303; Sig. = 

0. 033) 

• Successfully resolve conflicts between employees and team members (ρ 
= 0.405; Sig. = 0.004) 

• Provide constructive solutions in the case of delay during project 

implementation (ρ = 0.459; Sig. = 0.001) 

• Negotiate and encourage cooperation with business partners (ρ = 0.435; 

Sig. = 0.002) 

Statistically, the significant relation of low intensity was confirmed between 

managers who constantly widen their social network of contacts (ρ = 0.280; Sig. = 

0.049), have good relationships with customers and business partners (ρ = 0.288; 

Sig. = 0.043) and the degree of innovation within the organization. 

Analysis of internal characteristics at the level of the whole organization was 

conducted through ANOVA and Mann-Whitney test. Depending on the isolated 

characteristics and performance of organizations, we conducted an analysis of the 

differences in innovation degrees in large organizational systems, as shown in the 

table below. 

Table 4 

Differences in innovation of an organization according to isolated characteristics and performance of 

companies 

 Single factor 

analysis of 

variance 

 M-V U test 

 

U 

 

Z 

 

sig. 
F. Sig. 

Number of 

employees 
55.146 0.000 

The coefficient 

of fluctuation in 

the number of 

employees 

200.500 -2.117 0.034 

Value of 

operating  

revenue 

53.628 0.000 

Fluctuation of  

the operating 

revenue 

210.500 -2.050 0.040 

Value of 

operating assets 
54.192 0.000 

Fluctuation in 

the value of 

operating assets 

242.500 -1.076 0.282 

Source: The authors’ analysis 
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One of the important criteria of business is personnel potential, both in qualitative 

and quantitative terms. Application of ANOVA showed the existence of 

differences in the innovation of organizations depending on the number of 

employees (F = 55.146, Sig. = 0.000). The project included detailed analysis using 

the Tukey HSD test since the sample consisted of large organizations whose 

number of employees ranged from 48 employees to 4,701. There was a difference 

in the level of innovation among organizations with 48 to 300 employees (M = 

14.5263; SD = 2.52473), organizations employing 300 to 700 employees (M = 

18.7143; SD = 0.91387), and those with over 700 employees (AS = 20.0000; SD = 

0.00000). Organizations that have the highest number of employees also have the 

greatest opportunities for improving innovation by motivating their employees for 

creative thinking and more innovative implementation of business tasks. The trend 

in the number of employees and the influence of such developments on the 

existence of differences in the innovation of organizations is significant. 

Application of the Mann-Whitney test has shown the existence of differences 

(Mann-Whitney = 200.500; Asymp. Sig. = 0.034) when considering the level of 

organizations’ innovation, depending on the changes in the number of employees. 
Based on median values of the organizations that had a growth in the number of 

employees or in which the number of employees remained unchanged (Median = 

20.0000), those proved to be more innovative in comparison to the organizations 

which had a reduction in the number of employees (median = 17.0000). Those 

organizations that have modernized their human potential, both in qualitative and 

quantitative terms, record greater innovation than others that have reduced their 

staff potential through dismissal or employees' retirement. 

By using ANOVA we determined the existence of differences in innovation in 

organizations when it comes to the value of operating income (F = 53.628; Sig. = 

0.000). Results of the Tukey HSD test revealed a significant difference (Sig. = 

0.000) between the degree of innovation of organizations with the value of 

operating income ranging from 3,489,183 to 26,168,876 euros (M = 14.3889; SD 

= 2.52374), organizations with medium business revenue of between 26,168,876 

and 95,952,547 euros (M = 18.8947; SD = 1.04853) and organizations with the 

highest value of operating income, 95,952,547 to 558,269,364 euros (M = 

20.0000; SD = 0.00000). The results indicate that organizations with a higher 

value of operating income have greater opportunities to invest in innovation. The 

dynamic category of operating income was also discussed, i.e. influence of its 

fluctuation on existence or non-existence of differences in innovation. 

Nonparametric Mann-Whitney test was conducted, which showed the existence of 

differences (Mann-Whitney = 210.500; Asymp. Sig. = 0.040) in the degree of 

innovation, depending on the fluctuations of operating income. The value of the 

median indicates that organizations that had a decline in the value of operating 

income (Median = 20.0000) are more innovative in comparison to the 

organizations which had growth of operating income (Median = 17.0000). 

Obtained results can be explained by the attitude of the management in 

organizations which have been declining in revenue and their ability to come up 
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with new ways of doing business, eliminate the negative trend and move forward 

in business. On the other hand, strong organizations that continuously generate 

revenue growth can become complacent due to their previous business success 

and therefore ignore innovation. 

Application of ANOVA showed the existence of differences in innovation 

depending on the value of operating assets (F = 54.192; Sig. = 0.000). By applying 

the Tukey HSD test we found differences in innovation between organizations that 

have a minimum value of the operating assets, i.e.  5,233,775 to 26,168,876 euros 

(M = 14.5263, sd = 2.52473) and organizations that have medium value of 

operating assets, i.e. 26,168,876 to 200,628,053 euros (M = 18.8000; SD = 

0.94112), as well as those organizations that have the highest value of operating 

assets ranging from 200,628,053 to 1,334,612,700 euros (M = 20.0000; SD = 

.00000). It can be concluded that organizations that have the greatest levels of 

operating assets are also the most innovative. In relation to the fluctuations of 

operating assets by applying the nonparametric Mann-Whitney test, it was 

established that there was no statistically significant difference in the innovation 

of organizations depending on the fluctuation of operating assets (Mann-Whitney 

= 242.500; Asymp. Sig. = 0.282). 

Conclusions 

The objective of the conducted research is focused on providing answers to the 

following question: How do external market trends, together with the internal 

characteristics of the organization and managing the behavior of managers, affect 

innovation in large organizational systems? Statistically significant and separated 

features of markets, management, and internal organization represent a potential 

list of incentive factors when innovating in the entire organization. 

Depending on the fluctuation of competitive organizations, technological changes, 

consumer needs and preferences, as well as, legislation, the difference in 

innovation occurred only between those organizations that serve innovation 

oriented consumers and those that do not serve such customer groups. Therefore, 

the hypothesis H1, is only partially confirmed. The result is logical because in 

modern business environments consumers are among the most important external 

parties that influence long-term survival of the organization. Meeting their needs, 

according to the principle of offering the highest customer value, encourages 

innovation of business processes. 

A key role in creation, transfer and implementation of all types of innovation lies 

in the business behavior of the top management and in the chosen management 

style. The results of empirical studies have indicated that such management that 

creates entrepreneurial organizational culture fosters a greater degree of 

innovation. The previous statement is supported by the economists who believe 

that organizations whose organizational context supports new thinking, freedom 

of internal change agents increase [6, p. 834] influencing creation of new ideas 

and their successful exploitation [33, p. 301], all for the sake of obtaining 
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innovation. Greater freedom of managers should be transferred to the employee’s 

at all hierarchical levels, in order to ensure a broader base of potential ideas that 

will further be analyzed and filtered in accordance with the possibilities of an 

organization, time and market trends. This is confirmed by the hypothesis H2. 

If we observe the value of the operating income, the results of the empirical 

research lead to the conclusion that large entities whose operating income value is 

over 95,952,547 euros are more innovative, because greater financial possibilities 

offer better opportunities in terms of innovation. Thus, they can maintain the 

current trend of growth or achieve sustainable competitive advantage. We 

obtained somewhat different results taking into account the aspect of fluctuations 

of the value of business revenue. These results showed that organizations that 

have met a decline of operational income are more innovative. The above-

mentioned results have led to new conclusions – organizations which are faced 

with deteriorating business, invest more in the innovation of products, services 

and processes, in an effort to improve the deteriorating business processes. The 

more innovative organizations are those that employ more than 700 employees. 

The obtained result can be confirmed by some economists who believe that large 

legal entities are more innovative due to greater financial opportunities since those 

can facilitate greater personnel resources. Higher Personnel resources provide 

higher creative potential and better diversification of the risks related to the 

implementation of various innovations. The empirical findings confirm 

Schumpeter's traditional hypothesis, stating that large organizations are more 

innovative than smaller ones. Operation Asset values are one of the main criteria 

for doing business. This criterion indicates differences in innovation between 

organizations whose operating assets greater than 200,628,053 euros and those 

organizations that have lower operating assets value. A series of previously 

presented conclusions are confirmed by the hypothesis H3. 
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Abstract: Simulation performance prediction methods make possible the realization of 

performance improvement potentials of Parallel Discrete Event Simulation (PDES) 

methods, important in the analysis of complex systems and large-scale networks. Currently, 

high performance execution environments (emerging clusters and computing clouds) 

advance the development of quality/cost analysis capabilities of performance prediction 

methods. In this paper, for the evaluation and management of prediction correctness/cost, 

the efficacy, efficiency and effectiveness coefficients and improvement operations are 

defined for predictions. The performance coefficients and improvement operations are 

embedded in the rough-set-modeling and learning process and presented as an 

enhancement approach of the conventional Coupling Factor Method (CFM). A case study 

based on the CFM analysis of PDES of a closed queuing network model is presented. In the 

example, after rough-modeling and train-and-test analysis, the correctness/cost evaluation 

and effectiveness improvement operations are shown for series of predictions and the 

feedback connection to modeling refinement phase is demonstrated too. 

Keywords: Parallel Discrete Event Simulation; simulation performance prediction; 

quality/cost analysis; Systems Performance Criteria; Rough Set Theory; Coupling Factor 

Method 

1 Introduction 

Over the last few years, various research efforts have been made regarding 

Parallel Discrete Event Simulation (PDES) modeling and execution methods [1, 2, 

3, 4], since parallel execution turned out to be an appropriate approach to meet 

high computing capacity requirements of Discrete Event Simulation (DES) 

analysis of complex systems and large-scale networks [5, 6]. 

In the present paper, PDES is defined as the execution of a single DES model on 

some high performance computing platform which can be clusters of 

homogeneous or heterogeneous computers and other emerging execution 

environments (cloud, grid, etc.) too. 
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Development of simulation models having high runtime performance features in a 

PDES execution environment is not an easy task even today, mainly because it is 

hard to tell the parallel execution features of a model, for example, possible 

resource capacity bottlenecks, in the development phase [7]. The simulation 

performance prediction of PDES execution can help to realize higher performance 

by providing preliminary knowledge about the behavior of the simulation model 

in the parallel execution environment [7, 8, 9, 10, 11]. The PDES performance 

prediction methods can support the performance increase throughout the whole 

modeling and simulation process including model development support, 

simulation setup and evaluation phases and taking into account different 

simulation framework specifics too [7]. 

Nowadays, emerging simulation operation forms, like on-line, real-time modeling 

and simulation and especially cloud computing with on-demand network access 

and pay-per-use feature and the developing simulation as a service (Simulation 

Software-as-a-Service) in public clouds [3, 21] put an increasing emphasis on 

quality/cost analysis capability of performance prediction methods. 

The motivation of the authors to make the research presented in the paper was the 

lack of methods which can manage together the correctness and cost of 

performance prediction for a model in parallel simulation execution environment 

and which can also provide an easy feedback to the modeling and setup phases in 

the simulation. 

The authors have developed the Enhanced Simulation Performance Prediction 

Method (ESPPM). ESPPM is enhancing the standard Coupling Factor Method 

(CFM) of PDES performance prediction [14] by a method of improvement 

allowing handle together correctness and cost in speedup predictions. The 

improvement approach based on Rough Set Theory (RST) [13] train-and-test 

analysis with embedded Systems Performance Criteria (SPC) [30] of efficacy 

(E1), efficiency (E2) and effectiveness (E3) for complex evaluation and 

quality/cost performance improvements steps. 

In this work, the authors make the following key contributions: 

 Definitions of performance improvement operations, based on definitions 

of cost measures and on definitions of performance coefficients of 

efficacy (E1), efficiency (E2) and effectiveness (E3) are described for 

single predictions and for series of predictions. 

 A case study of the work of ESPPM is introduced using the example of a 

CFM PDES performance prediction of a Closed Queuing Network 

(CQN) model. In the analysis, the RST model of CFM modeling and its 

train-and-test examination is presented, the E1, E2 and E3 rule and 

attribute dropping operations are shown and the discussion of analysis 

results of performance predictions with feedback to the CFM and RST 

model-identification and refinement phase. 
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The rest of paper is organized as follows: Section 2 summarizes the related work, 

estimates the simulation performance prediction methods and relevant RST 

applications. Section 3 describes the components of the new method (RST, SPC 

and CFM). Section 4 introduces prediction performance improvement operations 

based on cost and prediction performance coefficients SPC-type definitions which 

are embedded into the process of train-and-test RST analysis. In Section 4, the 

process of ESPPM algorithm is described too. Section 5 introduces an example 

case study to demonstrate the use of the new method for the prediction analysis. 

Section 6 discusses the results of analysis. Finally, the conclusions are presented. 

2 Related Work 

The related research is overviewed in following two points. 

2.1 Simulation Performance Prediction Methods 

The method introduced in [8] uses execution event-trace data of sequential and 

parallel, simulation runs, for creating the execution graph model and for the 

subsequent critical path analysis to predict parallel simulation performance. The 

method takes into account, in the prediction, the characteristics of the simulation 

hardware (with hardware parameters and mapping algorithms). The use of a wide 

variety of conservative and optimistic parallel simulation synchronization 

protocols is allowed by the method, which is an advantage. Unfortunately, the 

evaluation of prediction quality and the common evaluation with the cost of 

prediction are not treated in the method. 

As an alternative to the conservative synchronization, the time driven version of 

the statistical synchronization method (SSM-T) with its loose synchronization [18, 

19, 20] is a less well-known, but promising PDES synchronization method, that 

can be applied for the parallel simulation of certain types of systems such as 

communication networks. The increased performance can be predicted based on 

the trace of frequency of statistics exchange between segments. The frequency of 

statistics exchange can be used similarly to lookahead [15]. There is no 

performance model used in the method, thus, performance prediction requires 

time-consuming analysis of the simulation model operation. 

The method described in [7], uses a hybrid approach to define the theoretical limit 

of the execution improvement for conservative synchronization protocol. In the 

trace-based part, the method analyses only a definite part of the sequence of 

events of the simulation model; while in an analytical modeling part, for the 

calculation of the lower bound on the runtime of the parallel simulation, a 

simplified scheduling problem model and the linear programming approach of is 

applied. An important advantage of this method is the definition of the 
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performance improvement limit for a model (or model version) but the method 

does not pay attention to the quality/cost analysis of predictions. 

Paper [14] introduces the CFM (details are described in point 3.3), a simulation 

performance prediction approach, based on the coupling factor PDES 

performance model. The coupling factor helps to predict the parallelization 

potential of the simulation models and can be defined in sequential simulation 

model runs. The method is appropriate only for conservative null message-based 

algorithm. Unfortunately, CFM introduced in [14] does not predict the speedup 

value and does not support the quality/cost evaluation in predictions either. 

2.2 Rough Set-based Performance Prediction 

Paper [22] presents a rough set modeling and application runtime prediction 

method. The method is based on identifying and extracting properties defining 

runtime similarity of applications using available past data. The method does not 

include any consideration on prediction cost and on the improvement of prediction 

quality. 

Paper [23] introduces a scheduling optimization approach for a dynamic 

remanufacturing situation with uncertain data. The proposed method is using 

linear programming and rough set evaluation and learning in an iterative process. 

Monte Carlo simulation is also involved to improve consistency of data. 

Unfortunately, complex evaluation, allowing quality/cost analysis in the learning 

process, is not included in the method. 

3 Method Components 

3.1 Rough Set Elements and the Rough Prediction Algorithm 

The RST (Rough Set Theory) is a mathematical framework suitable for modeling 

and analysis of information systems with imprecise relations, with uncertain data 

[25, 26, 27, 28, 29]. 

A rough set information system with embedded knowledge consists of two sets: 

the set of objects called the universe and the set of attributes. 

More formally, 𝐼 = (𝑈, 𝐴, 𝑓, 𝑉) denotes an information system of RST, where set 𝑈 is the universe, 𝐴 is the set of attributes. Sets 𝑈 and 𝐴 are finite nonempty sets 

where (𝑈 = {𝑥1, 𝑥2, … , 𝑥|𝑈|} and 𝐴 = {𝑎1, 𝑎2, … , 𝑎|𝐴|}). The attributes define an 

information  function 𝑓: 𝑈 → 𝑉 for 𝑈 where the set 𝑉 is the set of values of 𝐴 

(𝑉 = 𝑉𝑎1 ∪ 𝑉𝑎2 ∪ … ∪ 𝑉𝑎|𝐴|). The set 𝑉𝑎𝑖– named also the domain of 𝑎𝑖 – contains 
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the collection of values of 𝑎𝑖 and 𝑉𝑎𝑖 = {𝑣1𝑎𝑖 , 𝑣2𝑎𝑖 , … , 𝑣|𝑉𝑎𝑖|𝑎𝑖 } where |𝑉𝑎𝑖| is the 

size of the domain of 𝑎𝑖. 
Discretization is the operation of mapping the primary values and ranges of all 

attributes to selected (possibly optimized) sets of discrete values: 𝑓𝑉′: 𝑉′ → 𝑉. The 

set 𝑉′ stands for the values of 𝑎 before discretization. 

The 𝐵-indiscernibility relation 𝐼𝑁𝐷(𝐵)for a set of attributes 𝐵 ⊆ 𝐴is defined in 

the following way: 𝐼𝑁𝐷(𝐵) = {(𝑥𝑖 , 𝑥𝑗) ∈ 𝑈2|∀(𝑎 ∈ 𝐵)( 𝑎(𝑥𝑖) = 𝑎(𝑥𝑗))}. 

If (𝑥𝑖 , 𝑥𝑗) ∈ 𝐼𝑁𝐷(𝐵), then the objects 𝑥𝑖 and 𝑥𝑗 are indiscernible from each other 

in 𝐵 and the equivalence classes [𝑥]𝐼𝑁𝐷(𝐵) of 𝐼𝑁𝐷(𝐵) are formed by the objects 

indiscernible in 𝐵. 

Rough sets are defined by their lower approximation and upper approximation 

sets. The set 𝐵∗(𝑋) and the set 𝐵∗(𝑋) is the 𝐵-lower and 𝐵-upper approximation 

of the set 𝑋 and defined as follows: 𝐵∗(𝑋) = ⋃ {𝑥|[𝑥]𝐼𝑁𝐷(𝐵) ⊆ 𝑋}𝑥∈𝑈  and 𝐵∗(𝑋) = ⋃ {𝑥|[𝑥]𝐼𝑁𝐷(𝐵) ∩ 𝑋 ≠ ∅}𝑥∈𝑈 . 

The set 𝐵𝑁𝐵(𝑋) defined by the equation 𝐵𝑁𝐵(𝑋) = 𝐵∗(𝑋) ∖ 𝐵∗(𝑋) is the 𝐵-

boundary region of 𝑋. If 𝑋 is a crisp set then, 𝑋 = 𝐵∗(𝑋) thus 𝐵𝑁𝐵(𝑋) = ∅ which 

means the boundary region is empty. 

A reduct 𝑅𝐵 is the minimal subset of attributes 𝐵 that allows the same 

classification of objects of 𝑈 as the set of attributes 𝐵. This feature of a reduct 

may be described by indiscernibility function as follows: 𝐼𝑁𝐷∀𝑥(𝑥∈𝑈)(𝑅𝐵) = 𝐼𝑁𝐷∀𝑥(𝑥∈𝑈)(𝐵), 𝐵 ⊆ 𝐴. 

In general, the information system may take the form of 𝐼 = (𝑈, 𝐴 = 𝐶 ∪ 𝐷, 𝑓, 𝑉) 

which is a decision information system (DIS). The set 𝐶 = {𝑐1 , 𝑐2 , … , 𝑐|𝐶|} 

denotes the set of condition attributes and 𝐷 is the set of decision attributes 𝐷 = {𝑑1 , 𝑑2 , … , 𝑑|𝐷|}. The information function 𝑓: 𝑈 → 𝑉 may be expressed by 

information functions 𝑓𝐶: 𝐶 → 𝑉𝐶 and 𝑓𝐷: 𝐷 → 𝑉𝐷, where 𝑉 = 𝑉𝐶 ∪ 𝑉𝐷 (𝑉𝐶 = 𝑉𝑐1 ∪𝑉𝑐2 ∪ 𝑉𝑐3 ∪, … ,∪ 𝑉𝑐|𝐶| and 𝑉𝐷 = 𝑉𝑑1 ∪ 𝑉𝑑2 ∪ … ∪ 𝑉𝑑|𝐷|) and 

𝑉𝐶 = ⋃ 𝑉𝑐𝑖|𝐶|𝑖=1  where 𝑉𝑐𝑖={𝑣1𝑐𝑖 , 𝑣2𝑐𝑖 , … , 𝑣|𝑉𝑐𝑖|𝑐𝑖} and 𝑉𝐷 = ⋃ 𝑉𝑑𝑖|𝐷|𝑖=1 . where 

𝑉𝑑𝑖={𝑣1𝑑𝑖 , 𝑣2𝑑𝑖 , … , 𝑣|𝑉𝑑𝑖|𝑑𝑖}. 
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In a decision table𝐼 = (𝑈, 𝐴 = 𝐶 ∪ {𝑑}, 𝑓, 𝑉) based on a DIS, 𝑑 denotes the 

distinguished decision attribute. Furthermore, a decision information system 

having the form of 𝐼 = (𝑈, 𝐶 ∪ 𝐷, 𝑓𝑉′ , 𝑓, 𝑉′, 𝑉) denotes a DIS with discretization 

information functions 𝑓𝑉𝐶′: 𝑉𝐶′  → 𝑉𝐶and 𝑓𝑉𝐷′ : 𝑉𝐷′  → 𝑉𝐷. 

The classification may also be described by a set decision rules 𝑆 = {𝑠1, 𝑠2, … , 𝑠|𝑆|} in the form of implication 𝑠𝑘 = (𝜑𝑘  ⇒ 𝜅𝑘), (𝑠𝑘 ∈ 𝑆), where 𝜑𝑘 and 𝜅𝑘 are logical expressions of the condition and decision attributes 

respectively. The formulas 𝜑𝑘 and 𝜅𝑘 may also be quoted as LHS (Left Hand Side) 

and RHS (Right Hand Side) part of the rule. A decision rule 𝑠𝑘 may be evaluated 

by its 𝑀𝑎𝑡𝑐ℎ𝑈(𝑠𝑘) and 𝑆𝑢𝑝𝑝𝑈(𝑠𝑘) values, where 𝑀𝑎𝑡𝑐ℎ𝑈(𝑠𝑘) is the number of 

objects in 𝑈 the attribute values of which satisfy 𝜑𝑘 (matching with the LHS part 

of 𝑠𝑘), and 𝑆𝑢𝑝𝑝𝑈(𝑠𝑘) denotes the number of objects in decision table the 

attribute values of which satisfy both 𝜑𝑘 and 𝜅𝑘 (matching with both the LHS and 

RHS parts of 𝑠𝑘). 

 

Figure 1 

The Traditional Rough Set Theory (TRST) analysis algorithm for performance prediction 

Figure 1 shows the process of the rough prediction algorithm. The essence of the 

algorithm is the random split of the universe into train and test partitions, 

generation a set of classification rules using the train partition and then generation 

classification predictions for the test partition using the generated rules. 

3.2 Systems Performance Criteria 

Efficacy (E1), efficiency (E2) and effectiveness (E3) are Systems Performance 

Criteria (SPC) [11, 30, 31]. E1, E2 and E3 coefficients are in a hierarchy-like 

relationship with each other. On the longer term, the performance of a system is 

checked by the effectiveness criterion, the efficacy criterion shows whether the 

performance is suitable at all, and the efficiency criterion characterizes the relation 

of the required output and the resources used to produce the output. 

 

Generating the set of classification rules : 

Predicting classification of 𝑈𝑡𝑒𝑠𝑡  according to 𝑆𝑡𝑟𝑎𝑖𝑛  
: 

Decision Information System : 

Decision table (selecting a single decision attribute) :

Splitting the universe : 

𝑓𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛  
: 𝑈𝑡𝑒𝑠𝑡 × 𝑆𝑡𝑟𝑎𝑖𝑛 →  {𝑉𝑑  , 𝑢𝑛𝑑𝑒𝑓𝑖𝑛𝑒𝑑} 

  

𝑓𝑅𝑁𝐷𝑠𝑝𝑙𝑖𝑡: 𝑈 → (𝑈𝑡𝑟𝑎𝑖𝑛 ∪ 𝑈𝑡𝑒𝑠𝑡) 
 
 

𝑓𝑟𝑢𝑙𝑒 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛: 𝑈𝑡𝑟𝑎𝑖𝑛 × 𝐺 → 𝑆𝑡𝑟𝑎𝑖𝑛
 
 

Selection the reduct and rule generation method 𝐺 

𝐼 = (𝑈, 𝐴 = 𝐶 ∪ {𝑑 }, 𝑓 , 𝑉 ), 𝑑 ∈ 𝐷 

𝐼 = (𝑈, 𝐴 = 𝐶 ∪ {𝑑 }, 𝑓 , 𝑉 ) 
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3.3 The Coupling Factor Method 

Based on some theoretical considerations about the connectedness of PDES model 

segments, paper [14] describes a practical simulation performance prediction 

approach the Coupling Factor Method (CFM). The method – using results of 

sequential simulation runs – predicts the parallelization potential of simulation 

models with conservative null message-based synchronization algorithm. The 

CFM performance model can be described by the formula: 𝜆 =  𝐿 ∗ 𝐸 𝜏 ∗ 𝑃⁄   

where 𝐿 is the lookahead value characterizing the simulation model [𝑠𝑖𝑚𝑠𝑒𝑐] [6], 𝐸 is the event density generated by the model [𝑒𝑣𝑒𝑛𝑡 𝑠𝑖𝑚𝑠𝑒𝑐⁄ ], 𝜏 is the latency of 

messages between logical processes (LPs) of the simulation model during the 

execution [𝑠𝑒𝑐], and  𝑃 is the event processing hardware performance 

[𝑒𝑣𝑒𝑛𝑡 𝑠𝑒𝑐⁄ ]. In this performance model, parameters 𝐿 and 𝐸characterize the 

simulation model itself, parameters 𝜏 and 𝑃 describe the execution environment. 

The performance model involves only four parameters for the performance 

prediction calculations that can be measured in simple sequential simulation runs. 

According to the method, the PDES speedup value cannot be predicted, but the 

high value of 𝜆 (𝜆value is a couple of time 100 or higher [15]) shows the good 

potential for simulation model parallelization. For a separate process, the 𝜆𝑁 

parallelization potential of a process is only a part of the whole potential: 𝜆𝑁 =  𝜆 𝑁𝐿𝑃⁄  

where 𝑁𝐿𝑃 the number of LPs [15]. (The four parameters of CFM formulates 

requirement on the simulation model and on how the parallelization potential can 

be exploited.) 

The method has been validated by a series of simulation investigations for 

homogeneous and heterogeneous clusters of computers [15, 16, 17]. Example 

applications for telecommunication systems and for cloud computing systems 

have been introduced too in [16] and [32]. 

4 The Prediction Performance Enhancement 

4.1 Defining Prediction Performance Coefficients 

In a TRST simulation performance analysis, in a decision table 𝐼 = (𝑈, 𝐴 = 𝐶 ∪{𝑑}, 𝑓, 𝑉) the objects of the universe 𝑈 are computer simulation experiments. Set 

of attributes (𝐴) consists of independent (𝐶) and dependent {𝑑} variables that are 

taken into account in performance evaluation and in classification prediction. 
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The classification of experiments in 𝑈𝑡𝑒𝑠𝑡(𝑖) (𝑈 = 𝑈𝑡𝑟𝑎𝑖𝑛(𝑖)  ∪  𝑈𝑡𝑒𝑠𝑡(𝑖)) is predicted 

by 𝑓𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛(𝑖): 𝑈𝑡𝑒𝑠𝑡(𝑖) × 𝑆𝑡𝑟𝑎𝑖𝑛(𝑖) → {𝑉𝑑  , 𝑢𝑛𝑑𝑒𝑓𝑖𝑛𝑒𝑑}, (𝑖 = 1,2, … , n), using the 

set of rules 𝑆𝑡𝑟𝑎𝑖𝑛(𝑖) = {𝑠1, 𝑠2, … , 𝑠|𝑆𝑡𝑟𝑎𝑖𝑛(𝑖)|} , 𝑠𝑘 = 𝜑𝑘  ⇒ 𝜅𝑘 that are generated 

according to function 𝑓𝑡𝑟𝑎𝑖𝑛: 𝑈𝑡𝑒𝑠𝑡 × 𝐺 → 𝑆𝑡𝑟𝑎𝑖𝑛  in TRST. 

In the following the E1, E2 and E3 SPC will be defined in the form of prediction 

performance coefficients: efficacy (E1) to measure prediction correctness, 

efficiency (E2) to assess correctness-to-cost relationship and effectiveness (E3) to 

take into account E1 and E2 for series of predictions. To calculate cost 

relationships cost of experiments, attributes, rules and predictions will be defined 

using the consumed computation time. 

For the improvement of prediction performance, attribute and rule dropping 

operations are defined. 

Definition 1. Efficacy (E1) of a prediction 𝐸1𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 is calculated according to formula 𝐸1𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = ∑ 𝑝(𝑥𝑙)|𝑈𝑡𝑒𝑠𝑡|𝑙=1|𝑈𝑡𝑒𝑠𝑡|  

where 𝑝(𝑥𝑙) (prediction correctness) is equal to 𝑝(𝑥𝑙) =  {1, |〈𝑑(𝑥𝑙)𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑〉 =  〈𝑑(𝑥𝑙)𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑〉0|𝑜𝑡ℎ𝑒𝑟𝑣𝑖𝑠𝑒  and where𝑑(𝑥𝑙)𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 is 

𝑑(𝑥𝑙)𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 = {𝑣𝑑 , 〈𝜅𝑘〉 = 𝑣𝑑, 𝑣𝑑 ∈ 𝑉𝑑|(𝑀𝑎𝑡𝑐ℎ𝑈𝑡𝑒𝑠𝑡(𝑠𝑘) = 1 𝑢𝑛𝑑𝑒𝑓𝑖𝑛𝑒𝑑 |𝑜𝑡ℎ𝑒𝑟𝑣𝑖𝑠𝑒  and (𝑠𝑘 ∈ 𝑆𝑡𝑟𝑎𝑖𝑛), 〈𝑑(𝑠𝑘)𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑〉 = 𝑣𝑑(𝑥𝑙,𝑠𝑘). 
The interval of 𝐸1 coefficient is 0 ≤ 𝐸1 ≤ 1. If  𝐸1𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 ≥ 𝐸1𝑙𝑖𝑚𝑖𝑡 is true 

then the prediction is efficacious. The 𝐸1𝑙𝑖𝑚𝑖𝑡  denotes the lower limit of efficacy 

and the inequality 𝐸1𝑙𝑖𝑚𝑖𝑡 > 0.5 should be satisfied that is the efficacy of 

prediction is required to be better than random guess. 

Definition 2. Cost of experiments, attributes, rules and predictions 

For a decision table 𝐼 = (𝑈, 𝐴 = 𝐶 ∪ {𝑑}, 𝑓, 𝑉) supposing that a homogeneous 

cluster of computers with equal cores is examined and supposing that all the cores 

are continuously working during the execution time, the cost of a simulation 

experiment 𝑥𝑙(𝑥𝑙 ∈ 𝑈) is defined as: 𝐾(𝑥𝑙) = 𝑁𝑐𝑜𝑟𝑒𝑠 ∗ 𝑒𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 [𝑠𝑒𝑐]. 
Cost of a rule 𝑠𝑘 is calculated as 𝐾(𝑠𝑘) = ∑ 𝐾(𝑥𝑙|𝑆𝑢𝑝𝑝(𝑠𝑘)) = 1) |𝑈|𝑙=1 [𝑠𝑒𝑐]. 
Cost of a prediction 𝐾(𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛) is defined as 𝐾(𝑆𝑡𝑟𝑎𝑖𝑛) = ∑ 𝐾(𝑠𝑘)|𝑆𝑡𝑟𝑎𝑖𝑛|𝑘=1 [𝑠𝑒𝑐], (𝑠𝑘 ∈ 𝑆𝑡𝑟𝑎𝑖𝑛). 



Acta Polytechnica Hungarica Vol. 13, No. 6, 2016 

 – 133 – 

Definition 3. Efficiency (E2) of a prediction 𝐸2𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝐸1𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝐾𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛  [ 1𝑠𝑒𝑐]⁄  

Definition 4. Effectiveness (E3) of a series of predictions 𝐸3𝑠𝑒𝑟𝑖𝑒𝑠 = 𝐸3(𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛) = 𝐸2𝑛|𝐸1𝑛 where 𝐸1𝑛 = 1𝑛 ∑ 𝐸1(𝑖)𝑛𝑖=1  and 𝐸2𝑛 = 1𝑛 ∑ 𝐸1(𝑖)𝑛𝑖=1 1𝑛 ∑ 𝐾(𝑛𝑖=1 𝑆𝑡𝑟𝑎𝑖𝑛(𝑖)) [ 1𝑠𝑒𝑐]⁄  

and where 𝑖 denotes the 𝑖-th prediction and 𝑛 is the number of predictions in the 

series( 𝑛 ≥ 2). For 𝑛 = 1  𝐸3𝑠𝑒𝑟𝑖𝑒𝑠 is undefined and for 𝐸1𝑛 < 𝐸𝑙𝑖𝑚𝑖𝑡   𝐸3𝑠𝑒𝑟𝑖𝑒𝑠 is 

not effective. 

Definition 5. Rule and attribute dropping 

Dropping of a rule 𝑠𝑘 and dropping of an attribute 𝑐𝑗 for the pair (𝑆𝑡𝑟𝑎𝑖𝑛 , 𝑈𝑡𝑒𝑠𝑡) are 

the replacement operations 𝑆𝑡𝑟𝑎𝑖𝑛 ∶= 𝑆𝑡𝑟𝑎𝑖𝑛 ∖ {𝑠𝑘} and 𝐶 ∶= 𝐶 ∖ {𝑐𝑗} respectively. 

4.2 The Enhanced Simulation Performance Prediction Method 

Figure 2 shows the process diagram of the Enhanced Simulation Performance 

Prediction Method (ESPPM). 

The ESPPM process can be described as follows: 

 The ESPPM input data are produced both in sequential (CFM parameter 

measurements) and parallel simulation model runs (PDES, CFM 

parameter measurements, runtime measurements for cost calculations are 

executed and other relevant (or possibly relevant) simulation modeling 

hardware and software environmental data are collected. 

 The rough model is made for performance prediction (objects and 

attributes of DISs before and after discretization). 

 The TRST train-and-test method is used in interactive manner for 

generation of predictions 

 The E1, E2 and E3 coefficients (built in the TRST cycle) are used for 

evaluation and attribute and rule dropping operations are applied for 

improvement of correctness and cost of predictions. 

 The method supports setting up feedback to identification and refinement 

phase of the simulation performance prediction models. 

The method can be implemented by using the OMNet++ [12] and the Rosetta 

System [13] free software for DES modeling and RST examinations respectively. 
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Figure 2 

The process of the Enhanced Simulation Performance Prediction Method (ESPPM) 

5 Prediction Performance Analysis Case Study 

5.1 Simulation Performance Evaluation Example 

The example analysis of the CFM approach described in [15] investigates the 

simulation runs of a CQN model with various configurations in a homogeneous 

cluster execution environment with different number of processors. 

In Figure 3, the number of tandem queues in the CQN model is 24 (𝑄1,…,24), the 

number of simple queues in a tandem queue is 50 (𝑞1,…,50). The switching between 

tandem queues is performed by switches (𝑠𝑤1,…,24) according to uniform 

probability distribution. The delay of switching between tandem queues (shown 

by 2D arrow shapes, in Figure 3) will model the lookahead (𝐿). The lookahead 

delay is the delay of a job before entering the next tandem queue and it is defined 

by the 𝐿 value. 

TRST
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Figure 3 

CQN model for PDES performance simulation 

The starting number of jobs in every simple queue is 2 jobs, thus the number of 

jobs in CQN is 2400 and this value remains constant. Jobs have exponential inter-

arrival time and exponential service time distributions with FCFS service 

discipline. The expected value for both the arrival and service time distributions is 

10𝑠𝑖𝑚𝑠𝑒𝑐. The delay on links between simple queues is 1𝑠𝑖𝑚𝑠𝑒𝑐. 

The software environment of simulation runs includes: Linux (Debian) operating 

system, MPI, NFS, OMNet++ network simulator. The hardware environment of 

simulation runs is a homogeneous cluster of 12 two-core host PCs. The 

communication latency of messages – measured by the OpenMPI PingPong 

benchmark and used as 𝜏 value – over MPI between the host PCs of the cluster is 

25𝜇𝑠𝑒𝑐. 

To calculate coupling factor 𝜆 the values of𝐸 and 𝑃 variableswere measured in 

sequential simulation runs on one core of a host PC (𝑁𝑐𝑜𝑟𝑒𝑠=1) with 𝐿 =0.1, 1, 10, 

100 and 1000 𝑠𝑖𝑚𝑠𝑒𝑐 of lookahead values. The result of sequential simulation 

runs is summarized in Table 1 [15]. 

Table1 

Coupling factor determination by sequential simulations 

The PDES experiments were executed using equal number of cores and LPs: 𝑁𝐿𝑃 = 2, 4, 6, 8, 12 and 24 (𝑁𝑐𝑜𝑟𝑒𝑠 = 𝑁𝐿𝑃). The relative speedup results measured 

in PDES executions are summarized in Table 2. 

The simulated virtual time both for sequential and PDES runs was 864000𝑠𝑖𝑚𝑠𝑒𝑐. 

The total number of execution runs for sequential simulation and for PDES were 

55 and 330 respectively (11 runs with the same setup of an experiment). 

q1 Q2

Q24
...

...q2

q2 q50

Q1...q2q1

q1

q50

q50

..
.

sw1

sw2

sw24

L [simsec] 0.1 1 10 100 1000 

Execution time [sec] 524.18 521.36 523.09 516.54 415.73 

P [ev sec⁄ ] 263502 264868 263465 261132 247653 

E [ev simsec⁄ ] 159.86 159.83 159.51 156.12 119.16 

Coupling factor λ 2.43 24.14 242.17 2391.39 19246.76 
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Table 2 

PDES relative speedup performance at different Ncores and L values 

L [simsec] 0.1 1 10 100 1000 Ncores=2 0.43 0.78 0.85 0.99 0.99 Ncores=4 0.06 0.48 0.83 0.92 0.94 Ncores=6 0.03 0.28 0.76 0.91 0.94 Ncores=8 0.02 0.18 0.66 0.89 0.95 Ncores=12 0.01 0.09 0.48 0.86 0.94 Ncores=24 0.00 0.02 0.18 0.63 0.87 

The speedup is defined as a proportion of the sequential and the PDES execution 

time of the simulation. The relative speedup is calculated as the proportion 

between the speedup values and the number cores used to achieve the speedup. 

5.2 RST Modeling and Analysis 

The RST model of simulation performance prediction is presented in the form of 

decision information systems and decision tables: 𝐼 = (𝑈, 𝐶 ∪ 𝐷, 𝑓𝑉′, 𝑓, 𝑉′, 𝑉), 𝐼 = (𝑈, 𝐴 = 𝐶 ∪ 𝐷, 𝑓, 𝑉), 𝐼 = (𝑈, 𝐴 = 𝐶 ∪ {𝑑}, 𝑓, 𝑉, ), 𝑑 ∈ 𝐷. 

An extended but relevant list of elements of 𝑈, 𝐶  and 𝐷 sets are described below. 

The simulation experiments are the objects of the universe 𝑈 = {𝑥1, 𝑥2, 𝑥3, … , 𝑥30} 

where 𝑥𝑖 denotes the object of the universe with index 𝑖. 
An extended set of condition attributes may be defined as follows 𝐶 =  { 𝑃, 𝐸, 𝐿(𝑐04), 𝜆(𝑐01), 𝜆𝑁 , 𝑁𝐿𝑃 , 𝑁𝑐𝑜𝑟𝑒𝑠(𝑐03), 𝜏, 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑣𝑖𝑟𝑡𝑢𝑎𝑙 𝑡𝑖𝑚𝑒,  } ∪ {𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑣𝑒 𝑠𝑦𝑛𝑐ℎ𝑟𝑜𝑛𝑖𝑠𝑎𝑡𝑖𝑜𝑛 𝑝𝑟𝑜𝑡𝑜𝑐𝑜𝑙 𝑤𝑖𝑡ℎ 𝑛𝑢𝑙𝑙 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚}  ∪ { 𝑄, 𝑞, 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑗𝑜𝑏𝑠 𝑖𝑛 𝐶𝑄𝑁, 𝑖𝑛𝑡𝑒𝑟 𝑎𝑟𝑟𝑖𝑣𝑎𝑙 𝑡𝑖𝑚𝑒,  𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑡𝑖𝑚𝑒, 𝐹𝐶𝐹𝑆 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑑𝑖𝑠𝑐𝑖𝑝𝑙𝑖𝑛𝑒, 𝑠𝑤𝑖𝑡𝑐ℎ𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡𝑎𝑛𝑑𝑒𝑚𝑠, 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑙𝑎𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑠𝑖𝑚𝑝𝑙𝑒 𝑞𝑢𝑒𝑢𝑒𝑠  } ∪ { 𝑂𝑀𝑁𝑒𝑡 + +, 𝑀𝑃𝐼, 𝐿𝑖𝑛𝑢𝑥 𝐷𝑒𝑏𝑖𝑎𝑛 }. 
The set of decision attributes under consideration can be set as 𝐷 = {𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑠𝑝𝑒𝑒𝑑𝑢𝑝(𝑑01), 𝑠𝑝𝑒𝑒𝑑𝑢𝑝(𝑐02, 𝑑02), 𝑢𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠}. 

(The variables in brackets (for example, 𝑐04) shows the variables selected for the 

analysis.) 
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5.2.1 Generating Predictions and Costs 

For the prediction performance analysis the following decision table after 

discretization and appropriate coding is used: 𝐼 𝑑01 = (𝑈, 𝐴 = 𝐶 ∪ { 𝑑01}, 𝑓, 𝑉), 𝑈 = {𝑥1, 𝑥2, … , 𝑥30}, 𝐶 = {𝑐01, 𝑐02, 𝑐03, 𝑐04}, 𝑉𝑐01 = {𝑙, 𝑚, ℎ, 𝑠, 𝑒}, 𝑉𝑐02 = {𝑎, 𝑛}, 𝑉𝑐03 = {2,4,6,8,12,24}, 𝑉𝑐04 = {𝑓(𝑣𝑐04′ = 0.1), 𝑔, ℎ, 𝑜, 𝑡(𝑣𝑐04′ = 1000)}, 𝑉𝑑01 = {𝐿(0 ≤ 𝑣𝑑01′ < 0.6), 𝐻}. 

(For the later analysis, some values are shown before coding too (for 

example, 𝑣𝑐04′ = 0.1)) 

The examination is performed in a form of TRST train-and-test analysis. For the 

train-and-test examination, based on our previous results presented in [24], the 

Rosetta System [13] is used with G=Johnson’s RSES (Rough Set Exploration 
System) reduct and rule generation method and with the subsequent classification 

of objects. The algorithm of examination is as follows: 

Input: 𝐼 𝑑01 , simulation runtime and configuration data, TRST configuration setup 

data: (𝑈 = 𝑈𝑡𝑟𝑎𝑖𝑛(𝑖) ∪ 𝑈𝑡𝑒𝑠𝑡(𝑖)) ∧ ((𝑈𝑡𝑟𝑎𝑖𝑛(𝑖) ∩ 𝑈𝑡𝑒𝑠𝑡(𝑖)) = ∅) ∧ (|𝑈𝑡𝑟𝑎𝑖𝑛(𝑖)| |𝑈|⁄  == 1530) ∧ ( 𝑅𝑁𝐷𝑠𝑒𝑒𝑑 = 𝑖) ∧ (𝐺 = 𝐽𝑜ℎ𝑛𝑠𝑜𝑛′𝑠 𝑅𝑆𝐸𝑆)  

Output: approximation of classification prediction data, and SPC evaluation 

begin 

for i=1 to 8 for each prediction case do  

//prediction cases = 0, 3, 4, 

  compute TRST 

  //for the series of computation use the same (𝑈𝑡𝑟𝑎𝑖𝑛(𝑖), 𝑈𝑡𝑒𝑠𝑡(𝑖)) 
  //pairs (𝑖 = 1,2, … ,8) 

 return  classification prediction rules and classification prediction data,  

  E1, E2 and E3 evaluation data 

end 

Table 3 shows the costs of simulation experiments 𝐾(𝑥𝑖) (𝑥𝑖 ∈ 𝑈, 𝑖 = 1,2, … ,30).  

Table 3 

Cost of PDES simulation experiments K(xi) [ks] 

Ncores 
L=0.1simsec L=1simsec L=10simsec L=100simsec L=1000simsec xi K(xi) xi K(xi) xi K(xi) xi K(xi) xi K(xi) Ncores=2 x01 209.60 x07 22.73 x13 28.56 x19 0.82 x25 0.48 Ncores=4 x02 52.40 x08 56.88 x14 10.92 x20 0.60 x26 0.44 Ncores=6 x03 24.66 x09 28.72 x15 0.79 x21 0.58 x27 0.44 Ncores=8 x04 16.55 x10 18.48 x16 0.69 x22 0.56 x28 0.44 Ncores=12 x05 8.73 x11 10.84 x17 0.63 x23 0.56 x29 0.44 Ncores=24 x06 1.23 x12 0.67 x18 0.62 x24 0.58 x30 0.42 
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In Table 4, values of cost of rules 𝐾(𝑠𝑗) are shown in order of their occurrence in 

predictions (𝑠𝑗 ∈ ⋃ 𝑆𝑡𝑟𝑎𝑖𝑛(𝑖)8𝑖=1 , 𝑗 = 1,2, … ,24). 

Table 4 

Cost of rules K(sj) [ks] sj s1 s2 s3 s4 s5 s6 s7 s8 K(sj) 313.17 3.70 2.67 2.87 1.85 2.90 0.79 2.29 sj s9 s10 s11 s12 s13 s14 s15 s16 K(sj) 1.63 1.09 0.69 22.74 0.67 1.81 34.90 1.30 sj s17 s18 s19 s20 s21 s22 s23 s24 K(sj) 0.79 0.63 2.87 1.09 1.10 1.70 6.68 5.68 

In Table 5, costs of predictions 𝐾(𝑆𝑡𝑟𝑎𝑖𝑛(𝑖)) are shown together with the number 

of prediction rules |𝑆𝑡𝑟𝑎𝑖𝑛(𝑖)| in the prediction (𝑖 = 1,2, … ,8). 

Table 5 

Cost of predictions K(Strain(i)) [ks] and number of rules in Strain(i) 
Prediction(i) 1 2 3 4 5 6 7 8 K(Strain(i)) 331.85 322.97 351.79 357.85 329.67 364.82 336.05 357.99 |Strain(i)| 9 7 10 8 10 10 7 6 

In the following points, based on simulation results and on RST modeling and 

train-and-test examination data, cases of single predictions and series of 

predictions, with and without dropping, are analyzed using prediction 

performance coefficients. The basic series of predictions (prediction case 0) is 

introduced in point 5.2.2. All the other prediction analysis examples (prediction 

case 1-5) introduced in the analysis are derived from prediction case 0. The 

efficacy minimum requirement for all prediction cases is 𝐸1𝑙𝑖𝑚𝑖𝑡 ≥ 60%. 

5.2.2 Predictions with Full Set of Attributes and Rules 

Prediction case 0: ∀𝑖=18 𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛(𝑖) ∶= 𝑆𝑡𝑟𝑎𝑖𝑛(𝑖) 
Cost data and rule set sizes for the series of predictions are shown in Table 3, 4 

and 5. The effectiveness coefficient of prediction series is 𝐸3𝑠𝑒𝑟𝑖𝑒𝑠 = 𝐸3(𝑆𝑡𝑟𝑎𝑖𝑛) = 𝐸28|𝐸18 where 𝐸28 = 18 ∑ 𝐸1𝑖8𝑖=1 18 ∑ 𝐾8𝑖=1 (𝑆𝑡𝑟𝑎𝑖𝑛(𝑖)) = 77% 344.12𝑘𝑠⁄ =⁄ 0.224%𝑘𝑠 , and 𝐸18 = 18 ∑ 𝐸1(𝑆𝑡𝑟𝑎𝑖𝑛(𝑖))8𝑖=1 = 77% > (𝐸1𝑙𝑖𝑚𝑖𝑡 = 60%). 

5.2.3 Dropping in Single Predictions: Efficacy and Efficiency Analysis 

Prediction case 1: dropping 𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛(1) ∶= 𝑆𝑡𝑟𝑎𝑖𝑛(1) ∖ {𝑠3} 
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Set of prediction rules 𝑆𝑡𝑟𝑎𝑖𝑛(1) consists of nine rules (𝑆𝑡𝑟𝑎𝑖𝑛(1) = {𝑠1, 𝑠2, … , 𝑠9}). 

The limit 𝐸1𝑙𝑖𝑚𝑖𝑡 ≥ 0.6 has been accepted, thus the rule 𝑠3 = (𝑐04(𝑡)  ⇒ 𝑑01(𝐻)), (𝑠3 ∈ 𝑆𝑡𝑟𝑎𝑖𝑛(1)) can be dropped efficaciously since the effect of dropping on 𝐸1 is 

(((∑ 𝑝(𝑥𝑙)15=|𝑈𝑡𝑒𝑠𝑡(1)|𝑙=1 )𝑆𝑡𝑟𝑎𝑖𝑛(1) = 11) − (|𝑀𝑎𝑡𝑐ℎ𝑈𝑡𝑒𝑠𝑡(1)(𝑠3)| = 2) = 9)  ≥ (𝐸1𝑙𝑖𝑚𝑖𝑡 ∗ |𝑈𝑡𝑒𝑠𝑡(1)| = 0.6 ∗ 15 = 9). 

Decision rule 𝑠1 = (𝑐04(𝑓)  ⇒ 𝑑01(𝐿)), (𝑠1 ∈ 𝑆𝑡𝑟𝑎𝑖𝑛(1)) cannot be dropped 

efficaciously because 

(((∑ 𝑝(𝑥𝑙)15=|𝑈𝑡𝑒𝑠𝑡(1)|𝑙=1 )𝑆𝑡𝑟𝑎𝑖𝑛(1) = 11) − (|𝑀𝑎𝑡𝑐ℎ𝑈𝑡𝑒𝑠𝑡(1)(𝑠1)| = 3) = 8)  ≱ (𝐸1𝑙𝑖𝑚𝑖𝑡 ∗ |𝑈𝑡𝑒𝑠𝑡(1)| = 0.6 ∗ 15 = 9). 

Cost of rule 𝑠3 is 𝐾(𝑠3) = 2.67𝑘𝑠 thus after dropping 𝑠3  𝐾(𝑆𝑡𝑟𝑎𝑖𝑛(1) ∖ {𝑠3}) =329.18𝑘𝑠. The efficacy and efficiency coefficients after dropping are 𝐸1(𝑆𝑡𝑟𝑎𝑖𝑛(1) ∖ {𝑠3}) = 60%, 𝐸2(𝑆𝑡𝑟𝑎𝑖𝑛(1) ∖ {𝑠3}) = 0.182%𝑘𝑠 respectively. 

Comparing 𝐸2𝑙𝑖𝑚𝑖𝑡 = 𝐸1𝑙𝑖𝑚𝑖𝑡 18 ∑ 𝐾8𝑖=1 (𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛)⁄  for both before and after 

dropping cases, the next inequality has been got: 𝐸2𝑙𝑖𝑚𝑖𝑡(𝑆𝑡𝑟𝑎𝑖𝑛(1)) = 0.181%𝑘𝑠 < < 𝐸2𝑙𝑖𝑚𝑖𝑡(𝑆𝑡𝑟𝑎𝑖𝑛(1) ∖ {𝑠3}) = 0.182%𝑘𝑠, that is 𝑆𝑡𝑟𝑎𝑖𝑛(1) is worse in effectiveness. 

Prediction case 2: dropping 𝐶𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛(1) ∶= 𝐶 ∖ {𝑐03} 

Extending the previous case, the attribute 𝑐03 may be dropped efficaciously if the 

following set of sufficient conditions can be satisfied: ∃𝑆𝐸𝐹(1) (𝑆𝑡𝑟𝑎𝑖𝑛(1) = (𝑆𝐸𝐹(1) ∪ 𝑆𝐹𝐸(1))) ∧ ({𝑐03} ∉ 𝐶𝑆𝐸𝐹(1)) ∧ 𝐸1(𝑆𝐸𝐹(1))  ≥  ≥ 𝐸1𝑙𝑖𝑚𝑖𝑡 , where set 𝐶𝑆𝐸𝐹(1) denotes the set of condition attributes used by rules 

of set 𝑆𝐸𝐹(1). The partitioning 𝑆𝑡𝑟𝑎𝑖𝑛(1) = (𝑆𝐸𝐹(1) = {𝑠1, 𝑠2, 𝑠3})  ∪ 𝑆𝐹𝐸(1) ={𝑠4, 𝑠5, 𝑠6, 𝑠7, 𝑠8, 𝑠9}, satisfies the conditions since 𝐸1(𝑆EF(1)) = 60 % = 𝐸1𝑙𝑖𝑚𝑖𝑡  

and  (𝐶𝑆𝐹𝐸(1) ∖ 𝐶𝑆𝐸𝐹(1)) = {𝑐03, 𝑐04} ∖ {𝑐04} = {𝑐03}. 

The cost of prediction after dropping 𝑐03 is 𝐾(𝑆𝑡𝑟𝑎𝑖𝑛(1)∖{𝑐03}) = 𝐾(𝑆𝐸𝐹(1)) = = 319.54𝑘𝑠, thus the efficiency got is 𝐸2(𝑆𝑡𝑟𝑎𝑖𝑛(1)∖{𝑐03}) = 0.188%𝑘𝑠 . 
5.2.4 Dropping in Series of Predictions: Effectiveness Analysis 

Prediction case 3: dropping ∀𝑖=18 𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛(𝑖) ∶= 𝑆𝑡𝑟𝑎𝑖𝑛(𝑖) ∖ {𝑠1} 

The  effectiveness after dropping the rule 𝑠1 is 
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𝐸3𝑠𝑒𝑟𝑖𝑒𝑠 = 𝐸3(𝑆𝑡𝑟𝑎𝑖𝑛 ∖ {𝑠1}) = 𝐸28|𝐸18 where 𝐸28 = 18 ∑ 𝐸1(𝑖)8𝑖=1 18 ∑ 𝐾8𝑖=1 (𝑆𝑡𝑟𝑎𝑖𝑛(𝑖) ∖ {𝑠1})⁄ = 1.680%𝑘𝑠 , and 𝐸18 = 18 ∑ 𝐸1(𝑆𝑡𝑟𝑎𝑖𝑛(𝑖) ∖ {𝑠1})8𝑖=1 = 52%. 

In this case, dropping 𝑠1 is highly efficient (since 𝐾(𝑆𝑡𝑟𝑎𝑖𝑛) = 344.12𝑘𝑠 

and 𝐾(𝑠1) = 313.17𝑘𝑠 ) but the dropping is not efficacious because 52% <𝐸1𝑙𝑖𝑚𝑖𝑡 = 60% and thus the dropping is not effective too. 

Prediction case 4: dropping  ∀𝑖=18 𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛(𝑖) ∶= {𝑠1, 𝑠2, 𝑠3} 

For the case of this rule dropping effectiveness is 𝐸3𝑠𝑒𝑟𝑖𝑒𝑠 = 𝐸3({𝑠1, 𝑠2, 𝑠3}) = 𝐸28|𝐸18 where 𝐸28 = 18 ∑ 𝐸1𝑖8𝑖=1 18 ∑ 𝐾8𝑖=1 (𝑆𝑡𝑟𝑎𝑖𝑛(𝑖) = {𝑠1, 𝑠2, 𝑠3}) =⁄ 0.194%𝑘𝑠 , and 𝐸18 = 18 ∑ 𝐸1(𝑆𝑡𝑟𝑎𝑖𝑛(𝑖) = {𝑠1, 𝑠2, 𝑠3})8𝑖=1 = 62% > (𝐸1𝑙𝑖𝑚𝑖𝑡 = 60%). 
Prediction case 5: dropping ∀𝑖=18 𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛(𝑖) = 𝑆𝑡𝑟𝑎𝑖𝑛(𝑖)|𝐶 ∶=𝐶 ∖ {𝑐03} 

Attribute 𝑐03 could be dropped efficaciously for the series of predictions 

(continuing the analysis of prediction case 2) since the sufficient set of conditions, ⋁ ∃𝑆𝐸𝐹(𝑖)8𝑖=1 (𝑆𝑡𝑟𝑎𝑖𝑛(i) = (𝑆𝐸𝐹(𝑖) ∪ 𝑆𝐹𝐸(𝑖))) ∧ ({𝑐03} ∉ 𝐶𝑆𝐸𝐹(𝑖))) ∧   ∧ ((18 ∑ 𝐸1(𝑆𝐸𝐹(𝑖))8𝑖=1 ) ≥ 𝐸1𝑙𝑖𝑚𝑖𝑡), can be satisfied by simply taking ⋁ 𝑆𝐸𝐹(𝑖)8𝑖=1 = {𝑠1, 𝑠2, 𝑠3} for this case too. Thus, the effectiveness evaluation gives 

the same numbers as for prediction case 4: 𝐸3𝑠𝑒𝑟𝑖𝑒𝑠 = 𝐸3(𝑆𝐸𝐹|𝐶 ∖ {𝑐03}) = 𝐸28|𝐸18 where 𝐸28 = 18 ∑ 𝐸1𝑖8𝑖=1 18 ∑ 𝐾8𝑖=1 (𝑆𝑡𝑟𝑎𝑖𝑛(𝑖) = 𝑆𝐸𝐹(𝑖)) =⁄ 0.194 %𝑘𝑠 , and 𝐸18 = 18 ∑ 𝐸1(𝑆𝐸𝐹(𝑖))8𝑖=1 = 62% > (𝐸1𝑙𝑖𝑚𝑖𝑡 = 60%). 

6 Comparison and Discussion of Predictions 

Figure 4 compares three series of predictions 𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝑆𝑡𝑟𝑎𝑖𝑛  (case 0), 𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = {𝑠1, 𝑠2, 𝑠3} (case 4) and 𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝑆𝑡𝑟𝑎𝑖𝑛 ∖ {𝑠1} (case 3). The 

diagram shows 𝐸1 and 𝐸2 coefficients for every single prediction and shows 𝐸2 

and 𝐸1 values of 𝐸3 for the series of predictions too. To make the comparison of 

predictions easier, the efficiency coefficients are calculated such that  𝐾(𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = {𝑠1, 𝑠2, 𝑠3}) = 319.54𝑘𝑠 = 100%. 
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For the single predictions of  𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝑆𝑡𝑟𝑎𝑖𝑛  , the relation ∀𝑖=18 𝐸1(𝑖)(𝐸1(𝑖) ≥≥ 𝐸1𝑙𝑖𝑚𝑖𝑡) is hold, and the relative efficiency of the series 𝐸2 is 72% (𝐸1= 77%). 

 

Figure 4 

E1, E2 and E3 evaluation of predictions and droppings 

For  𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 =  {𝑠1, 𝑠2, 𝑠3}, the relation ∀𝑖=18 𝐸1(𝑖)(𝐸1(𝑖) > 50%) is true for 

every single prediction. Efficacy of series is 𝐸1 = 62%, with a relative efficiency 

of 𝐸2 = 62% too. If 𝐸1 = 60% = 𝐸1𝑙𝑖𝑚𝑖𝑡  has been accepted then   𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = {𝑠1, 𝑠2, 𝑠3} performs better: 𝐸2({𝑠1, 𝑠2, 𝑠3}) =60% and 𝐸2(𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝑆𝑡𝑟𝑎𝑖𝑛) = 

=56%. 

Dropping 𝑠1 (𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝑆𝑡𝑟𝑎𝑖𝑛 ∖ {𝑠1}) leads to a significant decrease of 𝐸1 

(77% → 52%), and results in an ineffective series of predictions. All the single 

predictions of 𝐸2(𝑆𝑡𝑟𝑎𝑖𝑛 ∖ {𝑠1}) are in the range between 235% and 1956%. The 

efficiency of the series 𝐸2(𝑆𝑡𝑟𝑎𝑖𝑛 ∖ {𝑠1}) is 537%. The rule with the highest cost 𝑠1 has significant influence on efficacy and dominating influence on efficiency of 

predictions. (Rule 𝑠1 is included in  𝑆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = {𝑠1, 𝑠2, 𝑠3} and its proportion in 

the cost of the whole set is 98% (Table 4).) 

This evaluation indicates the need for the feedback to model identification phase. 

The 𝑠1 rule has the form  𝑠1 = (𝑐04(𝑓 )  ⇒ 𝑑01(𝐿)) where 𝑐01(𝑓) = 𝑣′𝑐04 = 0.1 

and 𝑑01(𝐿) =  𝑣′𝑑01 < 0.6 . The relation 𝑆𝑢𝑝𝑝(𝑠1) = 1 is true for the 
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𝑙𝑜𝑜𝑘𝑎ℎ𝑒𝑎𝑑 = 0.1 column in Table 2. The cost of the rule 𝐾(𝑠1) = ∑ 𝐾(𝑥𝑙)6𝑙=1 =313.17𝑘𝑠 is the sum of costs of 6 experiments of the universe 𝑥01 − 𝑥06 in Table 

3. It means that if objects 𝑥01 − 𝑥06 are excluded from the model, then there is no 

need for the high cost  𝑠1 rule. 

This modification of the model allows decreasing prediction costs without losing 

the prediction power in ranges with higher potential speed increases. 

Conclusions 

In past years, numerous simulation performance prediction methods have been 

developed that support simulation model development for PDES, since PDES 

execution can significantly decrease model runtime and developing simulation 

models with high PDES runtime features have remained challenging tasks. The 

emerging execution platforms with on-demand access and charge-per-use services 

bring into focus, the importance of cost/quality evaluation in performance 

predictions. Here, we have defined prediction performance improvement 

operations, based on the system of performance coefficients of efficacy (E1), 

efficiency (E2), effectiveness (E3), characterizing prediction correctness, 

evaluating correctness to cost relationship and describing correctness cost 

behavior for a series of predictions, respectively. We included the evaluation and 

improvement steps in a traditional RST train-and-test algorithm and added it to a 

classic CFM to form an integrated prediction method. We presented the work of 

the improved prediction method on a case study of a Closed Queuing Network 

(CQN) model PDES CFM analysis. In the analysis of the CFM RST model and 

results of the train-and-test examination, we presented the use of E1, E2 and E3 

coefficients for rule and attribute dropping operations and the feedback to the 

CFM and RST model-identification phase was shown. For the case study 

implementation, the OMNet++ DES framework and the Rosetta Rough Set 

Software System were used. Future research is planned to focus on the 

effectiveness evaluation of simulation model output data, preprocessing for rough 

modeling and on the application of the method, for methods other than CFM. 
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Derivation and Application of a New Equation 

for Design and Analysis of Triple Spool Mixed 

Turbofan Jet Engines with Verification 

Foroozan Zare, Árpád Veress 

Department of Aeronautics, Naval Architecture and Railway Vehicle 

Budapest University of Technology and Economics 

Műegyetem rkp. 3, H-1111 Budapest, Hungary 
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Abstract: The development of an improved mathematical model is reported, herein, for 

modeling the thermo-dynamic processes of triple spool mixed turbofan jet engines with an 

afterburner, at start conditions with special care for the verification. The T-s diagram and 

the main characteristics of the engines are determined by a concentrated parameter-

distribution type method, implemented in the MATLAB environment. The governing 

equations are based on mass, energy balance and the real thermo-dynamic processes. A 

non-linear constraint optimization method is used, for identifying the unknown parameters. 

Temperature and component mass fraction dependent gas properties are calculated by 

iteration cycles in case of functional dependencies. A new and more accurate equation is 

derived and applied for determining the critical pressure at converging nozzle flow with 

consideration of the local material properties. The thermo-dynamic analyses are completed 

for NK-32 and NK-25 turbo jet engines. The plausibility of the method and the verification 

the new equation is provided. 

Keywords: triple spool turbojet engine, thermodynamics, mathematical model, verification 

 

Nomenclature 

Variables(Latin)  𝐴9 Outlet area of the engine (m
2
) 𝐶𝑓 Specific heat of the fuel (J/kg/K) 𝐶𝑝 Specific heat (J/kg/K) 𝐶�̅� Mean (between Ti and Ti+1) specific heat (J/kg/K) 𝑑9 Outlet diameter of the engine (m) 

D Inlet diameter of the engine (m) 𝑓 Fuel to air ratio (kg/kg) 
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L Length of the engine (m) 𝐿0 Theoretical air mass required to burn 1 kg fuel at  

stoichiometry condition (kg/kg) �̇� Mass flow rate (kg/s) �̇�𝑎𝑖𝑟  Air mass flow rate enters in the engine (kg/s) �̇�𝑡𝑒𝑐ℎ Bleed air mass flow rate due to the technological reason 

(kg/s) 

P Pressure (Pa) 

QR Lower heating value of the fuel (J/kg) 

R Total pressure recovery factor (-) 

R Specific gas constant (J/kg/K) 

T Temperature (K), thrust (kN) 

TSFC Thrust Specific Fuel Consumption (kg/(kN h))  

V Velocity (m/s) 

Variables(Greek)  𝛽 By-pass ratio (-) 𝛾 Ratio of specific heats (-) �̅� Ratio of mean specific heats (-) 𝛿𝑏𝑐 Air income ratio due to the turbine blade cooling (-) 𝛾𝑔𝑎𝑠 Ratio of specific heats for gas (1.33) (-) 𝛿𝑡𝑒𝑐ℎ Bleed air ratio for technological reasons (-) 𝜁 Power reduction rate for the auxiliary systems (-) 𝜂 Efficiency (-) 𝜋 Total pressure ratio (-) 

  

Subscripts  

0 Total 

0-9 Engine cross sections 

1, 2, 3  Number of turbine and compressor spool 

A Afterburner 

A Ambient 

Al Afterburner liner 

C Compressor 

C Critical 

Cc Combustion chamber 

B Burning 
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Bc Blade cooling 

D Diffuser 

F Fuel, fan 

Hp High pressure 

Ip Intermediate pressure 

Lp Low pressure 

M Mechanical 

mix Mass flow weighted parameter for air-gas mixture 

N Nozzle 

S Isentropic 

St Stoichiometric condition 

T Turbine 

tech (Mass flow) re-movement for technological reason 

1 Introduction 

A significant number of leading technologies are established and transferred 

within the aeronautical sector. A wide range of R&D activities are in progress in 

fields, such as, the application of control theories [1, 2], feasibility study of a new 

system-solution [3], improvement of component characteristics [4], new approach 

for noise modeling [5] and diagnostics [6]. 

This is especially true for the propulsion systems of the aircraft, as it is going to be 

presented in the next paragraphs and chapters. Moreover, beside the aeronautical 

applications, the gas turbines are generally used in energy generation in the other 

contributions of transportation; they can be found in the energetics, oil and gas 

sectors of the industry. These types of engines have higher power-density ratios (~ 

15-22 kW/kg) compared to piston engines (~ 0.7-1.5 kW/kg). The gas turbines are 

relatively light-weight structures and have a compact size, which makes their 

installation cost efficient. These engines are less sensitive for overloads; they have 

less solid cross sectional area against the upstream flow (less drag) and have less 

vibration due to the well balanced and rather axisymmetric rotating components. 

The gas turbines have high availability factor (80-99%) and their reliability can be 

over 99%. They have low emission (there is no lubricant in the combustion 

chamber and no soot during transient loads) they contain less moving parts and 

represent less sensitivity for the quality of the fuel used, compared to piston 

engines. Additionally, there is no need for liquid-based cooling system, but the 

maximum allowable temperature (e.g. ~ 1450°C) at the turbine inlet section must 

be limited due to metallurgical factors. 
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Besides, the technical characteristics of the gas turbines today, a certain amount of 

potential is available for improving their efficiencies, power and emissions. 

Although the experiences and the know-how of the gas turbine manufacturers 

increasing continuously, the different mathematical models with using of optimum 

choice and form of the most dominant processes can significantly contribute to 

decrease cost, time and capacity in the early phase of gas turbine design and 

developments. There are many scientific publications are subjected to the 

thermodynamic-based simulation approaches, which confirms also the need for 

creating more and more accurate calculation methods. Guha [7] determined the 

optimum pressure ratio of fan both in analytical and numerical way for separate 

stream and mixed stream bypass engines. It has been presented that the optimum 

fan pressure ratio depends on the thrust and it is a weak function of the bypass 

ratio. Two simple, explicit relations have been derived for determining the 

optimum fan pressure ratio in bypass engines. The results of the analytical 

equations are compared with the output of the numerical optimization. Silva and 

his co-workers [8] shown an evolutionary approach called the StudGA which is an 

optimization design method. The purpose of his works is to optimize the 

performance of the gas turbine in terms of minimizing fuel consumption at 

nominal thrust output, and simultaneously to maximize the thrust of the same fuel 

consumption as well as to decrease turbine blade temperature. 

Recently, three spool mixed turbofan engines are frequently used in commercial 

and military applications due to their high power density and efficiency and so 

low normalized range factor and emission at relatively high flight speed and at 

wide operational range. Hence, the NK-32 (see Figure 1) and NK-25 turbo jet 

engines are considered for testing and verifying the results of the presently applied 

mathematical model. The Kuznetsov NK-32 is an afterburning 3-spool low bypass 

turbofan jet engine, which powers the Tupolev Tu-160 supersonic bomber, and 

was fitted to the later model Tupolev Tu-144LL supersonic transporter. It is the 

largest and most powerful engine ever fitted on a combat aircraft. It produces 245 

kN of thrust in maximum afterburner [13]. The Kuznetsov NK-25 is a turbofan 

aircraft engine used in the Tupolev Tu-22M strategic bomber. It can equal the 

NK-321 engine as one of the most powerful supersonic engines in service today. It 

is rated at 245 kN thrust. It was superior to many other engines because of its 

improved fuel consumption [14]. 

A concentrated parameter distribution-type method has been developed in the 

present paper to determine the thermo-dynamic cycles of three spool mixed 

turbofan engines. Mass and energy balance with real thermo-dynamic processes 

are used in the computational procedure. The unknown input parameters are 

determined by a constraint nonlinear optimization. The goal function of the 

optimization is to minimize the difference between the calculated and available 

thrust and thrust specific fuel consumption if they are given in the datasheet of the 

engine. Concerning the material properties, iteration cycles are implemented to 

evaluate the temperature and component mass fraction dependent gas parameters 
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as specific heat at constant pressure and ratio of specific heats. A new equation 

has been derived for determining the critical pressure at converging nozzle flow 

with considering real thermodynamic conditions. The verifications of the results 

are carried out by considering available technical specifications, followed by the 

parameter identifications for the unknown parameters. 

 

Figure 1 

NК-32 turbofan jet engine [10] 

2 Thermo-Dynamic Model for the Triple Spool 

Turbofan Engine 

Description of the applied engines, assumptions and the modelling approach for 

the gas turbine has been discussed in the present chapter. 

2.1 Introduction and General Remarks 

A layout with the considered cross sections of a typical triple spool turbojet 

engine with afterburner is presented in Figure 2. The environmental parameters as 

pressure and temperature at static sea level conditions belong to section “0” are 
obtained by ISA (International Standard Atmosphere) and valid at start 

conditions: 

- Ambient static pressure:  pa=101325Pa 

- Ambient static temperature:  Ta=288K 

The ambient air enters into the engine at section “1”. The operational fluid suffers 
from pressure drop in the inlet diffuser, which is between port “1” and “2”. The 
compressed air is generated from cross section “2” to “3”. The compressor unit 
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consists of three main segments as low, medium and high pressure components. 

The low pressure compressor unit operates as fan module also and the by-passed 

air leaves the downstream section of the last fan stage is not directly exhausted, 

but it flows in a duct around the engine core and it is mixed with the hot gases 

leaving the turbine at section “6”. The combustion chamber is located between 
port “3” and “4”, where the heat is generated by adding fuel to the compressed air 
at stoichiometric condition and at burning activation temperature. The flow stream 

with high total enthalpy expands and provides energy to the high, medium and 

low pressure turbines, which is transmitted to the high, medium and low pressure 

compressor spool respectively. The afterburner for increasing thrust is located 

section “6” and “7”. The exhaust gases with unburned oxygen leaves the engine 

across the nozzle (“7”-“9”) with producing thrust. 

 

Figure 2 

The layout of the mixed triple spool turbofan engine with afterburner [12] 

Regarding the present investigations, real engine specifications are considered for 

plausibility. However, based on the available literature [9], there are known and 

unknown data that can be distinguished. The known parameters are the incoming 

air mass flow rate, pressure ratio of the compressor, turbine inlet total temperature 

and the length and the diameter of the engine, which are also considered as input 

parameters of the analyses. The unknown parameters are; efficiencies 

(mechanical, isentropic of compressor and turbine, burning and exhaust nozzle), 

losses (total pressure recovery of inlet diffuser, combustion chamber and 

afterburner or turbine exhaust pipe), power reduction rates of the auxiliary 

systems, total pressure ratio of the fan and intermediate pressure compressor, 

bleed air ratios for technological reasons, air income ratios due to blade cooling 

and total temperature at the afterburner. In order to determine these unknown 

parameters, constrained nonlinear optimization method is applied with the goal 

function to minimize the deviations between the calculated and given thrust and 

thrust specific fuel consumption. 
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Beside the unvarying material properties, such as, specific gas constants, it is 

important to take the local temperature and mass fraction conditions into 

consideration in determining other parameters, such as, the specific heat at 

constant pressure and the ratio of the specific heats. These variables can be 

changed not only at each cross section of the engine, but also at different 

operational conditions belongs to different compressor pressure ratio. Equation (1) 

and (3) shows the expressions how they are determined as the mean value through 

the considered process. Equation (2) and (4) presents their standalone value at 

given temperature and fuel to air mass flow ratio. Iteration processes are applied if 

the temperature and/or fuel to air ratio is the variable of the unknown parameter so 

as to gain the balance between the temperature and mass fraction dependent 

material properties and the determined unknown thermo-dynamic parameter. 

𝐶�̅�𝑚𝑖𝑥(𝑇𝑖 , 𝑇𝑖+1, 𝑓) = 1000 ∑ 𝑎𝑗+𝑓𝑐𝑗(𝑗+1)(𝑓+1)[(𝑇𝑖+11000)𝑗+1−( 𝑇𝑖1000)𝑗+1]𝑛𝑗=0 𝑇𝑖+1−𝑇𝑖  (1) 

𝐶𝑝𝑚𝑖𝑥(𝑇, 𝑓) = ∑ 𝑎𝑗+𝑓𝑐𝑗𝑓+1 ( 𝑇1000)𝑗𝑛𝑗=0  (2) �̅�𝑚𝑖𝑥 = 𝐶�̅�𝑚𝑖𝑥(𝑇𝑖,𝑇𝑖+1,𝑓)𝐶�̅�𝑚𝑖𝑥(𝑇𝑖,𝑇𝑖+1,𝑓)−𝑅𝑚𝑖𝑥 (3) 𝛾𝑚𝑖𝑥 = 𝐶𝑝𝑚𝑖𝑥(𝑇,𝑓)𝐶𝑝𝑚𝑖𝑥(𝑇,𝑓)−𝑅𝑚𝑖𝑥 (4) 

The polynomial constants for air and kerosene fuel are 
ja  and 

jc  according to 

[11]. The values of the polynomial constants for the used gases are shown in Table 

1. 

Table 1  

The used Polynomial constants for determining the material properties of gases [11] 𝑎𝑗  Value 𝑐𝑗 Value 𝑎0 1043.797 𝑐0 614.786 𝑎1 -330.6087 𝑐1 6787.993 𝑎2 666.7593 𝑐2 -10128.91 𝑎3 233.4525 𝑐3 9375.566 𝑎4 -1055.395 𝑐4 -4010.937 𝑎5 819.7499 𝑐5 257.6096 𝑎6 -270.54 𝑐6 310.53 𝑎7 33.60668 𝑐7 -67.426468 

2.2 Mathematical Model of the Triple Spool Turbojet Engine 

The used physical and mathematical approaches have been introduced in the 

present subchapter. 
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The engine operates at sea level start condition in the present case. Total pressure 

recovery has been considered in the inlet diffuser of the engine. The isentropic 

efficiencies and pressure ratios are used at fan, intermediate and high pressure 

compressor for calculating the stagnation temperatures and pressures at the outlets 

of the units. Total pressure recovery has been considered due to the real flow 

modeling for determining the total pressure at the outlet of the combustion 

chamber. Stagnation enthalpy balance of the combustion chamber is used for 

determining the mass flow rate of the fuel, meanwhile the expected turbine inlet 

total temperature is considered. Equation (5) includes five terms as 1: stagnation 

enthalpy of the incoming pure air into the combustion chamber, 2: stagnation 

enthalpy of the fuel, 3: heat generation by the combustion, 4: stagnation enthalpy 

of the hot gas at the stoichiometric burning condition, which leaves the 

combustion chamber, 5: stagnation enthalpy of the pure air, that is found at the 

outlet section of the combustion chamber. 

 

 �̇�𝑎𝑖𝑟1+𝛽 (1 − 𝛿𝑡𝑒𝑐ℎ)𝐶𝑝𝑚𝑖𝑥(𝑇03, 𝑓 = 0)𝑇03 + �̇�𝑓𝑐𝑐𝐶𝑓𝑇0,𝑓𝑐𝑐 + 𝜂𝑏𝑄𝑅�̇�𝑓𝑐𝑐 = (�̇�𝑎𝑖𝑟,𝑠𝑡,𝑐𝑐 +�̇�𝑓𝑐𝑐)𝐶𝑝𝑚𝑖𝑥(𝑇04, 𝑓𝑠𝑡,𝑐𝑐)𝑇04 + (�̇�𝑎𝑖𝑟1+𝛽 (1 − 𝛿𝑡𝑒𝑐ℎ) − �̇�𝑎𝑖𝑟,𝑠𝑡,𝑐𝑐)𝐶𝑝𝑚𝑖𝑥(𝑇04, 𝑓 = 0)𝑇04  

 (5) 𝛿𝑡𝑒𝑐ℎ = �̇�𝑡𝑒𝑐ℎ/ (�̇�𝑎𝑖𝑟1+𝛽 ) in equation (5) represents the certain amount of mass flow 

rate re-movements in the high pressure compressor due to the technological 

reason. 
R

Q = 42MJ/kg is the lower heating value of the used fluid. �̇�𝑎𝑖𝑟,𝑠𝑡,𝑐𝑐 (see 

(6)) is the air mass flow rate, which is involved in the burning process at 

stoichiometric condition and 
0

L =14.72kg/kg. The definition of the fuel to air 

ratios in the combustion chamber is found in (7). �̇�𝑎𝑖𝑟,𝑠𝑡,𝑐𝑐 = �̇�𝑓𝑐𝑐𝐿0 (6) 𝑓𝑐𝑐 = �̇�𝑓𝑐𝑐(1+𝛽)�̇�𝑎𝑖𝑟(1−𝛿𝑡𝑒𝑐ℎ), 𝑓𝑠𝑡,𝑐𝑐 = �̇�𝑓𝑐𝑐�̇�𝑎𝑖𝑟,𝑠𝑡,𝑐𝑐 (7) 

Iteration cycle is applied for (5) in order to elaborate the coherent values of the 

fuel to air ratio and the specific heat at constant pressure. 

Power equilibrium of the high pressure compressor and turbine is used to 

determine the total temperature at the outlet section of the high pressure turbine; 

T04.1: �̇�𝑎𝑖𝑟1+𝛽 𝐶�̅�𝑚𝑖𝑥(𝑇02.3, 𝑇03, 𝑓 = 0)(𝑇03 − 𝑇02.3) =𝜂𝑚�̇�4−4.1(1 − 𝜁)𝐶�̅�𝑚𝑖𝑥(𝑇04, 𝑇04.1, 𝑓ℎ𝑝,𝑇)(𝑇04 − 𝑇04.1) (8) 

4

1 2 3

5
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The mas flow rate of the operational fluid in the high pressure turbine is shown in 

(9). �̇�4−4.1 = �̇�𝑎𝑖𝑟1+𝛽 (1 − 𝛿𝑡𝑒𝑐ℎ)(1 + 𝑓𝑐𝑐)(1 + 𝛿𝑏𝑐) (9) 

bc
  represents the incoming air mass flow rate at high pressure turbine for blade 

cooling (see (10)). 𝛿𝑏𝑐 = �̇�𝑏𝑐(1 + 𝛽) (�̇�𝑎𝑖𝑟(1 − 𝛿𝑡𝑒𝑐ℎ)(1 + 𝑓𝑐𝑐))⁄  (10) 

The power balances are used also for the low and intermediate pressure units for 

determining the exit temperature of the low and intermediate pressure turbines. 

Iteration cycles are applied also for updating the specific heat at constant pressure 

in the turbine segments. 

The total pressure recovery of the engine section 5-6 (see Figure 2.) is included in 

the liner location corresponds to 6-7, which approximation has negligible effect 

for the output of the analyses. 

The by-passed and core flow are mixed at section 6. Mass flow weighted 

averaging procedure is applied for determining the total pressure and energy 

balance is considered for having the total temperature of the gas mixture. 

The afterburner is located between cross section 6. and 7. Total enthalpy balance 

has been considered for this segment in order to calculate the fuel mass flow rate 

enters into the afterburner as it is shown in (11). �̇�𝑎𝑖𝑟,6 𝐶𝑝𝑚𝑖𝑥(𝑇06, 𝑓 = 0)𝑇06 + �̇�𝑓,𝐴𝐶𝑓𝑇0,𝑓𝐴 + 𝜂𝑏𝑄𝑅�̇�𝑓𝐴 + (�̇�𝑎𝑖𝑟,𝑠𝑡,𝑐𝑐 +�̇�𝑓𝑐𝑐) 𝐶𝑝𝑚𝑖𝑥(𝑇06, 𝑓𝑠𝑡,𝑐𝑐)𝑇0,6 = (�̇�𝑎𝑖𝑟,𝑠𝑡,𝑐𝑐 + �̇�𝑓𝑐𝑐) 𝐶𝑝𝑚𝑖𝑥(𝑇07, 𝑓𝑠𝑡,𝑐𝑐)𝑇07 + (�̇�𝑎𝑖𝑟,𝑠𝑡,𝐴 + �̇�𝑓𝐴) 𝐶𝑝𝑚𝑖𝑥(𝑇07, 𝑓𝑠𝑡,𝐴)𝑇07 + (�̇�𝑎𝑖𝑟,6 − �̇�𝑎𝑖𝑟,𝑠𝑡,𝐴)𝐶𝑝𝑚𝑖𝑥(𝑇07, 𝑓 =0)𝑇07 (11) 

The left side of equation (11) shows the incoming total enthalpy into the system 

and the right hand side represents the leaving one. The first term of equation (11) 

is the stagnation enthalpy of pure air, which is available at section 6. The second 

and third term is the total enthalpy of the fuel entering into afterburner and heat 

generated by the combustion respectively. The last term in the left hand side is the 

total enthalpy of the incoming hot gases, which are already burnt previously in the 

combustion chamber. The total enthalpy of the hot gases of the combustion 

chamber and the afterburner are represented by the first two terms in the right side 

of the (11). The last term is the total enthalpy of the pure air, which leaves the 

system. Iterative calculation procedure is used here also to determine the fuel to 

air ratio of the afterburner at stoichiometric condition (𝑓𝑠𝑡,𝐴 = �̇�𝑓𝐴/�̇�𝑎𝑖𝑟,𝑠𝑡,𝐴) and 

the specific heat at constant pressure, which are corresponds to each other by 

means of functional dependencies. 

Expansion processes occur in the exhaust nozzle shown in Figure 3. In order to 

clarify whether the supposed converging nozzle is chocked or is not, temperature 
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and component dependent material properties, inlet conditions of the nozzle and 

its isentropic efficiency are considered. If the calculated critical pressure is higher 

than ambient pressure, the nozzle flow is considered to be choked, which means 

that the exit pressure of the nozzle is equal to the critical pressure: c
p . If the 

ambient pressure is higher than the critical pressure, then the nozzle flow is 

unchocked; therefore, the exhaust pressure of the exit is equal to the ambient 

pressure. After having this information and determining the pressure, the 

temperature and the velocity at the exit of the exhaust nozzle can be calculated. 

 

Figure 3 

Nozzle flow with losses for unchoked (left side) and for choked (right side) flow conditions 

A new analytical equation has been derived for determining the critical pressure at 

the exhaust port of the nozzle (see (18)), in which, beside the dependences of 

temperature variation and fuel to air ratio in the specific heat at constant pressure, 

the ratio of the specific heats are also considered. The critical static pressure at the 

outlet section of the exhaust system is coupled with the outlet static temperature; 

hence, iteration cycling is used for determining these variables together with the 

material properties in case of chocked conditions. The fuel to air ratio at the 

afterburner is also included in the overall fuel to air ratio:  𝑓 = (�̇�𝑓𝑐𝑐 + �̇�𝑓𝐴)/(�̇�𝑎𝑖𝑟 − �̇�𝑡𝑒𝑐ℎ + �̇�𝑏𝑐) (12) 

The derivation of the new equation for the critical pressure at the exhaust nozzle is 

presented in the followings. First the total enthalpy and then total temperature at 

section 9 is introduced as it is shown in equation (13) and (14). ℎ09 = ℎ9 + 𝑉922 ⇒ 𝐶𝑝𝑚𝑖𝑥(𝑇09, 𝑓)𝑇09 = 𝐶𝑝𝑚𝑖𝑥(𝑇9, 𝑓) 𝑇9 + 𝑉922 ⇒ 𝑇09 =𝑇9 𝐶𝑝𝑚𝑖𝑥(𝑇9,𝑓)𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓) + 𝑉922𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓) (13) 𝑇09 = 𝑇9 𝐶𝑝𝑚𝑖𝑥(𝑇9,𝑓)𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓) + 1𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓) 𝑉922 𝑎92𝑎92 ⇒ 𝑇09 =𝑇9 𝐶𝑝𝑚𝑖𝑥(𝑇9,𝑓)𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓) + 1𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓)  𝑀92 𝛾𝑚𝑖𝑥(𝑇9,𝑓)𝑅𝑚𝑖𝑥𝑇92   (14) 
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The critical condition corresponds to 𝑀9=1 and 𝑇9 = 𝑇𝑐 , so Equation (14) can be 

reformulated as follows: 𝑇09𝑇𝑐 = 𝐶𝑝𝑚𝑖𝑥(𝑇𝑐,𝑓)𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓) + 𝛾𝑚𝑖𝑥(𝑇C,𝑓)𝑅𝑚𝑖𝑥2𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓) = 2𝐶𝑝𝑚𝑖𝑥(𝑇𝑐,𝑓)+𝛾𝑚𝑖𝑥(𝑇𝑐,𝑓)𝑅𝑚𝑖𝑥2𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓)  (15) 

The nozzle efficiency and the isentropic static temperature at point 9 is given by 

equation (16). 𝜂𝑛 = 𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓)𝑇09−𝐶𝑝𝑚𝑖𝑥(𝑇𝑐,𝑓)𝑇c𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓)𝑇09−𝐶𝑝𝑚𝑖𝑥(𝑇9𝑠,𝑓)𝑇9s ⇒ 𝑇9𝑠 =𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓)𝐶𝑝𝑚𝑖𝑥(𝑇9𝑠,𝑓) 𝑇09 − 1𝜂𝑛 𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓)𝑇09−𝐶𝑝𝑚𝑖𝑥(𝑇𝑐,𝑓)𝑇c𝐶𝑝𝑚𝑖𝑥(𝑇9𝑠,𝑓)  (16) 

The thermodynamic process between point 7 and 9s is isentropic: 

𝑝𝐶𝑝07 = (𝑇9𝑠𝑇09) �̅�𝑚𝑖𝑥(𝑇09,𝑇9𝑠,𝑓)�̅�𝑚𝑖𝑥(𝑇09,𝑇9𝑠,𝑓)−1
 (17) 

Equation (18) is appeared after inserting equation (16) and then (15) in (17) (𝑇09 = 𝑇07). 𝑝𝑐 =𝑝07 [(𝐶𝑝𝑚𝑖𝑥(𝑇09,𝑓)𝐶𝑝𝑚𝑖𝑥(𝑇9𝑠,𝑓)) (1 − 1𝜂𝑛 (1 − 2𝐶𝑝𝑚𝑖𝑥(𝑇𝑐,𝑓) (2𝐶𝑝𝑚𝑖𝑥(𝑇𝑐,𝑓)+𝛾𝑚𝑖𝑥(𝑇𝑐,𝑓)𝑅𝑚𝑖𝑥)))] �̅�𝑚𝑖𝑥(𝑇09,𝑇9𝑠,𝑓)�̅�𝑚𝑖𝑥(𝑇09,𝑇9𝑠,𝑓)−1
 (18) 

𝛾𝑚𝑖𝑥(𝑇9, 𝑓) = 𝐶𝑝𝑚𝑖𝑥(𝑇9,𝑓)𝐶𝑝𝑚𝑖𝑥(𝑇9,𝑓)−𝑅𝑚𝑖𝑥 (19) �̅�𝑚𝑖𝑥(𝑇09, 𝑇9𝑠 , 𝑓) = 𝐶�̅�𝑚𝑖𝑥(𝑇09,𝑇9𝑠,𝑓)𝐶�̅�𝑚𝑖𝑥(𝑇09,𝑇9𝑠,𝑓)−𝑅𝑚𝑖𝑥 (20) 

The output parameters of the analyses are the thrust and thrust specific fuel 

consumption, which are shown in equation (21) and (22) respectively. 𝑇 = [�̇�9𝑉9 − �̇�𝑎𝑖𝑟𝑉0] + 𝐴9(𝑝9 − 𝑝0) (21) 𝑇𝑆𝐹𝐶 = �̇�𝑓𝑐𝑐+�̇�𝑓𝐴𝑇  (22) 

The mass flow rate leaves the engine is found in equation (23). �̇�9 = �̇�𝑎𝑖𝑟1+𝛽 [(1 − 𝛿𝑡𝑒𝑐ℎ)(1 + 𝑓𝑐𝑐)(1 + 𝛿𝑏𝑐) + 𝛽] (23) 

3 Results and Discussion 

NK-32 and NK-25 turbofan engines are used as two gas turbines to analyse and 

verify the simulation method. The input parameters of the two selected engines are 

presented in Table 2. However, as it was mentioned before, there are also several 

unavailable parameters, which are determined by parameter identifications.       
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The missing efficiencies (mechanical, isentropic of compressor and turbine, 

burning and exhaust nozzle), losses (total pressure recovery factor of inlet 

diffuser, combustion chamber and afterburner or turbine exhaust pipe), total 

pressure ratio of the fan and intermediate pressure compressor, power reduction 

rates of the auxiliary systems, bleed air ratios for technological reasons, air 

income ratio due to blade cooling and total temperature of the afterburner are 

identified by nonlinear constrained optimization. The goal function to be 

minimized is the difference between the calculated and given thrust and thrust 

specific fuel consumption by the engine manufacturer. Tables 3, 4 and 5 show the 

results of the optimizations. The parameters are in the reasonable range therefore 

they can be accepted. 

Table 2 

Operational data of the NK-32 and NK-25 turbofan engines from the available specifications [9, 13]  

Type of 

engine 

The main characteristics of the engine(at start positions) 𝑇04 (K) 𝜋𝐶  𝛽 �̇�𝑎𝑖𝑟   (kg/s) 𝐿 𝐷⁄  (m/m) 

NK-32 1630 28.4 1.4 290 7.45/1.79 

NK-25 1600 26 1.44 280.9 7.3/1.442 

The thrust and thrust specific fuel consumption – belongs to the parameters found 

in Tables 2, 3, 4 and 5 – are shown in Table 6. The relative maximal deviation 

between the given and the calculated data during the parameter fitting is 0.122% 

in case of thrust and 0.195% at the thrust specific fuel consumption. It means, 

together, with the plausible parameter identifications, the analysis is suitable for 

modeling the thermo-dynamic processes of the three spool turbojet engine. 

Concerning the verification of the analyses it can be concluded, that although the 

both engines have the same thrust, the fuel consumption of NK-32 engine is 

higher due to the lower total pressure recovery factor (higher pressure loss) in the 

combustion chamber (𝑟𝑐𝑐), afterburner liner (𝑟𝑎𝑙) and intake duct (𝑟𝑑). Moreover, 

the NK-32 has lower mechanical, nozzle and burning efficiency beside lower fan 

and compressor segments isentropic efficiencies in comparing with NK-25. 

Although the simulation parameters and the results are in acceptable agreement 

with the available data and with the expectations, more analyses will be necessary 

for satisfying the accuracy of the method over wider range of applications, 

including different engine types, operational conditions and more measured data. 

Table 3 

Identified efficiencies of the NK-32 and NK-25 turbofan engines 

 Efficiencies of the cycles 

Type of 

Engine 
𝜂𝑚 𝜂𝑛 𝜂𝑏 

𝜂ℎ𝑝,𝑇,𝑠 𝜂𝑖𝑝,𝑇,𝑠 𝜂𝑙𝑝,𝑇,𝑠 

𝜂𝑓,𝑠 𝜂ℎ𝑝,𝐶,𝑠 ηip,C,s 

NK-32 0.99 0.94 0.94 0.89 0.84 0.83 0.84 

NK-25 0.992 0.95 0.97 0.89 0.86 0.87 0.87 
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Table 4 

Identified total pressure recovery factors of the 2 investigated turbofan engines 

 Total pressure recovery factors of comb. chamber (𝑟𝑐𝑐), 

afterburner liner (𝑟𝑎𝑙) and intake duct (𝑟𝑑) 

Type of Engine 𝑟𝑐𝑐 𝑟𝑎𝑙 𝑟𝑑 

NK-32 0.95 0.9 0.91 

NK-25 0.96 0.94 0.94 

Table 5 

Identified parameters of the 2 investigated turbofan engines 

 Total pressure ratio of the fan (𝜋𝑓) and intermediate pressure 

compressor (𝜋𝑖𝑝,𝐶), bleed air ratio for technological reasons (𝛿𝑡𝑒𝑐ℎ), 

air income ratio due to blade cooling (𝛿𝑏𝑐), power reduction rates 

for the auxiliary systems (𝜉) and total temperature of the afterburner 

(𝑇07) 

Type of Engine 𝜋𝑓 𝜋𝑖𝑝,𝐶  𝛿𝑡𝑒𝑐ℎ 𝛿𝑏𝑐  𝜉 𝑇07 (K) 

NK-32 2 3 0.16 0.116 0.005 1800 

NK-25 2.19 3 0.18 0.0952 0.005 1780 

Table 6 

Comparisons of the available data with the outputs of the parameter fitting 

Type of 

Engine 

Available data  

(start position) 

Outputs of the parameter fitting 

(start position) 

 T (kN) TSFC (kg/(kN h)) T (kN) TSFC (kg/(kN h)) 

NK-32 245 - 245.1 229.4 

NK-25 245 205.3 245.3 205.7 

The thermo-dynamic cycles of the engine processes are found in Figure 4. The red 

curve-sections (or lighter and thinner in grayscale) represent the constant 

pressures in the T-s diagrams (total from points 0-7 and static at 9). The processes 

between the engine states denoted, by numbers, are plotted by thicker lines. This 

visualization effect is the reason of the constant pressure line goes below the 

process line in case of pressure decrement just after section “3”. 

The analyses of the NK-32 and NK-25 engines are also completed by using the 

conventional equation (24) for determining the critical pressure at the exit of the 

converging nozzle in case of the same thermo-dynamic conditions. 𝑝𝑐 = 𝑝07(1 − 1𝜂𝑛 (𝛾𝑔𝑎𝑠−1𝛾𝑔𝑎𝑠+1)) 𝛾𝑔𝑎𝑠𝛾𝑔𝑎𝑠−1 (24) 

The effect of the fuel to air ratio and temperature are not considered in the ratio of 

specific heat in (24), the flow is considered to be pure gas with 𝛾𝑔𝑎𝑠=1.33. The 

results of the calculations are shown in Table 7. The average deviation between 

the resulted and the available thrust and thrust specific fuel consumption is 
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0.119% by using the new equation (18) and 3.13% at the conventional equation 

(24). 

 

 

Figure 4 

Thermo-dynamic cycle of the NK-32 (top) and NK-25 (bottom) turbofan engine with afterburner (the 

red curve sections (the lighter thinner ones in grayscale) in the T-s diagrams are the constant pressure 

curves (total from 0-7 and static at 9) belong to the shown numbers of the engine cross sections) 

Table 7 

Comparison the effect of the conventional and the new equation on the thrust and the thrust specific 

fuel consumption in case of NK-32 and NK-25 turbofan engines 

Type of 

Engine 
Relative difference (new equation) 

Relative difference (conventional 

equation) 

 T (kN) TSFC (kg/(kNh)) T (kN) TSFC (kg/(kNh)) 

NK-32 0.04% - 3.27% - 

NK-25 0.122% 0.195% 2.85% 3.27% 



Acta Polytechnica Hungarica Vol. 13, No. 6, 2016 

 – 161 – 

Conclusions 

A thermo-dynamic model has been developed and implemented in the MATLAB 

environment, for determining the main characteristics of the triple spool turbojet 

engines with afterburner. The mass, energy balance and the real thermo-dynamic 

process equations are used in the concentrated parameter distributions type model, 

in which the mechanical, isentropic and burning efficiencies, pressure losses and 

the bleed air ratio, for technological reasons, air ratio for blade cooling, fan and 

intermediate compressor pressure ratios, the afterburner temperature and power 

reduction rate of the auxiliary systems are considered. Nonlinear constraint 

optimization is applied for determining the mentioned data by means of fitting the 

calculated the thrust and thrust specific fuel consumption – if it was available – to 

the known parameters, which are given in the specification. Ambient conditions, 

incoming air mass flow rate, pressure ratio of the compressor, turbine inlet total 

temperature, the length and diameter of the engine are the input parameters of the 

analyses. The material properties, such as, specific heat and the ratio of specific 

heat depends on the temperature and component mass fraction and so they are 

determined by iteration cycles, in case of functional dependencies. 

The calculated thrust and thrust specific fuel consumption of the NK-32 and NK-

25 engines by parameter fitting and the available data are compared with each 

other at start conditions. The results show that the relative maximum deviation 

between the given and the calculated parameters is 0.122% in case of thrust and 

0.195% at the thrust specific fuel consumption, meanwhile the identified 

parameters are within the plausible range. 

A new analytical equation has been derived for determining the critical pressure at 

the exit of the converging nozzle, in which, beside, the dependences of 

temperature variation and fuel to air ratio in the specific heat at constant pressure, 

the ratio of the specific heats is also included. The new equation provides 3.01% 

(delta) improvements with respect to the conventional formula, for the case of 

averaged deviation between the resulted and the available thrust and thrust 

specific fuel consumption for the investigated engine types at the same condition 

and parameters. 
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Abstract: Knowledge of the material properties is important at machine design from 

composite materials. This information cannot be found in related literature and is not 

standard, therefore, it was necessary to determine, by measurements and by basic 

experiments of the mechanics of materials. This paper presents a new 3D finite element 

(FE) model-cell for the modeling of the material properties of a roving. By this numerical 

modeling method, one can determine the orthotropic and macroscopic material properties 

of a roving. This model-cell, models numerically, a roving, which consists of multiples of 

thousands of fibers that are embedded in a matrix material, as a homogenized orthotropic 

material. The numerical results of the material properties of the roving, can be applied to 

the definition of the macroscopic material properties of fiber reinforced composite 

laminates. 

Keywords: roving; orthotropic material properties; fiber reinforced composite; finite 

element method; model-cell 

1 Introduction 

Fiber reinforced composite is a plastic material which is reinforced by glass, car-

bon, aramid, etc., fibers or roving’s. Textile composite plates are layer structured 

and each layer contains a textile which is impregnated by some sort of plastic. The 

fibers in the textile are ordered usually in roving’s. In a roving there are many 

thousand straight fibers laying parallel to each other or running in a twisted form 

and also between the fibers there is plastic material [2]. The diameter of the fibers 

can be measured in m-, the thickness of a textile and a composite layer can be 

measured in tenth of mm-s. The plastic in the composite, the so called matrix, is 

the carrier or embedding material for the fibers, which can be e.g. a thermo-

softening or thermosetting polymer. 
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For dimensioning or stress checking of a composite structure one needs the mate-

rial properties of the composite plate. This can be defined by measurements and 

this is the usual way nowadays [1]. By knowing the textile and the matrix, which 

was chosen based on an earlier experience, test specimens are produced and the 

material properties are determined by measurement. There are numerical methods 

as well for the calculation of material properties of the composite plate, assuming 

that we know the material properties of the layers [3]. However, the material 

properties of the layers are unknown in general either. For their definition there is 

a finite element computation method for building up the material properties of 

composite layer from the material properties of the textile and the matrix. These 

numerical methods deliver an approach for the properties of layers, but these cal-

culations are not accurate enough [7, 11, 12]. Failures and uncertainties occur at 

requirements of the boundary conditions. 

The ultimate goal of this research is to determine or at least to estimate numerical-

ly, the macroscopic material properties of a textile composite layer with a known 

geometry and material with a finite element (FE) model-cell. Then, this numerical 

result is compared to the results of the measurement. But before we would be able 

to solve this problem, which will be presented in another following article, first we 

need to understand the behavior of the materials building up the composite layer. 

The matrix can be described as a homogenous isotropic material, therefore its 

material properties can be determined safely, by measurement, regardless of the 

actual composite. The orthotropic material properties resulting from the material 

structures of the fibers that build up the roving can be assumed known from facto-

ry catalogues or literature. These are not modeled separately but we consider the 

roving itself as a “fiber” in the layer model-cell. The roving can be very multifari-

ous and, as we mentioned earlier, impregnated by matrix material. This means that 

one roving should be considered as a structure and on a macroscopic level its 

linear elastic orthotropic material properties should be determined by a computa-

tional method. This is our aim with the present paper. 

The constitutive equation of linear elastic orthotropic material can be described by 

[2] to (1) relationship: 
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The matrix of material properties in (1) is symmetric, therefore the relationships 

between Young’s modulus and Poisson’s ratio look as follows [2]: 

12 21 13 31 23 32

1 2 1 2 2 3

, ,
     

  r r r r r r

r r r r r r
E E E E E E

. (2) 

Considering formula (2) the matrix of material properties in equation (1) has nine 

independent material constants: 

1r
E , 

2r
E , 

3r
E , 

12r
 , 

23r
 , 

13r
 , 

12r
G , 

23r
G , 

13r
G . 

For the roving model-cell with Volume V, the average strain and stress can be 

introduced and defined as follows [7], [8], [11]: 

1
rij rij

(V )

dV
V

   , (3) 

1
rij rij

(V )

dV
V

   . (4) 

2 The Roving Model-Cell 

The aim of creation of the roving model-cell is to be able to model the roving as a 

homogeneous material. This can be reached by considering average strains and 

stresses according to (3) and (4). The complete roving can be modeled as homo-

geneous population of such model-cells. 

2.1 The Geometry and Finite Element Mesh of the Roving 

Model-Cell 

The reinforcing fibers in the roving are not regularly positioned in the matrix. In 

Figure 1 we can see the microscopic structure of a carbon/epoxy composite rov-

ing, where the diameter of a fiber is 7 μm  [9]. 

 

Figure 1 

The real position of the fibers in the roving, in the matrix 
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It is also necessary to model the position of the fibers in the matrix [6]. At the 

modeling is assumed that the reinforcing fibers are positioned in the model-cell in 

a regular hexagonal shape (Figure 2). This is a good geometrical approach (Figure 

3) to the real case illustrated in Figure 1. 

In order to have more simple boundary conditions we configure the side surfaces 

of the model-cell parallel to the planes of the principal material-directions [5]. At 

a hexagonal shape there are two possible roving model-cell configurations (Figure 

3). For our further examination, we chose the geometry on the right side. The ratio 

of two sides of these model-cells is: 

1

3

a

b
 . (5) 

 

Figure 2 

Regular hexagonal shape 

 

Figure 3 

Geometry of possible roving model-cells 

The usual ideal cross-section of an untwisted, straight roving is a rectangle ending 

up in a semicircle, an ellipse or a lens shape (Figure 4) [11]. The cross-section 

area of the roving is 
r

A , where 
f

n  number of fiber is located with diameter 
f

d . 

This area is provided by the geometry of the roving. 

 

a) Rectangular shape ending up in a 

semicircle 

 

b) Ellipse shape 

 

c) Lens shape 

Figure 4 

The usual cross-sections of an untwisted straight roving 

The volume ratio of the fibers in the roving can be calculated from the cross-

section area of the fibers and from the whole area of the roving: 

2

4

fr f

fr f

r r

A d
n

A A


   . (6) 

It is necessary to determine this in order to have the same ratio in the roving mod-

el-cell. 
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The dimensions of the roving model-cell are 310  times larger that of the dimen-

sions of the real roving. The units used at the real roving and the roving model-

cell are summarized in Table 1. In order to have stresses in the model-cell that are 

identical to the stresses in the real roving it is necessary to apply force on the 

model-cell which is 610  times higher that of the real force (Table 1). 

Table 1 

Units in reality and in the roving model-cell 

 Real roving Roving model-cell 

Length: l μm  3mm=μm 10  

Area: A 2μm  2 2 6mm μm 10   

Force: F μN  6N=μN 10  

Stresses: 
i , 

ij  
6

2 6 2

μN 10  N
MPa

μm 10  mm



   
2

N
MPa

mm
  

The roving model-cell (Figure 3) includes altogether two fibers. Considering the 

volume ratio (6) and the side ratio (5) the a and b side length of the roving model-

cell can be calculated for the creation of the model-cell of the given roving: 

2

2 3

f

fr

d
a




 , 3b a . (7) 

Figure 5 shows also the identification signs of the six side-surfaces of the cell. The 

dimension of the side-areas is clear. 

 

Figure 5 

Dimensions of the roving model-cell used for the numerical modeling 

A next paper will show a textile layer composite model-cell as well. The results of 

this model-cell will be checked by experiments. Roving with cross section shown 

in Figure 6 are applied in this model-cell of the textile layer (see also: Section 

2.5). 



G. Bojtár et al. Numerical Estimation Method of Orthotropic Material Properties of  
 a Roving for Reinforcement of Composite Materials 

 – 168 – 

 

Figure 6 

The cross section of the applied roving in the textile layer model-cell 

The dimensions of the applied roving in the examined textile material: 

7 m
f

d   ,  3000 db
f

n  ,  0 7667
fr

.  . 

The dimensions of the examined roving model-cell according to the Table 1: 

7 mm
f

d  ,  7 613 mma . ,  13 186 mmb . ,  0 7667
fr

.  , 

2100 385 mm
A A B B

A A A A .       ,  257 958 mm
C C

A A .   . 

The finite element computations were carried out with the NX I-deas 6.1 program 

system. The material coordinate system of the roving is 
1 2 3r r r

x x x , where 
1r

x  is the 

direction parallel to the single fibers (Figure 5). Due to the periodicity we need to 

apply the so called periodical boundary conditions for the roving model-cell. 

Therefore we need to generate the finite element mesh in the way that, on the 

opposite surfaces there should be nodes at the same coordinates and so node-pairs 

shall be created in the model-cell. A mesh consisting of quadratic hexahedron 

elements was generated for the examined roving model-cell (Figure 8). The ge-

ometry of the model-cell was split into, consisting of five larger volume sections 

(Figure 8), into further 80 sections in order to be able to create a regular net (Fig-

ure 7). In Figure 8 the finite element mesh of the roving model-cell is seen, which 

consists of 34 994 hexahedron elements and 149 521 nodes. 

 

Figure 7 

Volume sections of the roving model-cell  

 

Figure 8 

Finite element mesh of the roving model-cell 

Due to the regular hexagonal order of the reinforcing fibers the material properties 

are identical in 2r
x , 3r

x  direction and in 1 2r r
x x , 1 3r r

x x planes: 

2 3r r
E E ,  12 13r r

  ,  12 13r r
G G . (8) 
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2.2 The Loading of the Roving Model-Cell 

In consideration of the relationships (8) it is enough to model two axial tensions 

and two plane shears with the roving model-cell. 

To ensure the periodicity we prescribed a kinematic loading is prescribed, i.e. a 

node displacement field for the roving model cell. The nodes at the vertex points 

of the model-cell and at the center points of the side surfaces are identified with 

node numbers (Figure 9). 

  
 

Figure 9 

Notation of the nodes at the eight vertexes and at the six center points of the sides of the model-cell 

The node displacement vector for the roving model-cell in the 
1 2 3r r r

x x x  coordinate 

system: 

1 2 3  
r r r

u ue ve we . (9) 

For the roving model-cell (Figures 7 and 8) the following general boundary condi-

tions can be applied [7]: 

   1 2 3 1 2 3

j j j

i i rj rij iu x ,x ,x u x ,x ,x x c     . (10) 

On the surface pair perpendicular to 
rj

x  axis j

i
u

 , j

i
u

  are displacements in 
i

x  

direction the 
1 2 3x x x  global coordinate system. The j   index indicates the posi-

tive direction of 
rj

x  axis whereas the j   indicates the negative direction of 
rj

x  

(Figure 5). 
rj

x  is the side length of the roving model-cell. j

ic  ( 1, 2, 3i j  ) is 

the change in 
rj

x  directions of distance (displacement difference) of the side sur-

face pairs of the model cell, whereas j i

i jc c  ( 1, 2, 3i j  ) is the displacement 

difference resulting from the shear of the side surfaces. The (10) boundary condi-

tions ensure the periodicity and the continuity of the displacement field in the 

roving of composite material. Equation (10) provides the displacement differences 

between the proper nodes on both opposite surfaces. j

i
u

 , j

i
u

  displacements are 
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the functions of 
1x , 

2x , 
3x  coordinates, therefore these surfaces not necessarily 

stay in plane during the deformation. j

i
c  are prescribed displacement differences 

or computed by the finite element method. 

 

Figure 10 

1 2 3r r r
x x x  material coordinate system of the roving model-cell and 

1 2 3f f f
x x x  material coordinate 

system of the reinforcing fibers 

In Figure 10 the 
1 2 3r r r

x x x  material coordinate system of the roving model cell and 

the 
1 2 3f f f

x x x  material coordinate system of the reinforcing fibers are seen. At the 

fibers 
1 2f f

x x  and 
1 3f f

x x  are planes of symmetry. Due to the fact that the side 

surfaces of the roving model cell are identical to the surfaces of 
1 2f f

x x , 
2 3f f

x x  

and 
1 3f f

x x  of the fibers, at the tensile-test, illustrated below, the side surfaces of 

the model cell remain plane and displace parallel with the surfaces of the main 

material directions. On the other hand there is no deformation at the shear test in 

the 
ri rj

x x  surface, on the side surfaces perpendicular to 
ri

x  axis in 
rj

x  direction 

and on the side surfaces perpendicular to 
rj

x  axis in 
ri

x  direction. 

As mentioned earlier, with the introduction of the roving model-cell, we can mod-

el the roving as a homogenous material, and we can also determine, by basic ex-

periments of strength of materials (by tensile-compression tests and shear tests), 

the material properties. With the instruction of kinematic loading, we will give the 

displacement for whole side surfaces of model-cell instead of certain selected 

nodes. From these kinematic loadings reaction forces occur on the side surfaces. 

We reduced the side surface reaction force to the center node of the side in a way 

that we prescribed the displacement to the central node and coupled all the nodes 

on the surface in the given direction. This prescription ensures that the side sur-

face can displace as a rigid plane in the prescribed direction. Due to the fact that 

the side surfaces of the roving model-cell coincide to the surfaces of the material 

main directions of the fibers, the average of the model-cell appears on the side 

surfaces. The average stress is determined by the fraction of the reaction force 

appearing on the side surface and the area of the side surface: 
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1

j

ri

rij rij

j j( A )

F
dA

A A
   . (11) 

ri
F  is a reaction force in

ri
x  direction and it is appearing on a side surface 

j
A  area 

that is perpendicular to 
rj

x  axis. 

2.3 Tensile-Compression Test Simulation with the Roving 

Model-Cell 

For computation of 
1r

E  Young’s modulus and 
12r

 , 
13r

  Poisson’s ratios of the 

roving and for determination of 
2r

E , 
21r

 , 
23r

  we need to simulate a pure ten-

sion-compression on the roving model-cell in 
1r

x  direction and 
2r

x  direction 

respectively. For the calculation of 
3r

E , 
31r

 , 
32r

  we need to simulate a tension 

in 
3r

x  direction. Since the reinforcing fibers are in a regular hexagonal order, the 

material properties are the same in 
2r

x  and 
3r

x  directions. Because of the numeri-

cal verification we also simulated a tension in 
3r

x  direction but we will not give 

the details of that here, we will only show the test simulation in 
1r

x and 
2r

x  direc-

tions. 

In the strain matrix in (1) only three tensile strains are different from zero, the 

three coordinates of the axial tensions. (
1 2 3  0

r r r
, ,    ). At tension (10) formula 

looks as follows: 

j

i rj rjc x  , 
j

i

rj

rj

c

x



 ,  1  2  3i j , ,  . (12) 

The condition of parallelism at the tensile loading is ensured by coupling all the 

nodes on the side surface in direction perpendicular to the surface. These require-

ments are summarized by the (13) – (15) relationships. According to (13) equation 

we couple all nodes on A+ surface in 
1r

x  direction. The independent node is N2 

and that means the displacements of all nodes on A+ surface are identical with the 

displacement of N2 node in 
1r

x  direction. 

 2 3 10A r r Nu u ;x ;x u   ,  2 3 2A r r Nu u a;x ;x u   , (13) 

 1 3 50B r r Nv v x ; ;x v   ,  1 3 8B r r Nv v x ;a;x v   , (14) 

 1 2 30C r r Nw w x ;x ; w   ,  1 2 7C r r Nw w x ;x ;b w   . (15) 

In (13) – (15) relationships: 

10
r

x a  , 20
r

x a  , 
30

r
x b  . (16) 
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At the 
1r

x  and 
2r

x  directional tensions we clamped the A–, B– and C– side sur-

faces at their central node in direction perpendicular to the surface: 

10 0  
A N

u u , 
12 0  

B N
v v , 

14 0  
C N

w w . (17) 

The kinematic loading belonging to both axial tension tests of the roving model-

cell is defined as follows: at the 
rj

x  directional, axial tension we gave the 
rj
  

tensile strain of the model-cell, and we simulate by FEM the normal displacement 

of the side surface with
rj

x  normal direction to (12). We did not give the transver-

sal contraction of the surface, we computed it numerically. 

At 
1r

x  directional tension 
1r

  is given, from which the displacement of the A+ 

side surface is: 

9 1A N r
u u a   . (18) 

At 
2r

x  directional tension 
2r

  is given, from which: 

11 2B N r
v v a   . (19) 

At tension, in both loading case, we still need to ensure that the opposite nodes 

displace in same way in the plane on the side surface. The node pairs should be 

coupled on the opposite side surfaces, except the edges of the model-cell, as fol-

lows: 

A / A  :    2 3 2 30 r r r rv ;x ;x v a;x ;x ,    2 3 2 30 r r r rw ;x ;x w a;x ;x , (20) 

B / B  :    1 3 1 30r r r ru x ; ;x u x ;a;x ,    1 3 1 30r r r rw x ; ;x w x ;a;x , (21) 

C /C  :    1 2 1 20r r r ru x ;x ; u x ;x ;b ,    1 2 1 20r r r rv x ;x ; v x ;x ;b . (22) 

In (20) – (22) and (24) – (26) relationships: 

10
r

x a  , 20
r

x a  , 
30

r
x b  . (23) 

We need to couple the node pairs at the opposite edges, except the corner points of 

the model-cell, according to (24) – (26) relationships: 

For edges in 
1r

x  direction: 

       1 1 1 10 0 0 0r r r ru x ; ; u x ;a; u x ;a;b u x ; ;b   ,  (24) 

For edges in 
2r

x  direction: 

       2 2 2 20 0 0 0r r r rv ;x ; v ;x ;b v a;x ;b v a;x ;   , (25) 

For edges in 3r
x  direction: 

       3 3 3 30 0 0 0r r r rw ; ;x w a; ;x w a;a;x w ;a;x    (26) 
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Figure 11 shows the coupling of the nodes between the opposite side surfaces and 

the edges. It is necessary to skip the edges at the opposite sides and the corners at 

the opposite edges so that the model-cell will not be overdetermined. 

   

Figure 11 

Coupling between the nodes 

Table 2 summarizes the numerically determined reaction forces with the roving 

model-cell for both axial tensions as well as the displacement field (cross contrac-

tion) perpendicular to the direction of the tension. 

Table 2 

Properties defined by the finite element model-cell in case of both load-cases 

 Reaction force on the side surfaces Cross contraction 

Tension in
1rx  direction  

rA rAF F   , 0rB rCF F    Bv  , 
Cw   

Tension in 
2rx  direction 

rB rBF F   , 0rA rCF F    Au  , 
Cw   

At 
1r

x  directional tension we calculate the average 
1r

  normal stress from the 

reaction force created on A+ side surface and from the area of the side surface 

according to (11), from which we can determine the Young’s modulus in the usual 

way. Poisson’s ratio can also be calculated in the usual way from the relevant data 

received from the calculated displacement field. We can also follow these meth-

ods for the cross directions of the roving model-cell. 

Material properties determined above of a single roving cannot be measured di-

rectly. Therefore the validity of the proposed model-cell can only be verified di-

rectly by measurement on a composite specimen. For this we need to create the 

model-cell for a textile composite layer which we will discuss in our next paper. 

Applying this layer model-cell, using the results generated by the roving model-

cell we can verify only together the validity and accuracy of both model-cells. We 

have given the geometrical and material properties of the composite specimen, 

used for the verification of model-cells in Section 2.5. Table 3 summarizes the 

results (for the two axial tensions) generated by numerical methods with these 
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data. The table consists of the kinematic loading, the reaction forces determined 

numerically, the cross contractions (displacements) and the average stresses and 

the material properties computed from those for both tensions. We publish these 

as application of the roving model-cell and use them at the evaluation of the 

measurements. 

Table 3, Part 1 

The given data and determined material properties for the applied roving model-cell 

Tension in 
1rx  direction 

Kinematic loading 
3

1 2 5 10r .   , 3

9 19 0325 10  mmA Nu u .


     

Numerically determined 

quantities 

 144479 2 NrA rF . e  ,  144479 2 NrA rF . e    

33 854 10  mmBv .


    , 36 675 10  mmCw .


     

Average stress 1 443 09 MPar .   

Material properties 1 177236 MParE  , 
12 0 202r .  , 

13 0 202r .   

Table 3, Part 2 

The given data and determined material properties for the applied roving model-cell 

Tension in 
2rx  direction 

Kinematic loading 
3

2 2 5 10r .   , 3

11 19 0325 10  mmB Nv v .


     

Numerically determined 

quantities 

 22597 9 NrB rF . e  ,  22597 9 NrB rF . e    

42 251 10  mmAu .


    , 314 189 10  mmCw .


     

Average stress 2 25 88 MPar .   

Material properties 2 10352 MParE  , 
21 0 012r .  , 

23 0 430r .   

2.4 Shear Test Simulation with the Roving Model-Cell 

According to (8): 
12 13r r

G G . Because of numerical verification we modeled the 

shear test on both surfaces of roving model-cell, however, we will not discuss the 

details here. At the shear on 
ri rj

x x  surface 0
rij
   and the other strain coordinates 

are zeroes in the strain tensor. Also at the shear we prescribed the kinematic load-

ing and here rij
  is the average shearing strain. We simulated pure shear with the 

roving model-cell. From (10) follows for the pure shear: 

1

2

j

i rj rij
c x  , 

1

2

i

j ri rji
c x    1  2  3i j , ,  . (27) 
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For determination of the shear modulus 
12r

G  of roving material we need to model 

pure shear on the 
1 2r r

x x  surface. The given shearing strain is: 

12 21

1 1

2 2
r r
  , 12 12 21

1 1

2 2
r r r
    . (28) 

The pure shear is simulated by a given displacement in 
2r

x  direction on the side 

surfaces perpendicular to the 
1r

x  axis and by a given displacement in 
1r

x  direc-

tion on the side surfaces perpendicular to the 
2r

x  axis of the roving model-cell. At 

the shear on 
1 2r r

x x  plane the C+ and C– side surfaces remain planes and do not 

displace in 
3r

x  direction. We have given the above kinematic requirements (27) 

by using the given values for the nodes at the center points of the side surfaces, as 

follows: 

10 0  
A N

v v , 9 21

1

2
A N r

v v a    , (29) 

12 0  
B N

u u , 11 12

1

2
B N r

u u a    , (30) 

14 0  
C N

w w , 
13 0  

C N
w w . (31) 

At the shear modeling we need to couple the nodes on the side surfaces as follows: 

 2 3 10A r r Nv v ;x ;x v   ,  2 3 2A r r Nv v a;x ;x v   , (32) 

 1 3 50B r r Nu u x ; ;x u   ,  1 3 8B r r Nu u x ;a;x u   , (33) 

 1 2 30C r r Nw w x ;x ; w   ,  1 2 7C r r Nw w x ;x ;b w   . (34) 

In relation (32) – (34): 

10
r

x a  , 
20

r
x a  , 

30
r

x b  . (35) 

The node pairs should be coupled at the opposite side surfaces, with exception of 

the edges of the model cell, according to (36) – (38): 

A / A  :    2 3 2 30 r r r ru ;x ;x u a;x ;x ,    2 3 2 30 r r r rw ;x ;x w a;x ;x , (36) 

B / B  :    1 3 1 30r r r rv x ; ;x v x ;a;x ,    1 3 1 30r r r rw x ; ;x w x ;a;x , (37) 

C /C  :    1 2 1 20r r r ru x ;x ; u x ;x ;b ,    1 2 1 20r r r rv x ;x ; v x ;x ;b . (38) 

In relations (36) – (38) and (40) – (42): 

10
r

x a  , 20
r

x a  , 30
r

x b  . (39) 
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At the opposite edges, with exception of the corner points of the model cell, we 

need to couple the node pairs as follows: 

For edges in 
1r

x  direction: 

       1 1 1 10 0 0 0r r r rv x ; ; v x ;a; v x ;a;b v x ; ;b   , (40) 

For edges in 
2r

x  direction: 

       2 2 2 20 0 0 0r r r ru ;x ; u ;x ;b u a;x ;b u a;x ;   , (41) 

For edges in 
3r

x  direction: 

       3 3 3 30 0 0 0r r r rw ; ;x w a; ;x w a;a;x w ;a;x   . (42) 

With the help of the roving model cell, the reaction forces for the 
1 2r r

x x  surface 

shear are numerically determined: 

rA rA
F F   , 

rB rB
F F   , 0  

rC rC
F F . 

The average shear stresses on the side surfaces are: 

1

12

r B

r

B

F

A
 



 , 2

21

r A

r

A

F

A
 



 . (43) 

Numerical verification opportunity of results is to check that the shear stresses 

should be the same on the side surfaces perpendicular to 
1r

x , 
2r

x  axes (due to the 

duality of   stresses): 

12 21r r
  . (44) 

The shear stress distribution is never homogenous on the roving model-cell. Fig-

ure 12 shows the 
12r

  stress distribution on the roving model-cell. The defor-

mation is illustrated in a zoom of hundred times. The XYZ  coordinate system in 

figure is identical to the 
1 2 3r r r

x x x  coordinate system. 

 

Figure 12 

12r
  stress distribution on the roving model-cell 
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The shear modulus on the 
1 2r r

x x  surface is: 

12

12

12

r

r

r

G



 . (45) 

In order to determine the shear modulus 
23r

G  of the roving material we need to 

model pure shear on the 
2 3r r

x x  surface: 

23 32

1 1

2 2
r r
  , 23 23 32

1 1

2 2
r r r
    . (46) 

At the shear on 
2 3r r

x x  plane the A+ and A– side surfaces remain planes and do not 

displace in 
1r

x  direction. For simulation of pure shear with the roving model-cell 

we have given values for the nodes at the center points of the side surfaces, as 

follows: 

12 0  
B N

w w , 11 32

1

2
B N r

w w a    , (47) 

14 0  
C N

v v , 14 23

1

2
C N r

v v b    , (48) 

10 0  
A N

u u , 
9 0  

A N
u u . (49) 

The nodes are coupled at the side surfaces with (50) – (52) relations. 

 1 3 50B r r Nw w x ; ;x w   ,  1 3 8B r r Nw w x ;a;x w   , (50) 

 1 2 30C r r Nv v x ;x ; v   ,  1 2 7C r r Nv v x ;x ;b v   , (51) 

 2 3 10A r r Nu u ;x ;x u   ,  2 3 2A r r Nu u a;x ;x u   . (52) 

In (50) – (52) relations: 

10
r

x a  , 
20

r
x a  , 

30
r

x b  . (53) 

According to the (54) – (56) requirements the nodes have equal displacements on 

the opposite side surfaces, with exception to the edges of the model-cell: 

B / B  :    1 3 1 30r r r ru x ; ;x u x ;a;x ,    1 3 1 30r r r rv x ; ;x v x ;a;x , (54) 

C /C  :    1 2 1 20r r r ru x ;x ; u x ;x ;b ,    1 2 1 20r r r rw x ;x ; w x ;x ;b , (55) 

A / A  :    2 3 2 30 r r r rv ;x ;x v a;x ;x ,    2 3 2 30 r r r rw ;x ;x w a;x ;x . (56) 

In relations (54) – (56) and (58) – (60): 

10
r

x a  , 20
r

x a  , 
30

r
x b  . (57) 
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For the node pairs at the opposite edges, except the corner points of the model-

cell, we prescribe the relations as follows: 

For edges in 
1r

x  direction: 

       1 1 1 10 0 0 0r r r ru x ; ; u x ;a; u x ;a;b u x ; ;b   , (58) 

For edges in 
2r

x  direction: 

       2 2 2 20 0 0 0r r r rw ;x ; w ;x ;b w a;x ;b w a;x ;   , (59) 

For edges in 
3r

x  direction: 

       3 3 3 30 0 0 0r r r rv ; ;x v a; ;x v a;a;x v ;a;x   . (60) 

With FE computation we got at the 
2 3r r

x x  surface shear the following reaction 

forces: 

rB rB
F F   , 

rC rC
F F   , 0

rA rA
F F   . 

The average shear stresses on the side surfaces: 

2

23

r C

r

C

F

A
 



 , 3

32

r B

r

B

F

A
 



 . (61) 

The duality of   stresses should be valid on the side surfaces perpendicular to 

2r
x , 

3r
x  axes: 

23 32r r
  . (62) 

Shear modulus on
2 3r r

x x  surface: 

23

23

23

r

r

r

G



 . (63) 

Table 4 summarizes a numerical example for comparison with the further experi-

ments, the results of computations received as results of simulation of the roving 

model-cell. The table contains the given kinematic loadings for both, shear cases, 

the computed reaction forces, the calculated average shear stresses and the shear 

moduli. 
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Table 4 

The prescribed and defined properties at the examined roving model cell 

Pure shear on 
1 2r rx x  surface 

Kinematic loading 

3

12 2 10r
  , 3

12 21

1 1
10

2 2
r r     

3

9 7 613 10  mmA Nv v .


    , 3

11 7 613 10  mmB Nu u .


     

Reaction forces 
 2825 9 NrA rF . e  ,  2825 9 NrA rF . e    

 1825 9 NrB rF . e  ,  1825 9 NrB rF . e    

Average stresses 12 8 23 MPar .  , 
21 8 23 MPar .   

Shear modulus 12 4115 MParG   

Pure shear on 
2 3r rx x  surface 

Kinematic loading 

3

23 2 10r
  , 3

23 32

1 1
10

2 2
r r     

3

11 7 613 10  mmB Nw w .


    , 3

14 13 186 10  mmC Nv v .


     

Reaction forces 
 3726 45 NrB rF . e  ,  3726 45 NrB rF . e    

 2419 419 NrC rF . e  ,  2419 419 NrC rF . e    

Average stresses 23 7 24 MPar .  , 
32 7 24 MPar .   

Shear modulus 23 3620 MParG   

2.5 Characteristic Data of the Textile Composite Layer used in 

the Experiment 

The composite plate is reinforced with a SIGRATEX KDL 8003 type plain weave 

carbon fabric and the matrix is a polyester resin. 

 

Figure 13 

Plain weave fabric 

 

Figure 14 

Material coordinate system of a carbon fiber 

In Figure 13 the plain weave fabric before impregnation is seen. The fibers are 

ordered into flat, untwisted roving. The type of the roving is Torayca T300-3K. 
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3K means that the number of fibers is 3000 pieces
f

n  and the diameter of a 

carbon fiber is 7 m
f

d    in the roving. 

Material properties of the carbon fiber originate from literature [4], [10], in the 

1 2 3f f f
x x x  material coordinate system (Figure 14): 

1 230000 MPa
f

E   
12 13 0 166

f f
.    

12 13 6432 MPa
f f

G G   

2 3 15000 MPa
f f

E E   
23 0 400

f
.   

23 5357 MPa
f

G   

The matrix is an AROPOL M105TB type polyester resin which is a linear-elastic, 

isotropic material. The Young’s modulus 
m

E and the Poisson’s ratio 
m

  were 

measured according to standard [1], the shear modulus 
m

G  was defined by the 

(64) relationship, valid for the isotropic materials: 

3677 MPa
m

E  , 0 346
m

.  , 
 

1365 9 MPa
2 1

m

m

m

E
G .


 


. (64) 

2.6 Material Properties Determined by the Roving Model-Cell 

For the investigated roving material, considering the relationships (8), we deter-

mined the material properties with the finite element roving model-cell as follows: 

1 177236 MPa
r

E  , 
12 13 0 202  

r r
. , 

12 13 4115 MPa
r r

G G  , 

2 3 10352 MPa
r r

E E  , 
23 0 430

r
.  , 

23 3620 MPa
r

G  . 

If the reinforcing fiber in the roving is transversely isotropic, the roving has the 

same material behavior because the fibers are ordered hexagonally in that. Trans-

versely isotropic materials have a plane with isotropic behavior. The given carbon 

fibers are isotropic in the plane of their cross sections because 23f
G  shear modu-

lus can be determined with formula (65) which is valid for the isotropic materials: 

   
2

23

23

15000
5357 MPa

2 1 0 42 1

f

f

f

E
G

.
  


. (65) 

The roving model-cell is also transversely isotropic because one can calculate the 

shear modulus 
23 3620 MPa

r
G   determined with the model-cell, by (66) rela-

tionship: 

   
2

23

23

10352
3620 MPa

2 1 2 1 0 43

r

r

r

E
G

.
  

 
. (66) 

The roving model-cell delivers transversely isotropic results, so the material has 

only five independent material constants: 
1r

E , 
2r

E , 
12r

 , 
23r

 , 
12r

G . 
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Conclusions 

This work presents a FE roving model-cell, for determination of macroscopic, 

orthotropic material properties of the reinforcing roving impregnated by the ma-

trix material. It defines the structure of the finite element roving model-cell and 

gives the boundary conditions applied to the finite element computations. Using 

this roving model-cell, we determine the material properties for a roving, where 

the shape of the cross sections of the roving, the number of reinforcing fibers in 

the roving and the material properties of the fiber and the matrix are known. It 

computes the macroscopic material properties of an actual roving by numerical 

simulation for two axial tensile tests and for two pure shear tests. 

Future work will summarize the numerical determination of the material proper-

ties of a textile composite layer. The macroscopic material properties of a textile 

composite layer will be determined by a finite element model-cell and we will 

compare them with experimental results. The applied roving of the textile compo-

site layer is the same as dealt with in this current work. Here we have carried out a 

numerical verification with the roving model-cell. The experimental verification 

will take place, by the measurement data of the layer, in the future work. 
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Abstract: In this paper, a weighted algorithm, based on the reduced differential transform

method, is introduced. The new approach is adopted in the approximate analytical solution

of the Cauchy problem for the Burgers-Huxley equation. The proposed scheme considers

the initial and boundary conditions simultaneously for obtaining a solution of the equation.

Several examples are discussed demonstrating the performance of the algorithm.

Keywords: Weighted reduced differential transform method; Burgers-Huxley equation; Cauchy

problem.

1 Introduction

Obtaining solutions for nonlinear equations plays an important role in the study of

many nonlinear phenomena. In this perspective, during the last years, seeking the

solution of nonlinear models has been an important topic in mathematical physics.

One important nonlinear equation is the generalized Burgers-Huxley equation [1, 2,

3, 4, 5]

∂u

∂ t
= κ

∂ 2u

∂x2
−αuδ ∂u

∂x
+βu(1−uδ )(ηuδ − γ), (1)

where κ , α , β and η are real constants, δ is a positive integer and γ ∈ [0,1].
The equation (1) is a generalization of various well known nonlinear equations, such

as the Burgers, Huxley, FitzHugh-Nagumo, Burgers-Huxley and Burgers-Fisher

models [1, 2, 6, 7, 8]. These equations describe different phenomena in math-

ematical physics, biomathematics, chemistry and mechanics [9, 10, 11, 12, 13].

The Burgers equation characterizes the wave propagation in dissipative systems [1].
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The reaction-diffusion FitzHugh-Nagumo equation is used for investigating the dy-

namical behavior near the bifurcation point for the Rayleigh-Benard convection of

binary fluid mixtures [6]. The Huxley equation describes the dynamics of elec-

tric pulses propagation in nerve fibres [7]. The Burgers-Fisher equation has ap-

plication in plasma physics, capillary-gravity waves, optics and chemical physics

[9, 10, 11, 12, 13, 14].

The generalized Burgers-Huxley equation has been considered recently by researchers

that developed some analytical and numerical methods for its solution. Schemes

such as the adomian decomposition [14], homotopy perturbation [15], homotopy

analysis [16], and reduced differential transform [17] were proposed to solve the

initial value problem of the Burgers-Huxley equation. Moreover, some authors

considered the initial boundary value problem of this equation and used spectral

collocation [18], finite-difference [19, 20], Haar wavelet [21] and modified cubic

B-spline differential quadrature [22] methods for its solution.

The generalized Burgers-Huxley equation (1) is considered with the conditions

u(x,0) = f (x), (2)

and

u(0, t) = p(t), ux(0, t) = q(t). (3)

In this work, a weighted technique, according to the reduced differential transform

method (RDTM), is introduced for solving (1)-(3).

The RDTM was adopted by researchers to obtain the analytical and approximate so-

lutions for nonlinear problems [23, 24, 25]. Often, the differential transform method

is considered according to the initial condition of the problem, but, here we use the

initial and boundary conditions.

Bearing these ideas in mind, this paper is organized as follows. In Sections 2 and

3, the RDTM and a weighted algorithm are introduced, respectively. In Section 4,

several prototype problems are solved in order to show the ability and efficiency of

the new algorithm. Finally, in section 5 the main conclusions are outlined.

2 Reduced differential transform method

In this section, the fundamental definitions and operations of the RDTM are re-

viewed. Consider a function of u(x, t) and suppose that the two-dimensional func-

tion u(x, t) is separable as u(x, t) = f (x)g(t). Based on the features of differential

transform [23], we can represent this function as

u(x, t) =
∞

∑
k=0

Fix
i

∞

∑
j=0

G jt
j =

∞

∑
k=0

Uk(x)t
k =

∞

∑
k=0

Vk(t)x
k
, (4)

where Vk(t) and Uk(x) are called x-dimensional and t-dimensional spectrum func-

tions of u(x, t), respectively.

Definition 1. Suppose that u(x, t) is analytic and differentiated continuously with

respect to t and x in their domains. Then
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Table 1

Some operations of the reduced differential transform.

Function Form Transformed Form

u(x, t) Uk(x) =
1
k!

[

∂ k

∂ tk u(x, t)
]

t=0

u(x, t) = c (c is a constant) Uk(x) = δ (k) =
{

1 k=0
0 k 6=0

u(x, t) = v(x, t)+w(x, t) Uk(x) =Vk(x)+Wk(x)
u(x, t) = cv(x, t) Uk(x) = cVk(x) (c is a constant)
u(x, t) = xmv(x, t) Uk(x) = xmVk

u(x, t) = tmv(x, t) Uk(x) =Vk−m

u(x, t) = xmtn Uk(x) = xmδ (k−n) =
{

xm k=n
0 k 6=n

u(x, t) = ∂ m

∂ tm v(x, t) Uk(x) =
(k+m)!

k!
Vk+m(x)

u(x, t) = ∂ m

∂xm v(x, t) Uk(x) =
∂ m

∂xm Vk(x)

u(x, t) = v2(x, t) Uk(x) =
k−1

∑
r=0

V (r)(x)V (k− r−1)(x)

u(x, t) = v3(x, t) Uk(x) =
k−1

∑
s=0

s

∑
r=0

V (r)(x)V (k− s−1)(x)V (s− r)(x)

• The transformed function Uk(x) is defined as

Uk(x) =
1

k!

[

∂ k

∂ tk
u(x, t)

]

t=0

. (5)

Its inverse differential transformation of Uk(x) is

u(x, t) =
∞

∑
k=0

Uk(x)t
k
. (6)

• The transformed function Vk(t) is defined as

Vk(t) =
1

k!

[

∂ k

∂ tk
u(x, t)

]

x=0

. (7)

The inverse differential transformation of Vk(t) is

u(x, t) =
∞

∑
k=0

Vk(t)x
k
. (8)

The main operations of the reduced differential transform, according to the variable

t, that can be deduced from Eqs. (5) and (6) [24, 25] are listed in Table 1. These

operations can be obtained in a similar way for the reduced differential transforms

according to the variable x.

Let us illustrate the fundamental concepts in more detail. Suppose L is a linear

operator and N is a nonlinear operator. Consider a general nonlinear differential

equation as

L[u(x, t)]+N[u(x, t)] = φ(x, t), (9)
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with the initial condition

u(x,0) = u0(x), (10)

where φ(x, t) is an inhomogeneous term. We assume that L = ∂
∂ t

. According to the

properties of RDTM in Table 1, we get

(k+1)Uk+1(x) = Φk(x)−N[Uk(x)], (11)

where Uk(x), NUk(x) and Φk(x) are the transformations of Lu(x, t), Nu(x, t) and

φ(x, t).
If we consider U0(x)= u0(x) as the transformation of (10), then u(x, t) can be written

as

u(x, t) =
∞

∑
k=0

Uk(x)t
k
, (12)

Similarly, the recurrence relation (11) and the expressions of Table 1 may be intro-

duced for L = ∂ 2

∂x2 as well. In this case, considering V0(t) = p(t) and V1(t) = q(t),
we get

u(x, t) =
∞

∑
k=0

Vk(t)x
k
. (13)

3 The weighted method

A weighted method according to the RDTM is now presented for the solution of (1)-

(3). We formulate the algorithm in two steps. In the first step, we consider (1) and

we denote L = ∂
∂ t

. Applying the basic properties of the differential transformations

and Table 1, and substituting U0(x) = f (x) as the differential transformation of (2),

we get the approximate solution

ûn(x, t) =
n

∑
k=0

Uk(x)t
k
. (14)

In the second step, we seek the approximate solution of the Eq. (1) according to the

conditions (3). Suppose that L = ∂ 2

∂x2 . Taking the differential transformation of (1)

and applying the basic properties listed in Table 1 with respect to x, the approximate

solution

ǔn(x, t) =
n

∑
k=0

Vk(t)x
k
, (15)

is obtained. From the boundary conditions (3), we have

V0(t) = p(t), (16)
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and

V1(t) = q(t). (17)

The approximate solutions (14) and (15) are not solutions of the problem (1)-(3),

because expression (14) is obtained according to the initial condition (2) while ex-

pression (15) is obtained according to the boundary conditions (3). Thus, to obtain

an approximate solution of the generalized Burgers-Huxley equation (1) that satis-

fies the conditions (2) and (3) simultaneously, we consider a convex combination of

(14) and (15) as

uapprox[n](x, t) = cûn(x, t)+(1− c)ǔn(x, t), (18)

where c ∈ [0,1]. The limit of uapprox[n](x, t) is equal to u(x, t) when n approaches

infinity. For determining the value of the parameter c, we follow the scheme pre-

sented in [26] to minimize the discrepancy between uapprox[n](x,0), uapprox[n](0, t)

and
∂uapprox[n]

∂x
(0, t) with f (x), ϕ(t) and ψ(t) in (2) and (3).

Theorem 1. Suppose that f (x) ∈ L2[(0,L)], φ(t),ψ(t) ∈ L2[(0,T )] and ‖.‖ denotes

the L2 −norm. Let

c1 = ‖ûn(0, t)−φ(t)‖,

c2 = ‖
∂ ûn

∂x
(1, t)−ψ(t)‖,

c3 = ‖ǔn(x,0)− f (x)‖.

Then the optimal value for c in (18) is

c =
c2

3

c2
1 + c2

2 + c2
3

, n ≥ 0. (19)

Proof. According to conditions (1)-(3), we define the following residual function

on the domain {(x, t)|(x, t) ∈ [0,L]× [0,T ]} as

Fn(x, t;c) = ‖un(0, t)−φ(t)‖+‖
∂un

∂x
(1, t)−ψ(t)‖+‖un(x,0)− f (x)‖. (20)

Substituting (18) into (20), we have

Fn(x, t;c) = ‖cûn(0, t)+(1− c)ǔn(0, t)−φ(t)‖2

+ ‖c
∂ ûn

∂x
(1, t)+(1− c)

∂ ǔn

∂x
(1, t)−ψ(t)‖2

+ ‖cûn(x,0)+(1− c)ǔn(x,0)− f (x)‖2
.

From (14), (15) and (18), we get

Fn(x, t;c) = ‖cûn(0, t)+(1− c)φ(t)−φ(t)‖2 +‖c
∂ ûn

∂x
(1, t)+(1− c)ψ(t)−ψ(t)‖2

+ ‖c f (x)+(1− c)ǔn(x,0)− f (x)‖2

= ‖cûn(0, t)− cφ(t)‖2 +‖c
∂ ûn

∂x
(1, t)− cψ(t)‖2

+ ‖(1− c)ǔn(x,0)− (1− c) f (x)‖2 = c2c2
1 + c2c2

2 +(1− c)2c2
3.
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The optimal value of c will minimize the residual function Fn. Thus, differentiating

Fn with respect to c and setting the result equal to zero, yields

c =
c2

3

c2
1 + c2

2 + c2
3

, n ≥ 0.

4 Applications

We analyze here the efficiency and applicability of the weighted reduced differen-

tial transform method (WRDTM). In this line of thought, we apply the WRDTM

to Cauchy problems of some special cases of the generalized Burgers-Huxley equa-

tions in the areas of mathematical physics and mathematical biology. In the sequel

we adopt n terms when evaluating the approximate solution un(x, t).

Example 1. Consider the following problem

∂u

∂ t
=

∂ 2u

∂x2
−

∂u

∂x
, x > 0, t > 0, (21)

with initial condition:

u(x,0) = λ

(

1− tanh

(

λx

2

))

, (22)

and boundary conditions:

u(0, t) = λ
(

tanh
(

λ 2t
2

)

+1
)

, ux(0, t) =− 1
2
λ 2sech2

(

λ 2t
2

)

, (23)

where λ ∈ R is an arbitrary parameter.

The problem (21)-(23) has the exact solution u(x, t) = λ (1− tanh( 1
2
λ (x−λ t))). By

using the properties of the differential transformation with respect to t, we can write

Uk(x) =
1

k

(

∂ 2

∂x2
Uk−1(x)−

k−1

∑
r=0

dUr(x)

dx
Uk−r−1(x)

)

. (24)

Starting with U0(x) = λ
(

1− tanh
(

λx
2

))

, from (24) we find

U1(x) =
1

2
λ 3sech2

(

λx

2

)

,

U2(x) = 2λ 5 sinh4

(

λx

2

)

csch3(λx),

U3(x) =
1

24
λ 7(cosh(λx)−2)sech4

(

λx

2

)

,

· · · .

The differential inverse transform of Uk(x) gives:

ûn(x, t) =
n

∑
k=0

Uk(x)t
k
. (25)
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Now, we take the differential transformation of the Eq. (21) with respect to x. We

apply the properties of Table 1 yielding

Vk(t) =
1

k(k−1)

(

∂

∂ t
Vk−2(t)−Vk−2 +

k−2

∑
r=0

(r+1)Vr+1(t)Vk−2−r(t)

)

. (26)

After substituting

V0(t) = λ

(

tanh

(

λ 2t

2

)

+1

)

,

and

V1(t) =−
1

2
λ 2sech2

(

λ 2t

2

)

,

as the transformation of the boundary conditions in (23) , into (26), we obtain the

next terms as

V2(t) = −2λ 3 sinh4

(

λ 2t

2

)

csch3
(

λ 2t
)

,

V3(t) = −
1

24
λ 4
(

cosh
(

λ 2t
)

−2
)

sech4

(

λ 2t

2

)

,

· · · .

Using the differential inverse transform of Vk(x), we obtain

ǔn(x, t) =
n

∑
k=0

Vk(t)x
k
. (27)

Suppose that λ = 0.7 and n = 12. According to (25), (27) and Theorem 1 we get

c = 0.999877.

The approximate solution will be obtained by means of the expression (18). Figure

1 shows the exact and the approximate solutions of the problem for several values

of t. The absolute error function e12(x, t) = |u(x, t)−uapprox[12](x, t)| on the domain

{(x, t)|(x, t) ∈ [0,5]× [0,5]}, is shown in Figure 2.

Figure 1

The exact and approximate solutions of example 1 with n = 12. Left: Plot of the approximate
solution. Right: Exact solution (red line) and approximate solution (gray points) for various
values of t.
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Figure 2

Absolute error for the approximate solution of example 1 with n = 12.

Example 2. Consider the problem

∂u

∂ t
=

∂ 2u

∂x2
+u

∂u

∂x
+u(1−u)(u−1), x > 0, t > 0, (28)

with initial condition:

u(x,0) =
1

2
−

1

2
tanh

( x

4

)

, (29)

and boundary conditions:

u(0, t) = 1
2
− 1

2
tanh

(

3t
8

)

, ux(0, t) =− 1
8
sech2

(

3t
8

)

. (30)

The equation (28) is called Chaffee-Infante equation representing a reaction Duffing

model discussed in mathematical physics. The exact solution of this problem is as

follow:

u(x, t) =
1

2
−

1

2
tanh

(

3t

8
+

x

4

)

.

For applying the WRDTM we take the differential transform of (1) according to x

and t, respectively, gives

Uk(x) =
1
k

(

∂ 2

∂x2 Uk−1(x)−Uk−1(x)+
k−1

∑
r=0

∂
∂x

Ur(x)Uk−1−r(x)

+2
k−1

∑
r=0

Ur(x)Uk−1−r(x)−
k−1

∑
s=0

s

∑
r=0

Ur(x)Us−r(x)Uk−1−s(x)

)

,

(31)

Vk(t) =
1

k(k−1)

(

∂
∂ t

Vk−2(t)+Vk−2(t)−
k−2

∑
r=0

(r+1) ∂
∂x

Vr+1(t)Vk−2−r(t)

−2
k−2

∑
r=0

Vr(t)Uk−2−r(t)+
k−2

∑
s=0

s

∑
r=0

Vr(t)Vs−r(t)Vk−2−s(t)

)

.

(32)

For finding the solution of (28)-(30), we start the recursive relation (31) with

U0(x) =
1
2
− 1

2
tanh

(

x
4

)

and the recursive relation (32) with V0(t) =
1
2
− 1

2
tanh( 3t

8
)

and V1(t) = − 1
8
sech2(

3t

8
). By using the relations (14), (15) and (18), the approx-

imate solution will be obtained. Suppose that n = 15. From Theorem 1 we get
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Figure 3

The exact and approximate solutions of example 2 with n = 15. Left: Plot of the approximate
solution. Right: Exact solution (red line) and approximate solution (gray points) for various
values of t.

Figure 4

Absolute error for the approximate solution of example 2 with n = 15.

c = 8.04462× 10−9. Figure 3 depicts the exact solution of (28)-(30) and its ap-

proximations in the domain {(x, t)|(x, t) ∈ [0,5]× [0,5]}. The absolute error of the

approximate solution, is shown in Figure 4.

Example 3. Consider the equation (1) with α = β = η = κ = 1, γ =−1 and δ = 2.

Also, in the conditions (2) and (3) assume that f (x) =
√

1
2
− 1

2
tanh

(

x
3

)

, p(t) =
√

1
2

tanh
(

10t
9

)

+ 1
2

and q(t) = −
sech2

(

10t
9

)

12

√

1
2

tanh( 10t
9
)+ 1

2

. Under these assumptions,

the exact solution of (1)-(3) is u(x, t) =
√

1
2

tanh( 10t
9
− x

3
)+ 1

2
.

Taking the differential transform subject to x and t, we get the following recurrence

relations

Uk(x) =
1
k

(

∂ 2

∂x2 Uk−1(x)+Uk−1(x) −
k−1

∑
s=0

s

∑
r=0

Ur(x)Us−r(x)Uk−1−s(x)

−
k−1

∑
s=0

s

∑
r=0

∂
∂x

Ur(x)Us−r(x)Uk−1−s(x)

)

,

(33)
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and

Vk(t) =
1

k(k−1)

(

∂
∂ t

Vk−2(t)−Vk−2(t) +
k−2

∑
s=0

s

∑
r=0

(r+1)Vr(t)Vs−r(t)Vk−2−s(t)

+
k−2

∑
s=0

s

∑
r=0

Vr(t)Vs−r(t)Vk−2−s(t)

)

.

(34)

Assuming that n = 10 and using (14), (15), (33) and (34), from (19) we get c =
0.413211. Substituting c in (18), yields an approximate solution. Figure 5 compares

the approximate and the exact solution of the problem. The relative error function

r10(x, t) =
|u(x,t)−uapprox[10](x,t)|

|u(x,t)| is shown in Figure 6.

Figure 5

The approximate and exact solutions of example 3 with n = 10. Left: Plot of the approximate
solution. Right: Exact solution (red line) and approximate solution (gray points) for various
values of t.

Figure 6

The relative errors for the approximate solution of example 3 with n = 10.

5 Conclusion

In this work a Cauchy problem of the generalized Burgers-Huxley equations was

considered. Using the reduced differential transform method, a weighted algorithm

to determine approximate-analytical solution was developed. To show the capabil-

ity and reliability of the novel method, the solution of some special cases of the
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generalized Burgers-Huxley equation were obtained. The results confirm that the

WRDTM is an efficient technique to solve such Cauchy problems.
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Abstract: Abrasion wear is one of the most common failure mechanisms of moving machine 

elements. Because of their mechanical and tribological ability, engineering polymer 

composites can be chosen to replace metal parts in certain applications (e.g. bearings). 

Increasingly newer polymer composites are appearing and data on their tribological 

behaviours are incomplete, it is not so easy to choose from this wide wide selection of 

choices (mechanical properties, price, etc.). In the present study two groups of polymer 

composites (PA 6 and PEEK with different mechanical properties and prices) are 

experimentally investigated by a unique small-scale abrasion tribotesting. The main 

objectives of our study were to compare the tribological properties of composites and to 

investigate the effect of different additives and mechanical properties. The tests were 

prepared using the  pin on plane (band) model system and tested on different loads (11.5 N 

and 23 N), where the abrasion mating surface was emery cloth. We found among other 

things that the fillings have a favourable effect on PA opposite to PEEK. The short carbon 

fibres proved better for improving wear resistance as compared to short glass fibres. Our 

present work is connected to a research project, which aims to map the tribological 

features of different polymer composites. 

Keywords: abrasion; PA 6; PEEK; friction; tribology 

1 Introduction 

Abrasion is the most common type of wear in industrial practice. It occurs when 

the micro-roughness of the harder counter body ploughs through the softness of 

the counter surface. Material is removed by micro cutting or micro cracking, and 

wear results by sharp and rigid particles or peaks of roughness. Wear gaps are 

created by the scratches of the surface. The particles that leave the gap are called 

the wear. Abrasive wear can occur in all places, where rigid particles can go 

between the sliding surfaces (e.g. in dusty work zone), where the surface 

mailto:zsidai.laszlo@gek.szie.hu
mailto:katai.laszlo@gek.szie.hu
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roughness is high, or the hardness of the sliding elements is very different, or if 

the machine works with abrasive material. Briscoe and Sinha [3] mentioned that 

cohesive wear results from surface and subsurface deformations, caused by the 

harder asperities of the counterface. Abrasion and fatigue wear processes are 

termed, ‘cohesive wear’. 

We can use machine elements (e.g. efficient seals) and optimal surface parameters 

to the reduce effects of abrasion wear, but unfortunately these are not always 

possible (e.g. in heavy dusty places, such as in agriculture, and in the mining 

industry). We may use tough or elastic materials or coatings with high strength to 

solve in these situations. The polymers and polymer composites can be chosen as 

sliding materials (because of their good deformation ability) in abrasive 

applications during the machine construction also as a counter measure. 

Regardless of the metals, where the cutting is the most important abrasion process, 

with polymers tearing-sheller effects are the most dominant. Polymer composites 

can also improve the tribological properties of the base polymers in an abrasion 

friction system. Several publications deal with the base mechanism of the abrasion 

wear [5, 6, 11] and its role in the machine industry applications [21] and the 

abrasion features of the polymers also [7, 9, 12, 24]. 

The abrasion friction test instruments are developed parallel to the former ones. 

Several standards (ASTM, DIN and ISO) deal with the abrasion tests of the 

polymers: ASTM D1242 is a standard test method to see the resistance of plastic 

materials to abrasion [8], ASTMD 3389 is for coated fabrics (rotary platform, 

double-head abrader), ASTM G 75 to determine the slurry abrasivity (miller 

number) and slurry abrasion response of materials (SAR Number) and ASTMG 

132-96 for pin abrasion testing. DIN 52 347 is for testing of glass and plastics and 

DIN 53 516 is for testing of rubber and elastomers. ISO 4649 is for rubber, 

vulcanized or thermoplastic using a rotating cylindrical drum device and ISO 

5470-1 for rubber- or plastics-coated fabrics and ISO 23794 is for rubber, 

vulcanized or thermoplastic [30]. These rigs  are available in the technical market 

as a professional product [27]. Most of the previous model systems worked in 

sand slurry, liquid (cavitation ASTM G32-134), or gas (ASTM G76). Some 

examinations make it possible to do tests with reciprocating motion against plane 

or abrasion wheel in counterformal contact. 

One of the capital novelties and key to our work is the unique model system, 

which developed the abrasion tribotest rig. The equipment makes it possible to 

obtain linear abrasion friction measurements of the different polymers on emery 

cloth using a pin-on-plate (band) test apparatus with one-way continuous motion 

in conformal contact (modeling most applications well, e.g. sliding bearings, V-

belt, gears). No external lubricants were added to the tribological system. 

The selected polymers were investigated with respect to friction and wear 

characteristics. The selection was based on a base polymer and different 

composites as applied by manufacturers and users. We selected two polymer 
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groups with special characteristics and significant differences between their 

mechanical properties and prices. Among many types of polyamides (PA), four 

PA were tested (PA 6 E reference, PA 6MO, PA 6G ELS, PA 6GLIDE). The 

relatively expensive PEEK (Poly-Ether-Ether-Ketone) was tested for base and 

composites PEEK PVX and PEEK GF30 that are widely used nowadays (e.g. 

medical implants, industrial sealings) were included in the experiments. 

Many results can be found in the literature, that are connected to the mechanical 

and abrasion behaviours of the tested polymer groups. Polyamide 6 is a well 

known polymer [20, 22, 23, 37], therefore we will give a short overview of the 

tribological properties of PEEK composites mainly. 

Several authors [2, 30] wrote that the friction coefficient of PEEK decreases with 

increasing temperature, it passes through an optimum point (around the glass-

transition temperature at 143 °C) and then increases slightly. Shao et al. [36] and 

Wang et al. [29] found that micro and nanosized abrasive (SiO2) fillers in PEEK 

provided lower wear rates and lower coefficients of friction than the unfilled 

polymer, and he reported also [28], that nanoparticles of ZrO2 as the filler were 

effective in reducing the wear rate of PEEK. 

The literature [25, 26, 32] shows a wide variety of different fillers available such 

as solid lubricants for reducing friction, reinforcing fibers for high mechanical 

strength or hard particles for abrasion resistance. In the literature we can see that 

the addition of carbon fibre (CF) to polymers resulted in increased hardness, 

tensile and flexural strength [13] and increased glass transition temperature [14]. 

Unlubricated sliding wear behaviour of short glass fibre (GF) and carbon fibre 

(CF) reinforced PEEK have been investigated by Voss et al. [10] and Friedrich et 

al. [18, 19]. They concluded that short carbon fibres proved better for improving 

wear resistance as compared to short glass fibres, but this trend can change under 

certain “pv limit” (contact pressure multiplicity sliding velocity) conditions. 

To create a continuous transfer layer, solid lubricants, like graphite and PTFE are 

commonly used [1, 15]. More investigations describe that the 10-25 wt% of PTFE 

give an optimal wear resistance and minimum frictional coefficients for the PEEK 

composites PTFE [4, 31, 38, 39]. However, other studies point at important effects 

of the filling manner of PTFE, where the wear rates obtained from the inclusion of 

expanded PTFE filaments were better than conventional powder filled PTFE–
PEEK composites. [16] 

Friedrich and Alois K. Schlarb [17] refer to the tribological differences between 

PEEK and PA 6. They emphasize that for the low wear rate of PEEK makes a 

relative higher friction coefficient, but in case of the PA 6 both properties are low. 

For PEEK, the role of nanoparticles is to increase the load-bearing capacity of the 

material, and thus the actual contact area is reduced leading to lower frictional 

stress for the nanocomposite. 
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The main objectives of our investigations are: 

• comparison of friction and wear behaviour of different PA and PEEK 

composites in connection with mechanical properties, 

• presentation of a special abrasion test system, with one way motion and 

conformal contact, 

• determination of optimal operational conditions of the selected polymers. 

This article aims to be helpful in the selection of a proper polymer for a given 

operational condition. 

2 Experimental Procedure 

2.1 Apparatus 

The experimental set-up as pictured in Fig. 1, is a unique building abrasion 

tribotester. 

The detailed figure shows that continuous sliding friction is created by a polymer 

cylinder (1), which moves against a lower emery cloth (2) in conformal contact. 

The polymer specimen is fixed to the fixture (3) by nuts, preventing it from rolling 

during the test, and thus simple sliding is guaranteed. The continuous one-way 

motion of the emery cloth is provided by a controlled variable speed motor (4) 

through a twin roll power transmission (5) to produce the sliding motion. The 

abrasive emery cloth is tightened to a pair of rolling drums, and the friction 

contact is placed between these in the middle position. A metal plate is placed 

under the moving slide, therefore the contact abrasive surface will be a plane. 

The machine is equipped with a manual loading system (6), which consists of a 

plate (7) and a vertical column (8), mechanically pulled down by loading weights 

(9). A head (load-cell) with strain gauges (10) is used to measure the friction 

force. The normal displacement of the cylindrical specimen towards the steel 

plate, as a result of the wear, is measured by a linear gauge (11). The vertical 

column and the linear gauge with supporting spindles are built in the console head 

(12). 

The more detailed close-up of the equipment (upper-center) shows the manual 

load system and the special form of the measure head. 
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Figure 1 

Abrasion  testing equipment (photo and schematic view): 

(1) polymer specimen; (2) emery cloth; (3) nuts and clamp; (4) electrical motor; (5) twin roll driving 

system; (6) manual loading system; (7) plate; (8) vertical column ; (9) weights; (10) load-cell; (11) 

linear gauge (for vertical displacement as a result of wear); (12) console head unit; (13) spindle for 

cross movement (it wasn’t used for present tests) 

2.2 Test Conditions 

All experiments were performed in ambient temperate and humidity (25°C and 

50%RH). The various conditions of the small-scale tests performed are gathered 

in Table 1. 

Table 1 

Parameters of tests 

Parameters Values 

Type of the emery cloth DEER XA167AA-100 

Running time, t [s] 240 

Normal load, FN [N] 11.5 and 23 

Length of emery cloth [mm] 610  

Velocity, v [m/s] 0.05 

Total sliding distance [m] 12 

Humidity, RH [%] 50 

Ambient temperature, T [°C] 25 
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Tests were conducted with normal load: 11.5 N and 23 N. The running time    

(240 s) of the tests were chosen in order to observe the wear value and the first 

(running in stage) period of the friction. For each test, the surface roughness of the 

emery cloths were determined by the type of abrasive DEER XA 167 AA-100. 

The tribological data described below result from an average of three runs with 

identical experimental parameters. 

Materials and preparation of test specimens 

The selection of the tested seven polymers and composites were made by cutting 

an 8mm diameter and a 10-15 mm length. The materials can be divided into two 

main composites groups. The experiments included one with a PA6, and the other 

with a PEEK base matrix. 

Material of the mating plate 

The counter plates are abrasive industrial emery cloth (type: DEER XA 167 AA-

100), and it was chosen as a typical abrasion effect for the industry. The grain type 

of the grinder is Aluminium-Oxide and the bonding material is resin. [33] 

Materials of the polymer cylinders 

Table 2 gives an overview of the properties of the tested engineering plastics. 

Among these properties the E-modulus can be used to characterize the adhesion 

friction component, since it is correlated with the chain flexibility. The 

deformation ability is determined by tensile stress and strain, as their product is 

equivalent to the work of rupture and the material’s toughness. 

Table 2 

Mechanical and physical properties of the tested polymers [34, 35] 

Material code colour density 

[g/cm3] 

Tensile strength at 

yield/ Modulus of 

Elasticity [MPa](1) 

PA 6E natural black 1.14 80/3200 

PA 6G ELS black 1.15 90/3400 

PA 6MO black 1.16 80/3400 

PA 6 Glide green 1.13 76/3200 

PEEK natural beige 1.31 116/4200 

PEEK PVX black 1.44 84/5500 

PEEK GF 30 yellow 1.53 105/6400 

(1)  Values referring to material in equilibrium with the standard atmosphere 23°C/50% RH 

The list shows a  short description of the tested polymers below. [34, 35]: 

• The extruded type polyamide PA 6E were used as a reference material in the 

investigations. This polyamide has been a strategic engineering plastic for 

many years all over the world, thanks to the favourable performance/price 
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ratio. It offers a favourable combination of strength, toughness, mechanical 

damping ability and wear resistance. The product can be regarded as a 

polyamide type “for general use”. 

• The PA 6G ELS is the conductive version of magnesium catalysed cast 

polyamide 6. 

• In comparison the PA 6MO (PA 6E+MoS2) with the PA 6E material, it has a 

higher degree of strength and rigidity due to the molybdenum disulphide 

(MoS2) content. Its heat and wear resistance is better, but its toughness and 

mechanical damping ability is worse. It can be readily machined with 

automatic cutting machines. 

• PA 6 Glide is a hard semi-crystalline cast thermoplastic with a lubricant 

addition. It has good sliding properties, wear resistance, better tensile strength 

and machinability than PA 6E. Typical applications are (e.g. gears, rollers, 

cable rollers, universal material) wherever there are no special requirements. 

• Natural, unfilled PEEK (polyetheretherketone) is a semi-crystalline advanced 

material that exhibits a unique combination of high mechanical properties, 

temperature resistance, and an excellent chemical resistance. The main 

properties are a high service temperature (permanently around 250 °C, briefly 

to 310 °C can be used), high mechanical strength, stiffness, excellent chemical, 
hydrolysis, wear resistance and good dimensional stability. 

• PEEK PVX is a real bearing grade. It is filled with carbon fibres (CF), PTFE 

and graphite. 

• PEEK GF30 composite contains 30% glass fibre (GF) reinforced for greater 

dimensional stability and higher strength properties. 

The original forms, colours and dimensions of the small-scale specimens are 

included in Fig. 2. The polymer cylinder has a diameter of 8 mm and length of 10-

15 mm. 

 

Figure 2 

Original form and dimensions of the tested polymers and composites 

The cylindrical specimens are in conformal connection with the abrasive (emery 

cloth). The components of composites are homogenously spread in the bulk of 

polymers. 
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3 Test Results And Discussion 

3.1 General 

Friction and wear results of the small-scale abrasion tests for both load categories 

(11.5N and 23N) are described in this section. For the correct interpretation of the 

graphs and tables mentioned below, the following annotations are emphasised: 

Column charts: The dynamic and the maximum friction coefficients are 

represented in Figs. 3 and 5. For each material, the first column refers to 

maximum value of the friction and the second one refers to the dynamic friction 

coefficient. The white arrow marks the instable tendency (slowly growing, slowly 

decreasing). The wear is represented in Fig. 7. For each material the first column 

refers to the wear value of the lower load (11.5N) and the second one refers to the 

wear of the higher load (23N) tests. All values are averaged from three test runs 

with identical parameters. 

Dynamic friction characteristics: The real friction curve as a function of sliding 

distance is shown in Fig. 4 and Fig. 6 for a given load and emery cloths. For 

example, for some polymer, only one typical curve of the three runs, is shown to 

reveal the differences in friction behaviour during the running-in stage and steady 

state regime. It has to be mentioned that the periodically repetitive more or less 

similar instabilities can be seen on the curves at the joint of the emery cloth bands. 

3.2 Lower Load (11.5 N) Test Category 

Figs. 3-4 show the dynamic and maximum friction coefficient of polymers tested 

under the lower 11.5 N loads. 

  

Figure 3 

Dynamic friction coefficient (dark) and its maximum value (light) at lower 11.5 N load 
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Figure 4 

Dynamic friction and wear characteristics of tested composites against emery clothes at 11.5 N load 

• From the view point of the dynamic friction, PEEK natural is most favourable 

and seems to have the lowest values over the total sliding time. However, the 

highest instability in the friction, which is shown by the maximum value of 

it’s. PEEK PVX has a similar value of maximum friction but a higher dynamic 

value than natural PEEK. The highest frictions (maximum and dynamic) are 

represented by PEEK GF 30 on abrasive surfaces, this value is not constant but 

shows a slight increase during the running-time (Fig. 4). 
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• The friction behaviours are similar for PA 6E and PA 6G ELS, and they are 

very stable during the test (Fig. 4). Figure 4 shows the friction and wear curves 

of PA 6 MO and PA 6 Glide, these values are not constant but show a slight 

decrease during the running-time. 

• The PA composites (mainly PA 6 Glide and PA MO) show a lower friction in 

opposite the PEEK composites. PA 6 Mo (Fig. 4) shows better sliding 

properties than PA 6E and PA 6G ELS. This behaviour is interesting because it 

is opposite to the effect of molybdenum addition (being tougher). The highest 

friction is presented by PA 6 ELS among all tested PA composites in lower 

load category. 

3.3 Higher Load (23 N) Test Category 

With the application of higher (23 N) load, the dynamic friction coefficients and 

maximum friction of the polymers are represented in Figs. 5-6. 

 

Figure 5 

Dynamic friction coefficient (dark) and its maximum value (light) at higher 23 N load 
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Figure 6 

Dynamic friction and wear characteristics of tested composites against emery clothes at 23 N load 

Comparing Fig. 3 and Fig. 5, it appears that globally under high loads the friction 

coefficient is lowered. We can see a similar difference and range among the 

friction behaviours of tested polymers at lower load categories. 

• In accordance with the previous, the PEEK natural has the lowest friction 

coefficient under higher load (similar to lower load). 
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• In contrast to the results of the lower load category another range occurs 

between PA 6G ELS and PA 6E natural, in favour of PA 6G ELS. 

• The friction of PA 6 Glide is more stable than when it was at a lower load. PA 

6 Mo (Fig. 6) has similar favourable sliding properties as PA 6 Glide but 

shows a slight decrease during the running-time. 

• PEEK GF30 shows the worst results in connection to friction coefficients and 

wear among the tested polymers. 

3.4 Comparison of the Wear of Different Load Categories 

It is clear that the effect of adhesion decreases with increasing load and increasing 

surface roughness. In our case the abrasion now becomes more important. The 

abrasion wear results of the tested polymers are shown in the Fig. 7 for both load 

categories. We can measure both the wear and deformation together, however -

because of the small loads- this is negligible in the present study. 

 

Figure 7 

Wear values for different materials in 11.5 N and 23 N load categories 

We can compare these results. It can be observed from the figure that the higher 

load increases proportionally (~1.6 times) in the wear of most of tested polymers. 

• But in cases two of PA 6MO and PEEK GF 30 we can see bigger differences 

between the wear results. The wear is measured at a higher load, 1.77 times 

more than measured at a lower load. These polymers are a little bit more 

sensitive against the different loads. 
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• PA 6E natural has the lowest wear results close to PA 6G ELS. It can be 

observed from the wear result of these polymers, that they have increased 

deformation ability, due to the lower tensile stress and lower strain at break. 

• The highest wear values are shown by PEEK PVX and mainly PEEK GF30, 

they are said to be more rigid because of their higher modulus of elasticity. So 

in our abrasion case the rigid behaviours can cause a higher value of wear. 

• The polyamides show a better wear result among tested polymers in both 

categories, according to the low elasticity modulus of this polymer. The 

flexibility of the polymer chains is enhanced for soft materials (reflected by a 

low elasticity modulus), a better more effective transfer can occur. 

Fig. 8 shows polymer films of all tested polymers (at first the PEEK, then PA 6) in 

the wear track, which are studied by a digital camera after the test. The forms and 

filling in the abrasive surface, show us the results of the wear behaviour of tested 

polymers. 

 

Figure 8 

Different wear tracks on the emery cloth at 11.5 N load 

• In the case of PEEK, natural non-continuous plastic layers cover the surface 

with several large and bitty wear particles. 

• For both PEEK composites (PVX and GF30), the polymer films are thick and 

a more or less homogenous track (mainly GF30) is observed. 

• The smallest and thinnest transfer layer is shown by polyamides; this great 

correlation makes them preferable for their wear properties. 

According to generally accepted friction models, two mechanisms contribute to 

the friction force between a thermoplastic and steel: adhesion in the contact zone 

and deformation of the polymer [9, 11]. Their relative contribution depends on 

several conditions like load level, as well as, on the chemical, mechanical and 

geometrical properties. However, the surface roughness is the most important 

factor among them. The deformation ability of the polymers, basically determines 

the abrasion resistance of the tested polymers. Therefore, we have to see the 

mechanical properties of the polymers. The tensile strength at yield and modulus 

of elasticity were shown in Table 2, and the hardness (type: Shore D for rigid 

polymer tested by Zorn Stendal 8036 hardness tester) due to wear are illustrate in 

Fig. 9. 
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a)                                                                                     b) 

Figure 9 

The Shore D hardness (a) and the Modulus of Elasticity (b) of tested polymers are plotted against the 

measured wear (23 N load category) 

From the trend lines, the following conclusions are drawn in the figures: 

• We can see a correlation between the hardness and the wear in cases of 

polyamides (Fig. 9/a). Wear decreases with increasing Shore D hardness. 

However, the previous trend is not so clear in the case of PEEK because of 

similar hardness of PEEK composites, however the PEEK GF30 has the 

highest wear with a lower hardness among PEEKs. 

• We can see the contrast with the previous ones, in a context between the 

modulus of elasticity and wear at PEEKs in Figure 9/b. 

• In summary, on one hand the hardness of the polyamides have an influence 

on their wear, but on the other hand the PEEKs has the modulus of elasticity. 

Conclusions 

Based on the results of the unique experiments, the following conclusions can help 

and improve the further tribotesting of polymers, the selection of proper material 

and design. The experimental data suggests the following conclusions: 

• There is a general trend from present investigations that the dynamic friction 

coefficient decreases with increasing normal load, and the wear is found to be 

~1.6-1.8 times higher at double load. 

• Among the investigated polymers and composites taken from the engineering 

practice the PA 6Glide and PEEK natural are most suitable sliding materials, 

because their friction is lowest and their wear resistance is higher. 

• The effect of the internal lubrication in case of cast PA 6Glide composite is 

different from the effect of solid PTFE lubrication in PEEK PVX. In case of 

PA 6 the efficiency of the lubrication gives an excellent friction coefficient and 
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high wear resistance at both load categories. Opposite the PA 6Glide the 

addition of PTFE has a weak effect on the friction. The solid PTFE lubricant 

can’t decrease the friction of the PEEK PVX (due to PEEK natural). 

• The polyamides have a good abrasion wear resistance in connection with their 

increased deformation ability, but their friction coefficients do not differ 

significantly from the more „rigid” PEEKs. 

• The addition fillings have a different effect on the PA and PEEK composites. 

While these fillings have a good effect for the friction coefficients of 

polyamides, in case of PEEK they have an unfavourable effect at both load 

categories. The former are true for the abrasion wear also where the PEEK 

composites suffer an essential higher abrasion in comparison with polyamide 

composites. 

• Our abrasion investigations correlate with Voss et al. [10] and Friedrich et al 

[18, 19], that short carbon fibres proved better for improving wear resistance 

as compared to short glass fibres, in the given circumstances. 

• We observed a difference between our results and the data presented 

previously [17]. Other data showed differences between the friction of PEEK 

(high) and PA6 (low), but the wear was similar. However, in our cases the 

frictions were more or less similar, but we found a major difference in the 

wear results (exceptions the natur PA and PEEK). 

• The PA 6G ELS shows individual friction properties. The Mg-catalysed 

polymerization of this polymer has a more efficient effect on the friction at 

higher load, but it does not have any individual effect on the wear between 

both load categories. 

• The presented photos of the wear gaps are in good correlation with the wear 

results (homogenous and thick gaps for the PEEK composites and thin ones for 

the polyamides). 

• The Shore D hardness of the polymers has a different effect on the wear, while 

it seems a correlation between them at polyamides, but does not have any at 

PEEKs. The modulus of elasticity has an influence of the wear in cases of 

PEEKs rather. 

For practical use we can mention by our results, that the polyamide composites are 

suitable as machine elements in normal abrasive applications, as they resist again 

abrasion wear. However, if there are any extreme demands, for example: high 

mechanical properties, temperature resistance and excellent chemical resistance 

etc., we can use PEEK composites also, but it is important to know the character 

of the filling. It is clear that the glass fibre (GF) has a bad effect on the friction and 

the wear at abrasive surface. 
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The small-scale abrasion tests with PA and PEEK polymers and composites with 

abrasive surface provided new information about their tribological behaviours. 

These results extend our tribological knowledge about polymers and show new 

possibilities for practical application. 
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Abstract: Multi-rotors are popular unmanned aerial vehicles (UAVs) of versatile 

applicability. This paper presents a novel grey-box fuzzy-system identification method for 

multi-rotor UAV dynamic modelling by continuous, periodic, fuzzy-partitions based 

systems. The method is initiated by a linear, continuous, periodical transformation of fuzzy-

system input data and a special parameterization of the antecedent part of fuzzy-systems 

that result in circularly connected fuzzy-partitions for antecedents. Fuzzy-rule consequents 

are designed so that the system output is continuous for the full input space of the naturally 

periodic angular orientation over the complete [0, 2π) interval, including the 2π-0 

transition at complete rotations. The antecedent parameter representation method of fuzzy- 

rules ensures upholding of predefined linguistic value ordering and ensures that fuzzy-

partitions remain intact throughout an unconstrained hybrid evolutionary and gradient 

descent based optimization process. The dynamic model is based on the Euler-Lagrange 

equations structure. State variables and their derivatives remain explicit, while their non-

linear inertia multipliers are identified with fuzzy-systems. Christoffel symbols, partial 

derivatives of fuzzy-systems are used for Coriolis effects, gyroscopic and centrifugal terms 

modelling. Linear parameters of the model are evaluated by SVD-based least squares 

method. Non-linear parameters are subjected to a global multi-objective evolutionary 

optimization scheme and fine-tuned by gradient descent based local search. The training 

data is collected along specially designed trajectory of smooth high order derivatives. 

Keywords: multi-rotor UAV; grey-box dynamic model; continuous periodic fuzzy-partition 

system; optimal smooth trajectory; hybrid multi-objective genetic algorithm 

1 Introduction 

Multi-rotors like quad- and hexa-rotors are popular representatives of unmanned 

aerial vehicles (UAVs) as they are relatively simple to build and easy to control, 

while being of versatile applicability, capable of vertical take-off and landing. 

Also, the multi-rotor architecture has simple mechanics, high relative payload 

capability and good maneuverability. The study of multi-rotor kinematics and 
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dynamics is based on the physics of aerial platforms - flying bodies, a good 

description can be found in [1]. The kinematics and general force and torque 

dynamics of any symmetric multi-rotor (quad-, hexa- or any other number of 

rotors) is equivalent. 

High speed aerial platforms in open door environments are highly nonlinear 

systems subject to many nonlinear perturbations like (1) drag like effects: blade 

flapping, induced drag, translational drag, profile drag and parasitic drag, (2) 

ground effect, (3) in vertical descent: (i) vortex ring state, (ii) turbulent wake state, 

(iii) windmill brake state as described in [2]. Precision, robustness and adaptability 

of the applied dynamic model is the starting point to achieve precise and efficient 

autonomous control of the system [3]. 

Mathematical model design of complex real systems can readily take the so-called 

black-box common approach, which uses exclusively numerical system input-

output data pairs for constructing the model. Without deeper understanding of the 

problem, these black box models can easily end up being clumsy and working 

only in some specific setups, without any guaranties for general precision or 

robustness. In contrast, to black-box there is white box (also called glass box or 

clear box) modelling, which uses extensive, state of the art physics and 

mathematics analysis, presuming to know all necessary information; still just to 

end up with only simplified models, as real complex nonlinear systems can in the 

end be only approximated. Grey-box modelling builds on both input-output data 

and also on essential expert knowledge; it efficiently incorporates them into the 

model structure used for system identification. Fuzzy-system modelling can be 

conducted as black-box modelling where all the system knowledge is mere input-

output data. However, when expert knowledge is readily available, we should take 

advantage of it – fuzzy-grey-box modelling is a rational choice. 

Angular orientations and induced torques for flying body systems are naturally 

continuous and periodic. It is our [0, 2π) orientation representation that results in a 
discontinuity at full turn when returning to the origin. A proper dynamic model, be 

it fuzzy-system based or not, must not have a jump in the output when the input 

continuously changes between any two orientation angles. One possible solution is 

to transform the intuitive 3D Euler angles to quaternions, and perform the entire 

math in this transformed space. Quaternion solutions may be called elegant, by 

whoever likes them, but are surely not simple and intuitive. For a proper soft 

computing approach to flying body modeling new tools have to be designed. 

2 Multi-Rotor Dynamic Model 

The complete dynamics of an aircraft, taking into account aero-elastic effects, 

flexibility of wings, internal dynamics of engines, and the whole set of changing 

environmental variables is quite complex and somewhat unmanageable for the 

purpose of autonomous control engineering [7]. 
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Multi-rotor UAV maneuvers are controlled by angular speeds of its motors. Each 

motor produces a thrust and a torque, whose combination generates the main trust, 

the yaw torque, the pitch torque, and the roll torque acting on the multi-rotor. 

Motors produce a force proportional to the square of the angular speed and the 

angular acceleration of the rotor; the acceleration term is commonly neglected as 

the speed transients are short thus exerting no significant effects. Motors of a 

multi-rotor can only turn in a fixed direction, so the produced force can be always 

presumed positive. Motors are set up so that opposites form pairs rotating in the 

same direction (clockwise/counter-clockwise), while their neighboring motors are 

rotating in the opposite direction (counter-clockwise/clockwise). This arrangement 

is chosen so that gyroscopic effects and aerodynamic torques are canceled in 

trimmed flight. The main trust is the sum of individual trusts of each motor. The 

pitch torque is a function of difference in forces produced on one pair of motors, 

while the roll torque is a function of difference in forces produced on the other 

pair of motors. The yaw torque is sum of all motor reaction torques due to shaft 

acceleration and blades drag. The motor torque is opposed by a general 

aerodynamic drag. 

For a full dynamic model of a multi-rotor system both (i) the center of mass 

position vector of 𝝃 = (𝑥, 𝑦, 𝑧)  in fixed frame coordinates and (ii) the orientation 

Euler angles: roll, pitch, yaw angles (ϕ,θ,ψ) around body axes X, Y, Z are 

considered. Using the Euler-Lagrange approach it can be shown how the 

translational forces 𝑭𝜉, applied to the rotorcraft due to main trust, can be fully 

decoupled from the yaw, pitch and roll torques τ as defined by equations (1-2). 𝑚 ∙ (�̈� + 𝑔 ∙ [0 0 1]𝑇) = 𝑭𝜉      (1) 

where 𝑚 is the multi-rotor mass and 𝑔 is the gravitational constant, which is 

acting only along the third axes z. 𝕁(𝒒) ∙ �̈� + ℂ(𝒒, �̇�) ∙ �̇� = 𝝉       (2) 

where 𝕁 is a 3x3 matrix, called the inertia matrix, ℂ is also a 3x3 matrix that refers 

to Coriolis, gyroscopic and centrifugal terms, 𝒒 = [𝜙, 𝜃, 𝜓] is the state vector of 

Euler angles, its time derivatives are 𝑑𝒒/𝑑𝑡 = �̇� = [�̇�, �̇�, �̇�] and 𝑑�̇�/𝑑𝑡 = �̈� =[�̈�, �̈�, �̈�]. For the scope of this paper we shall address only equation (2) as the 

nonlinear complex part of the multi-rotor dynamic model to be identified. 

Equation (2) can be analyzed as three resultant torques τi acting along the [ϕ, θ, ψ] 

axes for i,j,k∈(ϕ, θ, ψ) as: ∑ (𝐷𝑖𝑗𝑗 (𝒒) ∙ �̈�𝑗) + ∑ ∑ (�̇�𝑗 ∙ 𝐷𝑖𝑗𝑘(𝒒) ∙ �̇�𝑘) = 𝜏𝑖𝑘𝑗     (3) 

The first component of equation (3) is the inertia matrix part expansion, the 

second is the Coriolis matrix term expansion, whose components are highly 

nonlinear functions containing 𝑠𝑖𝑛(𝒒) and 𝑐𝑜𝑠(𝒒)  components, and also their 

products and sums defined by the rigid body system geometry as described in [8]. 
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There are general relations that can be used for reducing the number of unknown 

inertia and Coriolis components: 𝕁 is symmetric and ℂ is defined by Christoffel-

symbols of 𝕁: 𝐷𝑖𝑗𝑘 = (𝜕𝐷𝑖𝑗/𝜕𝑞𝑘 + 𝜕𝐷𝑖𝑘/𝜕𝑞𝑗 − 𝜕𝐷𝑗𝑘/𝜕𝑞𝑖)/2    (4) 

These properties results in further inherent relations as: 𝐷𝑖𝑗 = 𝐷𝑗𝑖 , 𝐷𝑖𝑗𝑘 = 𝐷𝑖𝑘𝑗 , 𝐷𝑘𝑖𝑗 = −𝐷𝑗𝑖𝑘 , 𝐷𝑘𝑗𝑘 = 0, ∀𝑖, 𝑘 ≥ 𝑗   (5) 

It should be noted that direct measurement of any single 𝐷𝑖𝑗𝑘  or 𝐷𝑖𝑗  component of 

equation (3) is not possible. Measurable data vector pairs are [𝒒,̈ 𝝉] angular 

accelerations as system input and resultant torques proportional to rotation speed 

of motors as system output. Determining all 𝐷𝑖𝑗𝑘  and 𝐷𝑖𝑗  non-linear functions is a 

considerable grey-box identification problem, but when achieved the model is 

usable in efficient robust and precise model based control implementations, as this 

model preserves all �̈�, �̇� in an explicit form. 

3 Fuzzy-Logic Systems for Dynamic Modeling 

Takagi-Sugeno-Kang (TSK) type Fuzzy-logic systems (FLSs) having n inputs and 

1 output are defined in [9] as: 𝑓(𝒒) = ∑ 𝜔𝑙(𝒒) ∙ 𝑦𝑙(𝒒)𝑀𝑙=1 ∑ 𝜔𝑙(𝒒)𝑀𝑙=1⁄      (6) 

where M is the number of rules, 𝒒 is the vector of n input variables, yl is the 

consequence, a scalar function of n input variables, defined by (n+1) parameters 𝑐𝑗𝑙  as in equation (7) and  𝜔𝑙 is the antecedent, the premise part of a fuzzy-rule 

defined by 𝜇𝐹𝑙𝑖 membership functions (MFs) of the i
th

 input variable in the l
th

 rule 

that defines the linguistic value MFli as: 𝜔𝑙(𝒒) = ∏ 𝜇𝑀𝐹𝑙𝑖(𝑞𝑖)𝑛𝑖=1 , 𝑦𝑙(𝒒) = ∑ 𝑐𝑗𝑙 ∙ 𝑞𝑗 + 𝑐0𝑙𝑛𝑗=1    (7) 

Zadeh-formed MFs are 𝜇𝑧, 𝜇𝑠, 𝜇𝜋 the z-, the s-, and the 𝜋-functions, named after 

their shape, defined respectively with four parameters (𝑏1 ≤ 𝑏2 ≤ 𝑏3 ≤ 𝑏4) as: 

𝜇𝑧(𝑞, 𝑏1, 𝑏2) = {1 𝑞 ≤ 𝑏11 − 2(𝑞 − 𝑏1)/(𝑏2 − 𝑏1) 𝑏1 < 𝑞 ≤ (𝑏2 − 𝑏1)/22(𝑞 − 𝑏1)/(𝑏2 − 𝑏1) (𝑏2 − 𝑏1)/2 < 𝑞 ≤ 𝑏20 𝑞 > 𝑏2𝜇𝑠(𝑞, 𝑏1, 𝑏2) = 1 − 𝜇𝑧(𝑞, 𝑏1, 𝑏2)𝜇𝜋(𝑞, 𝑏1, 𝑏2, 𝑏3, 𝑏4) = {𝜇𝑠(𝑞, 𝑏1, 𝑏2) 𝑞 ≤ 𝑏21 𝑏2 < 𝑞 ≤ 𝑏3𝜇𝑧(𝑞, 𝑏3, 𝑏4) 𝑞 > 𝑏3
(8) 
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A fuzzy-partition is a set of K 𝜇𝑘 MFs with 𝒃𝑘 parameters, such 

that ∑ 𝜇𝑘(𝑞, 𝒃𝑘) = 1,   ∀𝑞𝐾𝑘=1 . Using fuzzy-partitions for antecedent membership 

functions of fuzzy-systems ensures that there cannot be a numerical input within 

the defined input range that will not result in firing at least one rule consequent of 

the fuzzy-model, which means that there is a defined output for all possible input 

states. Keeping specific properties of fuzzy-partitions imposes a set of hard 

constraints on membership function parameters as detailed in [11], but as a result 

the TSK model structure of equation (6) simplifies to: 𝑓(𝒒) = ∑ 𝜔𝑙(𝒒) ∙ 𝑦𝑙(𝒒)𝑀𝑙=1        (9) 

Automatic fine tuning FLS parameters that satisfies all of above listed constraints 

is a significant problem. In [11] a Zadeh-formed MFs parametrization method is 

introduced that preserves all fuzzy-partition properties, and still simplifies 𝒃𝑘  parameter tuning of equation (9) to an unconstrained optimization problem, 

where even gradient descent based optimization can be applied to. 

As proposed in [11] fuzzy-partitions are formed from Zadeh-typed MFs by 

making equal the last two parameters of each preceding MF to the first two 

parameters of the succeeding MF: (𝑏𝑘+1,1 = 𝑏𝑘,3, 𝑏𝑘+1,2 = 𝑏𝑘,4). The input space 

is normalized: (min(q) =0, max(q)=1). Plateaus are not allowed, so for every MF 

there will be only a single q input value for which the degree of membership will 

be 1: (𝑏𝑘,2 = 𝑏𝑘,3, 𝑏1,1 = 0, 𝑏𝐾,4 = 1). The number of constrained variable 𝑏𝑖 
fuzzy-partition parameters is reduced to (K-2) for a fuzzy-partition of K Zadeh-

formed MFs: (𝑏0 = 0 < 𝑏1 < 𝑏2 < ⋯ < 𝑏𝐾−2 < 𝑏𝐾−1 = 1). As proposed in [11] 

for an unconstrained optimization of these 𝑏𝑖 parameters, we use (K-1) pieces of 

rational, positive or zero parameters 𝑎𝑖 ∈ ℝ0+, 𝑖 = 1,2, … , (𝐾 − 1) like: 𝑏𝑘 = ∑ 𝑎𝑖𝑘𝑖=1 ∑ 𝑎𝑗𝐾−1𝑗=1⁄ , 𝑘 = 1,2, … , 𝐾 − 2                (10) 

The result is a minimal number of independent 𝑎𝑖 ∈ ℝ0+ nonlinear parameters, 

which fully define any fuzzy-partition of Zadeh-formed MFs. This is a very 

important result for optimization as over parameterized, constrained systems are 

hard to optimize. Substituting (10) to (8) then (9) we have obtained FLSs, which 

are capable of universal function approximation, they have a continuous output 

defined for the complete input space. Moreover, the number of its nonlinear 

parameters is minimal, and can be optimized without constraints; also, its linear 

parameters can be optimally calculated with an SVD-based least squares method. 

To avoid traps of local optimal solutions when looking for the 𝑎𝑖 nonlinear 

parameters, a preliminary global search should be applied before fine tuning with 

a gradient descent method, as presented in [11]. 
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4 Continuous Periodic Fuzzy-Logic Systems 

The proposal of this paper is to transform equation (9) to form a continuous 

periodic FLS (cpFLS). Such cpFLSs are ready to be used for modeling systems 

which are inherently continuous and periodic, for example the orientation angle 

input based torque function of a multi-rotor dynamics in equation (2). 

For physical systems in the Euclidian space orientation angles are naturally 

defined on the [0, 2π) interval. Any angular value α below 0 or above 2π is 

equivalent to a value β=α±2kπ, where k is such an ordinary number that β∈ [0,2π). 
For orientation angles selection of the origin is arbitrary and transition between 

two orientation angles is smooth and continuous, without any jumps. As 

orientation angle of 2π is equivalent to angle 0 the transition from 2π-ε to 0+ε also 
has to be continuous. 

For FLSs defined by equation (9) we can make the input space continuous and 

periodic over the [0, 2π) interval by applying a simple piecewise linear “seesaw” 
function transformation, whose output is in [-1,1] as defined by: 

�̂� = {2 ∗ (𝜋 − 𝑞)/𝜋, 3 ∗ 𝜋/2 < 𝑞 > 𝜋/22 ∗ (𝑞 − 𝜋)/𝜋, 𝑞 > 3 ∗ 𝜋/22 ∗ (𝑞)/𝜋, 𝑒𝑙𝑠𝑒                 (11) 

 

Figure 1 

The piecewise linear “seesaw” function 

With transformation (11) of the cpFLS input space we make sure that there is no 

discontinuity between angular cpFLS inputs of any two values, we simply force 

critical 2π-ε input values to become equal to 0+ε for all 𝜀 < 𝜋/2. This step is 

needed to ensure the output space 𝑦𝑙(𝒒) consequence part can become continuous 

over the 𝒒 ∈[0, 2π) input space even for full circle rotations. We also have to 

make the antecedent fuzzy-partition “circular” by combining the first 𝜇𝑧 and the 

last 𝜇𝑠 MF of the partition as defined in equation (8) into a single virtual 𝜇𝜋 MF to 

be substituted into equation (7), so that fuzzy-rules applied to the first z-MF 

equally apply to the last s-MF. We achieve this by making all the linear 

parameters of the last rule for each fuzzy-partition in equation (7) equivalent to the 

first rule of the same partition as 𝑐𝑗𝐾𝑖 = 𝑐𝑗𝐾1 , where n is the number of cpFLS 

inputs, and each input is covered by a fuzzy partition of Ki MFs for i=1..n. By this 

procedure we have ensured to have a continuous periodic fuzzy-system (cpFLS) 

such that for ∀𝒒 ∈ ℝ𝑛 , ∀𝑘 ∈ ℤ and any arbitrary small 𝜺 there is a similarly small 𝜇(𝜺) for which we have: 
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𝑐𝑝𝐹𝐿𝑆(𝒒 ± 2𝑘𝜋) =  𝑐𝑝𝐹𝐿𝑆(𝒒), 𝑐𝑝𝐹𝐿𝑆(𝒒 ± 𝜺) = 𝑐𝑝𝐹𝐿𝑆(𝒒) ± 𝜇(𝜺)              (12) 

Table 1 presents the linear parameter triplets for all 25 fuzzy-rule consequents 𝒄𝒍 = (𝑐0𝑙𝑐1𝑙𝑐2𝑙), of equation (7) for a TSK FLS interpretation of a cpFLS with 

n=2 inputs, where each antecedent is a Zadeh-formed fuzzy-partition of 5 MFs. 

Table 1 

TSK FLS interpretation of cpFLS linear parameter triplets for forming fuzzy-rule consequent 

 𝜇𝑧11 𝜇𝜋12 𝜇𝜋13 𝜇𝜋14 𝜇𝑠15 𝜇𝑧21 𝒄𝟏 𝒄𝟐 𝒄𝟑 𝒄𝟒 𝒄𝟏 𝜇𝜋22 𝒄𝟓 𝒄𝟔 𝒄𝟕 𝒄𝟖 𝒄𝟓 𝜇𝜋23 𝒄𝟗 𝒄𝟏𝟎 𝒄𝟏𝟏 𝒄𝟏𝟐 𝒄𝟗 𝜇𝜋24 𝒄𝟏𝟑 𝒄𝟏𝟒 𝒄𝟏𝟓 𝒄𝟏𝟔 𝒄𝟏𝟑 𝜇𝑠25 𝒄𝟏 𝒄𝟐 𝒄𝟑 𝒄𝟒 𝒄𝟏 

In the compact cpFLS interpretation form of the same fuzzy-system as in Table 1, 

we have to consider only linear parameter triplets for 16 unique fuzzy-rule 

consequents as presented in Table 2, where 𝜇𝜋𝑗𝑖 for i>0 are equivalent to Table 1 

MFs of the same index, and 𝜇𝜋𝑗0(𝑞) = 𝜇𝑧𝑗1(𝑞) + 𝜇𝑠𝑗5(𝑞) for j=1,2. Triplets 𝒄𝒍 in 

Table 2 are equivalent to triplets of matching index from Table 1. 

Table 2 

The compact cpFLS interpretation of the same fuzzy-system with 𝜇𝜋𝑗0(𝑞) = 𝜇𝑧𝑗1(𝑞) + 𝜇𝑠𝑗5(𝑞) 

 𝜇𝜋10 𝜇𝜋12 𝜇𝜋13 𝜇𝜋14 𝜇𝜋20 𝒄𝟏 𝒄𝟐 𝒄𝟑 𝒄𝟒 𝜇𝜋22 𝒄𝟓 𝒄𝟔 𝒄𝟕 𝒄𝟖 𝜇𝜋23 𝒄𝟗 𝒄𝟏𝟎 𝒄𝟏𝟏 𝒄𝟏𝟐 𝜇𝜋24 𝒄𝟏𝟑 𝒄𝟏𝟒 𝒄𝟏𝟓 𝒄𝟏𝟔 

5 Multi-Rotor Dynamic Model by cpFLSs 

As proposed in [13] we identify Dij components of the dynamic model in equation 

(3) as FLSs defined by equations (7) to (10), where the FLS general input variable 𝒒 will be substituted for appropriate state variables of (ϕ, θ, ψ). Instead of simple 

TSK FLSs we will use cpFLSs as defined in Chapter 5. Where the Dij inertia 

matrix components are modeled by cpFLSs, forming the Dijk components as 

Christoffel symbols is to be expressed by partial derivatives of equation (9) like: 𝜕𝑓(𝒒)/𝜕𝑞𝑖 = ∑ (𝜕𝜔𝑙(𝒒)/𝜕𝑞𝑖 ∙ 𝑦𝑙(𝒒) +𝑀𝑖=1 𝜔𝑙(𝒒) ∙ 𝜕𝑦𝑙(𝒒)/𝜕𝑞𝑖)             (13) 

The unknown 4 inertia matrix components of torques defined in equation (2), 

which have to be identified for a 3DOF rigid body rotational motion model, are: 𝐷13(𝜃) = 𝑓1(𝜃), 𝐷22(𝜙) = 𝑓2(𝜙), 𝐷23(𝜙, 𝜃) = 𝑓3(𝜙, 𝜃), 𝐷33(𝜙, 𝜃) = 𝑓4(𝜙, 𝜃)(14) 
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Based on the multi-rotor system structure and inertia matrix symmetry the 

remaining inertia components are known to be: 𝐷11 = 𝐼𝑥𝑥 , 𝐷12 = 0, 𝐷21 = 𝐷12, 𝐷31 = 𝐷13, 𝐷32 = 𝐷23              (15) 

where 𝐼𝑥𝑥 is the constant multi-rotor body inertia around the x axis. 

Based on equation (5) the following Coriolis term matrix Dijk components can be 

calculated by equations (13): 𝐷122 = − 12 𝛿𝐷22𝛿𝜙 , 𝐷123 = 12 (𝛿𝐷13𝛿𝜃 − 𝛿𝐷23𝛿𝜙 ) , 𝐷322 = 𝛿𝐷23𝛿𝜃𝐷133 = − 12 𝛿𝐷33𝛿𝜙 , 𝐷223 =  − 12 𝛿𝐷33𝛿𝜃 , 𝐷312 = 12 (𝛿𝐷23𝛿𝜙 + 𝛿𝐷13𝛿𝜃 )                (16) 

The remaining Dijk components are trivial identities as defined in equation (5). 

This way we can model the complete multi-rotor rotation dynamics as defined in 

equation (2) by only 1 linear constant and 4 cpFLSs, where 2 cpFLSs are 

functions of a single input, and 2 are functions of 2 inputs. We have for these 

fuzzy-systems 6 Zadeh-type fuzzy-partitions. Each partition consists of 1 𝜇𝑧-, 1 𝜇𝑠-, and 3 𝜇𝜋-type MFs as presented by equations (8) and (10), such a fuzzy-

partition is defined by 3 nonlinear 𝑎𝑖 parameters; 6 partitions totaling in 24 

nonlinear parameters. These 4 cpFLSs consist of 2 times 4 rules for single input 

functions an 2 times 16 rules yl as defined in equation (7) for two input functions. 

Each rule consequent yl is defined by 2 (single input case) or 3 (two inputs case) 

cil linear parameters, these 4 cpFLSs total in 112 linear parameters. The grand 

total for our model is 24 nonlinear and 113 linear parameters. 

Linear parameters are best directly evaluated by a singular value decomposition 

based least squares method. We first substitute equations (7,8,9,11) to (14,15,16) 

and all to (2), then we express all the 113 linear 𝒄 =(cil) parameters as: (𝕁∗(𝒒) ∙ �̈� + ℂ∗(𝒒, �̇�) ∙ �̇�) ∙ 𝒄 = ℚ(𝒒, �̇�, �̈�) ∙ 𝒄 = 𝝉                 (17) 

For SVD decomposition of ℚ(𝒒, �̇�, �̈�) = 𝑈 ∙ 𝑆 ∙ 𝑉𝑇 we obtain 𝒄 = 𝑉 ∙ 𝑆−1 ∙ 𝑈𝑇 ∙ 𝝉. 

6 Multi-Objective Genetic Algorithms 

A genetic algorithm (GA) is constructed on bases of imitating natural biological 

processes and Darwinian evolution. GAs are widely used as powerful global 

search and optimization tools [10]. Real life optimization problems often have 

multiple objectives. To establish ranking of chromosomes for GAs the comparison 

of two objective vectors is required. A general multi-objective optimization 

problem consists of n number of scalar minimization objectives where every 

scalar objective function fi(x), i=1..n is to be minimized simultaneously, where x 

is the vector of parameters. 
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A vector x1 Pareto-dominates x2, when no scalar component of x2 is less than the 

appropriate component of x1, and at least one component of x1 is strictly smaller 

than the appropriate component of x2. Since no metrics can be assigned to Pareto-

dominance, in general there have been two different approaches to define a GA 

ranking method, which can be used for Pareto-dominance vector comparison, 

which have been widely used: (1) “Block-type” ranking is defined in [5] as: Rank 

is equal to 1 + (number of individuals that dominate the i
th

 individual) (2) “Slice-

type” ranking is defined in [4] as: Rank is equal to 1 + (number of turns when the 

non-dominated individuals are eliminated, needed for the i
th

 individual to become 

non-dominated). 

Quantity-dominance, a not widely used method was proposed in [6]. It is defined 

as: vector x1=[ x1i] Quantity-dominates vector x2=[ x2i] if x1 has more such x1i 

components, which are better than the corresponding x2i component of vector x2, 

and x1 has less such x1j components, which are worse than the corresponding x2j  

of vector x2. A metrics can be defined as: the measurement of the extent of 

Quantity-dominance is the difference between the number of better and the 

number of worse components. For a measurement based ranking method the Rank 

of the i
th

 objective vector can be simply defined as: the sum of Quantity-

dominance distance metrics for every individual measured from the i
th

 vector. This 

direct, efficient ranking method can be readily applied with Quantity-dominance 

based comparison. 

Testing and comparison of existing GA variants, and also a proposal of new 

methods is scientifically sound only when performed on a number of carefully 

selected benchmark problems, tests repeated multiple times for statistically 

relevant data analysis, as it was done in [6] when proposing a new vector 

comparison for a new multi-objective GA type. The Quantity-dominance vector 

comparison method provides more information when comparing two vectors, 

compared to the classic Pareto-based comparison, thus the GA is faster, more 

efficient in its search. The MMNGA algorithm described in [6] is computationally 

less expensive and more efficient compared to classical Pareto-methods. The 

achieved quality of non-dominated individuals, which was analyzed on a number 

of GA hard problems in [6] is at least as good as for classical Pareto based ranking 

method GAs. 

7 Optimal Trajectories of Limited, Smooth 

Derivatives 

The roll and pitch of a multi-rotor can be calculated from state variables (x,y,z) 

and ψ as presented in [1] like: 𝜙 = 𝑎𝑠𝑖𝑛 ( �̇�𝑠𝑖𝑛𝜓−�̇�𝑐𝑜𝑠𝜓�̈�2+�̈�2+(�̈�+𝑔)2), 𝜃 = 𝑎𝑡𝑎𝑛 (�̇�𝑐𝑜𝑠𝜓−�̇�𝑠𝑖𝑛𝜓(�̈�+𝑔) )                (18) 
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To have realistic, feasible torques along a trajectory, which are efficiently 

controllable without chattering, we need smooth torque changes. Having 𝝉 =𝝉(𝒒, �̇�, �̈�) and 𝒒 = 𝒒(𝜓, �̇�, �̈�) for smooth torque changes, we need smooth changes 

of the so called displacement crackle 𝒄(𝑡) = 𝑑5𝒓/𝑑𝑡5, the fifth time derivative of 

displacement 𝒓(𝑥, 𝑦, 𝑧). A smooth displacement crackle function can be defined 

with a continuous displacement pop function 𝒑(𝑡) = 𝑑6𝒓/𝑑𝑡6. 

  

Figure 2 

Trajectory pop p(t), crackle c(t), snap s(t), jerk j(t), acceleration a(t), velocity v(t), displacement r(t) 

The proposal of this paper is to use a parameterised single sinus wave 𝒑(𝑡) =2𝜋𝑃 sin (2𝜋𝑃 𝑡) as the base function for the displacement pop to reach the desired 

smooth crackle as 𝒄(𝑡) = ∫ 𝒑(𝑡)𝑑𝑡 = 1 − cos (2𝜋𝑃 𝑡). P is an arbitrary positive 

real value, which controls both the amplitude and the period of 𝒑(𝑡), and by this 

the dynamics of the displacement. The integral of a full period 𝒄(𝑡) for t=1..P is 

to be used for the ascending part of the jerk (jounce) function 𝒋+(𝑡) = ∫ 𝒄(𝑡)𝑑𝑡, 

for simplicity we take 0 for the integral constant value. For 𝒋−(𝑡) descending part 

of jerk the –c(t) integral is taken. In case that the acceleration 𝒂(𝒕) =∫(𝒋+(𝑡) + 𝒋−(𝑡 + 𝑃))𝑑𝑡 does not reach the desired level, a constant 𝒋𝒎𝒂𝒙 interval 
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is to be inserted between 𝒋+ and 𝒋− intervals. The velocity is planned in an 

analogous manner, by integrating the rising acceleration and the falling 

deceleration interval, with optional inclusion of a constant acceleration interval to 

reach the desired maximum velocity without overshooting the reached 

acceleration limit. By keeping the velocity constant in the middle of the trajectory 

we ensure reaching the desired displacement without exceeding the speed limit. 

Such a general basic 16 intervals smooth sinusoid pop function trajectory setup 

with P=1, and all its corresponding displacement derivatives are presented in 

Figure 2. 

8 Training Data Set Reduction 

By definition the condition number of a parameter data set, which defines a linear 

system of equations, is the ratio of its first, the highest and last, the smallest 

singular value. A very well-conditioned linear system of equations has a condition 

number of 10 to 20. The higher the condition number, the more uncertain the 

solution is, the more sensitive the solution is to small disturbances of system 

parameters. 

When identifying a system, we have to design a sufficiently exciting trajectory, 

which will properly expose all singular values of the (linear) system. For a stable 

equation solution for linear parameters it is needed to have all singular values 

higher than one. For solving a linear system of equations it is recommended to use 

an SVD based decomposition method before calculating the inverse matrix as for 

equation (17), but calculating SVD decomposition for large matrices is very 

processor and memory demanding task, which increases exponentially with the 

data set size. 

Data samples collected along sufficiently exciting trajectories tend to be 

oversized, thus redundant. In [13] it is shown for a robotic manipulator dynamic 

model identification, that by using only a reduced number of training data points 

the same quality of system identification can be reached as with the full set, given 

that the reduced set is representative enough of the full set, which is equivalent to 

having a similarly low condition number. 

The proposal of this paper is to apply the following algorithm to determine an 

arbitrary quality / size balanced training data set for FLS based dynamic model 

identifications. The algorithm is: 

0) start from the full trajectory data set: 

a) evaluate antecedents by equation (7), (8) and (10) using a 

uniform, equidistant fuzzy partition defined with ai=i/4, 

i=1,2,3 for equation (10); 
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b) prepare evaluation of linear cij parameters, by substituting 

all nonlinear ℚ(𝒒, �̇�, �̈�) components of equation (17); 

c) perform the SVD decomposition of ℚ(𝒒, �̇�, �̈�) = 𝑼 ∙ 𝑺 ∙ 𝑽𝑇 

and calculate 𝒄 = 𝑽 ∙ 𝑺−1 ∙ 𝑼𝑇 ∙ 𝝉 ; 

d) calculate the reference condition number of the full set as:  𝑐𝑜𝑛𝑑(ℚ𝑓𝑢𝑙𝑙(𝒒, �̇�, �̈�)) = 𝑚𝑎𝑥 (𝑑𝑖𝑎𝑔(𝑺𝑓𝑢𝑙𝑙)/𝑚𝑖𝑛 (𝑑𝑖𝑎𝑔(𝑺𝑓𝑢𝑙𝑙))              (19) 

1) select the i
th

 trajectory point input data ℚ𝑖(𝒒𝒊, 𝒒𝒊̇ , 𝒒𝒊̈ ) from the 

FullTrainingSet, which increases the 𝑚𝑖𝑛 (𝑑𝑖𝑎𝑔(𝑺𝑟𝑒𝑑+𝑖)) value of 

the reduced [ℚ𝑟𝑒𝑑(𝒒, �̇�, �̈�) ∪ ℚ𝑖(𝒒𝒊, 𝒒𝒊̇ , 𝒒𝒊̈ )] the most, if no such 

point exists, then select the one that increases the 𝑚𝑎𝑥 (𝑑𝑖𝑎𝑔(𝑺𝑟𝑒𝑑+𝑖)) value of reduced set the most; 

2) remove the selected i
th

 trajectory point from the FullTrainingSet and 

add it to the ReducedTrainingSet; 

3) repeat steps 1 and 2, while the condition number of the  

ReducedTrainingSet is above the target value, and there remains any 

selectable points in the FullTrainingSet or the targeted maximum 

size of ReducedTrainingSet is not reached. 

The target condition number of the ReducedTrainingSet cannot be set to lower 

than the reference condition number of the full FullTrainingSet data set. The 

target training data set size cannot be set to lower than the number of cij linear 

parameters of the system, as ℚ𝑟𝑒𝑑(𝒒, �̇�, �̈�) must not be rank deficient. 

9 Simulation Setup 

The proposed method is tested for a multi-rotor system simulation from [1] with 

parameters as in Table 3. 

Table 3 

Quad-rotor system dynamic parameters 

parameter value unit 

gravity constant, g 9.81 m/s2 

mass, m 6 kg 

torque lever, l 0.3 m 

trust factor, k 121.5e-6  

drag factor, b 2.7e-6  

body inertia along axes X, IXX 0.6 kgm2 

body inertia along axes Y, IYY 0.6 kgm2 

body inertia along axes Z, IZZ 1.2 kgm2 

simulation time, T 55 s 
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The training data set is collected from a simulation along a trajectory with defined 

sinusoid pop for (x,y,z) and ψ defined so that position changes simultaneously 

along a  cube main diagonal, while performing a full circle rotation in jaw motion. 

Roll ϕ and pitch θ is calculated by equation (18). For the cpFLSs input variables ϕ 

and θ are converted to [0, 2π) by eliminating unnecessary 2kπ extensions, then 

transformed by the “seesaw” function of equation (11) and finally normalized to 

the [0, 1] closed interval for cpFLS inputs. 

Calculated roll and pitch motions are as presented in Figure 3. The simulated 

resultant torque training data set is presented in Figure 4. 

 

Figure 3 

Smooth roll and pitch motions 

The list of non-linear cpFLS parameters consists of six times four integer 

parameters for defining six fuzzy-partitions having five MFs each, where each 

partition consists of three classical π-type MFs and for the cpFLS setup one virtual 

π-type MF composed by one z-type MF at the beginning of the input interval and 

one s-type MF in the end of the input interval as in equation (8). These six fuzzy-

partitions serve as antecedents for the four fuzzy-systems like in equation (9) and 

(12), used for identifying Dij, ij=(13, 22, 23, 33) as defined in equations (3)-(5) 

and (14)-(16). 

The unknown linear parameter D11 of the multi-rotor model as in equation (15), 

together with 112 linear parameters of the four TSK FLSs (2 FLSs with 5 MFs on 

one input, each rule with 2 c parameters, plus 2 FLSs with 5 MFs on both of the 2 

inputs, each rule with 3 c parameters) of equations (7) substituted to (9) and (13) 

are determined by the SVD-based LS method as in equation (17). 
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Figure 4 

Smooth resultant torques 

Concluded from equation (8),(10) six fuzzy-partitions (antecedent part of 2 FLSs 

with 1 input, plus 2 FLSs with 2 inputs are covered by 6 independent fuzzy-

partitions) are represented by a vector of six times four  parameters, which are 

optimized by a multi-objective hybrid genetic algorithm as detailed in [14]. 

Chromosomes are evaluated and subjected to a local gradient based search. 

Chromosome values are updated with the result of fine-tuning after each 

evaluation, so the GA does not waste time on local optimization; only global 

search capabilities of the GA are utilized. 

The GA is set to work on a population of 200 chromosomes, divided into 5 

subpopulations, with migration rate 0.2 taking place after each 5 completed 

generations. Chromosomes are comprised of 24 Gray-coded integers, each 

consisting of 16 bits. The initial population is set up in a completely random 

manner. Crossover rate, generation gap and insertion rate is set to 0.8, selection 

pressure is 1.5. In each generation 4% of individuals are subject to mutation, when 

1% of the binary genotype is mutated. 

Matrix of the linear equation ℚ(𝒒, �̇�, �̈�) from equation (17) is pre-processed, as 

FLSs like equation (9) and their partial derivatives like equation (13) are 

substituted as defined by equations (14)-(16). Unknown linear parameters are D11 

and the 112 c parameters of fuzzy-rule consequents. 

Evaluation of each individual is conducted as follows: 

(a) Convert coded ai values from the chromosome to bk by equation (10). 
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(b) Evaluate all MFs, and antecedents which will comprise six fuzzy-

partitions from each of six bk quadruplets by equations (7) and (8). Also, 

evaluate antecedent derivatives of equation (13). 

(c) Calculated the matrix coefficients of linear equations ℚ(𝒒, �̇�, �̈�) by 

values of triggered MFs and their partial derivatives. 

(d) Linear components [D11, c] of equations (9) and (13) are calculated by 

SVD decomposition as in (17). 

(e) Fine-tune ai parameters, for example by the Matlab “lsqnonlin” 
function, while re-calculating steps (a)-(d) for each ai tuning iteration. 

 (g) Re-insert optimized ai parameters into the evaluated chromosome. 

For the multi-objective rank assignment described in [6], the objective vector is 

created from: 

(i) the mean square of the identified torque error, 

(ii) the maximum absolute torque identification error and 

(iii) the condition number of the matrix of the linear equation. 

Stochastic universal sampling is used for selecting the next generation without 

explicit elitism. To speed up the GA processing, a database of evaluated 

chromosomes and their objective vectors is created, so only unique new 

individuals are evaluated in each generation. 

10 Results 

Results of this paper are: (i) a new fuzzy-logic system identification method is 

defined and validated on an example for a multi-rotor UAV torque dynamic model 

identification, typical torque identification error is <10%, presented in Figure 7; 

(ii) a new bounded, smooth, energy efficient and time optimal trajectory design 

method is defined and validated on an example for a multi-rotor UAV path 

planning, a single parameter controls the trajectory dynamics, as presented in 

Figure 2; (iii) a new training data set reduction algorithm is defined and validated, 

less than 20% of data points give more than 80% of contribution to the system 

condition number, a typical rate of condition number change for the most 

significant 25% of data points is presented in Figure 5. 

The basic smooth trajectory parametrization curve used is with P=1, with 

dt=0.01[s] sampling time, which results in a time optimal trajectory with dynamic 

boundaries of maximum sinus pop=2𝜋 [m/s
6
] wave of 1[s] period, maximum 

crackle=2[m/s
5
], maximum snap=1[m/s

4
], maximum jerk=1[m/s

3
], maximum 

acceleration=2[m/s
2
], maximum velocity=8[m/s], displacement=64[m], within 
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time=16[sec]. The integral of absolute jerk is 8[m/s
2
], what is proportional to the 

expended energy (as mass and desired displacement we consider to be constant). 

This base trajectory curve is projected to the training path, which results in 

training data worth of ~55 seconds of flight time. 

For uniformly distributed MFs in the fuzzy-partition of antecedents the 𝑐𝑜𝑛𝑑(ℚ𝑓𝑢𝑙𝑙(𝒒, �̇�, �̈�))  condition number (Cond) of the FullTrainingSet and 𝑐𝑜𝑛𝑑(ℚ𝑟𝑒𝑑(𝒒, �̇�, �̈�)) for the ReducedTrainingSet is in Table 4; the condition 

number change for the first 1170 points out of the total set of 5487 points is 

presented in Figure 3. 

Table 4 

Condition number change with changing the size of the reduced trading data set 

 Full set reduced to reduced to reduced to 

training points 

% reduction to 

5487 

100% 

2743 

50% 

1170 

25% 

685 

12.5% 

Cond 

% increase by 

56254 

0% 

56805 

+0.98% 

59771 

+6.25% 

68934 

+22.54% 

 

Figure 5 

Condition number changes for the set reduction of 1170 points 

Convergence of applied multi objective GAs of population size (Population#) 200, 

(or 75) is achieved in <200, (or <25) generation evaluations (Generation#), when 

the typical mean square error (MSE) is <1e-3, the typical maximum torque error 

(maxE) is <0.2 Nm, which means that the typical relative error is <10%. For 

fuzzy-partitions defined by non-dominated chromosomes the typical condition 

number (Cond) of ℚ(𝒒, �̇�, �̈�) the matrix of linear equations is ~4-5000. Averages 

of 10 simulations for each training data set size are presented in Table 5. For 

comparison to the new cpFLS model quality results of a simple FLS model, 

described in [14] are also presented. Results of a selected non dominated model 

are followed by the average values and the variance of 10 runs of each method and 

parametrization, as defined in the first 4 rows. 

There is neither significant quality, nor identification performance degradation 

when using the new cpFLS compared to the simple FLS method described in [14]. 

While the most significant benefit of smooth output transitions for (2kπ-ε) – (0+ε) 

input space changes of continuous periodic FLSs cannot be achieved by a simple 

TSK FLS. 
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In average there is no significant difference in the identification quality for any of 

the reduced or the full data set. The only real, significant difference is the time 

required for evaluation, which is proportional to the increased speed of singular 

value decompositions of different sized samples. The 685 point sample set 

reduced to 1/8
th

 of the full set is significantly faster evaluated than any other larger 

set. 

Further on the proposed GA setup method is robust enough to compensate for a 

significant reduction of the GA size parameters as well. The identification result is 

still very good when reducing the population size to 75 and generations evaluated 

to 25, which results in a (500*200)/ (75*25)≈5000% fold GA execution time 

gain. 

Table 5 

maximum error, means square error and condition number results of identification 

FLS type FLS[14] cpFLS cpFLS cpFLS cpFLS cpFLS 

Training points 5487 5487 2743 1170 685 685 

Population # 500 500 500 500 500 75 

Generation # 200 200 200 200 200 25 

MSE  selected 0,0007 0,0008 0,0009 0,0009 0,0008 0,0008 

maxE selected 0,1531 0,1771 0,1786 0,1648 0,1952 0,2080 

Cond selected 2707,1 5506,4 3399,4 4145,9 4262,2 3032,0 

MSE mean 0,0008 0,0009 0,0010 0,0010 0,0012 0,0011 

MSE variance 0,0001 0,0001 0,0001 0,0002 0,0003 0,0002 

maxE mean 0,1845 0,1977 0,2912 0,2329 0,2968 0,2408 

maxE variance 0,0324 0,0330 0,2568 0,0540 0,1020 0,0382 

Cond mean 3815,5 7342,8 5651,6 6953,7 5368,1 5202,9 

Cond variance 1701,2 8493,5 5259,3 5274,6 2434,5 2039,3 

Numerical values representing ai of equation (10) for the selected typical non-

dominated chromosome are: 

 [3157  31387  59087  34526  61856  23999  31983   5100  21985  53525  13592  

15164  41416  52669  17091   8246  27195  36846  42384  27934  32215  55957  

57320  24610], which defines fuzzy-partition MF parameters by equation (10) as: 

bi i=1,2,3 for cpFLS modeling D13: [0.024633, 0.26954, 0.7306]. 

bi i=1,2,3 for cpFLS modeling D22: [0.50315, 0.69836, 0.95851]. 

bi i=1,2,3 for D23: [0.21085, 0.72421, 0.85457, 0.34681,  0.78784, 0.93095]. 

bi i=1,2,3 for D33: [0.20241, 0.47664, 0.79209, 0.18939, 0.51835, 0.85532]. 

The graphical representation of a fuzzy-partition antecedent defined by this 

chromosome for D33 is shown by Figure 6: 
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Figure 6 

Antecedent fuzzy-partition for D33 

The torque identification error along the complete training data set for a cpFLS 

based quad-rotor model defined by the selected non-dominated chromosome is 

presented in Figure 7: 

Figure 7 

Torque identification error 

11 Discussion 

Simulation results of the proposed new multi-rotor dynamic model identification 

method by cpFLSs are promising. The quality of identification with the relative 

torque error being uniformly <10% is suitable for application in model based 

control algorithms. 

The proposed trajectory design method results in real-life feasible smooth, limited 

torque transients, which is energy efficient for control signal design; while 

providing a flexible interface to arbitrary velocity, acceleration, jerk and snap limit 

enforcement. Dynamic transient properties and energy efficiency of the trajectory 

can be tuned with a single parameter, but the feasibility of torque transients must 

not be dismissed along this optimization. The resulting trajectory is always the 

time optimal solution, which complies with all defined limits. 
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The training data set reduction to 1/8th of the full set significantly increases the 

identification process speed, while the proposed reduction method ensures that the 

identification result quality does not deteriorates. 

The typical condition number for used linear parameter evaluations is high for the 

used training data setup, which indicates that the system excitation with this 

trajectory is insufficient, so a more advanced training trajectory has to be planned 

with sufficient excitation along the complete input domain. 

The new, more advanced training trajectory to be generated should take advantage 

of the smooth  2π - 0 transition, and it has to be designed so that both roll and 

pitch input parameters defined by equation are excited along the complete [0, 2π) 

interval. 
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