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Abstract: The aim of this work was to evaluate the direct bonding of Al2O3, SiC ceramics 
and Cu substrates. Joints were fabricated by using 40 kHz frequency ultrasound. The Zn4Al 
solder wetted all materials studied and joints of good quality were produced. The shear 
strength attained with Al2O3 ceramics was 81 MPa. The strength with SiC ceramics was 
slightly lower at 65 MPa. In a copper substrate, we observed shear strengths of 84 MPa. 
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1 Introduction 

Zn-based solders belong to the group of solders applicable for higher application 
temperatures. Currently, soldering technology at these temperatures is widely used 
and imparts irreplaceable properties to the resulting product for high thermal 
conductivity and reliability. These solders are mainly used in electronics, as well 
as, in the automotive, space, aviation and power industries. 

In the study [1], we investigated the direct bonding of SiC ceramics with 
ultrasound assistance. The ceramic SiC substrates were soldered in the air with 
Zn8.5Al1Mg solder at a temperature of 420°C. The shear strength of joints 
increased with longer periods of ultrasound exposure. The highest strength (148.1 
MPa) was achieved at ultrasound periods lasting for 8s. A new amorphous layer 2 
to 6 nm thick was formed on the boundary between the solder and substrate. The 
atoms from eroded SiO2 layers from SiC substrates quickly diffused to the solder, 
owing to the jet effect caused by ultrasound. The strong bond between SiC 
substrate and Zn-Al-Mg solder is attributed to the transfer of SiO2 mass to Zn-Al-
Mg solder by induced cavitation erosion. 

Direct bonding of sapphire (a crystalline form of Al2O3) by ultrasound, with the 
application of Sn10Zn2Al solder was the subject of a study [2]. It was found that 
ultrasound supported the oxidation reaction between Al from the solder and 
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sapphire substrate. A nano-crystalline α-Al2O3 layer (2 nm thick) was formed in 
the Sn-Zn-Al/sapphire boundary during soldering in the air at a temperature of 
230°C. The shear strength of joints measured 43 to 48 MPa, which is a relatively 
high value when compared to other Al2O3 ceramic joints fabricated with active Sn 
solders and the addition of Ti and/or lanthanides [3, 4, 5]. 

The aim of our work was to study the direct bonding of Al2O3, SiC ceramics and 
copper substrate. Contrary to previous studies, the close-to-eutectic solder based 
on Zn-Al, (actually Zn4Al) was used. This solder is used for fluxless soldering of 
aluminum and its alloys. Ultrasonic soldering with direct ultrasound action was 
employed through the layer of molten solder. 

2 Experimental 

Zn solder with 4 wt% of Al was used in the experiments. The solder was 
manufactured in cast state in a high vacuum of 10-4 Pa. The procedure was as 
follows: the calculated charges of alloy components were inserted into a graphite 
boat. The boat with the charge was placed into a horizontal tube resistance 
vacuum furnace so that the boat was situated in the heating zone. The tube could 
be flushed with Ar, owing to a flange on its edge and an outlet on its end. 

For Zn-based solders it is more suitable to prepare them in overpressure of Ar, due 
to evaporation. The charge was exposed to temperature above 450°C. 
Homogenization of individual components took place at this temperature. 

Experiments used the substrates of the following materials: 

 Metallic substrate of Cu with 4 N purity in the form of rings, in 
dimensions Ø 15 x 1.5 mm 

 Ceramic Al2O3 substrate, with 2N5 purity in the form of Ø 15 x 2 mm 
rings (manufacturer Glynwed, GmbH, designation Degussit Al23), 

 Ceramic SiC substrate in the form of Ø 15 x 3 mm rings (manufacturer 
CeramTec, GmbH, des. Rocar® SiC). 

The combinations of materials shown in Fig. 1 were used for more detailed 
analysis. 

 

Figure 1 

Analyzed combinations of Cu/Cu, SiC/Al2O3 and Cu/Al2O3 materials 
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Soldering was performed by Hanuz UT2 ultrasonic equipment with the parameters 
given in Table 1. The solder was activated by use of an encapsulated ultrasonic 
transducer consisting of a piezo-electric oscillating system and a titanium 
sonotrode with an Ø 3 mm end diameter. The scheme of ultrasonic soldering 
through the layer of molten solder is shown in Fig. 2. The soldering temperature 
was 20°C above the liquid temperature of the solder. Soldering temperature was 
checked by a continuous temperature measurement on the hot plate, using a 
NiCr/NiSi thermocouple. 

Table 1 

Soldering parameters 

 
 

 
 

 

 

Figure 2 

Ultrasonic soldering through the layer of molten solder 

Soldering procedures took place in with the substrate heated at the soldering 
temperature deposited with a solder layer. Active ultrasound then acts upon the 
molten solder in the air without use of protective atmosphere for 5 s. After 
ultrasonic activation, the excessive layer of molten solder and the formed oxides 
are removed from the substrate surface. Both soldered substrates were prepared in 
the same way. The substrates with a deposited layer of molten solder were applied 
to each other so as to maintain contact during the molten phase. This assembly is 
then centered and the desired joint is achieved by slight compression. A graphic 
illustration of this procedure is shown in Fig. 3. 

Ultrasound power [W] 400 

Working frequency [kHz] 40 

Amplitude [μm] 2 

Soldering temperature [°C] 415 °C 

Time of ultrasound activation [s] 5 
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Figure 3 

Procedure of joint fabrication by ultrasonic soldering 

Metallographic preparation of specimens from the soldered joints was achieved by 
standard metallographic procedures used for preparation of specimens. The SiC 
emery papers with a granularity of 240, 320 and 1200 grains/cm2 were used for 
grinding. The polishing was done by use of diamond suspensions with grain sizes: 
9 μm, 6 μm and 3 μm. The final polishing was done using a type OP-S 
(Struers)polishing emulsion with a granularity of 0.2 μm. 

Solder microstructure was observed by the aid of following: 

 Neophot 32 light optical microscope, supplemented by a NIS-Elements, 
type E image analyzer 

 Qualitative and semi-qualitative chemical analysis of the solder was 
performed by JEOL 7600 F equipment with a Microspec WDX-3PC X-
ray micro-analyzer 

X-ray diffraction analysis was used to identify the phase composition of the 
solder. It was applied on 10 x 10 mm solder specimens using a PANalyticalX´Pert 
PRO XRD diffractometer. 

The DSC analysis of Zn4Al solder was performed on Netzsch STA 409 C/CD 
equipment in the Ar shielding gas with 6N purity. 

A shear test was carried out to determine the shear strength of joints. 
Measurements were done on two ceramic (Al2O3 a SiC) and five metallic 
materials (Al, Ni, Ti, Cr-Ni steel, Cu) soldered using Zn4Al solder. The shear 
strength was determined on the versatile LabTest 5.250SP1-VM equipment. A 
shearing jig was used to change the direction of axial loading forces acting on the 
test specimen. This shearing jig ensured a uniform loading of specimens by shear 
in the plane of solder and substrate boundary (Fig. 4). The dwell time on soldering 
temperature during specimen fabrication was 30 s and the time of ultrasound 
acting was 5 s. 
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Figure 4 

Test specimen for shear test and the scheme of specimen in the jig during the shear strength test [6] 

3 Experimental Results 

Analysis of ZnAl4 solder 

Two solid solutions (Zn) and (Al) with a limited solubility occur in the binary Al-
Zn system (Fig. 5). Owing to limited solubility, the eutecticum and eutectoid 
mixture of these solid solutions occurred in the system. 

The matrix of Zn4Al solder (Fig. 6) was composed of great grains of the solid 
solution (Zn) with concentration of 98.68wt% Zn. A fine eutecticum, formed of 
solid solutions (Zn) + (Al) was segregated along the grain boundaries. The 
quantitative analysis of solder is given below in Fig. 6. 

 

Figure 5 

Binary Al-Zn diagram [7] 
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Figure 6 

Microstructure of Zn4Al solder 

The ZnAl4 solder shows a narrower fusion interval, while it is of close-to eutectic 
composition. By the DSC analysis (Fig. 7a), a temperature of 277.6°C starts the 
onset of eutectoid transformation. The following reaction takes place at this 
temperature: Alrichfcc + hcp (Zn) / Zn-richfcc. The eutectic (Zn + 6 wt.% Al), 
segregated along the grain boundaries of Zn matrix of the solder starts to melt at 
380.7°C. The solid solution (Zn) attains its fully liquid state at 385.9°C – Fig. 7b. 

 

Figure 7 

DSC analysis of Zn-4Al solder at heating rate: a) 10K/min b)1K/min 
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Mechanical tests of type Zn-Al solders were performed. The dimensions of test 
pieces were designed and calculated. Fig. 8 shows the dimensions of test 
specimens and the actual test piece. Three pieces for each type of alloy were used 
for experimental assessment. The results of tensile strength tests of soldered type 
Zn-Al alloys are documented in Fig. 9. 

 

Figure 8 

Dimensions of test specimen and a real view on a specimen of Zn4Al solder 

 

Figure 9 

Tensile strength of soldered alloys type Zn-Al in dependence on Al content 

Generally, Al content slightly increases the strength of Zn-Al solder. By 
increasing Al content, the strength of Zn-Al solder increases – Fig. 15. The 
variance in tensile strength between ZnAl1 and ZnAl4 solder is around 35 MPa. 

Analysis of Joints in Al2O3 and SiC Ceramic Materials Soldered with Zn4Al 

Fig. 10 shows the difference in the transition zone of Al2O3/Zn4Al and SiC/Zn4Al 
joints. A wide transition zone up to 70 µm in width was formed on the boundary 
with SiC, where an increased amount, mainly of carbidic and silicon particles, was 
identified. Due to ultrasound erosion, the solder penetrated the grains of the 
ceramic materials and carbidic particles from ceramics and silicon particles, 
infiltrated in the grain boundaries of SiC ceramics and displaced into the solder. 
The concentration profiles in the SiC/Zn4Al boundary zone are shown in Fig. 11. 

No distinct transition layer is observable in the boundary with Al2O3 ceramics – 
Fig. 10b. The character of solder matrix in this boundary remains unchanged. No 
new transition phases were identified. The bond with Al2O3 ceramics is formed by 
solder adhesion with Al2O3 ceramics. 
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Figure 10 

Microstructure in the boundary of a) SiC/Zn4Al, b)Al2O3/Zn4Al bonds 

 

Figure 11 

Microstructure in the boundary of SiC/Zn4Al bond and the concentration profiles of C, Al, Si and Zn 

elements 

Analysis of Bond between Cu and Zn4Al Solder 

A wide zone of two new intermetallic phases was formed in the boundary of the 
Cu/Zn4Al/Cu bond (Fig. 12). The CuZn4 and Cu5Zn8 phases were identified. The 
concentration profiles of Cu, Zn and Al elements are shown in Fig. 13. 

 

Figure 12 

Microstructure of Cu/Zn4Al/Cu bond boundary 
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Figure 13 

Line EDX analysis of Cu/Zn4Al soldered joint and concentration profiles of Cu, Zn, Al elements in 

Cu/Zn4Al boundary 

The Results of Shear Strength of Soldered Joints 

Research within this study was primary oriented toward soldering Al2O3 and SiC 
ceramic substrates and Cu substrates. The experiments to determine the shear 
strength of soldered joints were also extended to other metallic materials such as 
Al, Ni, Ti and CrNi steel, in order to prove the wider applicability of Zn4Al 
solder. 

Measurement was performed on 4 specimens of each material. The results of 
average shear strength of joints are documented in Fig. 14. The shear strength of 
Al2O3 ceramics attained 81.0 MPa. With SiC ceramics, a slightly lower strength of 
65.0 MPa was observed. With the copper substrate, a shear strength of 84.0 MPa 
was measured. The highest shear strength was achieved with aluminum - 
- 174.5 MPa. 

For a more exact identification fractured surfaces in the boundary of Cu/Zn4Al 
and eventually Al2O3/Zn4Al bonds were also identified (Figs. 15, 16). 

 

Figure 14 

The results of shear strength measurements in joints fabricated by use of Zn4Al solder 
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Figure 15 

Fractured surface of Zn4Al/Cu joint 

 

Figure 16 

Fractured surface of Zn4Al/Al2O3 joint 

Formation of a typical ductile failure by shear mechanism was documented in 
Cu/Zn4Al bond (Fig. 15). Fig. 16 shows the fractured surfaces of Al2O3/Zn4Al 
bonds. Fracture morphology evidently shows a visible motion of the shearing tool 
with a ductile fracture. 

After the shear test, 100% coverage of Cu substrate with Zn4Al solder remained. 
To the contrary, in the case of Cu substrate the solder was detached from the 
ceramic substrate. Partial coverage of Al2O3 substrate was observed, as 
documented in Fig. 16. 
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4 Discussion 

The results achieved by direct bonding of ceramic and metallic materials proved 
that Zn-based solder ensures the wettability at application of ultrasound activation, 
by which the Zn4Al solder becomes suitable for practical soldering applications. 

For a comparison of results from the shear strength measurement we also present 
the results from similar studies, while it should be taken into account that different 
works make use of different test methods, the shape of test pieces and loading 
rates during testing. They also use different compositions of soldering alloys and 
soldering parameters. 

For example in the case of the application of Zn-Al (Zn14Al) solders in work [8], 
with Al2O3/Zn14Al/Cu bonds, a shear strength of 80 MPa was observed at 
ultrasound power of 200 W. In study [1], the joint of SiC ceramic substrate, 
soldered with Zn8.5Al1Mg solder, attained a shear strength of 148.1 MPa at 8s. of 
ultrasound action. 

In study [2], sapphire was soldered with ultrasound activation by use of 
Sn10Zn2Al solder. The shear strength of joints attained 43 to 48 MPa. More 
studies dealt with Sn-Ag-Ti solders. Also, new metallic, ceramic and non-metallic 
materials were tested. 

For example in study [3], the Al2O3/Sn-Ag-Ti/Al2O3 bond showed a shear strength 
of 24 MPa. In work [4], the following strengths were achieved by soldering: 
Cu/Cu (14.3MPa), ITO/ITO (6.8 MPa) and ITO/Cu (3.4 MPa). Similarly, in study 
[8], the attained shear strengths of joints were as follows: alumina/alumina (13.5 
MPa), copper/copper (14.3 MPa) and alumina/copper (10.2 MPa). 

Conclusions 

The aim of work was oriented toward the direct bonding of Al2O3, SiC ceramic 
substrates and a copper substrate. We examined the behavior of Zn-based solder, 
alloyed with Al, for the wetting of Al2O3 ceramics and other ceramic materials and 
the formation of a strong bond with them. Due to this, several analyses of the 
transition zones for the bonds and the measurements of shear strengths were 
performed. The following results were achieved: 

 DSC analysis revealed that the solder has a smaller melting interval. At a 
temperature of 380.7°C, the eutecticum (Zn + 6wt% Al) segregated along 
the zinc matrix of the solder starts to melt. The solid solution (Zn) attains 
a fully liquid state at 385.9°C 

 The matrix of Zn4Al solder is formed of great grains of solid solution 
(Zn) with a Zn concentration of 98.68 wt%. A fine eutecticum, formed of 
solid solutions (Zn) + (Al), is segregated along the grain boundaries. 
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 In SiC/Zn4Al bond boundary a transition zone was formed up to 70 µm 
in width, where increased amounts, mainly of carbidic and silicon 
particles, were identified. 

 No distinct transition layer was observed in the Al2O3/Zn4Al bond 
boundary. The character of solder matrix in this boundary is unchanged. 
The Al2O3/Zn4Al bond is formed due to the adhesion of solder with 
Al2O3 ceramics. 

 A wide zone of two new intermetallic phases was formed on the 
Cu/Zn4Al boundary (Fig. 14), where CuZn4 and Cu5Zn8 phases were 
identified. 

 The shear strength of 81.0 MPa was obtained with Al2O3 ceramics. With 
SiC ceramics, a slightly lower strength of 65.0 MPa was observed. With 
copper substrate, a shear strength of 84.0 MPa was measured. The 
highest shear strength was achieved with aluminum at 174.5 MPa. 

After the shear test, 100% coverage of Cu substrate with Zn4Al solder remained. 
In contrast, for the case of the Cu substrate, the solder was detached from the 
ceramic substrate, whereas, partial coverage of Al2O3 substrate was observed. 

Acknowledgement 

The contribution was prepared with the support of APVV–0023–12: Research of 
new soldering alloys for fluxless soldering with application of beam technologies 
and ultrasound and VEGA 1/0455/14: Research of modified solders for fluxless 
soldering of metallic and ceramic materials. The authors thank Ing. Marián 
Drienovský, PhD. for DSC analysis; doc. Ing. Maroš Martinkovič, PhD. for shear 
strength measurements and Ing. Ivona Černičková, PhD. for EDX analysis. 

References 

[1] Chen, X., Yan, J., Ren, S., et al., Microstructure, Mechanical Properties, 
and Bonding Mechanism of Ultrasonic-assisted Brazed Joints of SiC 
Ceramics with ZnAlMg Filler Metals in Air. In Ceramics International, 
Vol. 40, 2014, pp. 683-689 

[2] Cui, W., Yan, J., Dai, Y., Li, D., Building a Nano-Crystalline α-alumina 
Layer at a Liquid Metal/Sapphire Interface by Ultrasound. In Ultrasonics 
Sonochemistry, Vol. 22, 2015, pp. 108-112 

[3] Koleňák, R., Šebo, P., Provazník, M., Koleňáková, M., Ulrich, K. Shear 
Strength and Wettability of Active Sn3.5Ag4Ti(Ce,Ga) Solder on Al2O3 
Ceramics. In Materials and Design, Vol. 32, 2011, pp. 3997-4003 

[4] Chang, S. Y., Tsao, L. C., Chiang, M. J., et al., Active Soldering of Indium 
Tin Oxide (ITO) With Cu in Air Using an Sn3.5Ag4Ti(Ce,Ga) Filler. In 
Journal of Materials Engineering and Performance, Vol. 12, No. 4, 2003, 
pp. 383-390 



Acta Polytechnica Hungarica Vol. 13, No. 4, 2016 

 – 19 – 

[5] Chang, S. Y., Chuang, T. H., Yang, C. L., Low Temperature Bonding of 
Alumina/Alumina and Alumina/Copper in Air Using Sn3.5Ag4Ti(Ce,Ga) 
Filler. In Journal of Electronic Materials, Vol. 36, No. 9, 2007, pp. 1193-
1199 

[6] M. Martinkovič [patent inventor], R. Koleňák [patent inventor]: The Form 
on the Production of Experimental Soldered Joint – Patent 288180. 
Industrial Property Office of the Slovak Republic [patentee]. Date of patent 
accordance: 12.02.2014 

[7] Murray, J. L. The Al-Zn (Aluminium-Zinc) System. In Bulletin of Alloy 
Phase Diagrams, Vol. 4, Is. 1, 1983, pp. 55-73 

[8] Ji, H., Chen, H., Li, M., Microstructures and Properties of Alumina/Copper 
Joints Fabricated by Ultrasonic-assisted Brazing for Replacing DBC in 
Power Electronics Packaging. In 15th International Conference on 
Electronic Packaging Technology, IEEE, 2014, pp. 1291-1295 



Acta Polytechnica Hungarica Vol. 13, No. 4, 2016 

 – 21 – 

Study of the Stabilization of Uncertain 

Nonlinear Systems Controlled by State 

Feedback 

Amira Gharbi
1,2

, Mohamed Benrejeb
1
 and Pierre Borne

2
 

1Laboratoire de Recherche en Automatique, LARA. Ecole Nationale d'Ingénieurs 
de Tunis, BP 37 Le Belvédère 1002 Tunis, Tunisia 

2Centre de Recherche en Informatique, Signal et Automatique de Lille, CRIStAL. 
Ecole Centrale de Lille. Cité scientifique, BP 48-59651 Villeneuve d'Ascq Cédex, 
France 

E-mail: amira.gharbi@enit.rnu.tn,  mohamed.benrejeb@ec-lille.fr, 
pierre.borne@ec-lille.fr 

Abstract: The control of a process by poles placement is one of the most used forms of 
feedback control. It allows not only to stabilize a process, but also to control its dynamic. 
Furthermore, the optimal controls with quadratic criteria of linear systems in fact lead to 
the pole placement. In this work, we present an approach to the stabilization of nonlinear 
systems in presence of uncertainties using poles placement by state feedback and the 
determination of attractors by diagonalization of the characteristic matrices linearized 
around operating points and using aggregation techniques. 

Keywords: aggregation techniques; attractors; comparison systems; state feedback 
control; uncertain nonlinear 

1 Introduction 

The control of complex nonlinear process appears generally difficult, particularly 
in the case of ill-defined or imprecise models and when these processes are subject 
to unidentified noises or disturbances for which the only available information is 
the amplitudes of the uncertainties resulting in the definition of the model. A great 
number of works have been presented related to this problem [1-6]. For a 
nonlinear process in continuous time, whose evolution is described by a set of 
differential equations, the most commonly used model is represented in the state 
space. 
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However, starting from a set of given differential equations, several 
representations can be used and the choice of the model can affect the accuracy of 
the expected results. 

In the presence of uncertainties in modeling, that increase the complexity of the 
stability study, it is not always possible to obtain a control law ensuring the 
stability of the process with respect to a chosen objective. It is then necessary to 
estimate the maximum deviation from this target, an operation which can be 
performed by determining an attractor corresponding to the vicinity of the purpose 
for which the local stability cannot be guaranteed [7-15]. 

Linear system stability study generally leads to necessary and sufficient conditions 
and doesn't depend, generally, on the system representation. The task is different 
for nonlinear systems with or without uncertainties, for which only sufficient 
conditions can be proposed; then the determination of their stability domains and 
attractors depends on the choice of both the description of the studied system and 
the used stability method [16-18]. 

Process control through poles placement is an usual feedback control used for 
linear systems [19]. It doesn't allow only to stabilize the studied process, but also 
imposes its dynamics. For nonlinear systems with uncertainties, the approach is 
more complex. 

In the case of large scale systems, generally described in the state space, stability 
conditions are obtained, either directly for the whole system or separately for the 
various subsystems. 

In this paper, the determination of the state feedback is based on a specific state 
space description of the linearized process and the determination of the attractor, 
when the process is submitted to uncertainties, is achieved by using aggregation 
techniques and the Borne-Gentina stability criteria, with the use of vector norms 
and of comparison systems [20-27]. 

The aim of this work is to present an approach to the study of stability of 
nonlinear systems and the estimation, by overvaluation, of the attractor. In Section 
2, we propose an attractor determination method by diagonalization of the 
linearized characteristic matrix around an operating point when the control law is 
achieved by poles placement and by the use of the aggregation technique for 
stability study. The determination of attractor for a third order nonlinear complex 
system is presented, in Section 3, to illustrate the efficiency of the proposed 
approach. 
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2 Proposed Attractor Determination Method 

In this section the poles placement is determined on a linearized model of the 
initial system without uncertainties. 

2.1 Determination of State Feedback Gain L 

Let us consider the system (S) described by 

( ) (.) ( ) (.) ( ) (.)x t A x t B u t B  
                                                                            

(1) 

with n nA R  , nB R , nx R , u R  and ' nB R characterizing the influence 

of uncertainties. 

By linearization of the system (1) without uncertainties, around the operating 
point 0x , it comes the correspondent linearized model (2) 

( ) (0) ( ) (0) ( )x t A x t B u t 
                                                                                     

(2) 

assumed to be controllable. 

The state feedback control law of (2) is defined in the form 

( )    ( )u t Lx t 
                                                                                                   

(3) 

such that 

0 1 1 , n
nL l l l L R                                                                                 

(4) 

Note cP the matrix of change of base such that 

c cx = P x                                                                                                                  (5) 

which enables to describe the linearized system (1) without uncertainties in the 
controllable canonical form 

( ) ( ) ( )c c c cx t =A x t B u t
                                                                                          

(6) 

with cx  the new state vector of the process, 1
c c cA P AP  and 1

c cB P B . 

After substituing (3) in (1), it comes for the process without uncertainties 

( ) ( ) ( )c c c c cx t A x t B Lx t 
                                                                                     

(7) 

or 

1 1
c c c c c c cx P AP x P BLP x  

                                                                                  
(8) 

then 
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( ) ( )c c cx t H x t                                                                                                      
(9) 

with 

c c c cH = A  -B L                                                                                                       
(10) 

and 

c cLP  = L                                                                                                               (11) 

such that 

0 1 1nc c c cL l l l


                                                                                      
(12) 

cL is the state feedback gain in the controllable base in which , the matrices 

cA and cB are written in the canonical controllable form. The characteristic 

polynomial of matrix A , P ( )A . 

1
1 0P ( ) det( )   n n

A nI A a a
                                                         (13) 

is invariant by change of base. Then, we have P ( ) P ( ) 
cA A . 

The matrix cA , being in the companion canonical form, we can easily calculate 

the characteristic polynomial of the closed loop system characteristic matrix, 

noted P ( )
cH , 

P ( ) det( ( )) 
cH c c cI A B L  

                                                                           
(14)

 

By the choice of cL , we can impose the coefficients of the characteristic 

polynomial such that 

1 2
1 2 1 0

P ( ) P ( )
cH A BL

n n
n

 

       








     
                                                   (15) 

This enables to impose the poles of the system, poles we choose real and distinct. 

Once cL determined, a simple calculation of 1
c cL L P allows to determine the 

state feedback into the initial base. 

It comes for the closed loop initial model the characteristic matrix 

( ) ( ( ) - ( ) )H x   A x   B x L
                                                                                   

(16) 

the linearised closed loop system is described as following 

( ) (0) ( )x t H x t
                                                                                                   

(17) 
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with 

(0) (0) (0)H  = A  - B L                                                                                           
(18) 

A suitable choice of the gain vector L enables to make the poles, of this linear 
closed loop system, real and distinct. 

In practice, a first determination of the attractor can be achieved directly on the 
initial representation. Another one obtained by the use of the change of basis, 
which diagonalizes the linearized system at the origin, can lead to different and, 
very often, better results. With this change of base, the representation of the initial 
nonlinear system is generally diagonal dominant in the neighborhoods of the 
origin which enables, with a convenient definition of the comparison system, a 
better estimation of the attractor. 

Let now P be the change of variables which diagonalizes the linearized closed 
loop model characterized by (0)H . 

It comes, the corresponding diagonal characteristic matrix (0)dH such that 

1(0) (0)dH P H P
                                                                                            

(19)
 

By using the new state vector dx , 1 2, ,
T

d d d d nx x x x    , such that 

( ) ( )dx t Px t
                                                                                                       

(20) 

'
dB , characterizing the uncertainty in the new base, is defined by 

' 1
dB P B                                                                                                            (21) 

it comes for the initial non linear system 

'( ) (.) ( ) (.)d d d dx t H x t B 
                                                                                  

(22) 

where  (.)
ijd dH a  is defined by 

1(.) (.)dH P H P
                                                                                               

(23) 

After applying the change of base allowing to diagonalize the linearized system to 
the initial one's (1), we propose, in this paper, to study the stability and to 
determine the attractor of the initial system, controlled by the same state feedback 
law (3). 
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2.2 Proposed Attractor Determination 

For the vector norm 1 2( ) , ,
T

d d d d np x x x x    (Appendix A), the overvaluing 

system of the perturbed system is described by [13]. 

( ) (.) ( ) (.)d d

d
p x M p x N

dt
 

                                                                             
(24) 

where ,( (.)) { (.)}d i jM H m  is obtained by replacing the off-diagonal elements of 

( )dH x  by their  absolute values such as 

,

,

,

,

(.) (.) 1,2,

(.) (.)

i i

i j

i i d

i j d

m a i n

m a i j

   



  

                                                                         (25) 

and (.)N  defined by 

'(.) (.)dN B
                                                                                                       

(26) 

With max (.)M M  and max (.)N N , it comes the linear comparison system 

z Mz N                                                                                                            (27) 

such that 

0 0 0( ) ( ( )) implies ( ) ( ( )),d dz t p x t z t p x t t t    

If M is the opposite of an M-matrix, we can have an estimation by overvaluation 
of the attractor defined by 

1( ( ))dp x t M N 
                                                                                              

(28) 

or 

1 1( ( ))p P x t M N  
                                                                                          

(29) 

Then, we have 

1lim ( )
t

z t M N


 

                                                                                             
(30)

 

and 

1lim ( ( ))d
t

p x t M N


 

                                                                                     
(31) 

It comes the attractor 1D of system (22) defined by 

  1
1 ; ( )n

d dD x R p x M N   
                                                                       

(32) 
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In the domain 1D , according to the limitations that appear on the state variables, it 

is possible to the choose a new nonlinear model which enables to determine a 
better estimation of the attractor as it appears in the application of Section 3 

3 Attractor Characterization of a Third Order 

Nonlinear Complex System 

Let us consider the third order system (S) described by 

(S) : ( ) ( , ) ( ) ( , ) ( ) (.)x t A x t x t B x t u t B  
                                                           

(33) 

with 

          
11 12 13

21 22 23

31 32 33

( )

a a a

a a ax

a

A

a a

t

 
   
  

                                                                        

(34) 

2
2

11

12

13

21 1 3

22 3

23 3

31 1

32

33 1

7

2.9 0.1

5

0.1sin 6cos

1.05 2.05cos

5 3cos

12 0.1sin

0

2 0.02sin

x

a

a e

a

a x x

a x

a x

a x

a

a x





  
 

 

 

 

  



  

 

and 

3

2

( ( )) cos

2

B x t x

 
   
                                                                                               

(35)  

2
2

1
'

2

0.2sat

( ) (.)

0.1 x

x

B x b

e

 
 

  
 
  

                                                                                           (36) 

such that 

  
2

sat , if 1, else, sat sign ,

and, | (.) | 0.15

i i i i ix x x x x

b

  

                                                           
(37) 
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By linearization of the system without uncertainties, around the operating point 

0 0x  , we obtain the linear model characterized by the following (0)A and (0)B  

7 3 5

(0) 6 1 2

12 0 2

A

  
   
                                                                                           

(38) 

and 

2

(0) 1

2

B

 
   
  

                                                                                                         (39) 

Then, by putting the linearized system in controllable canonical form, it comes 

c c c cx A x B u 
                                                                                                   

(40) 

The characteristic polynomial of the linearized system can be written as 

3 2det( (0)) 4 61 110I A       
                                                                

(41) 

and we have 

0 1 0 0

0 0 1 ; 0

110 61 4 1
c cA B

   
       
      

                                                                          (42) 

In order to impose a choosen dynamic to the process, the state feedback gain L, of 
system (17) with (18), (39) and (40),  is chosen such that the poles of the closed 

loop characteristic (0) (0)P ( )A B L  are (-3), (-4) and  (-5), i.e the characteristic 

polynomial: 

(0) (0)

3 2

P ( ) ( 3)( 4)( 5)

12 47 60

A B L    

  

    

                                                                     

(43) 

corresponding to the following characteristic  matrix cH  

0 1 0

0 0 1

60 47 12

 
 
 
                                                                                                        

(44) 

The state feedback gain have to satisfy the following conditions 

 
1 2 3

170 108 16 c c c c cu x l l l x                                                             
(45) 
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Given that we have -1
c cL L P , it comes the control vector gain 

 6 2 3L  
                                                                                                    

(46) 

and the matrix of the closed loop system without uncertainties linearized at the 
origin (0)H  

5 1 1

(0) 0 1 5

0 4 8

H

 
   
                                                                                            

(47) 

which becomes diagonal for the change of base P defined by 

0.125 0 0.625

1.25 0.75 0

1 0.75 0

P

 
   
                                                                                 

(48) 

In this case, the initial system defined by (33) with (34) and (35), controlled by the 
control law (3) with (47), can be described by ( ) ( ( ) ( ) )x   x   x L     such 

that 

11 12 13

21 22 23

31 32 33

( ( ))

h h h

H x t h h h

h h h

 
   
  

                                                                                 (49) 

with 

11 5h  

 

2
2

12 1.1 0.1 xh e   

13 1h   

21 10.1sinh x  

22 31.05 0.05cosh x   

23 5h   

31 10.1sinh x   

32 4h    

33 10.02sin 8h x   

Let us try to determine directly an attractor estimation 1D  of the initial model. 
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If the comparison system of the process is in the form (27), according to (49), the 
minimal overvaluing matrix relatively to the regular vector 

norm 1 2 3( ) , ,
T

p x x x x    is 

11 12 13

21 22 23

31 32 33

( ( ( )))

h h h

h h h

h h h

M H x t

 
   
                                                                          

(50) 

and '( )N B is 

'

0.2

( ) 0.15

0.1

N B

 
   
                                                                                                       

(51) 

In this case, the comparison system can be described by 

5 1.1 1 0.2

12.1 1.1 5 0.15

0.1 4 7.98 0.1

z z

   
       
                                                                               

(52) 

For this comparison system, the matrix M is not the opposite of an M-matrix 
because of one of the diagonal elements is positive. Then we cannot conclude 
concerning the determination of an attractor. 

By the use of change of variables P, ( )dH x becomes such that 

11 12 13

21 22 23

31 32 33

( ( ))
d d d

d d d d

d d d

h h h

h h h

h h

t

h

H x

 
   
                                                                             

(53) 

with 

2
2

2
2

11 3 1

12 3 1

13

21 3 1

22 3 1

23 1

31 3 1

32

0.25cos 0.08sin 2.75

0.15cos 0.06sin 0.15

0

0.33cos 0.15sin 0.333

0.2cos 0.1sin 4.2

0.0833sin

0.2 0.05cos 0.016sin 0.15

0.12 0.03cos

d

d

d

d

d

d

x
d

x
d

x x

x x

h x x

x x

x

h

h

h

h

h

e x

h

h x

e





   
   

  
  
 

   

  3 1

33

0.012sin 0.09

5d

x x

h
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The comparison system of the process, corresponding to the vector norm 

1 2 3( ) , ,
T

d d d dp x x x x    , is in the form (27), with 

1 '

1

max | (.) | 1.4667

0.733

N P B
 
    
                                                                              

(55) 

According to (49), the minimal overvaluing matrice relatively to the regular vector 
norm is the following 

2.42 0.36 0

0.813 3.9 0.0833

0.216 0.132 5

1

and 1.4667

0.733

M

N

 
   
  

 
   
  

                                                                           

(56) 

It is trivial that the following conditions 

2.42 0

( 2.42 3.9) (0.813 0.36) 0

det( ) 0M

 
     
                                                                      

(57) 

are satisfied,  M is then the opposite of an M-matrix  (Appendix B), 

and we have 

1lim ( )
t

z t M N


 

                                                                                             
(58) 

and 

1lim ( ( ))d
t

p x t M N


 

                                                                                     
(59) 

It comes an estimation, by overvaluation, of the attractor defined by 
1( ( ))dp x t M N  , or 

0.4848

( ( )) 0.4810

0.1802
dp x t

 
   
                                                                                               

(60) 

The attractor 1D is finally defined by 
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2 3

2 3

1 2 3

4 4 0.4848

5.333 6.6667 0.4810

1.6 0.8 0.8 0.1802

x x

x x

x x x

  
   
                                                                           

(61) 

In 1D we have 1 0.1732x  , 2 30.9643 and 0.8431x x   

A new description of the system (S) can be defined, in 1D  

As 1 0.1732x   it comes, 1 1sat x x , then this value can be introduced in the 

definition of ( ( ))H x t  

Hence the description 

2
2

1 3

1 1

5.2 1.1 0.1 1

( ( )) 0.1sin 1.05 0.05cos 5

0.1sin 4 0.02sin 8

xe

H x t x x

x x

  
 

  
   

 

                                (62) 

and 

2
2

'
2

0

( ) (.)

0.1 x

B x b

e

 
 

  
 
                                                                                                   

(63) 

By the use of change of variables P, ( )dH x becomes such that 

' ' '

' '

11 12 1

'

' '

3

21 22 23

31 2
'

3 33

( ( ))

d d d

d d d d

d d d

h h h

H x h h h

h h h

t

 
 

  
 
                                                                             

(64) 

with 

2
2

2
2

11 3 1

12 3 1

13

21 3 1

22 3 1

23 1

3

'

'

'

'

'

'

'
1 3 1

3
'

2

0.25cos 0.08sin 2.75

0.15cos 0.06sin 0.15

0

0.33cos 0.15sin 0.333

0.2cos 0.1sin 4.2

0.0833sin

0.2 0.05cos 0.016sin 0.11

0.12

d

d

d

d

d

d

x
d

x
d

h

h

h

h

h

x x

x x

x x

x

h

h

x

x

e x x

eh





   

   



  

  

 

   

 3 1

33
'

0.03cos 0.012sin 0.09

5.2dh

x x  
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the comparison system corresponding to the vector 

1 2 3( ) , ,
T

d d d dp x x x x    , is in the form (26), with 

1 '

1

max | (.) | 1.4667

0.2

N P B
 
    
                                                                              

(65) 

Then, in 1D , the comparison system of the process is on the form (27). According 

to (64), the minimal overvaluing matrices relatively to the regular vector norm are 
the followings 

2.9025 0.0605 0

0.1393 3.9828 0.0144

0.0897 0.0783 5.2

1

and 1.4667

0.2

M

N

 
   
  

 
   
  

                                                                  

(66) 

As the following conditions 

2.9025 0

( 2.9025 3.9828) (0.1393 0.0605) 0

det( ) 0M

 
     
                                                      

(67) 

are satisfied, M  is, then, the opposite of an M-matrix. 

It comes an estimation, by overvaluation, of the attractor defined by 
1( ( ))dp x t M N   

or 

0.3525

( ( )) 0.3808

0.0503
dp x t

 
   
                                                                                               

(68) 

The attractor 2D is finally defined by 

2 3

2 3

1 2 3

4 4 0.3525

5.333 6.6667 0.3808

1.6 0.8 0.8 0.0503

x x

x x

x x x

  
   
                                                                           

(69) 
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The obtained attractors 1D and 2D  are given in the Figure 1, for which a trajectory 

in the state space is simulated for 2 (.) 0.15sinb t  . 
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Figure 1 

Evolution of the state vector towards the attractors 1D and 2D  (in bold) 

Conclusion 

An efficient technique for determination of attractors characterizing the precision 
of a control law is defined in this paper using the concept of vector norm, 
associated to the definition of comparison systems obtained by the use of the 
Borne and Gentina stability approach. The proposed approach for determination of 
the control law by state or output feedback in presence of uncertainties is based on 
a local linearization and control of the system. Process control through poles 
placement of the linearized system is used in the feedback control. This method 
enables to test the accuracy of a controlled system by providing an estimation by 
overvaluation of the error. The proposed method is applied with success for a third 
order nonlinear complex system to illustrate the efficiency of the proposed 
approach. 

Appendices 

Appendix A. Vector Norms Definition 

Definition1: Let nE R and k1 2E , E E  be subspaces of the space 

1 2 kE, E E E E 
  

Let x be an n vector defined on E and i ix Px  the projection of x on Ei , 

where iP is a projection operator from E into Ei, ip a scalar norm (i=1,2,…, k) 

defined on the subspace Ei and p denotes a vector norm of dimension k and with 

its component 

   i i ip x p x  ,   ( ): n kp x R R+®
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Let y be another vector in space E, with i iy yP , we  have the following properties 

 

 
 
     
   

i

i

0, E 1,2, ,k

0 0, 1,2, ,k

, , E 1,2, ,k

, 1,2, ,k,

i i i

i i i

i i i i i i i i i

i i i i i

p x x i

p x x i

p x y p x p y x y i

p x p x x i R











     

     

       

      λ λ λ
 

If k-1 of the subspaces Ei  are insufficient to define the whole space E , the vector 

norm is surjective. 

If in addition the subspaces Ei are in disjoint pairs, E Ei j  , 

1,2, ,ki j    , the vector norm p  

is said to be regular. 

Appendix B. Overvaluing and comparison systems 

Let the differential equation ( , )x A x t x . The overvaluing system is defined by 

the use of the vector norm ( )p x of the state vector x and the use of the right-band 

derivation ( ) i iD p x proposed by [28, 29] ( ) i iD p x is taken along the motion of x 

in the subspace Ei  and ( ) D p x along the motion of x in E. 

Definition 2: The matrix ( )M x,t defines an overvaluing system of S with respect 

to the vector norm p if and only if the following inequality is verified for each 

corresponding component: ( ) ( )D p(x ) M x,t  p x   

If for the same system we can define a constant overvaluing matrix M, we have 
( , )M M x t  and we have ( ) ( ( ))z t p x t  for 0t t  as soon as this property is 

satisfied at the origin 0t  

When an overvaluing matrix ( , )M x t  of a matrix ( , )A x t is defined with respect to 

a regular vector norm p we have the following properties: 

- The off- diagonal elements of matrix ( , )M x t  are non negative. 

- If we denote by Re( )M  the real part of the eigenvalue of the maximum 

real part of ( , )M x t  the following inequality is verified 

 Re( ) Re( ) , n
A M M t x        ,  

whatever the eigenvalue  A  of matrix ( , )A x t  
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- When all the real parts of the eigenvalues of M (x, t) are negative this 
matrix is the opposite of an M-matrix and it admits an inverse whose 
elements are all non positive. 

- When due to perturbations and/or  uncertainties it is not possible to define 
an homogeneous overvaluing system we can define a non homogeneous 

overvaluing system of the form  ( ) ( ) ( )D p(x ) M x,t  p x N x,t   , where 

all the elements of vector norm nonnegative and when M and N are 
constant,  we can define the comparison system z Mz N   

Remark 1. With  (.) (.)ijM m the verification of the Kotelyanski lemma by the 

matrix (.)M  prove that (.)M  is the opposite of an M-matrix 

1,1 1,2 1,

1,1 1,2 2,1 2,2 2,
1,1

2,1 2,2

,1 ,2 ,

0, 0, , ( 1) 0

k

kk

k k k k

m m m

m m m m m
m

m m

m m m


 

Remark 2. A less conservative approach consists to use a vector norm of size k=n, 

for example 1 2( ) , , ,
T

np x x x x     

Remark 3. If (.)M  is an overvaluing matrix of a matrix (.)A , *(.)M M  where 

the elements of *M  are all non negative is also an overvaluing matrix of (.)A . 

This property can be used to simplify the determination of an overvaluing matrix 
of (.)A  when some elements of (.)A  are ill defined or subject to uncertainties. 
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Abstract: Breast cancer is becoming a leading cause of death among women in the world. 
However, it is confirmed that early detection and accurate diagnosis of this disease can 
ensure a long survival of the patients. This study proposes a self-validation cerebellar 
model articulation controller (SVCMAC) neural network which can yield high accuracy of 
predication and low false-negative rate for breast cancer diagnosis. With its self-validation 
unit, the SVCMAC neural network has higher classification accuracy than the conventional 
CMAC neural network. The parameters of the receptive-field basis function and the weights 
are all updated first by training data, and the most suitable parameters are then chosen 
through the self-validation algorithm to retrain the neural network for better performance. 
Experimental results provide evidence that the SVCMAC neural network has a higher 
classification accuracy when compared with the BP neural network, LVQ neural network 
and CMAC neural network. 
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1 Introduction 

Breast cancer is the leading type of cancer in women, accounting for 25% of all 
cases worldwide. In 2012, it resulted in 1.68 million cases and 522,000 deaths [1]. 
It is more prevalent in developed countries [2] and is about 100 times more 
common among women than men [3]. Belgium has the highest rate of breast 
cancer, followed by Denmark and France [4]. Therefore, prompt detection, early 
diagnosis and active prevention can minimize the risk of unneeded suffering from 
this disease. 

A palpable breast lump, whether benign or malignant, is a cause of anxiety to the 
patient. Therefore, accurate pathological diagnosis is crucial for further treatment 
and estimation of an outcome [5]. The key issue in the diagnosis of breast cancer 
is to determine whether the lump is benign or malignant, especially for patients 
who are not suitable for surgery. Fine needle aspiration cytology (FNAC) has 
become popular as a valuable tool in the preoperative assessment of breast masses 
and it shows high accuracy, sensitivity, and specificity. Differentiating benign 
from malignant lesions is one of the major goals of FNAC. However, the accuracy 
of FNAC, with visual interpretation ranges from 65% to 98% and is dependent on 
the doctor’s knowledge and experience [6]. Human error would easily cause 
missed, incorrect or delayed diagnoses. In view of such a situation, computer-
aided diagnosis technology has been widely applied to reduce a false-negative rate 
of breast tumor, and increase the rate of true positive [7]. 

There are currently many computer-aided diagnostic methods for breast cancer. 
Peng [8] developed a breast cancer diagnosis system from a multi-agent and 
probabilistic neural network, and used changes in breast tissue resistance to 
enhance the diagnostic accuracy. Wang [9] used the Learning Vector Quantization 
(LVQ) neural network model for breast cancer diagnosis and obtained a higher 
diagnostic accuracy. Jin [10] improved the Back Propagation (BP) neural network 
for breast cancer diagnosis with additional momentum and adaptive rate. A fuzzy 
cerebellar model neural network is designed to classify breast nodules with 
92.31% accuracy [11]. A decision tree method was used for breast cancer 
detection with 94.74% classification accuracy [12]. A rule induction algorithm 
was derived from the approximate classification method and applied to a breast 
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cancer detection problem achieving 94.99% accuracy [13]. A neuro-fuzzy 
technique was proposed, and the accuracy was 95.06% [14]. A method combining 
association rules with neural networks (AR+NN) was proposed for the breast 
cancer diagnosis problem, and the classification accuracy obtained was 97.4% 
[15]. 

This study proposes a diagnostic method called self-validation cerebellar model 
articulation controller (SVCMAC) neural network, to distinguish between benign 
and malignant breast tumors according to intelligent classification. The proposed 
SVCMAC is a computational model of the human cerebellum [16]. Compared 
with a neural network, the SVCMAC has the advantages of fast learning, good 
generalization capability, and simple computation. Moreover, it learns the correct 
output response to each input vector by modifying the contents of the selected 
memory locations. Thus, this study used the SVCMAC neural network to classify 
breast lumps for computer-aided breast tumor diagnosis. 

2 Breast Cancer Diagnosis 

Currently, fine needle aspiration cytology (FNAC) is performed as a pre-operative 
test to evaluate a suspicious breast lump, where a needle is inserted into the body, 
and a small amount of tissue is aspirated for examination under a microscope. 
Then the tissue was identified as benign or malignant through observation and 
analysis on cell morphological changes and cell qualitative changes [17]. With 
FNAC becoming more reliable in diagnosing malignancy, the use of frozen-
section histology had been reduced by about 80% [18]. However, FNAC has also 
resulted in missed diagnosis and misdiagnosis because the tissue structure is not 
observed. Medical research has found a close relationship between tumor 
characteristics and pathological features, such as lump thickness, uniformity of 
cell size and cell shape, which were revealed in microscope images of the nucleus 
of breast tumor tissues. 

The Wisconsin breast cancer dataset (WBCD) was collected by Wolberg at the 
University of Wisconsin-Madison hospitals [19]. The dataset consists of 699 
samples taken from fine needle aspirates of human breast tissue, and each sample 
has nine features: lump thickness, uniformity of cell size, uniformity of cell shape, 
marginal adhesion, single epithelial cell size, bare nuclei, bland chromatin, normal 
nucleoli, and mitosis. The measurements are assigned as an integer value between 
1 and 10. Each sample has its class label, which is either benign or malignant. 
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However, 16 instances were discarded because they contained unavailable value 
“?”, the remaining 683 samples comprised 239 (35%) malignant and 444 (65%) 
benign cases. The SVCMAC neural network can classify the breast tumor 
according to these nine pathological features to reduce misdiagnoses. 

3 CMAC and SVCMAC Neural Networks 

The Cerebellar Model Articulation Controller (CMAC) is a type of neural network 
developed from a model of the mammalian cerebellum. The CMAC was first 
proposed as a function modeler for robotic controllers by Albus in 1975, but has 
been extensively used in reinforcement learning and also for automated 
classification in the machine learning community [20]. The CMAC has an 
associative memory network, and employs error correction learning to drive its 
memory formation process. 

The conventional CMAC, shown in Fig. 1, in general, is trained by presenting 
pairs of input points and output values, and adjusting the weights in the activated 

cells by a proportion of the error observed at the output. An input “ X ” given by 
the set of vectors so that X = {x1, x2, x3, x4… xn} is mapped to the desired output 
vector “Y” given by Y = {y1, y2, y3, y4… yn}. The mapping function “F” can be 
given by the following equation: 

),,,( 21
i
p

ii
i xxxFy 

 (1) 

CMAC can be either a single-input or multiple-input system which utilizes the 
given mapping function “F” to compute the output. In the case of a multiple-input 
system where the inputs x1, x2…xn are simultaneously considered, hashing 
techniques are utilized to generate address table. Hashing can be defined as a 
technique for obtaining the address table when two or more values are considered 
as inputs to the CMAC network. The sum of all the weights that the address 
pointers are pointing towards is equal to the output of the CMAC. After this, the 
output of CMAC is compared against the pre-determined output value; the 
training algorithms such as least mean square, gradient decent and back 
propagation are then executed, and the weights of CMAC are updated till the 
required minimum error has been achieved at the output. 
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Figure 1 

Structure of a CMAC network 

This study proposed an advanced self-validation cerebellar model neural network 
as a classifier. Benign or malignant breast nodules are classified according to the 
pathological features extracted. Fig. 2 shows an SVCMAC neural network, which 
is composed of input space, association memory space, receptive- field space, 
weight memory space, output space, and a self-validation unit. The signal 
propagation and the basic function in each space are described as follows. 

 

Figure 2 

Structure of an SVCMAC network 
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1）Forward Computation 

a) The Input space: i

i

nT
ni III  ],,,,[ 1 I , where in  is the number of input state 

variables, each input state variable, 
iI can be quantized into discrete regions 

(called elements or neurons), according to a given control space. The number of 

elements en  is referred to as the resolution. 

b) The Association memory space (Membership function): Several elements can be 
accumulated as a block. In this space, each block acts as a receptive-field basis 
function. The Gaussian function is used here as a receptive-field basis function, 
which can be represented as 
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 , kjim  is a mean parameter and kjiv  is a variance 

parameter. 

c) The Receptive-field space (hypercube): The multi-dimensional receptive-field 
function is defined as 
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where kjr  is associated with the jth layer and the kth block. 
 

d) The Weight memory space w : Each location of a receptive-field to a particular 

adjustable value in the weight memory space can be expressed as 
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where kjw  denotes the connecting weight value of the output associated with the 

jth layer and the kth block. 
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e) Output space: The output of the SVCMAC is the algebraic sum of the activated 
weighted receptive-field and is expressed as
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 (6) 

where ynet is the output of the SVCMAC neural network and yo is the output of the 
classification. 

2） Backward Parameter Adjustment 

a) Back propagation (BP) employed to adjust the parameters is the steepest decent 
algorithm that has been designed to minimize the error of an objective function 
defined as: 

ref oe y y   (7) 

21

2
E e   (8) 

where yref is the previously known value for the testing set; 

yref = 0 for a malignant lump, and yref = 1 for a benign lump. mijk and vijk of the 
Gaussian function, and output weight wjk are updated respectively as 
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The updating laws (9) to (11) perform error BP with the following chain rules: 
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Where, 

      1p ref o o oe y y y y      (15) 

Among these, ηw, ηm and ηv are positive learning rates for wk, mijk and vijk, 
respectively. 

b) Self-validation algorithm 

The training process will be terminated on any one of the following three 
conditions. First, the error of the sample is not decreased for six consecutive 
iterations; second, the error is equal to zero; and third, the maximum number of 
epochs is reached. 

The data used in this study are divided into three categories, training data, 
validation data and test data. The training data with initial values of wjk, mijk and 
vijk being random are employed to train the SVCMAC neural network, while the 
validation data test and verify the neural network. After training, wjk, mijk and vijk 
are updated and serve as a self-validation unit to start a new SVCMAC training 
epoch with the same training data set and validation data in order to improve the 
accuracy rate. After 100 such iterations, the value of three parameters that attain 
the highest accuracy rate on the validation data set are saved, and finally 
employed to classify the test data. Fig. 3 summarizes the SVCMAC training 
procedure. 
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Figure 3 

The procedure of the SVCMAC training 

4 Performance Evaluation 

The performance evaluation of the proposed method is carried out using the 
random data selection approach. The dataset is randomly divided into three 
subsets; that is, 50% of the data are for training, 30% for validation, and 20% for 
testing. The performance of the proposed SVCMAC neural network classification 
method is evaluated with sensitivity, specificity and accuracy tests. Sensitivity, 
specificity and accuracy terms are commonly used statistics, which uses the True 
positive (TP), true negative (TN), false negative (FN), and false positive (FP) 
terms. TP is number of true positives, denoting cases in the ‘positive’ class that 
are correctly classified as positive; FP, number of false positives, denoting cases 
in the ‘positive’ class that are misclassified as positive, and should be in the 
‘negative class’; TN, number of true negatives, denoting cases in the ‘negative’ 
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class that are correctly classified as negative; and FN, number of false negatives, 
denoting cases in the ‘negative’ class that should be classified as positive. Thus, 
sensitivity, specificity and accuracy are described in the following equations: 

( ) ( ) / ( ) 100%Accuracy ACC TP TN TN TP FP FN       (16) 

( ) / ( ) 100%Sensitivity SEN TP TP FN    (17) 

( ) / ( ) 100%Specificity SPE TN TN FP    (18) 

TP: Malignant case identified as malignant. 

FP: Benign case identified as malignant. 

TN: Benign case identified as benign. 

FN: Malignant case identified as benign. 

5 Experiment and Results 

The WBCD with nine attributes and 683 records was used in the experiment. The 
parameters for the SVCMAC neural network, including weight (w), mean (m), and 
variance (v), are also randomly initialized. The samples are randomly selected for 
training and testing datasets. In the end, there were 341 samples in the training 
dataset; 205 data were used for validation and the remaining 137 samples were for 
testing. The training will run 1000 iterations but can stop any time when the 
accuracy rate is 100%. The updated w, m and v of validation data serve as the self-
validation unit of the SVCMAC, which provide new values to the next SVCMAC 
training epoch. After 100 iterations, the w, m, v were updated with the highest 
accuracy rate of validation data set. 

Back Propagation neural network (BP), Learning Vector Quantization Neural 
network (LVQ), CMAC neural network and SVCMAC neural network were all 
employed to train and identify breast cancer from the same data sets. The training 
set contained 541 sets of data, 352 benign and 189 malignant cases; and the testing 
set comprised 142 sets of data, 92 benign and 50 malignant cases. It should be 
mentioned that the SVCMAC neural network needs the validation set only. The 
original training set is divided into two sets, the training set containing 341 sets of 
data with 220 benign and 121 malignant cases, and the validation set comprising 
200 sets of data with132 benign and 68 malignant cases. Table 1 shows the 
simulation results of BP, LVQ, CMAC and SVCMAC. 
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Table 1 

Classification with 80% training data and 20% testing data 

Methods BP LVQ CMAC SVCMAC 

Acc Highest 97.81% 97.08% 96.35% 98.12% 

Lowest 87.59% 93.43% 93.43% 94.53% 

Avg 93.72% 94.96% 95.03% 96.5% 

Sen Highest 96.23% 92.68% 96.52% 98.5% 

Lowest 69.57% 84% 87.5% 93.35% 

Avg 84.7% 87.5% 91.49% 95.16% 

Spe Highest 100% 100% 98.89% 99.1% 

Lowest 94.05% 97.7% 93.4% 96.65% 

Avg 97.63% 99% 97.78% 97.85% 

All the algorithms are executed with 10 folds. 
Avg=average 

Analyzing the diagnosis of BP, LVQ, CMAC and SVCMAC revealed that the 
SVCMAC neural network has higher diagnosis accuracy than the LVQ, BP and 
CMAC. As shown in Table 1, the SVCMAC neural network has higher 
sensitivity, which can assist physicians in making early and correct diagnosis on 
breast cancer, and can reduce misdiagnoses at the same time. In summary, the 
SVCMAC which has a higher diagnostic accuracy and lower false-negative rate is 
a reliable method for the computer-aided diagnosis of breast cancer. 

Table 2 

Classification accuracies for each fold 

Folds 
Number of 

training data 
Number of 
test data 

Correct 
classified 

Miss 
classified 

Correct classification 
rate (%) 

1 541 142 136 6 95.7% 

2 541 142 138 4 97.2% 

3 541 142 137 5 96.4% 

4 560 123 120 3 97.2% 

5 560 123 119 4 96.7% 

Moreover, a five-fold cross validation test was applied and the average values 
were calculated for performance measurements. In the cross validation test, the 
first three folds contained 541samples for the training dataset with the remaining 
142 samples for testing; and in the last two folds, the training set contained 560 
samples with the remaining 123 samples for testing. Table 2 lists the accuracy 
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values calculated for each fold with correct classification rates and the number of 
misclassified samples. As can be seen, the best performance is obtained in the 
second and fourth folds with calculated accuracy exceeding 97%. 

Conclusions 

This study proposed a SVCMAC neural network algorithm for application in 
breast cancer diagnosis. Compared with current breast cancer diagnosis 
approaches, the proposed SVCMAC neural network classifier achieves a higher 
accuracy rate. The textural feature method overcomes the natural drawbacks of 
FNAC. Hence, the SVCMAC neural network is most suitable for classifying 
WBCD data and is very helpful to oncologists in making the ultimate diagnosis 
decision. 
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Abstract: The paper focuses on the field of ontology evaluation and visualization. 
Ontologies represent the essential technology for the development of the Semantic web 
applications. This technology has been proven to be useful in a range of applications for 
data manipulation and administration. The paper introduces an ontology visualization 
approach based on descriptive vectors. It offers the design of descriptive vectors 
representation for an ontology domain and also the algorithm design for generation of the 
descriptive vectors. This approach offers quick overview of the given ontologies content. In 
addition, this work presents the design of methods for comparison and evaluation of 
various ontologies based on descriptive vectors. Moreover, it introduces a method for 
ontology placing in the context within an ontological space (the map). Finally, a method 
for administration of user navigation in the ontological space is presented. 

Keywords: the Semantic web; ontology evaluation; ontology visualization; descriptive 
vector; key concept; user navigation 

1 Introduction 

The paper is associated with the Semantic web, which has become an inseparable 
part of our life. The current web is heterogeneous – it contains millions of 
information sources with various structures. Web users have sometimes big 
problems to process the enormous amount of information available on the 
Internet. The base of the web is represented by the technology of hypertext 
references, which enable interconnection of one source to another one. In such net, 
the user orientation is difficult. In this case, the semantics is presented in the web, 
but it is presented only in an elementary form of hypertext links. The links can be 
considered as instances of some form of relations, but without any exact semantic 
specification. They contain a lot of accessible information chunks, which are 
readable by people but unreadable by machines. Nowadays, many researchers try 
to find a way how to process the web information automatically by machines 
within the Semantic web searching. The Semantic web development brought up 
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the increased interest about the technologies used in the process of creation and 
using of the Semantic web applications (for example XML, RDFS for metadata 
and RDF, OWL for ontologies). The Semantic web assumes a new knowledge 
deduction from the knowledge explicitly presented in some given ontology, for 
which logics – another the Semantic web technology – can be used. 

The Semantic web development stimulates the increased interest in the ontologies, 
in the developing standards and creating ontologies regarding these standards. 
This effort has resulted in a great number of ontologies available on the Internet 
these days, sustaining the premise that ontologies are useful in many areas: digital 
libraries, management of information, the Semantic web or knowledge based 
systems. For example, in the paper [22] an approach towards modelling a classical 
expert system using an ontology-based solution is presented. The increasing 
amount of accessible ontologies leads to a need of methods for effective 
visualization of the ontology structure in order to support ontology management 
and searching. The [11] presents an application of ontologies and semantic 
technologies to the creation of an enhanced management system. The [5] presents 
a tool-based semantic framework that uses ontology and requirements boilerplates 
to facilitate the formulation and specification of security requirements. 

The increased interest in the ontologies evokes a need of their processing, 
indexation, searching and reusing. Within the last few years, some platforms for 
ontology searching like Swoogle [6] and Watson [3] were developed. The work 
[10] uses the Semantic web technologies to enable content representation to be 
independent of particular content presentation platforms. But no tool supports 
decision making connected to the question, which ontology is the best one from 
the point of view of a user and his/her domain of interest. The decision making 
and appropriate ontology searching can be made very complex by means of the 
keywords ambiguity and lack of explicit data about the domain that the ontology 
covers. The paper [17] introduces a domain specific language called SWSM for a 
model-driven development of web services. Also, the language of the ontology 
has to be taken into account. The work [1] proposes a semi-automatic procedure to 
create ontologies for different natural languages. 

In this work we argue to develop an easy way enabling to obtain a general 
impression of what a particular ontology is about. The mentioned decision process 
can be supported by ontology visualization tools for the inspection of all the 
concepts of an ontology and their relations. This is the reason for considering 
ontology visualization. The aim of the paper is to propose a new tool for ontology 
visualization using descriptive vectors – the tool represents a novel approach to 
providing a quick overview of the content of given ontologies without necessity 
for long searching and exploration of the ontologies. This approach is an 
alternative to FCA (Formal Concept Analysis) [25], but our approach is more 
effective, because it is not so exhaustive and complex. The descriptive vector of 
an investigated ontology and the descriptive vector of the domain of user interests 
are used for user navigation within the process of searching and selection of an 
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appropriate ontology. This work presents a design of methods for comparison and 
evaluation of different ontologies based on descriptive vectors. Within the design 
process, the ontology visualization and evaluation are not considered separately. 
The ontology visualization and evaluation create design environment 
simultaneously serving for all needed functions in one integrated access. 

2 Ontology Visualization 

Because ontologies can reach extreme size and complexity, the developing of 
ontology visualization tools is necessary. Ontology visualization methods 
according to [13] can be divided into the following groups: Indented lists, Graph 
and tree structures, Zoom-able techniques, Space-filling techniques, Focus + 
context or distortion access, 3D information landscapes. 

The indented lists form a simple and intuitively understandable group of 
visualization methods, which presents classes as nodes in indented collapsible 
tree. System Protégé [12] serves such representation. A disadvantage of it lies in 
lucidity connected with large number of classes and higher number of nested 
levels. 

The graph and tree structures represent a very suitable metaphor for the ontology. 
The hierarchy and various types of relations between ontology objects can be well 
plotted by a graph or a tree. An example of this group of methods is the tool 
OntoViz [20], which is a plug-in for Protégé. Disadvantages of using this 
technique are: a lack of interactions, problems with navigation, a lack of a 
searching tool and low effectiveness of utilization of the space on a display. 

The zoom-able techniques visualize nodes from lower level inside their parent 
nodes. An example of the technique is CropCircles [19], which visualizes 
ontology in the form of hierarchy of concentric circles. This group of techniques is 
suitable for searching ontology with the purpose of finding a concrete object. 
These tools do not provide understandable picture of the ontology structure. 

The space-filling techniques aim at the best utilization of a space. They divide the 
space available for some representational node into rectangles. Each rectangle 
belongs to one descendant of this node (for examples TreeMaps for two and three 
dimensional space [24]).  Disadvantage of them is a lack of space remaining for 
internal nodes. They are inadequate for an ontology structure visualization. 

The focus + context or distortion access is based on the combination of a focusing 
method and a context. Usually, one node is in the centre and other nodes are 
situated around. Because of hyperbolic transformation, the larger distance is 
between those nodes, which are situated near the centre. Typical representatives of 
this access are 2D Hyperbolic Tree and 3D Hyperbolic Tree [21], constituting a 
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tree structure in two or three dimensional space. The tree root is situated in the 
centre and its descendants are placed around. When an actual node is changed, the 
tree visualization is rearranged around a new centre. It is suitable for providing a 
global view on ontology. Disadvantages of such methods are incompleteness of 
information about some of the nodes and continual redrawing of the graph. 

The 3D information landscapes methods locate ontology into a map and in this 
way define the context of the given ontology and its relation to other ontological 
documents on this map. The collocation is provided on the basis of relations 
between ontology and map components. The map can represent one or more 
domains. The examples of systems belonging to this category are File System 
Navigator (FSN) and Harmony Information Landscapes (HIL) [9]. The nodes are 
represented by three dimensional objects located on the map. Attributes of 
ontology documents are coded by colour and size of the given objects. 

We were inspired by a metaphor of this map. Information in an ontology is usually 
too extensive to be visualized globally in its whole complexity. So we were 
motivated to design a visualization method, which allows information filtration 
and focusing on key concepts of the ontology. Our aim was to enhance readability 
and fast orientation within the ontology to improve the user navigation in the 
ontology space. 

3 Ontology Evaluation 

Ontology evaluation is a process of the determination of a measure in which a 
given ontology meets some defined criteria [2]. This process is often specialized 
to be able to identify a domain, the ontology logically belongs to. This domain 
may be covered by a given ontology in different measure and with different level 
of granularity. Known ontology evaluation methods can be divided into the 
following approaches: an approach based on comparison with a gold standard, 
evaluation of results of applications using a given ontology, comparison with data 
sources, and human evaluation. Another dividing of the evaluation methods 
according to the evaluation level is following: lexical-data level, hierarchically-
taxonomical level, semantic relation level, contextual-application level, syntactic 
level and architecture and design level. Table 1 illustrates relations between these 
six evaluation levels (the first column) and four previously mentioned approaches 
to ontology evaluation (the first row). In case, that a relation exists (for example 
between lexical data and gold standard), the related cell is marked with “X”. 

The lexical-data level evaluation techniques focus on the concepts, instances and 
facts in the ontology. In [15], the evaluation technique is to describe the measures 
of similarity of two strings by a number from interval [0,1]. Each string from the 
first set is compared with each string from the second set. In principle, this 
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technique represents a comparison of all the names of concepts from a given 
ontology with the concepts of a gold standard. The gold standard can be 
represented by a group of strings being considered as a good representation of 
concepts from the given domain. The gold standard can be another ontology, 
concepts generated from text documents or defined by experts in the given 
domain. 

The hierarchically-taxonomical level evaluation does not focus on the analysis of 
the objects (as previous access), but focuses on analysis of the structure of 
relations between these objects. 

Table 1 

Survey of ontology evaluation techniques - source [2] 

Level Ontology evaluation approach 

Gold 
standard 

Application 
based 

Data 
comparison 

Human 
based 

lexical-data x x x x 

hierarchically-
taxonomical 

x x x x 

semantic relation x x x x 

contextual-application  x  x 

Syntactic x   x 

architecture and design    x 

The semantic relation level evaluation includes all types of semantic relations. 
Very often, it contains precision and recall computing. 

The contextual-application level evaluation techniques focus on a context creation 
and evaluation in the framework of a real application. Various ontology 
documents can have mutual relationships between their parts or concepts. The 
relationships enable to connect given ontologies into one model and to create a 
formal and consistent domain description. This is the way, a context can be 
created. The ontologies are not intended for direct interactions with users. They 
are in the form, which is intended for reading by machines and common people 
(not experts) would have problems to read them. They are primarily designed for 
using in applications as an auxiliary source of information. Therefore, the quality 
of a used ontology influences the results of these applications and similarly good 
results of the application entitle us to presume good ontology quality. An approach 
for calculating the distance between two ontology concepts is described in [23]. 
The results are compared with a gold standard provided by an expert. 

The syntactic level of evaluation is focused on manually created ontologies. These 
ontologies are written in some particular programming language. They fulfil the 
specifications of the used language. This fact can be utilized within the testing of 
the ontologies. 
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The architecture and design level is processed manually, mainly in the case when 
the ontology has to fulfil some predefined criteria. 

4 New Evaluation Method Using Visualization 

The main objective of our work is to navigate users in a large ontology space and 
help them to select a suitable ontology for their needs, interests or systems. The 
mentioned objective belongs to the field of user personalization and personalized 
web recommender systems [26]. To achieve the objective we decided to use 
ontology evaluation methods. This approach can be successful only with the aid of 
an effective ontology visualization method which enables to create a smart and 
quick picture of the content of an examined ontology. Therefore, we decided to 
design a combination of ontology visualization and evaluation methods based on 
descriptive vectors, inspired by a metaphor of 3D information maps. We have 
chosen this model, because it enables not only convenient user navigation in a 
large ontology space, but also it enables to express relations and even proximity of 
particular ontologies. The measure of the closeness or even of the 
diffusion/interleaving of ontologies in the 3D information map intuitively 
expresses the measure of semantic similarity. This property distinguishes our 
approach from other approaches. 

The existing visualization techniques are too complex and thus they are 
inadequate for quick ontology searching and evaluation. We have designed an 
approach enabling reusing an ontology in a specific application even if the 
ontology was developed for a different purpose. Our approach enables an effective 
search of information within ontologies. Main steps of our design of the ontology 
visualization process are following: 

 generating of a vector description of a domain 

 generating of a vector description of an ontology 

 comparing the two descriptive vectors  

 visualizing in a context 

 navigation in an ontology space. 

4.1 Vector Description of a Domain 

The aim of the vector description of a domain is to summarize all available 
information about the domain and to insert them into the vector in the compressed 
form. Each domain can be represented by one so called descriptive vector. The 
vector can be compared with an ontology descriptive vector to evaluate the 
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measure of coincidence. The concept “domain” can be defined as a field of 
knowledge represented by entities, their relations, attributes, their values and 
rules, which associate elements on the higher level of generality. Formally 
consistent sources of information about some domain can be just ontologies. 
Therefore we decided to use domain-oriented ontologies as sources of information 
for acquisition of the descriptive vector of a given domain. There are the 
following preconditions in regard to ontologies: 

 the natural language used to define ontologies is English 

 the syntactical properties of English are exploited in searching on 
ontologies 

 the label plays the role of the denotation for a concept as a node in a 
complex network and it is not used for edges that represent relationships. 

Some concept within the ontology can be represented by its label – name pair as 
well as by other concepts within its environment (consisting of the closest 
concepts). They both define concept’s semantics. For example the concept “soul” 
accompanied by an environment “music, blacks, rhythm” has different semantics 
as the concept “soul” accompanied by the environment “spirit, psyche, animus”. 
The representation of the context of a term (including its environment) is a vector 
of words – labels of concepts. The existing visualization techniques visualize 
ontology content in the form of a complex and complicated graph. That is why we 
have come with a solution, which can compress data from different ontologies and 
consequently about domain, in the form of domain descriptive vector di (1): 

 ],(),...,,[ 11 iMiMiii wcwcd  . (1) 

Symbols wik are weights of the concepts cik with relation to the domain di. The 
number of domains is N: i Є [1,N]. Each of these vectors represents “gold 
standard” of the given domain. Unlike a classic gold standard, which was created 
manually, the gold standard within our approach was created in an automatic way 
by analysing contents of the related ontologies. 

Within the descriptive vector of a given domain creation, all relating ontologies 
with respect to the domain have to be searched. At the beginning of this process, 
user has to enter a key term characterizing the given domain. The key term (key 
concept) can be an object of Class type. It cannot be an object of Individual or 
Property types. The Semantic web browser finds all the ontologies, containing this 
key term. All concepts from the nearest environment of the key term in the given 
ontology are selected and saved with their status. The information will be used for 
weight calculation for the descriptive vector of the given domain. Figure 1 
illustrates examples of the ontologies, which were selected, because they contain 
the key term “academic employee” (red colour). 

The nearest environment of the key term “academic employee” in our ontology 
example can be found in the left part of Figure 1 (green colour). It contains all 
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nodes (owl:Thing, lecturer, PhD student), which are related directly to the original 
key term. The given key concept was found also in the ontology example on the 
right side of Figure 1 in the form of the term “academic”, with its nearest 
environment (academy, professor in academy, researcher in academy). Our 
approach considers also a partial match between the key term given by the user 
(“academic employee”) and the key term found in the ontology (“academic”). All 
selected terms are inserted into the descriptive vector together with their weights. 
The weight of a term represents its semantic closeness to the key term. The weight 
is calculated in the following way. At first, initializing weights for key term (exact 
match, academic employ) and for similar terms (partial match, academic) are 
calculated. 

These terms (red colour in Figure 1) are marked as original concepts. Each of the 
considered ontologies contains one original concept. The weight initialization of 
the original concept is calculated according to the type of the given object: 

 object Class:  w0 = 10 + G 

 object Individual: w0 = G 

 object Property:  w0 = 1. 

where the object “Class” represents a group of similar “Individuals” and object 
“Property” represents some relation, for example some relation between classes. 
Intuitively, the object Class has greater weight than for example the Individual, 
because it contains more individuals and therefore it represents a concept, which is 
generally more valuable for visualization. 

The coefficient G Є [1,10] represents a generality level of the concept, where G = 
1/10 represents minimal/maximal generality of the concept. 

A superior concept is the concept containing a link to the original concept (the 
original concept is a type/subclass of the superior concept). The weights of 
superior concepts from the nearest environment of the original concept (owl:Thing 
for original concept academic employee in Fig. 1) are calculated according to (2): 

l

Gw
w


 0 . (2) 

The parameter l is the number of words in the label of the concept. For example, 
“owl:Thing” has l=2 and “MusicalExpression” has l=1 (Figure 3). The way of 
computation of this parameter ensures the preference of concepts with smaller 
number of words in their labels. These concepts have higher information value. 
On the other hand, the Class - concept that is labelled with multiple words has 
lower information value and also lower weight. The parameter “l” is not taken into 
account into original weight w0, because w0 and l are two parameters used in 
computing the final weight w. The original concept that matches only partially to 
the given key concept gets the different weight as the fully matching original 
concept. 
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An inferior concept is the concept containing a link from the original concept (the 
inferior concept is a type/subclass of the original concept).  The weight of inferior 
concepts from the nearest environment of the original concept (lecturer, PhD 
student for original concept academic employee in Figure1) is computed 
according to the formula (3): 

l

w
w 0 . 

(3) 

Both, superior and inferior concepts take into account the existing hierarchy of the 
ontology. The main difference between the superior and the inferior concepts is 
that the superior one contains “a link to” and inferior one contains “a link from” 
the original concept. They cannot have the same weights as the original concept, 
which is the core of the descriptive vector and which is more similar to the key 
word, even if their labels contain the same number of words. 

 

Figure 1 

Tree-like graphs of two ontologies (type of using relation is “subClassOf”) 

For the key concept “academic employee” and G=1 the following concepts from 
the ontology on the left in Figure 1 are collected into the domain descriptive 
vector:  

[(academic employee, 11), (owl:Thing, 12), (lecturer, 11), (PhD student, 5.5), …] . 

The numbers in this vector represent weights of the vector concepts. The change 
of the parameter G into value G=10 leads to the following modification of the 
descriptive vector: 

[(academic employee, 20), (owl:Thing, 30), (lecturer, 20), (PhD student, 10), …] . 
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In the case of higher occurrence of labels consisting of more words, the difference 
of vector modification is more significant. The descriptive vector is only a 
particular vector, which was created from the left ontology in Figure 1. The whole 
domain descriptive vector comes into being by aggregation of all particular 
vectors coming from all ontologies containing the given key concept. The 
aggregated domain descriptive vector represents summary of all particular vectors, 
which were derived from the related ontologies. 

Various particular vectors can contain the same concept but with different 
weights. The concept is inserted into the aggregated vector only once with the 
weight, which is aggregated from all weights of the given concept coming from all 
particular descriptive vectors. 

The next step is normalization and reduction of the domain vector. The 
normalization represents transformation of all weights into the interval [0,1] for 
the purpose of future comparison of the domain descriptive vector with an 
ontology vector.  Consequently the concepts with lower weights than a given 
threshold T are eliminated from the vector (experimentally was stated the 
threshold T = 0.0005). 

4.2 Vector Description of an Ontology 

The vector description of an ontology obtains descriptive vectors of the key 
concepts of the ontology with their weights. The concepts on the most abstract 
levels of the ontology are not suitable for the role of the key concepts, because 
they are too general. Similarly, the concepts on the lowest levels of the ontology 
are too specific for common users. The most suitable and informative levels are 
those in the middle of the ontology taxonomy. This idea was used in a method 
developed in Knowledge Media Institute in Open University in Great Britain 
within the project NeOn [4]. The method is based on the search of n concepts, 
which describe the ontology in the best way – key concepts of the ontology. The 
method tries to maximize centrality of the concept (maximum number of 
appearances in all paths from the root of the ontology) and to minimize the 
number of words in the concept label. In addition, the method tries to maximize 
the density of the concept (the number of concept instances or its frequency) and 
the concept coverage (the number of other key concepts in the ontology, which 
belongs to the sub tree of the given concept). All key concepts with the highest 
information value represent the ontology summary. The descriptive vector of the 
key concept contains also concepts from its environment and it reflects only one 
ontology context. The relevant concepts for the inclusion into the descriptive 
vector of a key concept are all ancestors and all descendants of this key concept as 
illustrated in Figure 2. 

The weights of concepts in the descriptive vector are calculated according to 
formulas (2) and (3) with the initializing weight value equivalent to “10” and 
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“G=5”.  For example in Figure 2 the description of the key concept “supervisor” 
(in the form of the descriptive vector) is: 

[(supervisor, 15), (agent, 20), (owl:Thing, 10), (professor, 15), (senior researcher, 
7.5), (assistant professor, 7.5), (associate professor, 7.5)]. 

The descriptive vector of each key concept must be normalized into interval [0,1] 
for the purpose of enabling subsequent comparison with a domain descriptive 
vector. The terms with weights lower than the threshold value T=0.0005 are 
eliminated from the key concept vectors. After carrying out the mentioned steps, 
the descriptive vector of the key concept “supervisor” will be the following: 

[(agent, 1), (supervisor, 0.75), (professor, 0.75), (owl:Thing, 0.5), (senior 
researcher, 0.375), (assistant professor, 0.375), (associate professor, 0.375)].  

 

Figure 2 

Key concept (red colour) of the ontology together with its relevant concepts (green colour). In this 

case, not only the nearest environment of the key concept is taken into account but also the rest of 

antecedents and descendants of the key concept, because the nearest environment would be represented 

by only three nodes 

4.3 Comparison of Descriptive Vectors 

Our approach uses the well known cosine metric of the similarity between the 
vectors of the ontology and the domain. According to [14] the cosine metric of the 
similarity is suitable for short texts. The metric expresses a cosine of the angle 
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between the two vector representations in the coordinate system – the domain 
descriptive vector and the vector of the context of the ontology. The key concepts 
are located in the domain space and their coordinates are determined by their 
similarity measure within the given domain. Each of the similarities S(xi, xj) is 
calculated, where xi is vector of the i-th ontology (i Є [1,M]) and xj is vector of the 
j-th domain (j Є [1,N]). The resulting similarity matrix is following: 











NMN

M

SS

SS
S

1

111 . 
(4) 

The similarity matrix can be used for various purposes. For example, with the aid 
of the similarity matrix, the best location of the ontology key concepts in the 
domain space can be assigned within the visualization method. Other application 
possibilities are an automatic ontology evaluation and an automatic ontology 
searching according to user requirements and criteria. One of such criteria can be 
represented by a set of domains, which must be covered by the given ontology in 
the significant measure. Another criterion can be searching for only one domain 
covered by the given set of ontologies in the best way. Next possible applications 
can solve the problems of ontology comparison, combination of ontologies into 
larger information systems or key words extraction from a domain. We do not 
focus on the WordNet, because we utilize a content of all available ontologies 
within the web space. 

5 Implementation of the Designed Method 

From the view of our implementation of the designed method, two tools for 
acquisition of the ontological data were considered: Swoogle [6] and Watson [3]. 
Swoogle is an older tool and it cannot distinguish different versions of an 
ontology. The tool also administrates ontologies only on the level of documents 
and it cannot provide functions for access to objects into the given ontology. On 
the other hand, Watson can distinguish various versions of the same ontology and 
can manage accesses to the stored ontologies and enables their reusing, which is a 
very important feature. On the basis of these facts, the tool Watson was selected. 

The designed method - combination of ontology visualization and evaluation 
based on descriptive vectors - was implemented as a system called OntoSumViz 
and subsequently tested. This system works in three steps: semantic content 
acquisition, concepts processing and cache filling. 

The semantic content acquisition was executed with the aid of the Watson system 
using Java Client API. The module downloads the ontologies containing a given 
key word. It extracts sub-trees (which contain the key concept) from the searched 
ontologies and its nearest environment together with information about their types 
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and relationships. The sub-trees are assigned to the original concept found in the 
given ontology. 

Within the module of concepts processing, the weights are initialized. In the next 
step, the weighting scheme is applied for modification of concepts weights, 
aggregation and normalization. The resulting concept descriptive vector is an 
input for the comparator. It compares the descriptive vectors of given domains and 
the descriptive vector of a key concept in an ontology and subsequently allocate 
the domain for the given ontology. 

In the last step a cache is filled in order to save descriptive vectors for next reuse. 
The cache module checks whether the descriptive vector for the key concept given 
by a user occurs in the buffer. Only in the case when it was not found, the 
implementation OntoSumViz starts computing of a new descriptive vector. To 
inspect the number of the ontologies containing the given key concept, it is 
necessary to call the special service, which takes 11 seconds, which is an average 
value of the time response of the special service. It illustrates the system as extra 
time consuming. For the vector with 200 terms, the service has to be called 200 
times. It represents a considerable delay. Therefore we decided for another 
solution. It is using the vectors from the cache in the role of the corpus of the 
ontologies. 

Our implementation of the designed method is realized as a module of 
OntoSumViz. The novelty of our approach is the design of descriptive vectors 
computing. This approach offers quick overview of the given ontologies content 
without long searching and exploration. 

5.1 Visualization of the Context within the OntoSumViz 

The approach, which was described within previous sections, can be used in many 
ways. We use it for creating the context of the ontology. It was mentioned, that the 
concepts with the significant information value are situated in the middle level of 
the ontology. Our implementation offers these concepts to user automatically 
within the ontology visualization. The implementation characterizes the meaning 
of the concepts with the aid of their environment and in this way it makes easier 
the decision making process of the user about suitable ontology. A principle of 
gradual uncovering of the ontology content is consistent with user mental model 
creation. 

The whole number of middle level concepts in the visualized ontology is divided 
into three levels of significance. In each level, the same number of concepts 
occurs. In the case, when twelve concepts are added on the sheet, these twelve 
concepts are divided into three significant levels and each level contains four 
concepts. The process of the visualization of these concepts is the following: at the 
first moment, only the four most important concepts for the decision about the 
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ontology suitability and the measure of interest of the given ontology for a user 
are visualized. Next, other four less important concepts are displayed and, at the 
end, the four least important concepts are visualized. 

5.2 Ontology Location in the Context 

Within our implementation, the ontology is represented by a set of key concepts. 
The user can change the level of details by closing in respectively secluding 
(zooming out) the used view. To specify the meanings of the key concepts, the 
metaphor of a geographical map is used. The map is represented by the space, 
which is divided into sectors (9 sectors in Figure 3). The sectors represent 
different domains – different possible user’s interests. The ontology can 
(intuitively) exceed the borders of one domain. The key concept is defined by its 
environment on the map. Visualization of such a map and visualization of the 
selected ontology at the same time are illustrated in Figure 3. The implementation 
of the OntoSumViz is a component of the tool NeOn Toolkit [8], [16]. 

The domains (their names use capital letters) are represented by characterizing 
concepts (using small letters) in the related sectors. The terms originate from the 
descriptive vectors of the given domains. The descriptive vector of the domain 
cannot be displayed completely because of its cardinality. Due to this reason, only 
six the most important terms are displayed. As an example, the key concepts of 
the ontology “musicontology.rdf” (including their environment) are located onto 
map (yellow colour) on the basis of the similarity calculation between the 
descriptive vector of the domain (nine descriptive vectors are used, one for each 
domain in the example in Figure 3) and the descriptive vector representing the 
ontology key concepts. The ontology key concepts are situated in those domains, 
whose vectors are the most similar to the given key concepts vector. The ontology 
key concepts are situated in the positions, which are nearest to the most similar 
concepts of particular domains. 

The ontology key concepts can be distributed to more than one domain. Figure 3 
illustrates distribution of the ontology key words into 6 domains, because relations 
to the other three domains are marginal insignificant. Thus, it can be said, that the 
ontology belongs mainly to two domains: ARTIST and MUSICAL GROUP. If 
there is some direct relation between two concepts, then this relation is displayed 
by an arrow (see Figure 3). The presented implementation can be used also for 
displaying more ontologies on the same map. 
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Figure 3 

The screenshot of the NeOn Toolkit [16] with a map and with visualization of an example ontology 

using OntoSumViz (right window - control panel of the OntoSumViz) 

5.3 Navigation in the Ontology 

Navigation in the ontology is performed using the control panel of the tool 
OntoSumViz illustrated in the right window in Figure 3. The panel contains 
buttons, which are grouped into the following blocks: Appearances, Key concepts, 
Zooming, Mouse node and other controls. 

Within the block “Appearances”, presentation of nodes and edges of the ontology 
graph can be set up. The block “Nodes” contains two possibilities: “size by 
importance” and “shape by type”. The size by importance selection enables to set 
a size of displayed key concepts according to their importance. The key concepts, 
which are displayed on the first significance level of approaching (see Section 5.1) 
have higher importance and therefore are of bigger size than the key concepts 
from other significance levels. The shape by type selection distinguishes key 
concepts according to types. A key concept of the type class is represented by a 
circle and a key concept of the type instance is represented by a square with 
rounded edges.  The block “Edges” contains two possibilities of edge form setting: 
“shape by distance” (a thick link represents the relation between concepts 
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(subClassOf) and a thin link represents the relation between class and instance 
(instanceOf)) and “show edge type” (each link is signed by its name and type). 

The blocks “Key concepts” and “Zooming” enable application of the metaphor of 
a geographical map. User can enlarge some part of the map and see this part in 
more details. The block “Zooming” provides traditional closing (buttons “+” and 
“-“) and the block „Key concepts” provides contextual zooming – contextual 
navigation, when more detailed view of particular concepts is provided. The 
higher/lower level of significance can be achieved by buttons “+”/“-“.  

The block “Mouse node” enables manipulation with the whole graph 
(“transforming” – implicit setting) or moving one node of the ontology graph in 
the case, when two concepts (nodes) overlap (“picking” selection). 

The last block “Other controls” enables access to the following menu possibilities: 

1. “Tree view” button switches between the ontology displaying on the map and 
its displaying in the form of a graph. 

2. “Show NS” button shows the whole name of the key concept. 

3. “Reset Graph” button reinitializes ontology and locates it into the map in the 
case when some changes were performed, for example changing of the parameter 
generality. 

4. “Save as JPEG” button enables saving of the map or the graph in the form of 
a picture. 

5. “Summary for” button sets actual user. 

6. “Set Generality” button” enables setting of parameter G from interval [1,10] 
(as an implicit setting is used the value 5). 

6 Experimental Analysis 

A set of experiments with the OntoSumViz implementation was performed with 
the aim to verify the designed methods. The tests were focused on the following 
issues: 

 possibility to use the vector description of a domain as a golden standard 
of the given domain, 

 precision of the designed methods and effectiveness of the 
implementation OntoSumViz within the user navigation in an ontology 
space, 

 comparison of the decisions provided by the implementation 
OntoSumViz against decisions of experts. 



Acta Polytechnica Hungarica Vol. 13, No. 4, 2016 

 – 69 – 

6.1 Vector Description of a Domain as a Golden Standard 

The golden standard of some domain is an etalon of the domain, which can be 
created by some expert in the given domain. We wanted to know, if our 
implementation OntoSumViz can be applied for building this golden standard and 
how many ontologies are necessary to be used for this golden standard building. 
In our case the golden standard would have the form of a set of concepts - items of 
the descriptive vector of the domain. 

Table 2 

Degree of matching between one of domain “Academic Employee”, “Project” and “Object” and the 

seven selected reference domains (“Instrument”, “PhD Project”, “Student”, “Education”, “Music”, 
“Supervisor” and “Entertainment”) 

 

Some experiments concerning the golden standard were performed. The 
experiments were carried out to find an optimal number of ontologies needed for 
computing the descriptive vector on the satisfied level of precision. We tried to 
verify also suitability of using the generated descriptive vector of a domain as a 



K. Machová et al. Ontology Evaluation Based on the Visualization Methods, Context and Summaries 

 – 70 – 

golden standard. We have performed a series of six experiments with various 
numbers of ontologies used for developing a descriptive vector (MaxOnt = 10, 
100, 200, 300, 400, 500 – MaxOnt is the maximal number of the used ontologies) 
which can be seen in rows of Table 2. The experiments showed the degree of 
matching (values in the cells of the table) between one of the three domains 
“Academic Employee”, “Project”, “Object” and a set of seven domains in 
columns of the table (“Instrument”, “PhD Project”, “Student”, “Education”, 
“Music”, “Supervisor” and “Entertainment”). The values in this table represent 
particularly the cosine similarity metric between two vectors of two domains.  The 
darker shade of colour represents higher degree of matching between the two 
given domains. The highest degree of matching within these experiment can be 
seen between the domain “Project” and “PhD Project” (e.g., in the experiment 
with MaxOnt=400, the similarity matching value equals to 0.8204). 

It can be seen, that the increasing number of the ontologies, used for the domain 
descriptive vector calculating, causes that the values of similarity are more precise 
and less diffused and the position of some domain from the above given ontology 
triplet in some column is reinforced. At the same time, the position in the other 
columns is weakened. The values of parameter MaxOnt, which are higher than 
300, do not cause any significant change of the results. Thus, just the value 
MaxOnt=300 seems to be an adequate compromise between time complexity of 
the calculation and precision. 

6.2 OntoSumViz Implementation Testing 

The main goal of the implementation OntoSumViz is to navigate users in the 
ontology space and to help them to select a suitable ontology for a given 
application or a given problem. Therefore we performed tests to compare the 
precision of the user navigation by experts and by the implementation 
OntoSumViz. Three different experts have determined the ontology key concepts 
(the first column of the Table 3 – “Genre”, “Expression”, ...) belonging to the 
defined domains (the first row of the Table 3 – “Artist”, “Entertainment”, ...). At 
first, semantic matching between the key concepts and domains was determined 
by all experts as a number from the interval [0,5]. Next, the measure of agreement 
of all experts was quantified by the standard deviation (Bessel modification was 
used). The results of the test are illustrated in Table 3. 

The standard deviation shows differences among the decisions of the particular 
experts. Value 0 represents absolute agreement of all experts. The experiment 
acquired also pairs of the key words of the domain with a clear assignment for 
example “Instrument” – “Instrument”. Such pairs can show clear agreement 
between experts (Table 3). There are some domains without any relation to the 
ontology key concepts for example “Tree” and partially “Car”. They can show 
that concepts are not assigned in a random way. Another tested example is the 
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case, when one key concept can be assigned to several domains and not belonging 
to any one from the given domains clearly (e.g., “Genre”). The experiment proved 
that the agreement among experts in this case is not very high. Nevertheless, 
values in the Table 3 are better than we expected. 

Table 3 

Standard deviation of experts’ agreements in the determination of belonging of the given key concepts 

to the selected domains 

 

6.3 Comparison of the Implementation OntoSumViz with 

Experts 

For the purpose of another experiment, an arithmetic average of experts’ 
responses was computed. The obtained average values were transformed into the 
interval [0,1]. This step cannot be omitted – it is necessary for the results to be 
comparable with the results obtained from OntoSumViz. Next, decisions of the 
implementation OntoSumViz were collected. They are also from the interval [0,1]. 
This interval represents cosine similarity metric, which has two extreme values: 0 
(represents absolute dissimilarity) and 1 (represents absolute similarity). The 
absolute similarity is only theoretical, because the domain descriptive vectors have 
usually significantly higher cardinality than a descriptive vector of ontology key 
concepts. Finally, the differences of experts’ average values and the 
OntoSumViz’s values were calculated (Table 4). The results of this comparison 
are numbers from the interval [-1,1]. 
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Table 4 

Comparison between responses of the exports and the implementation OntoSumViz 

 

Once again, darker shade of colour represents higher disagreement between the 
experts and the OntoSumViz. The shadowing illustrates ordering of the key 
concepts and the domains from more questionable to more clear. The last column 
and the last row contain “Average” values, representing classification errors. 
Since there are only a few negative values, it is clear that experts’s decisions are 
systematically higher than the decisions of OntoSumViz (its highest similarity 
value is 0.3361 only, while the highest similarity assigned by the experts was 1.0). 

The most questionable domain is the domain “Musical”. The ambiguousness of 
the domain causes discordance among experts. This fact has an influence on 
different classifications by experts and by the implementation OntoSumViz. The 
OntoSumViz takes into account all possible contexts of the word or phrase. On the 
other side, experts take into account only one context of the word, usually more 
probable according to their experiences. Very often the OntoSumViz system 
prefers a domain on the higher level of generality. The vectors of more general 
domains have usually higher cardinality and so higher chance to match with some 
key concept descriptive vector. 

From the point of classification, 8 concepts from 21 were classified in the same 
manner (the experts and OntoSumViz agreed in their classification), i.e. the 
overall classification error was 0.619. The error is influences by the selected 
domains – the most problematic domain is “Musical”. After removing this domain 
from the test, the number of correctly classified concepts increases to 12. 
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Conclusions 

This work provides a new insight into the ontology evaluation field according to 
its suitability for solving a given problem. For example, such problem can be a 
decision in the form of selection of an ontology for a system Magpie [7]. The 
system needs to load a suitable ontology for a given domain. The semantics of the 
Magpie (explanation of concepts for user) is based on availability of such 
ontology. In contrast to the hierarchical tree representation, our approach 
visualises and interprets concepts with the help of the context, which is 
represented by their environment (the neighbourhood concepts). Thus, semantics 
of the concepts is essential within the process of the ontology visualization. Our 
approach implements the principle of conceptual basis in the form of a map, 
which helps users to discover those domains, which the given ontology covers. In 
case of the necessity to visualize more than one ontology, our approach helps 
users to see the main differences among considered ontologies. 

The main contribution of this work is the design and implementation of the 
method of the vector descriptions of domains, which are generated by the 
information contained in the related ontologies. This approach offers quick 
overview of the given ontologies content without long exploration. We suppose, 
that ontologies are more valuable for this purpose than web pages or text 
documents, because ontologies contain dictionary of uniformly defined concepts, 
defined also by their properties and relations. All the facts were taken into account 
during the descriptive vectors design. Another very important contribution in the 
visualization field is placing the represented ontology on the map and creating the 
environment for the ontology. The novelty of the implementation OntoSumViz is 
also in the combination of the ontology summarization with the conventional tree 
structure visualization. 

We can see some possibilities for further extensions of the designed and 
implemented approach, for example looking through more ontologies at the same 
time. User could locate two different ontologies on the map and denote their 
mutual complementation or combination. It could be useful in the case, when the 
problem could not be satisfactory solved with the aid of a single ontology. In 
solving practical problems it is rather rare to find a single ontology, which is able 
to cover the whole problems and needs. For this reason it is very suitable to 
aggregate concepts from more sources. 

Another extension could be enriching the visualization by the functionalities of the 
implementation to make it more helpful for those users, who require a more 
complex ontology view. The combination of visualization approaches could be 
suitable for the possibility to switch between different visualization views, for 
example between the contextual and the semantic view. It could be also interesting 
to investigate new application domains of the descriptive vectors, which have 
potential overlapping the field of the ontology visualization. One possible domain 
is the field of recognizing personality aberration from a written text [18], where 
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the descriptive vector for each aberration will be created from the texts written by 
persons suffered from this aberration. Consequently it will be compared with the 
descriptive vector of some new patient. 
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Abstract: Within economic literature random outcomes can be characterized by their 
certainty equivalents. In this article, a general approach for their extension is first outlined 
and then special cases are shown. The two most simple of these cases result in the classical 
formula of certainty equivalent, and by increasing the degree of the approximating Taylor 
polynomials, more advanced formulas are derived. Additionally, a simple advanced 
formula is compared favorably to the classical approach in a computer study and some 
application models are discussed to illustrate the methodology. 

Keywords: decision making; uncertainty; applications 

1 Introduction 

In practical decision making problems we often face random elements due to 
modeling, natural and economic factors. In constructing mathematical models 
certain elements are neglected in order to keep the model solvable. The natural 
and economic components are usually uncertain due to the lack of relevant data 
and prediction errors. Uncertainty in mathematical models is usually formulated 
with fuzzy or stochastic methodology, where the uncertain quantities are 
considered fuzzy numbers with appropriate membership functions or as random 
variables with certain probability density functions which are only estimated so 
there is no way to construct theoretically correct function forms. The fuzzy 
methodology constructs a fuzzy number as the solution, which is then defuzzified, 
for which several alternative methods are available [6, 1]. If stochastic 
methodology is chosen, then stochastic programming [5, 11] is a very popular 
approach. In order to decrease uncertainty, the variances of the objective functions 
are minimized in addition to optimizing the expected values of the objectives 
leading to multi-objective optimization problems [13, 10]. Data analytical 
methods also can be used to reduce variances [7]. Bayesian methodology [3] is 
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based on the repeated updating of the probability distributions using new sample 
elements. In the economic literature very often certainty equivalents are 
introduced and optimized instead of random objectives [12]. They are linear 
combinations of expectations and variances, which is the same as applying the 
weighting method. 

There are many applications of the stochastic methodology including extractibility 
of natural resources [2], groundwater management [4], emission allowance prices 
[9], reliability engineering [8]. The many application fields show the importance 
of this methodology. 

In this paper an alternative approach is introduced, which can replace the certainty 
equivalent and provides more accurate solutions. The authors of this paper could 
not find any earlier work deriving more advanced solutions and relating them to 
the root locus method. After the theoretical issues are discussed, a comparison 
study is reported and some particular models are described to illustrate the 
methodology. The last section is devoted to conclusions and future research 
directions. 

2 The Mathematical Methodology 

Consider a random variable x  representing the value of an outcome. The 

goodness of the different values of x  is characterized by a utility function )(xu . 

Introduce the notation )(xEx   and )(Var2 x . Clearly the random outcome 

can be replaced by a deterministic value 
x , such that 

  dxxfxuxuExu )()()()(



   (2.1) 

where )(xf  is the probability density function of x . If )(xu  is strictly 

monotonic, then 
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  dxxfxuux  (2.2) 

This formula cannot be applied in most cases, since )(xf  is usually unknown. 

We can however derive an acceptable estimate of 
x  as follows. By the Taylor's 

formula 
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and 
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when )(1 xRm  and )(1 xRn  are the remainder terms. By omitting the error terms 

and taking expectation, 
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where  ii xxEM )(   is the 
thi  central moment of x  and xx  

. 

Notice that (2.6) gives an 
thn  degree polynomial equation for unknown  , from 

which xx 
. In order to find the right root of (2.6) consider the root loci of 

equation 
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where K is the parameter. Each locus shows how the associated root of this 
equation varies as the value of K changes. In the deterministic case xx   with 

,0
2   so 0K  and in this case xx 

 implying that .0  Therefore, we 

have to select the locus which passes through the origin. The value of this locus at 
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gives the value of  . 

Some special cases are presented next. 

Example 2.1 Assume 1 nm , then we have 

0))((   xxxu  (2.9) 

and if 0)(  xu , then xx 
. 

Example 2.2 Let 2m  and 1n , then equation (2.6) becomes 
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is the approximation of 
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It is the well known certainty equivalent. 

Notice that this method cannot be used if .0)(' xu  

Example 2.3 Let now 2 nm , then 
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or 

.022    (2.15) 

If 02  , then there is no uncertainty, so 0  is the solution. In general, 
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and since at 02   the solution has to be x , the positive square root has to be 

considered: 
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is the approximation of 


x by the more accurate method. 

Similarly to the previous example this formula cannot be used if .0)(' xu  If 

,0  then ,0  so .2 xx 
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3 Comparison Study 

In order to compare the accuracy of formulas (2.12) and (2.17) we conducted a 
simulation study. Random variable x  was considered with four different density 

functions on ][ 1,1  as follows: 
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where )(1 xf  is constant, )(2 xf  is increasing, )(3 xf  is decreasing and )(4 xf  

is mound-shaped. Four different utility functions were chosen, 
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where )(1 xu  is convex, )(2 xu  is concave, )(3 xu  is convex for 0x  and 

concave for 0x , and )(4 xu  is convex for 0x  and concave for 0x . So a 

large variety of density and utility function types were considered, and 4416   

cases examined. In each case the true value of 
x  was determined based on 

equation (2.2), since both )(xu  and )(xf  were known for all cases. Table 1 

shows the results. The first and second columns specify the density and utility 

functions, the third column shows the true value of 
x . The fourth column gives 

the results based on (2.12) where x  and 
2  are computed based on the given 

density functions. The sixth column contains the results obtained by using (2.17). 
The fifth and seventh columns show the errors of the obtained estimates. Among 
the 16 cases we can find 10, where (2.17) gives the exact answer, in 4 cases (2.17) 
has smaller error, and in 2 cases the formulas could not be used. 

If the utility function is linear or quadratic, then with ,2 mn  

0)()( 11   xRxR nm  in equations (2.3) and (2.4), so formula (2.17) is exact. In 

the cases of densities 1f  and ,0)(,4  xxf  furthermore 
2

3 2
3)( xxu   which 

is zero at ,0x  so formulas (2.12) and (2.17) cannot be applied. In addition 

 22
4

1

4
)(

x

x
xu







 with zero value at ,0x  therefore in the cases of densities 

1f  and f4, 0  implying that 021   xxx  from both formulas (2.12) and 

(2.17). 
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Table 1 

Simulation Results 

)(xf  )(xu  
x  


1x  

  1xx  

2x  

  2xx  

2
1

1 f  

2

4
1

1 )1()(  xxu  0.1547 0.1667 -0.0120 0.1547 0 

2

4
1

2 )1(1)(  xxu  -0.1547 -0.1667 0.0120 -0.1547 0 

)1()(
3

2
1

3 xxu   0 N/A N/A N/A N/A 

)()( 2
2
1

4 xxu arctan


  0 0 0 0 0 

)1(2
1

2  xf  

2

4
1

1 )1()(  xxu  0.4142 0.4146 -0.0004 0.4142 0 

2

4
1

2 )1(1)(  xxu  0.1835 0.1667 0.0168 0.1835 0 

)1()(
3

2
1

3 xxu   0.5848 1.000 -0.4152 0.6667 -0.0819 

)()( 2
2
1

4 xxu arctan


  0.2943 0.2667 0.0267 0.2679 0.0255 

)1(2
1

3 xf   

2

4
1

1 )1()(  xxu  -0.1835 -0.1667 -0.0168 -0.1835 0 

2

4
1

2 )1(1)(  xxu  -0.4142 -0.4167 0.0025 -0.4142 0 

)1()(
3

2
1

3 xxu   -0.5848 -1.000 0.4152 -0.6667 0.0819 

)()( 2
2
1

4 xxu arctan


  -0.2943 -0.2667 -0.0267 -0.2679 -0.0255 

)1(
2

4
3

4 xf   

2

4
1

1 )1()(  xxu  0.0954 0.1000 -0.9046 0.0954 0 

2

4
1

2 )1(1)(  xxu  -0.0954 0.1000 0.0046 -0.0954 0 

)1()(
3

2
1

3 xxu   0 N/A N/A N/A N/A 

)()( 2
2
1

4 xxu arctan


  0 0 0 0 0 

4 Applications 

In this section some application models are introduced. 

Model 4.1 (Budget allocation) An investment firm with budget B  has n  

investment opportunities, where opportunity k  gives profit k  per each invested 

dollar with kkE  )(  and 
2

)(Var kk   . If the profits are independent, then 
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the expectation and variance of the profit kk
k

n

x
1

  from the total investment 

k
k

n

xx
1

  are given as 
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n
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xxEE 
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   (4.1) 

and 
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   (4.2) 

where kx  gives the allocated investment in opportunity k. 

By assuming the utility function 
2)(  u  we have  2)( u  and 

2)(  u  showing that 
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 , the objective function becomes 
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so the firm solves the quadratic programming problem maximizing 
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 (4.4) 

Model 4.2 (Oligopoly #  1) Consider an n -firm single product oligopoly without 

product differentiation. Let kx  be the output of firm k , )( kk xc  its cost function. 

The industry output is k
k

n

xx
1

 , and the corresponding unit price function is 
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)(xp . However the firms do not know the exact price function, so firm k  

believes that the price function is kk xp )( , where )(xpk  is the believed 

price function by firm k (usually different than the true price function) with a 

random error term k  resulting from market uncertainties. So firm k  believes 

that its profit is 

  ),()( kkkkkk xcxpx    (4.5) 

which is considered as the random outcome for firm k. 

By assuming that 0)( kE  , 
2

)(Var kk s , we have 

  )()( kkkkkk xcxpxE    (4.6) 

and 

.222
)(Var kkkk xs   (4.7) 

If the firms select exponential utility functions,   ,kkeu kk
   then 

2

k
k


   

is constant for each firm, so the objective functions become 
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Notice that this is the profit function (4.5) of oligopolies without uncertainty and 
product differentiation where the modified cost functions are 
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411
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kkk
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xs
xc




  (4.9) 

Model 4.3 (Oligopoly #  2) Consider now an oligopoly when the firms know the 

true price function )(xp  but their costs are uncertain. Assume that because of 

uncertain prices of labor, energy and material firm k  believes that its cost 

function is kkkkkk xxxc   )()( , where )( kk x  is a known function and 

k  is a random variable with 0)( kE   and 
2)(Var kk s . Notice that k  is a 

random term in the marginal cost. The profit of firm k is its random outcome. The 

expectation and variance of the profit of firm k  is 

)()(
1

kkl
l

n

kkk xxpxE  










  (4.10) 
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and 

.)(Var 222
kkkk xs   (4.11) 

where 








l

l

n

xp
1

 is the price function which is considered to be a public 

information for the firms. Similary to the previous case (2.17) gives the modified 

objective function of firm k : 
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kkk
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n
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xs
xxpx

















 (4.12) 

If the utility functions )( kku   are exponential, then k  is a constant for all firms. 

Conclusion 

A well-known concept of the certainty equivalent is replaced by a general 
approach, which can be reduced to the certainty equivalent in a very special case. 
A simulation study showed the advantage of the new approach resulting in more 
accurate approximations. 

The methodology was illustrated on three simple models. The more accurate 
formulas are based on higher order Taylor polynomials of the utility function. 
Methods (2.12) and (2.17) are based on the adjustment constant   which depends 

on the first two derivatives of the utility function. Its special form implies two 

important facts. If ,0)(  xu  then   cannot be determined, so these methods 

cannot be used as was shown in two cases of Table 1. If ,0)(  xu  then 0  

implying that ,xx 
 which was also shown in two cases of the utility function 

)(4 xu . In our comparison study we found no case when the classical certainty 

equivalent was better than our improved formula. We expect that by selecting 
higher order Taylor polynomial approximations of the utility function the 
accuracy of the resulting formulas can be improved even further. 

Higher order formulas can be used in cases when lower order formulas cannot be 
used. 

In our future research higher order approximations (with larger values of m  and 
n ) will be used in particular applications which will be selected from broad fields 

of engineering and economics. 
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Abstract: Studies concerning the mechanical properties of the spinal cord are crucial for 
the understanding of various related pathologies. The present study introduces the results 
of an analysis focused around the mechanical properties of the two types of the mammalian 
spinal cord: domestic pig (Sus scrofa f. domestica) and domestic rabbit (Oryctolagus 
cuniculus f. domesticus). The research has been conducted in an in vitro environment, and 
the freshly dissected cords have been subjected to uniaxial tension testing. A series of 
preliminary tests allowed for the selection of the optimum method for fixing the cord in the 
chuck of the testing machine. All preparations were tested for 3 hours after the death of the 
animal, while an appropriate level of hydration, and the temperature and the strain rate of 
0.08s-1 have been maintained. The nonlinear response of the tested tissues has been 
obtained under the force-displacement conditions. On the basis of the experimental studies 
the mechanical properties of the samples have been described. Additionally, numerical 
calculations have been performed on a simplified model of the spinal cord with the use of 
the finite element (FE) method, which were finally compared with the actual behavior of 
the sample tissues. An analytical approach with the hyperelastic Ogden material model and 
FE model of the spinal cord were employed to derive mechanical properties of the tested 
spinal cords. The results demonstrate that a non-linear FE model is able to predict the 
mechanical behavior of the spinal cords in the uniaxial tension. 

Keywords: spinal cord injury (SCI); nonlinear mechanical properties; finite element 
method (FEM); mechanical testing 

1 Introduction 

As a result of traffic accidents, falls from heights, as well as, various spinal 
diseases, spinal cord injuries (SCI) are reported with greater frequency. To 
understand the mechanisms of SCI and spinal cord compression syndromes, 
testing the mechanical properties of the spinal cord is necessary to facilitate the 
development of alternative tissue models. The early diagnosis of the type and 
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extent of damage is essential for the development of proper methods of treatment 
[1]. The forces acting in the course of injury cause high stress and strain in the 
spinal cord tissue, and results in primary damage and a breach of the blood-spinal 
cord [2, 3]. The resulting stress and deformation of the spinal cord is a major 
cause of neurological deficit and loss of motor and sensory function in patients 
with traumatic SCI [4]. The size of deformation, strain rate, size of axons and the 
local stress state in tissue have been proposed as the primary mechanism of 
damage to the spinal cord parenchyma cells during an injury [5]. Morbidities, such 
as degeneration, tumors, or cancers, can also cause the compression of the spinal 
tissue leading to its destruction. The intensity and duration of stress determine the 
size and potential reversibility of the spinal cord’s dysfunction [6]. The 
mechanical tests are used to determine the mechanical properties of the spinal 
cord, allow for the understanding of the differences between healthy and 
pathological tissues, as well as the understanding of the mechanisms of an injury. 
The knowledge of the mechanical properties of the tissue can be used in robot-
surgeon control systems, where the understanding of the deformation of the tissue 
is simply mandatory [7, 8, 9] and also allows one to specify the boundary 
conditions for the numerical analysis necessary to optimize the treatment process 
[4, 10, 11]. When it comes to any kind of reconstruction, the experimental results 
are a very important starting material for a given therapy [12, 13, 14]. The 
determination of the mechanical properties, as well as the understanding of the 
deformation response of the spinal cord is the basis for the construction of a 
regenerative bridge with a module fostering the nerve fiber regeneration [15]. The 
use of different strain rates during mechanical testing reflects the actual changes 
of the tissues in the aforementioned cases. The behavior of the spinal cord during 
a very slow strain rate can be interpreted in regard with various morbidities. The 
understanding of the mechanisms operating in traumatic injuries requires the use 
of a high-speed strain rate. On the other hand, the development of automatic 
surgical tools and robots [16, 17, 18, 19, 20] and virtual reality techniques [21, 22] 
focuses on research in the moderate-speed deformation, which is important for 
surgical procedures [7]. 

Due to the limited availability of human specimens, testing techniques are 
generally limited to animal autopsy samples [23, 24, 25, 26, 27, 28, 29, 30].              
A pioneer in conducting research on the mechanical properties of the spinal cord 
was Tunturi in 1978 [23]. Three years later, Hung and colleagues examined the 
spinal cord of cats and puppies in vivo [24, 25, 26]. Later, the mechanical 
properties of the spinal cord have been studied in vitro in different species, 
including: humans [31], adult and neonatal rats [27, 28], and cows [32]. In 2013 
Luna et al. conducted in vivo and in vitro experiments on the spinal cords of 
lampreys [15]. The latest data come from 2014, where the mechanical properties 
of denticulate ligaments in pigs have been studied at different sections of the 
cervical region [33]. The results of all tests have been summarized in Table 5. 
According to Kiwerski et al., the heaviest neurological sequelae occur in the 
thoracic spine injuries; patients admitted with a paralysis are the largest group 
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here, amounting to 71%, and 17% are without neurological disorders [1]. The aim 
of the study was to investigate the mechanical properties of the spinal cords of 
domestic pigs (Sus scrofa f. domestica) and domestic rabbits (Oryctolagus 
cuniculus f. domesticus), the thoracic segments in the state of uniaxial tension, to 
be more precise. In the study, a moderate strain rate of 0.08s-1 has been 
maintained. The spinal cords characteristics in the force elongation scenario have 
been obtained. An analysis of the behavior of individual tissue structures under the 
influence of a tensile force has been conducted, up to the moment of complete 
rupture of the sample. On the basis of own research and appropriate literature [4, 
32, 34, 35, 36, 37], the finite element analysis of the tensile test of the spinal cord 
has been carried out in the ANSYS 5.7 software. A computer simulation has been 
used to explain certain behavior of the spinal cord structures in experimental 
studies employed on the sectional preparations. Selection of animal species was 
dictated by the anatomical similarity of the porcine spinal cord to the human one, 
as well as the DNA compliance of 94% [38, 39, 40]. In the case of rabbits, a 
relatively small number of studies have so far been performed on their cords [32, 
36, 37] compared to other species. 

In the paper the experimental measurement of the mechanical properties of two 
types of the mammalian spinal cord were reported and numerical approach was 
presented and finite element modeling of mechanical parameters were derive. 
Uniaxial tension was conducted on spinal cords samples in testing machine 
ZWICK. The FE model of the spinal cord including only the gray and white 
matters (the first model) and the in the second model the dura mater and the pia 
mater were added. The hyperelastic constants (parameters) were calculated and 
numerical solutions were performed. The comparison of measurements and FE 
modeling results reveals the relationship between the mechanical properties and 
the studied structure of selected spinal cords. 

2 Materials and Methods 

Preparations were obtained right after slaughter. Intact spinal cords together 
with denticulate ligaments and dural sacs were dissected from healthy animals. 
The tissues were dissected from pigs (Figure 1), at the age of about one year and 
an average weight of around 100 kg, and rabbits (Figure 2), with an average 
weight of about 3.5 kg at the age of about 6 months. All preparations were fresh, 
as the dissection was performed immediately after the death of the animal. The 
spinal column was purified from the musculus erector trunci and laminectomy 
was performed. 
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Figure 1 

Dissected spinal cord of the domestic pig 

During the process of preparation, a regularly exposed portion of the tissue was 
constantly moisturized with a saline solution to prevent drying of the sample. The 
maximum time of dissection in specimens was about 150 minutes. After the 
extirpation surgery, in order to verify the continuity of the spinal cords, all of them 
were tested under the stereomicroscope. The damaged samples were ultimately 
discarded. 

 

 

Figure 2 

Dissected spinal cord of the domestic rabbit with a body weight of 4kg 

The spinal cords were transferred to 0.9% sodium chloride environment at 37oC, 
in order to achieve osmotic equilibrium and prevent the drying of samples. The 
distal ends of the spinal cord were dried with tissue paper. The samples were 
placed in a special attachment between two multi-grooved rubber pads in the jaws 
of the Zwick Z050 testing machine. To prevent slippage of the tissue during the 
measurement, two different methods of mounting the sample were employed: 
distal sections of the domestic pig spinal cord were wrapped around the 
polyethylene rollers (Figure 3), whereas the ends of the domestic rabbit’s spinal 
cord tissue were glued with cyanoacrylate adhesive (Figure 4). We were very 
careful not to violate the samples during installation. During the measurements all 
samples were moistened with the saline solution. 

For the present study quasi-static uniaxial tensile tests were performed (n1=10 for 
porcine spinal cords and n2=8 for domestic rabbit’s spinal cords). The spinal cords 
were elongated, without preconditioning, at a quasi-static rate of 0.05 mm/s. 
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Figure 3 

Preparation of the porcine spinal cord. A - at the time of the tensile test. B - rupture and the end of 

measurement 

   

Figure 4 

The preparation of the spinal cord of the domestic rabbit. A - at the time of the tensile test. B – rupture 

of the sample and the end of the measurement 

3 Experimental Results 

Ten samples of the domestic pig spinal cord were tested in the experiment. During 
the uniaxial tensile test the average pig spinal cords were deformed by 61.1%. 
Examples of graphs in the force-displacement scenario have been shown in Fig. 5. 
On the A-B-C stretch, there is a clear increase in forces with relatively small 
displacement. In point C, sample A5 and A7 sample in point D the tearing of the 
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dura mater was observed. In the case of point D, sample, A5 and A7 sample in 
point E the complete rupture of the tissue took place. 

    

Sample A5     Sample A7 

Figure 5 

The characteristics of the force-displacement of the spinal cord [N-mm] 

The results of all preparations tested are shown in Table 1. The maximum average 
force acting on the pig's spinal cord is 47 N. Based on the mean from 10 
measurements a value of Young's modulus of 0.323 MPa was obtained. 

Table 1 

Summary of the results of the porcine spinal cord tests 

No. of sample 
Fmax 

[N] 

l 

[mm] 

Δlmax 

[mm] 

εmax 

[%] 

Young’s modulus 
[MPa] 

A1 35.5 60 32 53 0.273 

A2 41.0 224 148 66 0.254 

A3 49.2 60 40 67 0.311 

A4 55.8 203 130 64 0.356 

A5 51.8 97 62 64 0.330 

A6 47.0 128 88 69 0.278 

A7 50.4 126 72 57 0.361 

A8 50.8 66 40 61 0.340 

A9 32.4 66 38 58 0.288 

A10 56.1 23 12 52 0.440 

In a study of the mechanical properties of the rabbit spinal cord, we have used 
eight preparations. The uniaxial tension of the samples increased in length at 68% 
in average. The mean maximum force transmission through the spinal cord of the 
domestic rabbit was 6.75 N. The mean of eight measurements was used to 
determine Young's modulus of 0.106 MPa. 
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Sample B2    Sample B3 

Figure 6 

Characteristics of the force-displacement [N-mm] for the spinal cord of the domestic rabbit 

Examples of graphs from the study are shown in Figure 6. Points A - B - 
pronounced displacement with a small change in force; point D, sample B2 - 
interruption of the dura mater, point E, sample B2 and point C, sample B3 - the 
complete rupture of the tissue. 

Table 2 

Summary of the experimental results from the scrutiny of the domestic rabbit’s spinal cord 

4 The Boundary Conditions of Numerical 

Investigations and the Results of FEM Analysis 

The spinal cord is an inhomogeneous, composite material with a complex 
construction. Therefore, it is understandable that the biomechanics of the spinal 
cord injury can prove to be complex [41]. The use of numerical modeling of 
biological systems provides a more accurate analysis of the biomechanics of 
tissues [4, 9, 10, 11, 42, 43, 44, 45, 46, 47, 48]. Soft tissues are susceptible to 

No. of 

sample 

Fmax 

[N] 
l [mm] Δlmax [mm] εmax [%] 

Young’s modulus 
[MPa] 

B1 7.7 10 6 60 0.136 

B2 6.7 38 24 63 0.113 

B3 7.1 55 38 69 0.109 

B4 5.2 40 27 68 0.081 

B5 5.9 25 18 72 0.087 

B6 6.2 75 50 67 0.098 

B7 9.6 50 38 76 0.134 

B8 5.6 58 40 69 0.086 
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deformation. The behavior of the materials at large scale deformation can be 
described using Ogden’s hyperelastic model [31, 49, 50, 51]. The Ogden strain 
energy potential W  is defined as: 
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where:  ,3,2,1pp are the deviatoric principal stretches, defined as 

pp J  31 , p  - principal stretches of the left Cauchy-Green tensor 

0/ ppp ll  the ratio of deformed length pl  to the original length 0pl  in principal 

directions, respectively 3,2,1p , J  - determinant of the elastic deformation 

gradient, ppp dN ,,,   - material constants. The initial shear modulus   is 

defined by  
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5.0   and initial bulk modulus  is defined by formula 

12 d
. For a simplified, uniaxial tension, taking incompressibility into 

account, the relationship between the stress and stretch, Ogden’s strain energy 
density function can be defined as follows: 
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   (2) 

For 1N  and 21  , the Ogden material model is equivalent to the Neo-

Hookan model. For 2N  and 21   and 22  , the Ogden model is 

equivalent to the two parameter Mooney-Rivlin material model. 

Computer simulations of the porcine spinal cord tension using a finite element 
method (FEM) were conducted in the ANSYS 5.7 software. Two numerical 
models were built of different spinal cord cross-sectional topologies. The first 
model included only the gray and white matters, while in the second model, the 
dura mater together with the pia mater were added. While taking into account the 
rheological properties of the materials, the numerical investigations incorporated 
the mechanical properties of the individual areas of the spinal cord [Table 3]. 
Parameters were determined on the basis of the experiments conducted by 
Ichihara et al. [34], Ozawa et al. [32], Wilcox et al. [35], as well as the work of 
Czyż et al. [4]. 

Table 3 
The mechanical properties of the anatomical structures of the spinal cord [4], revised by the author 

Material 
Young’s modulus 

[MPa] 
Poisson’s ratio References 

Grey matter 0.656 0.499 Ichihara et al. 2003 [34] 

White matter 0.277 0.499 Ichihara et al. 2003 [34] 

Pia mater 142 0.45 Wilcox et al. 2003 [35] 

Dura mater  2.3 0.3 Ozawa et al. 2004 [32] 
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The analysis makes use of a simplified geometry in cross section (an ellipse) of 
the spinal cord. The geometric model in a 2D spinal cord was made in SolidWorks 
2013, taking into account the thickness of the pia mater is constant and equals 
0.1mm and the dura mater equals 0.4 mm [52]. On the basis of the average sample 
size used in experimental testing, a 2D geometric model was created in ANSYS to 
the length of 100mm to form the 3D geometry. The discrete model takes into 
account the longitudinal plane of symmetry. The tested experimental anatomical 
deformation of the preparations was above 60%; thus, the values were increased 
and the numerical models were adjusted by stretching them up to 70 mm. Finite 
elements: SOLID186 (20-nodes) and SHELL93 (8-nodes) were used. Numerical 
models contained from 13,450 to 21,220 finite elements. 

The hyperelastic constitutive relation used to describe the tissue response was 
derived from the two parameters Ogden material model (Table 4). The Ogden 
strain energy potentials are nonlinear in terms of the constants. The Marquardt-
Levenberg method for nonlinear least squares fitting procedure was used. 

Table 4 

Fitted coefficients of mechanical properties Ogden hyperelastic model of the anatomical structures            

of the spinal cord 

Material 
Constant 1  

[kPa] 

Constant 1  

[kPa] 

Constant 1d  

[1/kPa] 

Grey matter 32 4.7 6.4656 

White matter 32 4.7 6.4656 

Pia mater 0.13 0.0 299.85 

Dura mater 1200 16.2 0.1724 

 

In the model without the dural sac (Figure 7) the highest equivalent stress was 
observed in the gray matter at 0.488 MPa (Figure 7A). Because of the boundary 
conditions adopted at the ends of the spinal cord model (no transverse 
displacements), relatively large equivalent strain, approximately 135% (Fig. 7B), 
appeared locally on the white matter. Within a significant distance from the 
boundary disturbance zone, the maximum equivalent strain occurred equal to 
approximately 85%. 
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Figure 7 

The spinal cord with only the gray and white matters: A – The equivalent stress [MPa] in a state of 

uniaxial  tension, B - The equivalent strain [x100 =%] 

In the dural sac’s model (Figure 8), the maximum local equivalent stress in the 
clamping area, in the spinal cord equals 128.6 MPa. In this case, the boundary 
effect induced by the adopted boundary conditions (Figure 8A) is clearly visible. 
From a practical point of view, the most important data about the stress and the 
strain can be measured in the middle part of the model. In this area, the maximum 
equivalent stress is about 100MPa in the outer dura mater, with the strain of about 
107%. The gray matter and white matter stress did not exceed 0.03 MPa. The 
dural sac, with much higher values of Young's modulus and Poisson's ratios lower, 
when compared to the both kinds of matter, protects them from the high stress 
and, by doing so, also protects from the spinal cords rupture. 

 

Figure 8 

The spinal cord with the gray and white matters, the pia, mater and the dura mater. A -  the equivalent 

stress [MPa] B - the equivalent strain [x100 = %] 

A force-displacement diagram has been obtained for the simulation of the spinal 
cord’s tensile testing in the ANSYS 5.7 program (Figure 9). 
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Figure 9 

Characteristics of the axial force-displacement of the spinal cord obtained with the ANSYS software 

In order to analyze the influence of the cerebrospinal fluid, when modeling the 
mechanisms of the spinal cord’s injury, the next model includes such structures, 
as: the dura mater, the CSF, as well as, the white and gray matters, similar to what 
has been done by Maikos [53]. The CSF has been modeled using bulk modulus 
6.67 kPa, Poisson’s ratio 0.49 [53]. The properties of the spinal cords’ remaining 
elements have been modeled in a way that is shown in Table 3. In this model 
(Figure 10), the largest reduced deformations caused by the tension testing were 
localized in the area of the CSF’s occurrence. The equivalent and principal strains 
are presented in Figure 11. The measurement was performed in half of the length 
of the spinal cord in the cross section. 

  

Figure 10 

The spinal cord: the dura mater, the CSF, the white and gray matters: A – equivalent stress [MPa] in 

the state of uniaxial tension. B –equivalent strain [x100 = %] 
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Figure 11 

Strains into cross section area of the spinal cord measured in the middle of the length of the cord, 

(equivalent von Mises strain EPTEQV, principal strain EPT01, 2, 3 [x100 = %]. 

The analysis of the results has been carried out in the STATISTICA software, ver. 
10.0 (StatSoft, Poland). 

The in vitro tensile testing attempts have been compared with the data coming 
from the ANSYS program (Figure 12). In order to clearly present the obtained 
results, the nonlinear regression method has been employed. 
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Figure 12 

Comparison of FEM results and experimental data: Axial force Fz [N] versus displacement [mm] 
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The conducted comparative analyses show that the obtained experimental results 
are highly congruent with the data coming from the computer simulations. 

Discussion and Conclusions 

On the basis of the mechanical properties of the spinal cord in a state of uniaxial 
tension, nonlinear characteristics of the force-displacement system have been 
obtained. The nonlinear behavior of the spinal cord may arise from the extension 
of the individual fibers in the tissue during stretching. 

The spinal cord experiences changes in its mechanical properties, after the death 
of the animal [54]. After 6 hours stiffness increases in all biological tissues [29]; 
therefore, all the samples were tested within three hours after death. During the 
test it was observed that, even though the sample was torn in the middle of the 
length measurement, the first dura mater injuries occurred near the area of the 
mechanical connection. Similarly, it has been demonstrated in a numerical model 
that the local stress concentrations are highest in the area close to the attachment 
of the tissue. Within the numerical model of the spinal cord with the dural sac, in 
the area of the primary damage to the dural sac the highest scalar strain took place. 
The spinal cord of the pig and the rabbit increased its length by more than half of 
its original length before the complete rupture. The average maximum force acting 
on the spinal cord of the pig was almost seven times higher than the maximum 
force acting on the spinal cord of the rabbit. In the computer simulation, after the 
addition of the dural sac to the model, the observed stress levels were much lower. 
This fact confirms the claims about the protective function of these structures. 

Similar experiments using uniaxial tension on the spinal cord in an in vitro setting 
were carried out by Bilston and Thibault [31], Oakland et al. [29], and Clarke et 
al. [27] (Table 5). Young's modulus values that were obtained in this test 
amounted to 0.323 MPa for the porcine spinal cord and 0.106 MPa for the rabbit 
samples and were similar to the results obtained in vivo by Hung et al. [24] (Table 
5). Strain values, which were obtained in the study – 61.1% for the porcine spinal 
cord and 68% for the spinal cord of the rabbit – were very different from the 
results listed in Table 5. A similar Young's modulus and tissue strain values were 
obtained by Ichihara et al. in 2001 [55], in the studies of the mechanical properties 
of the gray and white matters in an in vivo tension test (Table 6). 

The results may differ, due to the differences in the scrutinized sections of the 
spinal cord, the use of different strain rates, the assembly of the samples in the 
testing machine, the testing apparatus, in general, the time elapsed since death, 
species differences, the physical condition and the age of animals and the quantity 
of the tested preparations [56]. 
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Table 5 

Summary of the results from the studies over the mechanical properties of the spinal cord – uniaxial 

tensile test [54], revised by the author 
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Clarke  et 

al. (2009) 

Rat (14 
days) 

Not 
specified 

In 
vitro 

Not specified 8 5% 0.002s1, 

0.02s-1, 

0.2s-1 

0.010, 

0.013, 

0.015 

Oakland 

et al. 

(2006) 

Cow Not 
specified 

In 
vitro 

130 – 80 1 ~ 
8.5% 

0.24 s-1 1.19 

Hung  et 

al. 

(1981c) 

Cat T8 – L1 In 
vivo 

25 4 8 – 
12% 

0.0008s-

1 
0.4 

Hung and 

Chang et 

al. (1981a) 

Puppy 
(3 – 
5kg) 

L1 – L2 In 
vivo 

8 3 1.7% 0.003s-1 0.265 

Bilston 

and 

Thibault 

(1996) 

Human 
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and  
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In 
vitro 
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 1.95 

 

 

Table 6 

Mechanical properties of the gray and white matters [54] 
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Ichihara 
et al. 

(2001) 

Cow         
(2 y. o.) 

C3 white 
matter 

In vitro 17 
mm 

6 40% (until 
failure) 

0.05 s-1 0.166 
MPa 

Ichihara 
et al. 

(2001) 

Cow         
(2 y. o.) 

C3 

gray matter 

In vitro 17 
cm 

6 55% (until 
failure) 

0.05 s-1 0.025 
MPa 
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It is likely that there are significant differences in the gray to white matter ratios 
and the degree of vascularization between humans and different animal species. 
Estes and McElhaney, upon comparing the rhesus macaque (Macaca mulatta) 
tissues to human ones, established that human tissues are more deformable [27]. It 
should also be emphasized that in the case of an in vitro setting, the tissue 
response to the external load is a bit different than in the living body. Some of the 
many reasons for this may be, the degradation of the post-mortem tissue, or the 
pressure of blood perfusion in the spinal cord in a living body. Perfusion pressure 
can cause the hydraulic stiffness effect, which can possess the means of 
influencing the behavior of the tissue [28]. The results obtained in the work show 
the in vitro tissue response to the tensile forces. One should be careful in 
interpreting these results, when relating to human tissues. During a traumatic 
spinal cord injury, different forces may have an effect on the tissue, such as: 
compression, shearing, or twisting. In order to obtain valid results, when it comes 
to numeric models of the spinal cord, which would prove helpful in individual 
diagnostics and recuperation of the patients with the spinal cord injuries, it is 
necessary to include all of the parts constituting the spinal cord [33]. 

Further studies leading to a better understanding of the central nervous system 
should provide in situ measurements of constitutive compounds in the tissues [57], 
which take into account the effects of blood, with its pressure, as well as, the 
cerebrospinal fluid and the flow of both liquids, while also taking into account, the 
mechanotransduction process. The biomechanical configurations of living subjects 
are not yet well described, which makes numerical modeling all the more 
demanding. The development of automated equipment and computer-aided 
surgical treatments [58] emphasize the need for further studies of the mechanical 
properties of the spine – spinal cord interactions, with the inclusion of the 
intraoperative and external loads, e.g. surgical instruments. This knowledge is 
necessary to determine the boundary conditions for the mathematical descriptions 
of tissues for diagnosis, treatment and prognosis of injuries and diseases of the 
spinal cord. Determining these values will also allow for the prediction of the cord 
tissue’s translocation during surgery, immediately after the injury, for example, 
and the removal of splinters of bone. 
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Abstract: A high performance electrical drive needs a smooth torque waveform and a high 
torque to inertia ratio. The power density and performance needs can be, in most cases, 
fulfilled by using a permanent magnet synchronous machine (PMSM). This paper explores 
a new cogging torque reduction technique. This method can be used without reducing the 
power density of the machine and it can also be applied in a mass production process. 

Keywords: cogging torque; finite element analysis; optimization; pulsating torque 
reduction 

1 Introduction 

Pulsating torque is usually harmful for electric drives. They can create disturbing 
vibration and noise which need to be eliminated. The pulsating torque of PMSM 
machines is the sum of torque ripple and cogging torque. 

Torque ripple is produced if the induced voltage graph of the machine or the 
power inverter has harmonic content. Cogging torque is a magnetostatic effect: 
pulsating torque arises due to magnetic energy variation in the air gap as the rotors 
magnet pole passes over a slot opening. The pulsating torque components have a 
usual user accepted level: it is defined in the ratio of the rated torque, which is 
usually 0.5% for cogging torque and 3% for torque ripple. 

There are many well-known cogging torque minimizing techniques that are able to 
maintain a defined pulsating torque range. These methods may use of dummy 
slots, magnet poles or slot skewing and can effectively decrease a pulsating torque 
component, but they can also decrease the torque to inertia ratio of the machine. 

There are many other cogging torque and torque ripple reducing methods 
presented, but usually these methods are effective for only one pulsating torque 
component. A method which is effective for cogging torque reduction is usually 
not effective for torque ripple reduction. Moreover, sometimes a cogging torque 
reducing method produces high torque ripple. The designer has to find a solution 
that is effective, for both pulsating torque components, this paper presents such a 
solution. 

mailto:jagasics.szilard@kvk.uni-obuda.hu
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2 Physical Background 

A PMSM machine has several magnet poles and several slots. Pulsating torque 
wave is generated if a magnet pole edge passes a slot opening. The shape of the 
wave is the function of the slot opening and magnet pole design. Different magnet 
pole shape may produce a significantly different cogging wave for the same slot 
opening (Figure 1). The designers try to create such a magnet pole shape that 
produces the most optimal cogging wave. The wider slot opening produces the 
higher amplitude for cogging wave. The slope of the cogging wave is usually the 
function of the magnet pole shape. If the magnet width is constant, the cogging 
wave is like the red one on Figure 1. If the magnet width is maximal at the middle 
of the magnet and becomes narrower towards the pole edges the slope of the 
cogging torque wave gets lower, like the blue (dashed) wave in Figure 1. 

The individual magnet pole-slot opening related cogging torque graphs can be 
simulated by finite element analysis for each slot. The identical waves are 
summarized mechanically by the stator and rotor lamination for all slots and poles. 
The key question is the physical distribution of the magnet poles and stator slots 
which is defined by the magnet pole-stator slot number combination. In another 
aspect of view, the resultant cogging torque wave of the machine is the summing 
of different graphs which are in the same phase or have phase offset between each 
other, this phase offset is defined by the mechanical position of the slots and 
magnet poles. 

In some cases the slot number-pole number combination gives the opportunity to 
use such a pole pitch ratio, that the cogging torque graph of the two magnet pole 
edge of an individual magnet pole is in the same phase, but with opposite sign. 
That is, the two cogging waves may cancel each other. 

 

Figure 1 

Cogging torque graph of an individual magnet pole for different magnet pole shape design. 
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The other opportunity is to use special magnet positioning technique. The 
positioning of the magnets may be done so to have magnet pole edge pairs having 
the individual cogging waves in the same phase but with opposite sign. By this 
way some of the individual cogging torque graphs can be cancelled and the 
cogging torque level of the complete machine can be effectively reduced. This 
self-cancelling cogging torque reducing technique is useful because it doesn’t 
reduce the torque density of the machine. Special manufacturing technology is not 
needed either. 

The individual cogging torque of one magnet pole and slot opening can be 
calculated by finite element method (FEM). The summing of these graphs can be 
done by analytical equations. 

Let’s call the identical cogging torque wave for one magnet pole fsp. This wave 

can be accurately calculated by FEM. The slot number (Z) and pole number (2p) 
is known for an analyzed machine. The mechanical angle between slots (β) and 
poles (α): 𝛼 = 360°2𝑝  , 𝛽 = 360°𝑍 ,   𝛾 = 360°𝐿𝐶𝑀(2𝑝, 𝑍)                                                           (1) 

The period of cogging torque of the complete machine is γ, LCM(2p, Z) is the 
least common multiple of the slot and pole number. The cogging torque wave of 
the machine is the summary of the unique cogging waves of each slot and magnet 
pole. 

The cogging torque wave for one slot and the whole rotor for one complete 
mechanical rotor revolution can be generated: fsp has to be summed for each 

magnet pole by adding 𝛼 mechanical phase offset for each magnet pole. Also 
magnet positioning error (φi) can be taken into account. The cogging torque wave 
for one slot for one rotor revolution is the following: 

fs_360 = ∑ fsp(x + n ∙ α + φi)                                                                                    (2)2p
n=1  

The cogging torque graph of the machine can be created by the sum of the 
cogging torque graphs of the slots: 

fcogg = ∑ fs_360_m(x + m ∙ γ)                                                                                  (3)Z
m=1  

The phase offset marked by φi may be magnet positioning error or a defined 
magnet positioning phase offset. If fsp is known, the optimal value for other 

parameters, like pole pitch ratio, etc., can be found. 

These equations can be used to create the cogging torque waveform of a machine 
from the identical cogging torque wave of one magnet pole-slot opening 
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interaction. This calculating technique is called hybrid method. Special magnet 
positioning or magnet pole width manipulation can be also taken into account and 
the resultant cogging torque wave of the modified machine can be calculated in a 
short time. 

Cogging torque calculation by FEM for different pole positioning cases or for 
different pole width needs a different model. These models need to be created and 
calculated which usually takes quite a long time. The hybrid method can be used 
to find the optimal geometry in a short time and the final calculation and 
optimization can be done by FEM. 

3 Cogging Torque Compensation by Pole Width 

Modification 

Let’s check some pole number-slot number combinations in Table 1. For best 
cogging torque compensation effect slot pitch, or multiplied slot pitch angle 
should be equal with the pole pitch. That is, fsp waves should be summed in such 

way to compensate each other. 

If the magnet pole pitch is too narrow, the harmonic content of the induced 
voltage graph will be high and in this case the ripple torque of the machine will be 
also high, usually higher than the application acceptable level. Table 1 contains 
the maximal magnet pole pitch values for some pole number cases. 

The 27 slot 6 pole machine seems to be a good combination for self-cancelling 
cogging waves for each magnet pole. The maximal pole pitch for 2p = 6 machine 
is 60º. The slot pitch for a Z = 27 slot machine is 13,33º. The nearest value 
around the maximal pole pitch value is 53,33º, which means four slot pitch. 

Table 1 

Mechanical angle for slot pitch and magnet pole pitch for some pole number and slot number cases 

Number of poles 2 4 6 8 10 12 

Pole pitch [mech. angle] 180º 90º 60º 45º 36º 30º 
 

Slot number 9 12 15 18 21 24 27 

Slot pitch*1 40º 30º 24º 20º 17.14º 15º 13.33º 
Slot pitch*2 80º 60º 48º 40º 34.29º 30º 26.67º 
Slot pitch*3 120º 90º 72º 60º 51.43º 45º 40º 
Slot pitch*4 160º 120º 96º 80º 68.57º 60º 53.33º 

The fcogg wave for the complete machine was calculated by FEM. The outer 

diameter of the analyzed machine was 150 mm, length of stator lamination was 
100 mm. The air gap length is 1 mm. Rated torque of the machine was 20 Nm. 
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The cogging torque graphs for the machine for different magnet pole width value 
magnet can be seen on Figure 2. 

 

Figure 2 

Magnet pole pitch dependence of cogging torque for a 6 pole 27 slot machine 

Simulation was made by finite element analysis. The calculation of each graph 
took about 28 hours, so the complete simulation took more than 18 days. The 
drawing of the geometry for the rotor versions and also the model building for the 
simulation took about 2 hour per variant. This time is only calculating time 
without any rest for the computer. If the timing of the different models is not 
automatized, and the time gap between the different calculations is not minimal 
the time consumption may be much higher. 

The lowest peak value cogging wave was calculated for the case of 54.3º magnet 
pole pitch. The 54.3º mechanical pole pitch means 162.9º in electrical angle which 
is a good value for low torque ripple level. The same wave can be produced if the 
magnet pole width is not 4 times but 3 times the value of the slot pitch. Please 
check the cogging torque wave for 54.3º and 41.1º magnet pole pitch. The analysis 
was made by 0.2º steps. 

The self-compensating method has been validated: 𝑓𝑐𝑖 = (−1) ∙ 𝑓𝑐𝑖+𝑁                                                                                                               (4) 

where 𝑓𝑐𝑖  is the identical cogging torque wave for the ith slot, 𝑁 = 1,2,3 … integer, 

so 𝑓𝑐𝑖+𝑁 is an identical cogging torque for a slot in the neighborhood of the ith one. 

This comprehensive analysis was made to validate the modeling method and also 
to check the effect of the diagonal magnetized magnet poles. The optimal pole 
width was 54.3º and 41.1º in mechanical angle. The slot pitch is 13.33º, 3 slot 

-0,8

-0,6

-0,4

-0,2

0

0,2

0,4

0,6

0,8

0 4 8 12 16 20 24 28

C
o

gg
in

g 
[N

m
] 

Mech. angle [deg] 

52,2º/156,6º
52,4º/157,2º
52,6º/157,8º
52,8º/158,4º
53º/159º
53,2º/159,6º
53,4º/160,2º
53,6º/160,8º
53,8º/161,4º
54º/162º
54,2º/162,6º
54,3º/162,9º
54,4º/163,2º
41º/123º
40,9º/122,7º
41,1º/123,3º



Sz. Jagasics et al. Cogging Torque Reduction by Magnet Pole Pairing Technique 

 – 112 – 

pitch is 40º, 4 pole pitch is 53.33º. The pole width is more than 1º wider than the 
slot pitch. 

If the pole pitch is different from the optimal value the amplitude of the sum 
cogging torque wave increases rapidly. This cogging torque reducing method act 
sensitively for magnet pole width related manufacturing tolerances. Normally 
cogging torque graph acts sensitively for magnet positioning error but by the case 
of the magnet pole self-cancelling method the sensitivity for magnet positioning 
error is low. 

The peak to peak value of cogging torque is 0.08 Nm, which is 0.4% of the rated 
torque of the machine so the usage of other cogging torque reducing method is not 
needed. 

The finite element optimization of the machine was done on the way of step-by 
step analysis but time consumption was quite high, a faster calculation method 
would be preferred. 

The shape of the cogging graph can be scaled for different magnet pole width 
situations and the scaled graphs can be summed. The result can be achieved in a 
short time by running for example a Matlab script which contains an identical 
cogging torque graph, the pole number-slot number combination and the different 
pole width cases. The cogging torque for the rotor variants can be easily plotted 
and the optimal pole width can be found in a short time. This optimal pole width 
can be used for the finite element analysis as a starting point and the optimizing 
process could be much faster. 

Let’s check the error possibilities for the analytical method. If the magnetization 
of the magnet is radial, the identical cogging graph can be transformed narrower 
with same amplitude. If the magnetization is diagonal and the magnet pole width 
is modified, the shape of the identical cogging torque graph usually changes. If the 
pole width is thinner, the amplitude of the cogging wave gets higher. At the 
middle of the magnet pole the magnetization direction is perpendicular with the 
stator lamination but towards the magnet edges this angle changes and also the 
orthogonal projection changes. In this case the effective air gap length is higher 
towards the magnet pole edges and the amplitude of cogging torque decreases. 

The variation of identical cogging torque graph was analyzed by finite element 
analysis for the case of several different magnet pole width magnet version 
(Figure 3.). If the identical magnet cogging wave would be only scaled to different 
width, amplitude error would arise. Equation (3) is still valid for the machine 
having the modified rotor configuration, which means only the exchanging of the fsp wave. The scaling can be made for example by the interp1 function in Matlab. 
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Figure 3 

Identical cogging wave for different magnet pole width cases 

If the geometry contains some geometry locations with high saturation level some 
unexpected cogging torque harmonics may appear which cannot be handled by the 
hybrid analytical method. For example, if the yoke is too narrow of the machine, 
the saturation level in the yoke region will be different for the identical cogging 
torque calculation. The identical cogging torque wave is calculated when only two 
magnet is present in the model. If all magnets are inserted in the model, the 
saturation level may be much higher. 

Let’s check the case of a 9 slot 6 pole machine. The magnetization of the magnets 
is also diagonal. The slot pitch of this machine is 40°. The magnet pole width 
analysis for cogging torque reduction was also made. The analysis was made by 
finite element method, results can be found on Figure 4. 

The optimal pole width value for the actual slot opening, magnet pole shape and 
air gap length is 41.9° in mechanical angle. The maximal magnet pole pitch for a 6 
pole machine is 60°. The 41.9° mechanical angle pole pitch means 125.7° in 
electrical angle which is very low and would create high torque ripple level. In 
this case the magnet pole self-compensating method is not applicable. The effect 
of diagonal magnetization acts also in this case: the magnet pole width is wider 
than the slot pitch. 

In this case other pulsating torque reducing method should be used like the magnet 
pole-pairing method. This technique means such a magnet positioning that some 
magnets are placed by a defined phase offset of their original symmetrical 
position. 
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Figure 4 

Magnet pole pitch dependence of cogging torque for a 6 pole 9 slot machine 

If diagonal magnet is used and magnet pole width is modified, the analytic pole 
width scaling method may contain higher error level. The optimal pole width 
value can be tightened to a range of 1°. Another opportunity is the modification of 
the position of some magnets and/or to take advantage of the cogging 
compensation effect, for magnet pairs, not for identical magnets as in this point. 

4 Pole Pairing Technique 

In many slot number-pole number cases the magnet poles can be arranged such a 
way that the magnet pole self-cancelling method can arise for pole edges of 
different magnet poles. 

This eliminating method means that the positive and negative peaks of the 
individual cogging waves are in phase for different pole pairs. For better 
understanding see Figure 5. The magnet pairs A-A and B-B are the self-
eliminating pairs for cogging torque. By the actual rotor position one B magnet 
leaves a slot opening, the other B magnet arrives to a slot opening. The magnets 
marked by C and D are creating their own cogging torque graphs and their 
position was not changed. The sum cogging torque graph is only the sum of the 
graph of magnet C and D. 

The identical cogging torque wave does not need to be modified, only the phase 
angle should be modified, so the analytic result will have very good accuracy. The 
optimal pole positions were calculated and such a rotor geometry was imported to 
the FEA software to validate the result. The difference between the optimal pole 
width value from analytic and FEA result was 0.2°. The final optimization was 
fast. 
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Figure 5 

Magnet pole pairing technique applied for a 6 pole 9 slot machine 

If the magnet arrangement on the rotor is symmetric, there is 120° mechanical 
symmetry for the rotor and stator. In this case the cogging torque of the 3 magnet 
groups is summarized in phase. This effect can be eliminated by the modified 
magnet arrangement. 

The usual applied cogging torque reducing method is magnet pole skewing. The 
effects of pole skewing and the magnet pole pairing technique can be compared. 
The outer diameter of the analyzed machine is 80 mm, the stator stack length is 30 
mm, rated torque is 3.5 Nm. The comparison of different rotor configurations as 
regular magnet pole arrangement, pole paired rotor configuration and skewed 
rotor was analyzed by FEM. The magnet pole shape (pole pitch, magnet material, 
geometry) was not changed. 

Table 2 

Comparison of cogging torque peak values for regular, skewed rotor and a rotor with modified magnet 

positioning 

  cogging torque [Nm] ripple torque [Nm] rated torque [Nm] 

limit 0.0175 0.105 3.50 

regular rotor 0.0440 0.350 3.71 

pole pairing 0.0064 0.097 3.68 

skewed rotor 0.0040 0.320 3.42 

The cogging torque of the regular rotor arrangement is higher than the limit. The 
skewed rotor configuration can pass the cogging torque limit but the ripple torque 
is higher than the limit. Unfortunately, skewing is only effective for one pulsating 
torque harmonic. Skewing also reduces the torque density of the machine. 

The pole paired rotor configuration can pass both cogging and torque ripple limits 
and the torque density also remains at a high level. The partial compensation of 
the identical cogging waves reduces effectively the cogging torque. 
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Unfortunately, the pole pairing method is not usable for all pole number-slot 
number combinations. In some cases, the usage of the cancelling technique creates 
a high torque ripple ratio. The goal of the machine optimization is to achieve low 
level of cogging torque and torque ripple. In such cases, another pulsating torque 
reducing method should be used, which may also reduce the torque density of the 
machine. When the pole pairing method is applicable, it can be effectively used 
and the torque density of the machine remains higher than using one of the other 
cogging torque reducing methods. 

5 Reduction of Sensitivity for Air Gap Eccentricity 

Permanent magnet synchronous machines act are usually sensitive for 
manufacturing misalignments. The most frequent mechanical misalignment cases 
for mass-production are air gap eccentricity and magnet positioning error. Magnet 
positioning error creates a slot number order cogging torque harmonic, air gap 
eccentricity creates pole number order cogging torque harmonic. 

The magnet positioning error can be eliminated by special rotor design: If internal 
permanent magnet (IPM) rotor design is chosen, the magnets are fixed in the slots 
of the rotor lamination. The air gap eccentricity problem still has to be 
investigated. 

Air gap eccentricity may arise in various cases: The electric machine is built up of 
many parts, which are, for rotor side, the shaft, rotor lamination stack and magnets 
and for stator side, stator housing, laminated stator stack, end-shields (for both 
sides or only one side) and bearings. 

Each of the many parts, have manufacturing tolerances. If the tolerances are too 
wide-ranging, the parts may need to be grouped or the air gap eccentricity of the 
machine may vary too much. If the manufacturing tolerances are too strict the 
scrap ratio may become too high. It is a common scenario to check the allowable 
air gap eccentricity level of the machine and also to apply the result for defining 
the tolerances for each part. This is a must, because it is cheaper to select the 
scrapped main parts then to scrap the complete machine if its cogging torque is 
higher than the prescribed limit. 

A comprehensive finite element analysis was created for checking the sensitivity 
of the cogging torque for air gap eccentricity on a common PMSM machine pole-
slot number combinations. The analysis was made for same size machines: The 
outside diameter was 150 mm, the stator stack length was 100 mm and the 
mechanical air gap was 1mm. Three cases were analyzed: The regular case with 
0mm, then a 0.2 mm and a 0.4 mm air gap eccentricity. The results can be seen in 
Figure 6 below. 
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Figure 6 

Comprehensive analysis for sensitivity of cogging torque for air gap eccentricity 

As it can be seen, the machines can be divided into two groups: one group has low 
regular cogging torque values which increases rapidly for air gap eccentricity and 
the other group where the rated cogging torque graph has a high amplitude 
,cogging torque graph but the sensitivity for air gap eccentricity is low. 

The results can be explained by the hybrid method. The resultant cogging torque 
graph of the machine can be calculated by the summing of the identical cogging 
torque graphs. 

The shape of the identical cogging torque graph is a function of air gap length. 
The shape and width of the graph remains the same, but the amplitude changes: 
higher air gap lengths results in lower cogging torques. The behavior of the 
identical cogging torque graph for different air gap length cases can be calculated 
by FEA. This function (𝑐(𝑔𝑚)) is usually defined by the saturation level of the 
magnetic circuit of the machine. If the saturation level is high, the graph is 
hyperbolic, if it is low, the 𝑐(𝑔𝑚) graph is almost linear. Also, the shape of the 𝑐(𝑔𝑚) graph is the function of the regular air gap length: if the regular air gap is 
small, the magnetic circuit become more sensitive. 

For a defined air gap eccentricity case, the actual air gap length value for each slot 
can be calculated. The scale factor can be defined for the identical cogging torque 
graphs for each slot opening by using the 𝑐(𝑔𝑚) graph. The resultant cogging 
torque graph can be defined in (4): 

𝑓𝑐𝑜𝑔𝑔 = ∑ 𝑐(𝑔𝑚) ∙ 𝑓𝑠_360_𝑚𝑍
𝑚=1                                                                                         (4) 
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The mechanical offset angle between slot dependent 𝑓𝑠_360_𝑚 graphs is γ. If the 

pole number-slot number combination is relative prime, the offset angle between 
each 𝑓𝑠_360_𝑚 graph is different. If the pole number-slot number combination has a 

common divider, there will be some 𝑓𝑠_360_𝑚 graphs in the same γ phase, their 

number is the function of the common divider. 

Let’s check (4) and Figure 7. Normally, when air gap eccentricity is not present, 
the scale factor for 𝑐(𝑔𝑚) would be 1. 

 

Figure 7 

The scale factor graph for identical cogging graph for different air gap length values 

If air gap eccentricity is present, the 𝑓𝑠_360_𝑚 graphs should be scaled and then 

summed. The 𝑐(𝑔𝑚) graph increases heavily for smaller air gap values, that’s why 
the cogging torque amplitude greatly increases for the case of machines having 
relative prime pole number-slot number combination. 

Table 3 γ offset angle for identical cogging graphs for different slots for 10p12s and 8p9s machine 

slot.No 1 2 3 4 5 6 7 8 9 10 11 12 γ -10p12s 0° 6° 12° 18° 24° 30° 36° 42° 48° 54° 60° 66° 

 
0° 6° 12° 18° 24° 30° 0° 6° 12° 18° 24° 30° γ -8p9s 0° 5° 10° 15° 20° 25° 30° 35° 40° 

   

For example, a 10 pole - 12 slot machine, has a common divider, it is 2. In this 
case the 𝑓𝑠_360_𝑚 graphs can be classified in two groups: slot 1-6 and slot 7-12. 

The γ angle for each slot is 6°, the 𝛼 angle is 36°. The offset between slot 1 and 7 
is 36°, which means one magnet pole shift, so these cogging waves are in the 
same phase. 
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In regular case without air gap eccentricity, equation (3) can be written as: 

fcogg = 𝑠 ∙ ∑ fs_360_m(x + m ∙ γ)                                                                                 (5)Z/s
m=1  

where 𝑠 is the common divider between slot number and pole number, and also 
the number of the mechanical symmetry axes for the machine. For the 10p12s 
machine 𝑠 = 2. If air gap eccentricity is present, (5) can be expressed as: 

fcogg = ∑ 𝑐(𝑔𝑚) ∙ fs_360_m(x + m ∙ γ) + ∑ 𝑐(𝑔𝑚) ∙ fs_360_m(x + m ∙ γ)Z
m=𝑍2+1 (6)Z/2

m=1  

The air gap length for slot 1-6 is higher than for the regular value, for slot 7-12 the 
air gap length is lower than the regular value. 

Due to mechanical symmetry, slot 1-7, 2-8 etc. are placed in opposition and the 
difference from regular air gap for the slot pairs is the same but with opposite 
sign. The air gap dependent 𝑐(𝑔𝑚) scale factor for (4) can be defined for each slot. 
For the case of the 10p12s machine, if the 𝑐(𝑔𝑚) graph would be linear, the sum 
of the scale factor for the higher and lower side 𝑓𝑠_360_𝑚 graphs (slot 1-6, 7-2, etc) 

would remain 2, the positive and negative deviation from 1 for each slot pair  
would be the same. 

For the case of 8p9s machine the phase offset between the 𝑓𝑠_360_𝑚 is different, the 

previous compensating effect is not present. 

If the value of 𝑠 is greater than 1, eccentricity compensation is present, but the 
regular cogging torque peak value is higher because the number of 𝑓𝑠_360_𝑚 graphs 

that are added in the same phase, is more than 1. If 𝑠 = 1, the sensitivity for air 
gap eccentricity in the aspect of cogging torque is higher but the regular cogging 
torque level is lower. 

Conclusions 

This paper presents a new cogging torque analysis method which is called a 
“hybrid method”. It can be used to easily understand the nature of cogging torque. 
The cogging torque of the machine can be thought of as the summary of several 
graphs. The hybrid method can be used in many cases to reduce the cogging 
torque of the machine or reduce the sensitivity for air gap eccentricity in such a 
way to be applied in a mass production scenario, without the reduction of the rated 
torque for the machine. 
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Abstract: There is a retailing revolution in progress, whose basic characteristic is 
strengthening the power of retailers. This strengthening causes shifting of the powers 
between members in the marketing channels and thus it leads to the change of positions 
and relationships within the channel. The trade revolution affects all the segments of goods 
and services, and it reflects, with the greatest extent and with special content, on the sphere 
of food and other products of everyday purchase and consumption. Precisely in this 
domain, the position of the large retail chains extremely strengthens in comparison to other 
players in the marketing channels. The effects which cause contemporary changes in the 
sphere of retail on relationships in the marketing channels are of substantial importance 
for functioning and survival of the channels. The question of a new position of producers in 
them is of special importance. All those, and especially smaller producers, are highly 
affected by the situation in which they are not able to resist the accumulated purchasing 
power of retailers. However, despite the fact that producers both face the ever-growing and 
more complex demands the large retail chains impose on them and at the same time 
become more dependent to the decreasing number of more and more powerful retailers, 
they also recognize the advantages of doing business with such partners. Simultaneously, 
the role of modern state is of high relevance. A state is expected to precisely and 
comprehensively define adequate rules for market players and to work intensively on their 
enforcement and sanctioning their infringement. 

Keywords: marketing channels; retail chains; producers, power 

1 Introduction 

Strengthening the retailer’s power is a basic characteristic of the modern retailing 
revolution. It characterizes the commercial life in the European Union and other 
developed trade economies in which the retail structure has been transformed from 
the presence of numerous minor and independent retailers into the existence of 
dominant, strong national and international retail chains. Retailers are rapidly 
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growing, developing and their power in marketing channels constantly increases. 
They strengthen their market share and market power, and at the same time 
increase retail market concentration. In accordance with the stated, an ever-
growing part of the market is handled by a limited number of traders that become 
gatekeepers for approaching consumers [8]. 

Retailers become individually stronger, and retail as a sector, at national, as well 
as in the global market, becomes ever stronger. Parallel to increases of retail 
market concentrations and the increases of market shares of the individual retail 
chains, the power of retailers is constantly increasing compared to the power of 
the other members of the marketing channels [14]. Large retailers which undergo 
the process of restructuring, also apply modern technological innovations and 
conduct internationalization of their activities, become the mainspring and main 
force for development of trade and market within the national and international 
framework. 

Measured in volume of turnover, property or share capital, retailers are today, in 
most trade groups, significantly bigger than producers. They are starting to dictate 
conditions even to those huge global producers whose prevailing part of 
production is put on the market exactly through global trade giants. As producers 
become more dependent on retailers, their negotiating position weakens and as a 
result invest more efforts in building relationships with retailers, and less in 
building relationships with the consumers. In this kind of situation, retail takes 
over numerous marketing functions which were, traditionally, performed by 
wholesalers and producers. Retail also takes over the leading role in developing 
relations with consumers, and thus aquires the dominant position within the 
marketing channels. At the same time, as a consequence, numerous members of 
marketing channels become irrelevant. 

Shifting the power from producers to retailers relates primarily to increasing 
concentration of retail industry, successful introduction of private label products, 
development of a concept of category management by retailers, ever growing 
application of informational technology in retail, and insufficient, limited shelf 
space for numerous new products introduced on market every day and the like. 
Consolidation and raising the level of retail sector concentration enables a better 
negotiating position of the retailers in comparison to producers, lower purchase 
prices, more efficient and more effective retail business activities, and 
strengthening of the price competition along with a higher level of services for the 
consumers. 

It is positively sure that in the mentioned processes of strengthening the power of 
retailers, the significant potential effects of adding new value for consumers are 
becoming more and more evident. However, changes within the retail sector affect 
substantial number of stakeholders and they intensively influence the activities of 
all other market players: producers, wholesalers, retailers, in addition to and  state 
institutions. In this sense, increasing the power of the retailers in marketing 
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channels intensively opens numerous theoretical and practical questions. 
Basically, they all lead to the same question, is the retail concentration really in 
the interest of other members within the marketing channels, and among others – 
the producers? 

That is the question which requires, both in this study and generally, thorough 
research in order to find concrete answers. The focus is, certainly, on the power of 
retailers and its usage on other players in marketing channels. In that sense, 
fundamental questions are if and how producers handle the asymmetric 
relationships within the modern marketing channels. Can the producers confront 
the accumulated power of retailers, the pressure retailers put in relation to prices 
and numerous other elements of their mutual business relationships, as well as to 
use the advantages of doing business with large retail giants? 

Producers’ problems mostly manifest in trade of fast moving consumer goods, 
which means food and other products of everyday purchase and consumption, 
because the position of retailers is the most dominant in this field. This is the basic 
reason why the focus of research in this study is the position of producers in this 
field. Furthermore, in this domain of market, the need for state intervention and 
harmonization of positions in regard to current problems and open questions of 
trade policy becomes more evident, which is a very difficult task for countries in 
transition, such as Serbia. Transition to the modern market, which includes 
protection of market players’ freedom and their free competition within the market 
up to the level when the market abuses are detected, is not an easy task. 

In any case, modern changes in the retail sphere are of high complexity. In order 
to comprehend those, it is necessary to comprehend the functioning of marketing 
channels, balance and (inter) dependence among the members of the marketing 
channel, influencing capability of members who have the power, not only the 
positive and constructive, but also the negative and destructive sides of power, and 
finally, the structural changes in the overall economy and market competition, 
which are the result of increasing the power of retailers in the marketing channels. 
In accordance with this, thorough research of changes in regard to the power of 
members and impact to the management and general functioning of marketing 
channels on every market become highly important. Also, due to the importance 
for the national market and overall economy development, the position and 
satisfaction of producers become an important new focus. Bearing in mind this, 
the special enigma to be solved is the future role of the state in the process of 
regulating and creating a desirable retail structure. 

Shifting the market power from producers to retailers, thus eliciting changes in the 
marketing channels has been the focus of research since the beginning, of the last 
decade, of the twentieth century. Simultaneously, with the increase of market 
concentration and strengthening of the powerful retailers, an intensive academic 
dispute on how the changes in regard to the power of members in marketing 
channels reflect on the management of channels, positions and survival of certain 
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members itself, i.e. general functioning of the marketing channels. Despite the fact 
that phenomenon of existence of power and demonstration of the power belongs 
to, by now, the most popular subjects in the field of marketing and trade, these 
questions continue to draw attention of scientists and experts on a daily basis and 
with greater care. 

Many researchers considered that power was a negative aspect and that those with 
power would strive to change the behavior of the partner using the strategy of 
compulsory impact. However, the attitude that power could be useful in case that 
it created natural distribution of activities and coordination among the members of 
marketing channels became the prevailing one. The latest research suggest that 
power in marketing channels could be strategically used, and strategic uses of 
power could make differences in inter-firm relationships and distribution 
efficiency [19]. The market players are expected to use power as an effective tool 
for supply chain management [4], creating the atmosphere of fair relationships and 
enhancing the efficiency of the overall market. In accordance with it, today the 
power is broadly accepted, not only in academic circles, but in practice itself by 
market players. The significance of powerful retailers becomes more evident, and 
the total theory and practice of marketing changes along with the stated trends. 

However, at the same time, academic circles, also, more often raise question 
whether the increase of gigantic retailers is unambiguously useful to other channel 
players, and, finally and most important, to consumers. Questioning of the 
increase of a retailers power and use of that power raises many disagreements and 
controversies which could be worrisome. Especially in regard to potential 
limitations and constraints in the vertical dimensions of the channel and 
jeopardizing the survival of other players in marketing channels, primarily of 
producers and small and medium-sized retailers, higher prices for consumers, and 
making barriers for entering the retail market and alike. But, regardless of this, it 
is doubtless that the dominant attitudes in the works of modern authors are that 
although there is concern, whatever the problems concerning the concentration of 
buying power, retailers need to be monitored as long as they compete fairly for 
market share and pass resulting benefits on to consumers [10]. Also, when this is 
not the case, then with adequate anti-monopolistic policy and credible and 
effective anti-monopolistic institutions, one could eliminate those imperfections 
and deviations on the market which threatens to highly jeopardize its efficiency 
[17]. 

Greater power means the possibility of greater influence on its own position and 
position of its partners, but also means the possibility of showing selfish disregard 
for others. Unfortunately, there is always a danger of it abusing its own power and 
the position of weaker partners. The bigger the asymmetry in balance will mean 
lesser advantages for the weaker side, but there is also the possibility of imposing 
punishments and enforcement by the more powerful one. However, for many 
companies, the lure of partnering with a mega-distributor is irresistible [18], and 
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acceptance of power-imbalance is a key first-step to successful relationship 
building [11]. 

In accordance with this, in modern market conditions producers, and especially 
those with less power, try to, primarily, modify and present their role as a more 
significant one to those more powerful retailers. Their goal is to become their 
necessary suppliers, being aware that a sustainable position in modern marketing 
channels can be established only on the basis of a long-term cooperation and 
partnership in relationships, characterized by mutual dependency of its members. 
Be aware that both the level and form of mutual dependency define power 
relations between the channel members; and, it is also the seed of potential 
channel conflict [13]. That is the reason why they are vigorously and purposely 
dedicated to cultivating and managing the development of their long-term mutual 
relationships. Such long-term relationships develop mutually beneficial outcomes 
and are characterized by mutual trust, open communication, common goals, 
commitment to mutual gain, and organizational support [6]. Success in this 
endeavor, in current conditions of high power concentration and polarization of 
relationships, will become to producers, especially the weaker ones,  preconditions 
for survival. And, as the economic trends become less predictable the long-term 
relationships between distribution channels partners becomes an increasingly 
more important part of the company’s long-term strategy [5]. 

The above mentioned clearly suggests that the traditional theory of exchange now 
is being analyzed in the light of new relationships established in the modern 
market conditions between a retail subject and other players in marketing 
channels, that, positively, the theories of exchange that served marketing well for 
40 years are giving way to relational concepts [1]. Besides, analyzed trends make 
more complex, both in theoretical and methodological sense, the estimation of 
effects which are the outcomes of increasing the power of retailers in marketing 
channels. 

However, in practice also, more attention is paid to the analysis of the existing 
relations on the market. Be aware that today a firm’s only sustainable advantage is 
its ability to learn and anticipate market trends faster than competition [12], 
producers try to understand better numerous concrete situations in which they fail 
to adequately confront the demands of powerful retail giants. Primarily, during the 
negotiation on starting and developing partnership between them as suppliers and 
representatives of procurement department of modern retailers, producers face 
four key and mandatory aspects [15]: 

- sufficient quantities to the whole chain; 

- supplier interest in the long-term relationship with the retailer; 

- possibility of traceability back to the primary producer’; and 

- supplier presence, in one way or another, on the chain’s market. 
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After that, they face the pressure made by the highly powerful buyers who try to 
minimize the seller’s differences in price and decrease transactional value to the 
maximum in order to, primarily, have space for calculating their own higher 
margin in price while selling goods in the next phase of distribution. Producers 
relent under their capability to mercilessly and cruelly lower purchase prices to a 
low uneconomical level which often is a threat to producer’s survival. It is 
assumed that in this situation suppliers will participate in the supply chain channel 
as long as his profit is non-negative [9]. 

In addition, producers, mostly the smaller ones, often complain that retail 
management favors only certain suppliers and mostly the biggest ones. They are 
concerned because they believe that category management in this way leads to 
narrowing categories of products to several brands and that due to this other 
suppliers are in constant danger of having their products deleted from the 
assortment. They often see category management as a barrier for entering in the 
assortment, especially of secondary and tertiary brands, and they are not far from 
the truth. In accordance with this, today, it is more evident that “category 
management (CM) has become one of the core areas of interest to both producers 
and retailers” [7]. 

Besides, existing of own private label products in retail assortment, based on 
decisions of retailers` category managers, means that retailers are no longer only 
agents selling producers’ brands: they are now also their competitors [2]. That 
phenomenon within the analysis of producers’ position in conditions of 
strengthening the retailers cannot be overlooked. Retailers` private label products 
today highly compete for the shelf space and in these conditions, from producers’ 
point of view, this kind of competition looks unfair. Competing for the shelf space 
has become so exhausting that many producers perceive it as the most 
expensive real estate in the world. 

And not only for that. Realization of higher profits and greater sales volume at the 
same time makes it possible for powerful retail chains to become more and more 
powerful on a daily basis. Their purchasing agents become more skilled 
negotiators and with a larger horizontal market share will have larger orders to 
place with the firm’s supplies, thereby reducing its invoice costs and boosting its 
power as a buyer” [16]. By increasing their “upstream” market share 
simultaneously transferring additional costs to producers and taking additional 
benefits from them, retailers will increase their horizontal participation and/or 
profits in this way. This, further, enables them to become more successful in 
“upstream” competition, which leads retailers, again, to achieve larger horizontal 
market share and/or profits, and in circles. 
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2 Objective and Hypothesis of the Research 

The subject of this research relates to the effects caused by modern changes in the 
sphere of retail to the competitive position of producers. The aim is to evaluate the 
consequences of increasing the power of retailers in comparison to producers, 
which includes thorough and comprehensive analysis of positive and negative 
influences on the position and realistic interests of producers. In order to enlighten 
the mentioned influences, we have conducted research which, also, should 
confirm or disprove the defined hypothesis: 

H1: Increasing the power of retailers brings a higher level of satisfaction to large 
producers than to the small and medium-sized producers. 

H2: Producers, in the conditions of existence of powerful retail chains, express 
more satisfaction in operating with large retailers than with the small and 
medium-sized ones. 

H3: Increasing the power of retailers pushes, primarily, small and medium-sized 
producers to associate in order to meet the requirements of large retailers for 
developing long-term interrelations between them and, in this way, to ensure their 
own survival in marketing channels. 

A detailed survey on the satisfaction of manufacturing firms in Serbia should, in 
accordance with the defined elements of business relationships, show the level of 
producers’ satisfaction in doing business with other members of marketing 
channels in modern conditions characterized by increasing the power of retailers. 
This is especially, focused on cooperation with large and small and medium-sized 
retailers, separately. The whole picture of that cooperation will be significantly 
completed by researching the satisfaction indices per individual elements of 
business relationship of producers and large and small and medium-sized retailers. 
Besides, producers’ concrete responses will contribute to the evaluation of the 
existing level of their satisfaction in doing business with large and small and 
medium-sized retailers, as well as understanding of their needs for basic changes. 

Results of this research should make clear, primarily, to the creators of trade 
policy what is the direction and influence of ongoing changes in relationships 
between members of marketing channels, in conditions characterized by 
increasing retail power. They should clarify the existence of positive influence 
that those processes have on trade sector of economy. 

The results should enable redirecting the trade policy away from uncritical 
accusations of modern, large, retailers of creating an unfavorable competitive 
position of producers in marketing channels, in the situation in which producers 
mostly lose their positions and influence due to their insufficient pro-activity in 
terms of adjusting to new competitive conditions on market. The mentioned 
uncritical approach to acting and influencing of modern powerful retail chains is 
typical, especially, for the countries in the initial phase of retail market 
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consolidation. Unfortunately, those countries, due to the lack of knowledge and 
understanding of modern changes, often resort to state intervention in the market 
that is directed towards the limitation of development and power growth of retail 
chains. Also, countries in transition slowly develop modern concepts and contents 
of trade policy that especially leans toward  the domain of anti-monopolistic and, 
generally, a policy of regulating competition on the market, which can be useful 
and should be used in cases where powerful retailers do abuse their power. 

However, as the countries in transition, such as Serbia, are slowly adapting to 
creation of a modern market environment, producers are equally slowly 
undergoing changes. This primarily refers to small and medium-sized producers. 
It is expected the research will confirm that their position, in the conditions 
characterized by increasing the power of retailers, is significantly worse than those 
of large producers. It is assumed that the analysis of satisfaction of small and 
medium-sized producers with small and medium-sized retailers, as well as the 
analysis of the certain elements of business relationship between producers and 
retailers and their concrete responds will lead to a conclusion that the priority 
strategy for strengthening positions of small and medium-sized producers is their 
mutual connecting and associating in order to be able to cooperate with, to them 
highly attractive, large retailers and ensure their survival in marketing channels. 

3 Research Methodology 

With a view of researching the effects of demonstrating the power of large 
retailers on producers in the marketing channels within the market of the Republic 
of Serbia, in accordance with the defined methodology, the concrete research has 
been conducted, as well as analysis of the results and estimation of the effects of 
increasing the power of retailers in comparison to the producer’s position. The 
obtained results were basis for giving answers to research hypothesis. 

Instead of the (hardly feasible) possibility of measuring precisely the large 
retailers power and of giving a precise evaluation of the positive and negative 
effects of its impact on producers, researchers took into consideration the 
attitudes, i.e. opinions, of a significant number of producers. For the current 
conditions on the market of Serbia, extensive surveys were conducted which 
offered a relatively good picture on the significance and effects of increasing the 
power of retailers on the competitive position of producers in marketing channels. 

In order to understand a new position of producers and their relationship with 
other members in marketing channels, satisfaction of producers in operating with 
other members in marketing channels was determined by calculating satisfaction 
indices for each individual relationship. To test defined hypothesis, it is highly 
relevant to conduct thorough analysis by dividing producers and retailers into 
large and small and medium-sized, where the criteria of size was a number of 
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employees (up to 200 employees for small and medium-sized and 200 employees 
for large ones). 

Satisfaction indices of producers were calculated for the following individual 
business relationships (ij): producers (all) with wholesalers (1a); producers (all) 
with retailers (1b); producers (all) with small and medium-sized retailers (1c); 
large producers with wholesalers (2a); large producers with large retailers (2b); 
large producers with small and medium-sized retailers (2c); small and medium-
sized producers with wholesalers (3a); small and medium-sized producers with 
large retailers (3b); small and medium-sized producers with small and medium-
sized retailers (3c). 

To calculate the satisfaction indices for each individual relationship, nine key 
criteria were defined (k) (elements of business relationship), and they were the 
basis for evaluating cooperation between members, and for each of them the 
survey respondents specified: 

- relevance for cooperation – points from 1 to 10; and 

- degree of satisfaction with the existing cooperation (satisfaction rate) – 
points from 1 to 5. 

The following table (Table 1) shows the elements of a business relationship which 
were used in the questionnaire: 

Table 1 

Elements of a business relationship – criteria (k) 

(k) Elements of a business relationship – criteria (k) 

1. Prices, rebates and additional payments  
2. Terms of payment (due to date) and regularity of payments 
3. Sales potential 
4. Range of assortment 
5. Activities and costs to be borne by a concrete member 
6. Cooperation in terms of promotional and other marketing activities 
7. Data exchange and electronic communication 
8. Level of trust 
9. Potential for development and possibility of a long-term partnership 

Additionally, the significance of single elements of business relationship were 
analyzed, as well. Satisfaction indices per all the elements of a business 
relationship, for relationships of producers towards large retailers and towards 
small and medium-sized retailers, were calculated. 

Within the obtained data processing, the first step was normalization of 
satisfaction rate (Vij,k) obtained for each element of a business relationship (k) 
individually, as follows: 

Xij, k= 100/4 (Vij,k -1 ),                                                     (1) 

(i=1, 2 ili 3; j=a, b ili c; k=1, 2,..., 9) 



S. Lovreta et al. Effects of Increasing the Power of Retail Chains on Competitive Position of Producers 

 – 130– 

(in case that a producer rated a sales potential of a retailer with 5, then a value 
obtained by normalization would be 100, with 4 – 75, with 3 – 50, with 2 – 25 and 
with 1 – 0). 

Satisfaction index Xij, which measures the relationship (ij), was calculated as a 
weighted average of the obtained normalized rates Xij,k by each criteria. Ponder 
was the obtained rate of relevance for cooperation of certain criteria i.e. rated 
elements of business relationship (from 1 to 10). Calculating satisfaction index for 
each separate relationship was performed according to the formulae for weighted 
average: 

,                                                     (2)

 

where Wij,k stands 

for average ponders of a k-criteria of an individual relationship (ij). 

The following table (Table 2) illustrates procedure for calculating satisfaction 
index: 

Table 2 

Illustration of procedure for calculating satisfaction index 

Elements of 

business 

relationship – 

criteria (k) 

Satisfaction 

rate by criteria 

Normalization 

of satisfaction 

rate 

Relevance for 

cooperation by 

criteria 

Result 

1 3 50 8 400 
2 3 50 8 400 
3 3 50 10 500 
4 3 50 10 500 
5 3 50 8 400 
6 4 75 9 675 
7 2 25 7 175 
8 3 50 9 450 
9 3 50 10 500 

Total   79 4000 

Satisfaction index in the presented case values was 4000/79=50.63. The whole 
procedure provides value of satisfaction index in the interval from 0 to 100, and 
the same methodology is also applied for calculating satisfaction index by the 
elements of business relationship individually (by criteria individually) for 
relationships of producers with wholesalers, with large retailers and with small 
and medium-sized retailers. 

Methodology, explained in the previous section, was applied for processing the 
data collected in the field research, on the sample of 30 producers operating within 
the market of the Republic of Serbia. The research was conducted on a 
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stratified and purposely (non-random) chosen sample. In the chosen sample, 17 
producers with more than 200 employees (big producers) and 13 producers with 
less than 200 employees (small and medium-sized producers) were interviewed. 
On average, they co-operate with 210 retailers and 23 wholesalers. All the 
producers in the field have fast moving consumer goods. In defining the sample, 
adequate geographic spread, size of undertakings, measured by number of 
employees and turnover, as well as group of products with the largest share of 
turnover of a selected producer was taken into consideration. The sampling 
included around 45% of a turnover of food and other fast moving consumer 
goods, which is generated in the producer-retailer relation within the Serbian 
market. The calculated sample error was 17,8%. The basic method used for 
obtaining data from producers was a direct personal interview (face-to-face) 
which was guided by a pre-defined questionnaire, during the first quarter of 2013, 
which was conducted on the basis of previously developed questionnaire. The data 
collected within the conducted survey research were processed and analyzed using 
statistical program SPSS 15.0. 

4 Research Results  

In the questionnaire they filled out, the producers determined, primarily the 
significance of the certain offered elements of a business relationship with 
wholesalers and with retailers. After that, they rated the level of current 
satisfaction they had within the existing business relationships with wholesalers, 
and, now separately, with large and small and medium-sized retailers, based on 
the same elements. According to the defined methodology, based on the obtained 
rates, the average satisfaction indices of producers in operating with different 
partners in marketing channels were obtained. The results are presented in the 
following table (Table 3): 

Table 3 

Average satisfaction indices of producers in operating with other members in marketing channels 

       Satisfaction of 

                         → 

With  ↓ 

Producers Large producers 

Small and 

medium-sized 

producers 

Producers    

Wholesalers 62.24 63.36 54.49 
Large retailers 63.89 64.62 61.68 
Small and 

medium-sized 

retailers 

55.17 56.40 51.47 

In current conditions of reached, relatively significant, level of concentration 
within the market of the Republic of Serbia, all of the producers, express the 
highest level of satisfaction in terms of their relationship to large retailers.        
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The satisfaction is even higher when we observe the business cooperation of large 
producers with large retailers. This is the highest level of satisfaction of producers 
in relation to the different business relationship they have with their partners 
within the marketing channels. Average satisfaction index of small and medium-
sized producers with their business relationship with large retailers is markedly 
lower than the average satisfaction index of large producers. 

The obtained data indicate that operating with wholesalers within the market of 
Serbia brings to the producers, whether we analyze all the producers or 
individually large and small and medium-sized ones, a somewhat lower level of 
satisfaction in comparison to operating with retailers. However, this satisfaction is 
in all cases more significant than the business relationship which producers have 
with small and medium-sized traders. 

Also, if we compare the satisfaction of large producers to the satisfaction of small 
and medium-sized producers, we can instantly notice the significant differences. 
Large producers in comparison to small and medium-sized producers are 
noticeably more satisfied with their business relationship with wholesalers, with 
large retailers and with small and medium-sized retailers. 

One can clearly notice the significant difference of satisfaction of producers in 
their business relationship with large and small and medium-sized retailers. The 
obtained average satisfaction indices of producers are presented in the following 
table (Table 4): 

Table 4 

Satisfaction of producers with the business relationship with large and small and medium-sized 

retailers ranked by an average satisfaction index 

 Satisfaction Index 

 

1 large producers large retailers 64.62 

2 producers large retailers 63.89 

3 
small and medium-sized 

producers 
large retailers 61.68 

 

4 large producers 
small and medium-sized 
retailers 

56.40 

5 producers 
small and medium-sized 
 retailers 

55.17 

6 
small and medium-sized 

producers 
small and medium-sized 
 retailers 

51.47 

The obtained data indicate that when operating with large retailers, producers 
show a much higher level of satisfaction in comparison to operating with small 
and medium-sized retailers. This can be applied not only to the large producers, 
but to producers as a whole or small and medium-sized ones. 
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One can easily notice that the biggest difference in expressed satisfaction is 
related to the satisfaction of small and medium-sized producers with their business 
relationship with large retailers, on one side, and with small and medium-sized 
retailers on the other side. Also, it is interesting that satisfaction of small and 
medium-sized producers with large retailers is significantly higher than the 
satisfaction of large producers with small and medium-sized retailers. Surely, the 
lowest satisfaction is expressed by small and medium-sized producers with small 
and medium-sized retailers. 

The collected data enabled conduction of a deeper analysis. In that sense, the 
results of the research depicted the business relationship of producers with 
retailers by each element of business relationship, as well. The following table 
shows the relevance for cooperation of certain elements for the producers in 
relation to business relationship with retailers and satisfaction indices of producers 
with large and small and medium-sized retailers on the basis of those elements, 
with ranking (Table 5). 

Table 5 

Satisfaction indices of producers by elements of business relationship of producers to large and small 

and medium-sized retailers 

R
a

n
k

 

Elements of business relationship 

of  producers with retailers 
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1 
Prices, rebates and additional 

payments  
9.07 54.50 8 68.93 1 

2 
Terms of payment (due to date) 

and regularity of payments 
8.73 58.11 7 56.20 5 

3 Sales potential of retailers 7.67 81.41 1 57.83 2 

4 Level of trust in retailer 7.37 60.97 5 52.71 7 

5 Range of assortment of retailer 7.23 73.04 2 56.91 4 

6 

Cooperation in terms of 

promotional and other 

marketing activities 

7.20 68.98 3 55.79 6 

7 
Activities and costs to be borne 

by a concrete member 
7.17 50.58 9 52.33 8 

8 

Potential for development and 

possibility of a long-term 

partnership 

7.00 67.74 4 57.26 3 

9 
Data exchange and electronic 

communication 
5.97 59.64 6 38.55 9 

AVERAGE SATISFACTION INDEX  63.89  55.17  
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For producers, the greatest relevance in their relationship with retailers reflects in 
prices, rebates and additional payments, which includes sale prices and rebates 
given to retailers, as well as additional payments to retailers, such as payment for 
“enlisting the products” and alike. It is followed by terms of payment (due to date) 
and regularity of payments. Elements of business cooperation with the smallest 
relevance for producers are potential for development and possibility of a long-
term partnership and data exchange and electronic communication.  

When it comes to prices, rebates and additional payments, the most significant 
elements for producers, they express a very low level of satisfaction in 
relationship with large retailers, in comparison to the relationship with small and 
medium-sized retailers where this element has the highest level of satisfaction and 
the highest satisfaction index. However, judging by the obtained satisfaction 
indices, except for prices, rebates and additional payments and the element related 
to activities and costs to be borne by producer, in all other elements producers 
express higher level of satisfaction in operating with large retailers compared to 
operating with small and medium-sized retailers. 

Higher level of satisfaction of producers in operating with large retail chains is 
confirmed by their concrete responses to questions related to their attitudes on 
operating with large and small and medium-sized retailers. The obtained results 
are presented in the following table (Table 6). 

Table 6 

Concrete producers’ responds to the questions related to operating with large and small an medium-

sized retailers 

Questions Responses 

Do you prefer operating with 

large, modern, retailers or with 

small and medium-sized, 

traditional, retailers (who do you 

rather choose for a partner)? 

With large, modern, 
retailers 

Small and medium-
sized, traditional, 

retailers 

86.70% 13.30% 

Do you think that development 

of retail chains is in your and 

interest of other producers? 

I think  I do not think 

70.00% 30.00% 

The responses definitely confirm that producers prefer operating with large, 
modern retailers to small and medium-sized traditional retailers. To be specific, 
86.70% of the respondents rather choose for a partner modern, powerful retail 
chains. 13.30% of the respondents rather choose small and medium-sized 
traditional retailers. Their responses to the question if they think that development 
of retail chains is in their interest and interest of other producers, 70% of them 
responded positively, while 30% of them did not think that this development was 
in their interest. 

Within the scope of questionnaire, the producers were expected to estimate, from 
1 to 5, the role of the state in terms of creating modern, incentive, market 
conditions, for predefined fields. The obtained average rates are presented in the 
following table (Table 7). 
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Table 7 

Rates for the role of the state in terms of creating modern market conditions given by producers 

Rank Field Rate 

1 consumer protection policy 3.30 

2 
initiating new (international) trade chains to enter the 

Serbian market 
2.90 

3 competition policy 2.90 

4 
involving market players in the creation of legislation 

framework process 
2.80 

5 protection against unfair market competition 2.43 
6 preventing abuse of market power of large retailers 2.40 
7 small and medium-sized retailers protection policy 2.17 

8 
initiating domestic retail chains to enter foreign 

markets 
1.83 

AVERAGE 2.59 

The first-ranked field by producers is consumer protection policy. The producers 
gave noticeably lower rates to the policies which are highly important for 
protection of their competitive position: competition policy, protection against 
unfair market competition and preventing abuse of market power of large retailers. 
On the basis of the obtained rates, the average rate of the role of the state is 
calculated as (2.59). 

5 Testing the Hypotheses 

Research has confirmed the first hypothesis that “increasing the power of retailers 
brings a higher level of satisfaction to large producers than to small and medium-
sized producers”. Average satisfaction indices of producers, in operating with 
other members in marketing channels: with wholesalers and large and small and 
medium-sized retailers, indicate that, in current conditions of reached, relatively 
significant, level of market concentration in Serbia and significant role of large 
retail chains, producers, generally, but also large and small and medium-sized 
producers separately, express the highest level of satisfaction in terms of operating 
with large retailers. This confirms that strengthening large retailers brought a 
higher level of satisfaction to producers. 

Large retailers, whose role on the market becomes stronger every day, ensure the 
greatest satisfaction to large producers. That satisfaction, in accordance with the 
results obtained in this research, as far as small and medium-sized producers are 
concerned is at a remarkably lower level. And, in any case, large producers 
express more satisfaction, in current conditions, with all the partners in marketing 
channels: wholesalers, large retailers and small and medium-sized retailers in 
comparison to small and medium-sized producers. This, without doubt, confirms 
that the development of large retail chains is in the interest of large producers 
which are able to cooperate with them and have the opportunity to use the 
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advantages that this cooperation provides. Thus, their competitive position in 
marketing channels strengthens and, surely, places small and medium-sized 
producers in a more inferior position, confirming that, generally, increasing the 
power of large retailers is not in the interest of small and medium-sized retailers. 

Researches have also confirmed the second thesis that “producers, in the 
conditions of existence of powerful retail chains, express more satisfaction in 
operating with large retailers than with small and medium-sized ones.” Average 
satisfaction indices clearly indicate that the producers, all of them and, 
individually, large and small and medium-sized ones, express higher level of 
satisfaction, when operating with large retailers than with small and medium-sized 
retailers. The fact that, in conditions characterized by powerful retail chains, 
producers express more satisfaction in operating with large retailers than with 
small and medium-sized ones is confirmed, also, by the analysis of their 
satisfaction indices per individual elements of business relationship with large and 
small and medium-sized retailers. Out of 9 elements of business relationship of 
producers with retailers, the satisfaction index is by 7 elements higher when 
observing relationship of producer with large retailers then with small and 
medium–sized ones. 

The highest level of satisfaction with its business relationship with large retailers 
is expressed by large producers. This difference in satisfaction is especially 
noticeable in the case of small and medium-sized producers which express 
substantial differences in satisfaction with their business relationship with large 
retailers, on one hand, and on the other hand, with small and medium-sized ones. 

Finally, concrete responses the producers gave to the questions related to large and 
small and medium-sized retailers have definitely and clearly confirmed that 
producers prefer operating with large, modern, retailers to operating with small 
and medium-sized, traditional, retailers. A significant majority of them believe 
that development of large retail chains is in their interest, and in other producers’ 
interest as well. Considering this, the advantage the large retailers have over small 
and medium-sized retailers is founded on higher level of satisfaction which 
producers express in operating with large instead of operating with small and 
medium-sized retailers. 

The research confirmed the third thesis that “increasing the power of retailers 
pushes, primarily, small and medium-sized producers to associate in order to meet 
the requirements of large retailers for developing long-term interrelations 
between them and, in this way, to ensure their own survival in marketing 
channels”. The research has indicated that large and small and medium-sized 
producers express a higher level of satisfaction concerning cooperation with large 
retailers. At the same time, small and medium-sized producers show significant 
differences in satisfaction related to operating with large retailers in comparison 
with small and medium-sized retailers. However, in accordance with the structural 
changes occurring in the retail sector and intensive growth of retail chains, the 
issue of availability of sufficient quantities for the whole chain of retail shops 
becomes one of priority criteria for starting cooperation and development of 
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partnership between producers and modern retailers. Along with the intensive 
growth of retailers this problem becomes more evident because there is decreasing 
number of producers which, with their own developing capacities, can cope with 
highly dynamic development of retailers' demand for products. 

The fastest way for a producer to meet the demands for increased quantities is to 
establish horizontal cooperation with other producers, of same or similar products. 
Producers are additionally pressured to develop such long term cooperation by 
growing wishes of modern retailers to establish long term partnership with their 
suppliers on various segments. Horizontal cooperation and development of the 
long-term relationships, primarily, with producers, and later with large retailers is 
exactly the way for producers to achieve a higher level of satisfaction per elements 
of business relationship with retailers. 

The research has proved that producers find that the most important element of a 
business relationship with retailers is related to prices, rebates and additional 
payments. Satisfaction index of producers for that element, in a case of 
relationship with large retailers, which present highly desirable partners, is at a 
low level. The same situation is with the second important element which relates 
to terms of payment and regularity of payments or the element related to activities 
and costs which are borne by producer. Those three elements are related with the 
lowest satisfaction indices of producers. Horizontal cooperation of producers 
which leads to strengthening their power and negotiating position is the way to 
change the current, unsatisfying situation. This in particularly refers to small and 
medium-sized producers which have limited ability of access and the weakest 
negotiating positions in relation with large retail chains. 

Constantly strong pressure made on producers by large retailers and their 
purchasing managers is directed at lowering the transactional prices and 
increasing retail margins. In that sense, producers will be able to meet demands of 
large retailers if they expand their production capacities and thus secure the effects 
of economies of scale and further increase the efficiency of their work. 

Horizontal cooperation and development of long-term interrelations between 
producers, with the aim of expanding their capacities so as to satisfy demands of 
large retailers in terms of prices and quantities, will be of great importance also in 
the case of manufacturing private label products for retailers. Anyhow, the smaller 
producers, the greater need for their joining and long-term strategic operating so 
as to meet the demands of large retailers and ensure long-term cooperation with 
them as the most preferred partners. That, also, means survival in marketing 
channels on the modern, every day more concentrated, and global market. 

Conclusions 

By analyzing the effects of increasing the power of retail chains on competitive 
position of producers in marketing channels and relationships between large 
retailers and producers, it becomes evident that demonstrating their significantly 
increased market and purchasing power causes visible effects on the competition 
at the level of producer. All, and especially small producers, are strongly affected 
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by the situation in which they are not able to endure the purchasing power of 
retailers and are pressured to lower sale prices up to the level which can hardly be 
survived by any of them. The effects of such a situation are a threat to sustainable 
growth and development even for those most efficient producers. However, the 
research results presented in this study indicate that producers, those in position to 
cooperate with large retail giants, express a high level of satisfaction with this 
cooperation. Also, those who did not manage to establish and/or sustain such 
cooperation, are intensively trying to find the way to do so. 

In presented framework, numerous questions, both of theoretical and of practical 
side, are opened. The phenomenon of large retail chains domination intensively 
reflects on overall market structure and creation of the effective competition 
between all the members in the marketing channels. This is the reason that almost 
all the parts of the competitive process and relationships in the marketing channels 
impose the need for special analysis. 

As for the effects of increasing the power of retail chains on competitive position 
of producers, there are numerous questions to be answered. Space for new 
research certainly lies in conducting those per products groups, which was not 
performed in this one due to the insufficient sample volume. Furthermore, it 
would be interesting to compare satisfaction of producers on similar foreign 
markets which undergo consolidation processes, as well as on highly developed 
markets. Also, there is highly emphasized need for researches which refer to 
tendencies of producers for cooperation at the horizontal and vertical level, as well 
as for exclusive business arrangements between retailers and producers. 

The large enigma that should be solved, is the future role of the state in the 
process of regulating market and creating retail structures so as to enable effective 
competition on market. The research results about the role of the Republic of 
Serbia in terms of creating modern market conditions, which are based on the 
producers’ rates, indicate that we are still far from a satisfying situation. Issues 
related to competition policy, protection against unfair market competition and 
preventing abuse of market power of large retailers are certainly open questions in 
Serbia. The mentioned questions justifiably draw attention of adequate state 
organizations in almost all the countries of the European Union. 

It becomes clear that the fundamental task of the state is to create and manage 
activities which result in building a modern structure of market and trade. The 
state should provide conditions for as intensive competition as possible between 
market players in general. To be more precise, the role and activities of a state 
should be in interest, and certainly not at the expense of development and market 
freedom. Furthermore, its role in terms of strong market control is necessary so 
that competition and market freedoms should not be abused and should not be 
neglected. 

Bearing in mind the stated trends, it is evident that the need for conducting 
exhaustively thorough research on intensive modern changes in marketing 
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channels is becoming more emphasized and popular, especially in the sphere of 
retail and new interrelations established among all market players. Thereto, the 
open question which requires thorough research in the European Union, as well as 
in Serbia, relates to the acceptable “tolerance level” of merging large trade chains, 
taking care of the interests of all members in marketing channels, state and other 
stakeholders. 
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Abstract: The paper describes behavior of a cognitive control system model, which enables 
a hexapod to walk in an obstacle-free terrain as well as in a complex terrain including 
obstacles. This cognitive system model is based on reinforcement learning and assumes the 
concept of static-stable walking. The decision making process was tested using three 
different types of terrain models. The results of decision making process trigger actions in 
the form of changes in the state of six-legged body to maintain stable walking forward. New 
method have been developed to describe a group of obstacles of different sizes in a complex 
terrain. The results suggest a relationship between the predefined number of actions and 
the maximum total walked distance in terrain. In case of the terrain without obstacles, the 
optimized actions are the same. Thus, the way of moving the trunk and legs in the terrain is 
always the same and cyclic. The results also indicate that the maximum total walked 
distance is reduced due to a growing number of obstacles to overcome. The maximum total 
walked distance is reduced more significantly in the case of overcoming a greater number 
of small obstacles compared the case of smaller number of large obstacles. The way of 
moving the trunk and legs in the terrain with large obstacles is acyclic. The methods 
proposed for the study of the cognitive system and the sensory system of a hexapod, for the 
simulation of six-legged walking, as well as for the characterization of terrain with 
obstacles may find application in bioengineering, robotics, military system and other fields. 

Keywords: complex terrain; obstacles; hexapod; reinforcement learning; static-stable 
walking 
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1 Introduction 

Hexapod represents a six-legged arthropod with a set of three pairs of legs 
controlled by a nervous system, [1] while relying on the concept of six-legged 
undercarriage previously introduced in robotics. The model of the cognitive 
system used for modelling of a six-legged insect`s gait [2] employed a set of 
sensors (eyes) and actuators (leg muscles), [1, 2]. Generally, the cognitive system 
sends information to the motoric system and receives information from the 
sensory system, which is a concept known as the sensor-actuator loop [2]. The 
central cognitive system is responsible for the strategy of leg coordination and the 
transition from current-state to future-state [2], see Fig. 1. 

The process of learning and decision-making in a cognitive system can be 
modelled using computational methods [2-4]. A number of methods based on 
artificial intelligence has been developed to control the trajectory of a walking 
hexapod robot [5-7], [8] however, these have not been designed for leg 
coordination [2]. There are also methods for controlling legs on a flat surface 
without any obstacles [9-13]. The methods do not offer solutions for crossing of 
small obstacles in the terrain [2] and only a few of the methods have been 
proposed to allow for this technique of walking [2, 14]. These methods are based 
i.e. on neural networks [15-16] or genetic algorithms [17]. Only a small number of 
methods is based on Reinforcement Learning (RL) [2, 3, 9, 10], which is accepted 
as a method that describes the decision-making process of living organisms [18-
21]. The results of decision making process based on RL trigger in the form of 
changes in state of six-legged body to maintain stable forward walking [20]. An 
issue in evaluating the effectiveness of methods based on RL, however, is that the 
total walking distance in terrain covered by the number of actions of legs is 
affected not only by the algorithm parameter settings but the terrain complexity as 
well. This shortcoming thus calls for a method which would allow for the terrain 
complexity description. 

 

Figure 1 

The sensor-actuator loop 

A large number of methods focusing on the complexity of terrain has been 
designed in the field of robotic studies, and some of these are based on the 
description of rough terrain. Although procedures for planning foot trajectory and 
body trajectory of walking robots in 3D space have already been designed [22-25], 
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no method or variable to describe a group of obstacles of different sizes in a 
complex terrain corresponding to the walked distance or number of actions has 
been developed yet. In contrast with methods describing obstacles of different 
heights corresponding to the dimensions of the robot's trunk already introduced 
[26], a method of assessing lengths (horizontal sizes) of obstacles, however, has 
never been described comprehensively. A terrain analysis based on the envelope, 
slope and the curvature of the surface using certain scale has also been designed 
[27], however failed to provide characteristics of the geometry and size of 
obstacles in relation to the trunk and/or leg characteristics in terms of size and 
workspace. 

Thus, the aim of this article is to introduce a method of describing a complex 
terrain and analyse the applicability of the method based on RL to enable stepping 
over obstacles in a terrain. The methods for the study of the six-legged walking, as 
well as for the characterization of terrain with obstacles could find application in 
robotics, military systems, rehabilitation and other fields. 

2 Methods 

2.1 Model of the Decision-Making Process of Hexapod 

Walking through a complex terrain with obstacles is made possible through 
acyclic gait. The assumed model of cognitive system uses decision-making 
process based on RL for coordination of the legs of hexapod [2, 20, 21]. To ensure 
static stable locomotion [20, 21], the cognitive system uses the known states of the 
position of the legs to maintain static stability [13]. For the decision-making, 
knowledge of the condition for static-stable posture is assumed [20, 21]. The 
static-stable walking is represented by vector t=(lR1, lL1, lR2, lL2, lR3, lL3 ), tT, 
which describes the 15 states of six-legged body to maintain static stability [2], 
where binary (i.e. true/false) variables (lR1,… ,lL3) represent the states of left (L) 
and right (R) legs: 1 - leg is in the swing phase; 0 - stance phase of the leg, [2, 20, 
21]. 

To transport the trunk, the legs change their position in relation to the trunk. If the 
movement of each leg is autonomous, we can describe the position of each leg in 
leg workspace (LW) by the value ni, [2]. This value represents the requirement for 
leg movement in LW, [23]. Maximum front position in LW is represented by the 
value of 0. Value 1 represents maximum requirement for leg movement of the leg 
in back position, [2]. Vector r = (nR1, nL1, nR2, nL2, nR3, nL3), rR, represents 
requirements for all legs movements. 
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Normally, the feet must not touch the obstacles, [22]. If we know where the 
obstacles are located in LW, it is possible to identify possible step lengths within 
the LW. Vector p = (kR1, kL1, kR2, kL2, kR3, kL3), pP, represents information about 
maximum possible step lengths ki of all legs, [2]. 

The designed cognitive system uses Q-learning (QL) as a RL technique, [2, 20, 
21], see Fig. 2. In the QL, the state-action pairs are represented by a Q-table, [2]. 
The Q-table stores the information about the relations between the states p, r and 
proper actions t. The actions represent changes in the state of the six-legged body 
to maintain static stable walking forward. States for each leg are represented by 
variables niN and kiK, and the actions of each leg are represented by liL 
variables, [2]. 

 

Figure 2 

Cognitive control system based on reinforcement learning, six-legged body and terrain model [2] 

Based on the information stored in the Q-table, the current situation is evaluated in 
order to select the best (most reward-promising) action to accomplish the task, [2, 
21]. The new state, entered as a consequence of the execution of action, is 
evaluated by the reinforcement function. Its qualitative criterion (reinforcement) is 
used by the algorithm that adjusts the Q values, [2, 18, 19]. The RL algorithm 
applied is described in Table 1, [2]. The learning algorithm searches for possible 
options of walking and evaluates each action tT. The p* and r* are the initial 
states and the initial positions of the six-legged body in a terrain model. Let 
MaxQ(p’,r’,t) be the maximum Q value of the next state (p’,r’) related to all the 
possible actions tT, [2], Table 1. For each new state of the six-legged body, 
different possible actions can be tested n times. The range of distance lrequired for 
the prediction of t actions in the terrain model is determined by the capabilities of 
the sensors. The variable for determining the (reached) total walking distance 
lwalked, i.e. maximum total walking distance after the learning process, is a 
predefined m number of t actions to cover this total distance. The value of c is the 
immediate (or expected) reward for the state change from the old state (p,r) to the 
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new state (p’,r’). We assume that the success of the action t is defined by the 
covered distance represented by l, thus the reward is c≈l, 0≤l≤lmax [2]. The 
learning rate α(p,r,t) (see Table 1) is used to ensure the convergence of the 
iterative procedure, [2, 19]: 
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n(p,r,t) is the number of times the Q(p,r,t) value, i.e. state-action pair (p,r,t), has 
been called during learning, [20]. The and n0 are parameters used to control the 
convergence of the iterative procedure. Based on previous experiments, we set 
=1 and n0=1. The  is the discount factor in the range 0≤<1, we set γ=0.9 [20]. 

Table 1 

Algorithm for RL of the hexapod cognitive control system [2, 21] 

1. Set the initial parameters of the learning process 
2. Identify the state p = p* P and state r = r* R of the six-legged body in real 

terrain 
3. Select and execute an tT action of the model of six-legged body in the model of 

terrain 
4. Identify the new state p’P and r’ R of the model of six-legged body, and obtain 

the immediate reward c and update the learning rate 
5. Update the Q-table, i.e. Q value:  

Q(p,r,t) = Q(p,r,t) +  ( c +  Max Q(p’,r’,t) - Q(p,r,t) ) 
6. Assign p = p’ and r = r’ 
7. While n ≠ nrepetitions return to 3 
8. While lwalked ≠ lrequired return to 2 
9. Execute the most appropriate action t* = tT of the six-legged body in real terrain 

The strategy used to select the action during learning is based on Boltzmann´s 
exploration [2, 20, 28]: 
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where E is a parameter known as the computational temperature. High 
temperatures cause all actions to be nearly equiprobable, whereas low 
temperatures cause greedy action selections. The parameter value E decreases 
gradually by:  

)( minmin EEEE n1n    (3) 

where n is the number of the cycle repetition, i.e. the number of iteration cycles. 
Based on previous experiments and recommendations [2, 20, 28], the values of the 
parameter are E0=Emax=0.9, Emin=0 a β=0.9. RL parameters and their descriptions 
can be found in [2, 20]. 
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Table 1 presents the algorithm used to explore the possible states and actions of a 
six-legged body in a modelled terrain with obstacles. The cognitive system tries to 
cover a required maximum distance lrequired, and thus the number of iterations is 
determined by the size of the terrain model. The number of nrepetitions>0 if 
(repetitions) selecting an action t is given by the quality of the cognitive abilities 
of the system (we use n=1). The learning process is stopped when the required 
maximum distance lrequired or the number of cycles (i.e. locomotion) to walk 
through the same terrain model by an m number of t actions is achieved. Of 
course, the distance lrequired can be reached by a certain number of cycles to walk 
through the entire length of the terrain during learning. After learning, the final, 
optimized (t) actions at the (p, r) states are performed [2]. It is assumed that the 
total walked distance lwalked as well as the  m number of  t actions will decrease in a 
more complex terrain and increase in a less complex one. In the following sections 
the focus will be put on the study of the relationship between the number of cycles 
required to walk through the entire length of the terrain to achieve the maximum 
distance, number m of t actions to cover the maximum distance and the terrain 
complexity. 

2.2  Method for Terrain Description and Gait Evaluation 

The second aim of article is to introduce a method for describing a complex terrain 
and analyse the applicability of the method based on RL to enable stepping over 
obstacles in a terrain. However, a method for assessing the obstacles of different 
lengths has never been described comprehensively before. We assume that the 
cognitive system should select the best walking strategy to overcome the longest 
(i.e. maximum predefined) distance. Also, we assume that obstacles in a terrain 
are already identified, e.g. using methods based on recursive density estimation 
and evolving Takagi–Sugeno fuzzy systems [29] or 2D laser range finder and 
obstacle/gap detection based on edge detection [30]. An example of a terrain 
model with complicated distribution of obstacles is shown in Fig. 3 exported from 
the simulation software (MatLab, MathWorks Inc.) including descriptions. 

To verify the designed RL based control system, it is necessary to describe lengths 
(horizontal sizes, [30]) of the obstacles in the direction of movement to consider 
only those obstacles which are on the path of the hexapod and corresponding with 
the section of the complex terrain, i.e. the covered total walking distance lwalked. 
Two types of obstacles need to be distinguished: small obstacles which can be 
stepped over by one leg without translating the trunk and large obstacles which 
have to be overcome by translating the trunk and can't be stepped over by a single 
leg movement. 

The maximum possible step length dkSmax in a terrain without obstacles is defined 
by the LW geometry [2, 17, 30]. The lengths of small obstacles are smaller or 
equal to the length of the maximum possible step h dkSmax, Fig. 3, [2]. The length 
of large obstacles is greater than the maximum possible step length dkSmax, but still 
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has to be smaller than the maximum walking distance by one action t to ensure 
movement of the trunk in a terrain, i.e. lmax, see Fig. 3. Theoretically, lmax can reach 
up to 2∙dkSmax, assuming the static-stable locomotion and geometry of the trunk and 
LW as described in [2, 21]. It also has to be ensured that two obstacles larger than 
maximum possible step length dkSmax are not situated in both workspaces of the left 
and right leg at the same time, i.e. in the workspaces of the two opposite legs. If 
the condition above is met, then the path corresponding to the section of the 
complex terrain with obstacles, i.e. reached total walking distance lwalked, can be 
described by a numeral denoting the number of small obstacles and a numeral 
informing about the number of large obstacles, see Fig. 3. A more objective 
description would be the following: The path corresponding to the section of the 
complex terrain with obstacles, i.e. covered total walking distance lwalked, is 
described by numerals that represent the number of small obstacles to be 
overcome by the left side (LS) of the body (left legs), the number of the large 
obstacles to be overcome by the LS of the body (left legs), as well as the number 
of the small obstacles to be overcome by the right side (RS) of the body (right 
legs), and finally the number of large obstacles to be overcome by the RS of the 
body (right legs). 

 

Figure 3 

Simplified model of a six-legged body (with legs in swing/stance phase) and sensory information in a 

terrain model with obstacles [2] 

The remaining question is what kind of relationship, if any, is there between the 
covered total walked distance lwalked, the predefined m number of t actions and the 
numbers of cycles (to reach the maximum total walked distance during learning) 
to walk over the terrain with specific types and numbers of obstacles. The 
information about possible relationship could be used to develop algorithms for 
effective RL, thus reducing the time and complexity of computing the learning 
process. 
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2.3  Verification Method 

The verification is focused on testing the adopted approach to evaluate the 
hexapod's decisions in complex terrain. For this purpose, the second aim of article 
is to introduce a method of describing a complex terrain and analyse the 
applicability of the method based on RL to enable stepping over obstacles in a 
terrain. However, a method for assessing obstacles of different lengths has never 
been described comprehensively before. We assume that the cognitive system of 
hexapod should select the best walking strategy (i.e. the most appropriate actions 
t*) to overcome the longest (i.e. maximum predefined) distance. 

Table 2 

Relationship between the predefined number of actions and the used types of complex terrains with 

small and large obstacles (LS – left side, RS – right side of the hexapod's body) 

Terrai
n 

Type of 
obstacles 

Predefined number m of actions 

3 6 9 12 15 

Number of obstacles to be 
overcome 

1. 

small LS 0 0 0 0 0 

large LS 0 0 0 0 0 

small RS 0 0 0 0 0 

large RS 0 0 0 0 0 

2. 

small LS 2 3 4 5 6 

large LS 0 0 0 0 0 

small RS 0 2 3 4 4 

large RS 0 0 0 0 0 

3. 

small LS 2 3 3 3 4 

large LS 0 0 1 1 1 

small RS 0 1 1 1 2 

large RS 0 0 1 2 2 

The method for the decision making based on RL described above was tested on 
models of terrain based on method for describing complex terrains in a MatLab 
software environment. The terrain model with obstacles is (on purpose) designed 
to be complex and ill-structured. It is assumed that the terrain model is to be 
explored and identified by the sensory system. The initial parameters used for the 
learning algorithm define the initial position of the six-legged body in the terrain 
model and the characteristics of terrain obstacles (dimensions and positions), see 
Fig. 3. Then the maximum distance lrequired=140 mm from the six-legged body (i.e. 
trunk) to the farthest detected obstacle or target in the terrain is chosen. During the 
prediction of walking, the maximum number m of predicted t* actions of the six-
legged body in the model of terrain represents another limiting factor, see Table 2. 
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The issue with the evaluation of the effectiveness of setting algorithm parameters, 
however, is that the covered total walked distance lwalked achieved by the 
predefined m number of t actions is affected not only by the parameters set for the 
algorithm, but also by terrain complexity. Consequently, a more advanced testing 
session was performed using three types of terrains, Table 2. 

The first type of terrain was a flat terrain without any obstacles; the second type of 
terrain involved only small obstacles; and the third type of terrain was covered 
with both small and large obstacles. To walk through the three types of terrains, 
the predefined m numbers of t actions were 3, 6, 9, 12 and 15. The predefined 
number of cycles to walk through the same terrain during learning was 2500. 

2.4  Statistical Analysis 

Each type of terrain was tested ten times by each predefined m number of actions. 
After calculating the covered total walked distance lwalked, the predefined m 
number of actions and the number of cycles to walk through the same terrain, the 
statistical analysis of these characteristics was performed using MatLab software. 
Maximum and minimum values were identified, the median, first quartile (Q1) 
and third quartile (Q3) was calculated for the number of cycles (i.e. locomotions) 
to reach the maximum total walking distance (i.e. select the optimized actions). 
The Jarque–Bera test (in MatLab software) was used to test the normal 
distribution of all parameters. The test returns the value of h=1 if it rejects the null 
hypothesis at the level of significance of 5%, and h=0 if does not. 

3 Results 

In this section, results for approach adopted to evaluate the hexapod's decisions by 
RL in three different complex terrains (see Table 2) are demonstrated. Each type 
of terrain was tested ten times by each predefined m number of actions and the 
Jarque–Bera test returned h=1 in all trials. The data were compared to identify the 
relationship between the predefined m number of t* actions and the maximum 
total walking distance (lwalked), see Table 3 and Fig. 4. Using the RL method, the 
hexapod (i.e. model of the hexapod in MatLab software environment) is able to 
plan several actions in advance, see Table 3. The planned actions represent the 
planned changes in the state of the six-legged body to maintain static stable 
walking forward. The maximum total walking distance is achieved by the 
predefined number (m) of actions (t*) after the learning process. 
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Table 3 

Maximum total walked distances achieved by the predefined number of actions after the learning 

Terrai
n 

Predefined  m number of actions 
t* 

3 6 9 12 15 

Maximum total walked distance 
[mm] 

1. 24 60 96 132 168 

2. 24 49 64 79 94 

3. 24 49 66 88 114 

To determine the relationship between the number of cycles (i.e. locomotions) to 
reach the maximum total walking distance and the predefined m number of t* 
actions, compare Table 4 and Fig. 5. 

 

Figure 4 

Diagram illustrating relationships between the maximum total walking distances and predefined 

numbers of actions in different terrains 

Table 4 

Numbers of cycles to reach the maximum total walking distance and to select the optimized actions in 

specific terrains 

  Numbers of cycles to reach the maximum total walking distance   

   1st  terrain 2nd  terrain 3rd  terrain 

   
Min Max Median Q1 Q3 Min Max Median Q1 Q3 Min Max Median Q1 Q3 

P
re

d
ef

in
ed

 n
u

m
b

er
 

m
 o

f 
ac

ti
on

s 

3 3 2037 45 12 59 26 1199 155 63 259 7 617 167 90 456 

6 76 2214 205 157 313 147 1686 331 239 696 108 1822 310 177 1294 

9 74 1268 211 118 730 169 2227 564 348 1109 223 1715 519 343 778 

12 59 1342 139 113 390 156 2373 485 267 1882 313 1633 1016 886 1539 

15 79 741 150 112 231 435 2025 938 816 1347 404 2058 1381 798 1715 
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It is clear that a higher value of the defined m number of actions increases the 
number of obstacles to be overcome, Table 2. Furthermore, the total walking 
distance is also increased, Table 3. When traversing the three different types of 
terrains, all obstacles (both small and large) were overcome. 

 

Figure 5 

Diagram illustrating relationship between the number of cycles to reach the maximum total walking 

distance and the predefined numbers of actions in 1st terrain (A), 2nd terrain (B) and 3rd terrain (C) 

4 Discussion 

The data presented in Fig. 5B and Fig. 5C point out to the relationship between the 
predefined number of actions and the number of cycles (i.e. locomotions) to reach 
the maximum total walking distance and indicate the increase of the median of the 
number of cycles to reach the maximum total walking distance, helping to select 
the optimized actions, in the case of the 2nd and 3rd terrain. The data presented in 
Fig. 5A indicate a gradual increase and a subsequent decrease of the median of the 
number of cycles to reach the maximum total walking distance, and help select 
optimized actions, in the case of the 1st terrain (without obstacles). This is due to 
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the fact that the identified states (p, r) of the six-legged body and terrain are the 
same or similar during walking, and thus the optimized actions are the same and 
computation time of the learning process to find the optimized actions can be 
reduced. In all cases, the Jarque–Bera test confirmed that we can reject the 
hypothesis that the number of cycles to reach the maximum total walking distance 
has a normal distribution. In the case of the 1st and the 2nd terrain (including only 
small obstacles), strong asymmetrical (skewed) distributions of the number of 
cycles to reach the maximum total walked distance is found. The median of the 
number of cycles to reach the maximum total walking distance during learning is 
much lower than the maximum value, see Table 4. Thus, the maximum total 
walking distance is achieved by a lower number of the cycles. In the case of the 
3rd terrain with large obstacles, the maximum total walking distance is achieved by 
a higher number of the cycles. 

The data also indicate that the increase in the number of cycles to reach the 
maximum total walked distance is hampered (i.e. reduced) as the identified states 
(p, r) of the six-legged body and terrain are similar during walking in the case of 
the 1st and the 2nd terrain (including only small obstacles) and predefined greater 
number of actions. In the case of the 3rd terrain (with small and large obstacles), 
the rate of increase in the number of cycles is not constant or reduced since the 
terrain is complex and the identified states (p, r) of the six-legged body and terrain 
are not identical during walking. In general, moving over a more complex terrain 
reduces the number of actions and results in higher values of maximum number of 
cycles (i.e. locomotions). On the other hand, the maximum total walking distance 
is lower as terrain complexity reduces the total number of possible actions denoted 
by t. 

In view of the adjustment of learning process described above, the approximate 
number of cycles (i.e. locomotions) sufficient for the subsequent selection of the 
optimal action t can reach up to 1500. The approximate number of cycles can be 
lower than 1000 in the case of a less complex terrain and the predefined m=9 
number of t actions. With a more complex terrain, the approximate number of 
cycles can be lower than 1000 in the case of a lower predefined (m=3) number of t 
actions. In general, the use of a lower predefined (m=3) number of actions is 
appropriate for a complex terrain. 

The data suggesting the relationship between the predefined number of actions 
and the maximum total walking distance, Fig. 4, indicate an increase in the 
maximum total walking distance in all cases, i.e. the terrains are passable. In case 
of the 1st terrain (without obstacles), the curve of the increase in the maximum 
total walking distance is constant because the optimized t actions are the same. 
Thus, the type of moving the trunk and legs in the terrain is always the same. For 
static stable walking forward, the model of hexapod can use acyclic and/or cyclic 
gait. The type of gait depends on the results of the search for the most appropriate 
sequence of actions to achieve the maximum total walked distance by the 
predefined number of actions. In case of the 1st terrain, model of the hexapod 



Acta Polytechnica Hungarica Vol. 13, No. 4, 2016 

 – 153 – 

opted for cyclic gait, as is apparent from Fig. 4, where the walked distance after 
the individual actions remains the same. The decision making process of the 
hexapod shows that acyclic gait suits a very complex terrain and cyclic gait on the 
other hand a less complex terrain. The data in Fig. 4 also indicate that the 
maximum total walking distance is reduced due to a growing number of obstacles 
to be overcome (Tab. 2), especially in the 2nd terrain. The maximum total walking 
distance is reduced more significantly in the case of overcoming a greater number 
of small obstacles (2nd terrain) than in the case of smaller number of large 
obstacles (3rd terrain). 

Proceeding from the above analysis, it was found that the results show the 
suitability of the adopted approach. The methods proposed for the study of the six-
legged walking, as well as for describing a terrain with obstacles, allow us to 
quantitatively assess and evaluate the hexapod's decisions in complex terrain. It of 
course follows that, alternatively, other nonlinear methods adapted for hexapod's 
decisions in complex terrain could be used, e.g. the tensor product models [31], 
methods for delivery vehicle routing problem [32], nonlinear multivariable 
systems using recurrent cerebellar models [33], neural control mechanisms [16], 
etc. Application of these methods to the problem of hexapod's decisions may find 
its place in the context of follow-up studies. However, RL method was used as RL 
is widely accepted as a tool to understand the goal-directed behavior of real 
organisms (including six-legged insects) that learn and interact with their 
environment in real time. Thus the objective of RL is to select actions so as to 
maximize their long-term rewards [34]. Regarding the methods to describe the 
complexity of the terrain, no similar method to describe the complexity of terrain 
with respect to the hexapod geometry has been introduced before. In the past, 
methods for describing obstacles in a terrain were only mentioned [30]. Not only 
does our approach allow for the description of the complexity of a terrain, it also 
provides description of the size of the obstacle with respect to LW [2, 23]. Thus, 
the proposed method may complement existing methods designed for trajectory 
planning [5-8]. 

Conclusions 

The proposed techniques for describing complexity of a terrain and hexapod's 
decisions in the terrain were described tested, and verified in the article. In order 
to meet the demands for quantitative description of the terrain, the method 
describing lengths (horizontal sizes) of the obstacles in the direction of the 
hexapod´s movement was designed. The technique for decision making process of 
hexapod based on RL selects the most suitable action for each state to overcome 
the longest (i.e. maximum) distance in the terrain which includes obstacles. The 
methods for the study of the decision making process of hexapods, as well as for 
the simulation of six-legged walking as well as describing terrains with obstacles 
may find application in bioengineering, robotics, military systems and other 
related fields. 
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In future works, the problem of vertical size of obstacles in terrain and the 
problem of accelerated motion in terms of its dynamics will be studied. The 
proposed methods rely on the movement of most insects since they move slowly, 
and the problem of vertical size of obstacles has been partially solved in [22]. 
However, vertical movement of the legs is determined exclusively by the height of 
the obstacles in direction of walking [30] and does not affect the actions (i.e. the 
strategy of leg coordination of hexapod and the transition from current-state to 
future-state) determined by the methods described in this article.  
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Abstract: The impact of various time-defendant factors on the recycling rate of end-of-life 
vehicles (ELV) in Republic of Serbia was investigated. Statistical distribution of the 
frequency of the number of ELV in the year of dismantling depending on the year of 
production of ELV is designed using the two-parameter Weibull distribution function and 
MATLAB software, based on a real time data. Obtaining the time-dependence of Weibull 
parameters, a statistical distribution of frequency of the number of ELV in the coming 
period in Serbia was simulated. These results in combination with amount of materials in 
the most abundant cars in Serbia were used to simulate the overall amount of materials, 
which are available for recycling, in the coming period. These results are essential for 
automotive recycling industry management, particularly for shredders, dismantlers and 
metal pre-processors. 

Keywords: dynamic model; ELV; recycling; secondary raw materials; simulation 

1 Introduction 

Metallic secondary raw materials are generated from the industries that use 
metals. Different areas of application and the various methods of processing and 
use as structural materials leads to the formation of a very diverse scrap and/or 
waste material supply [1]. Industrial products include a variety of materials related 
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to each other in various ways. After the end of the product life cycle, due to 
deterioration or technological obsolescence, they need to be recycled to the 
valuation of the material from which the product is made. EU legislation has 
defined the high standards and stringent environmental regulations [2], therefore, 
the recycling of various metallic secondary raw materials becomes inevitable [3]. 
However, after recycling, metals may lose their initial characteristics, both in 
terms of purity and in terms of mechanical properties. Hence, the recycled 
metallic materials are commonly used in less demanding applications. In order to 
minimize the losses of these materials due to contamination during the recycling 
process, it is essential to understand the relations between the technological 
processes of recycling and materials physical and chemical characteristics [4]. In 
the primary natural resources, metals in the mineral forms are bounded in the 
different ores. Exploitation and production of base metals is a complex series of a 
large number of technological processes adapted to the relevant type of ore. 
Obtained metals are incorporated into products which, after the expiration of the 
life cycle, become the amortization waste. The waste is collected, prepared for 
processing and sent to recycling streams, which are introduced in the production 
of metals as industrial recycling resources. Thus, metals find their way back to the 
source of the cycle and provide the basis of industrial cycles. 

Modern society is regulated by extensive use of complex multi-component 
products, of which, vehicles are a typical example. They are composed of different 
materials, provided that the individual components are increasingly minimized, 
whether they are expensive, or have a detrimental effect on the function of the 
product. From an economic point of view, in practice, the complete disassembly 
of the product is unattractive and unprofitable. Therefore, partial disassembly, 
shredding, chopping and crushing are performed and thus prepared material 
returns to the basic resources of the system. However, with such a treatment and 
processing, the pure metal cannot be obtained, because there is contamination due 
to strong joints of different materials in the product and the imperfections of the 
processes of separation. As a result, the metal material contains impurities that are 
difficult to distinguish using the existing metallurgical processes [5]. The results 
are significant non-refundable losses and a less quality of metal obtained from 
secondary raw materials. 

Automotive recycling infrastructure is related to: 

 Dismantlers 

 Shredders 

 Operators of non-ferrous metals 

The flow of materials within the automotive recycling infrastructure is shown in 
Fig. 1. 
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Figure 1 

The materials flow of the ELV in the automotive recycling infrastructure [19] 

Dismantlers remove parts from the car such as the engine, transmission, radiator, 
catalytic converter, petrol, fuel tank, fluids, tires, batteries and air bags because of 
their value or because of the Shredder requirements for their removal [6]. It is 
estimated that the content of non-metallic materials after disassembling is almost 
the same as before dismantling, because the parts removed by dismantlers are 
mainly based on metals. After removing the automotive parts, the car shell is sent 
to the shredder. 

The shredding process enables the separation of the multicomponent materials by 
magnetic separation and by the methods based on differences in specific weight of 
materials. As shown in the diagram (Fig. 1), there are three main output streams of 
the shredding process: the stream of ferrous metals, the stream nonferrous metals, 
and the stream of automotive shredding residue (ASR). Ferrous metals, recycled 
by shredding process, are sold on the steelmaker market, non-ferrous metals are 
sold in the operators and non-ferrous metal market, and the shredder residue is 
deposited in the landfields [7, 8]. 

Operators of non-ferrous metals separate the stream of non-ferrous metals into 
different flows such as aluminum, copper and zinc. 

A shredder plant with a capacity of 34000t/year for one shift, in the recycling 
center "Scholc"-Železnik in Belgrade, has successfully operated for many years. 
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2 Models for Monitoring the Impact of Various 

Parameters 

The influence of parameters such as the life cycle design, metal content and 
material combination within the vehicle on recyclability of the car is significant. 
Examination of these parameters and monitoring of their trends and changes is 
essential for the successful management of the major economic issues within the 
automotive industry. 

In one study [9], assessment of material/components flow and economic exchange 
within the life cycle of the material in the automotive industry has been 
developed. Issues which were processed were: 

 What could be the effect to increase the recycling of plastic? 

 What could be the impact in a decline in car sales?  

 What could happen if most parts of a vehicle are built of aluminum, 
plastic and ultra-light steel? 

Isaacs and Gupta [10] developed optimization model to describe the impact of the 
vehicle with a high content of polymeric materials on the automotive recycling 
infrastructure. The aim of this study was to determine the optimal level of plastics 
which are needed to be removed, after the shredding process, to maintain the 
profitability of all business areas within the infrastructure. Using the same 
approach, two additional studies were conducted, one to determine the increasing 
effect of the materials content based on aluminum in vehicle on the infrastructure 
[11], and other to compare the impact of electronic vehicles, hybrid vehicles and 
vehicles with a high content of polymeric materials on the automotive recycling 
infrastructure [12,13]. Optimization is the ideal approach in decision making for a 
given scenario, but this approach requires a precise mathematical determination of 
constraints and objectives. 

Zamudio [14] developed a dynamic model to describe the recycling of cars. This 
model does not take into account materials which are connected with the 
replacement of parts, as well as, dismantling process or economic concerns for 
that process. Also, in the flow of the materials the interdependence is not assumed, 
so that the flow of various materials (e.g. steel and aluminum) will never be 
analyzed separately. It was concluded that the existing automotive recycling 
infrastructure should be modified in order to resist changes in the market. 

Several other models use a dynamic system, in order to characterize the material 
flow and economic exchange within the recycling infrastructure. To explain the 
impact of changes in the material composition of the vehicle on the sustainability 
of the economy and the environment within the automotive recycling 
infrastructure, Bandivadekar et al. [15] developed a simulation model for recovery 
and recycling of cars. This model describes the flow of materials and economic 
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exchange of any business issue within the automotive recycling infrastructure. 
This model is then used to determine the profitability of each business issue due to 
a certain changes in the market and changes in the material composition of 
vehicles. 

In another study based on a dynamic system, a strategy to meet the provisions of 
the EU ELV regarding recovery and recycling of materials was analyzed [16, 17, 
18]. In the study, conducted by Kumar and Sutherland [19, 20], different 
technological strategies that can justify the effectiveness of the recovery of 
materials in the automotive recycling infrastructure were analyzed. The aim of 
their analysis was to determine the technological costs which could be related to 
the shredders and dismantlers used to achieve recovery of materials compared to 
those established in Europe. 

Dynamic annual flow models, incorporating consumer discards and usage losses 
and featuring deterministic and stochastic end-of-cycle returns by the consumer, 
were developed for reused or remanufactured products, including fast/slow 
cycling and short/long-lived products [21]. 

In order to define the link between end-of-life products, their composition, and 
design a dynamic model was developed for cars [22, 23, 24]. This model permits 
the visualization of the influence of various parameters and distributions on the 
recycling rate over time. In addition, this model also permits the formulation of an 
improved definition of recycling rate. The architecture of the dynamic model, as 
shown in Fig. 2, will be used to capture the rapidly changing weight, composition, 
and lifetime of the car, which determine directly the recycling rate of vehicles. 
The final metal recovery depends on the prevalent thermodynamics and kinetics of 
the metallurgical processes, which are related to the material cycle [5]. Van 
Schaik and Reuter [24] showed that the recycling rate cannot be represented by an 
average or single value as required by EU legislation, but is largely dependent on 
the distributed nature and therefore the standard deviations of the time-varying 
lifetime, weight and composition of the car. The various simulations, using the 
dynamic system model, make clear that the weight and composition of the car at 
production and dismantling are determined by the different distributions and are 
highly dependent on their fluctuations. 
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Figure 2 

Scheme of the dynamic model [22] 

It is estimated that in the Republic of Serbia, currently in use, are more than two 
million vehicles (2,274,770 vehicles in the year 2008, including trailers, tractors, 
commercial vehicles and motorcycles), whose average life cycle is between 18 
and 19 years [25]. It is estimated that more than one million older vehicles, in 
various states of functioning, waiting to be recycled, and about 100,000 to 
120,000 vehicles each year cannot be recycled, due to deterioration. 

This state of the automotive recycling industry originated, primarily due to an 
unstable political and socio-economic situation in the country, in the period 
between 1990 and 2002. After 2002, the situation in the country significantly 
improved and was reflected in the automotive recycling industry. The dynamic 
model which describes the number of cars at the end of the life cycle, as well as, 
monitoring trends in the composition of the materials is of crucial importance for 
businesses within the automotive recycling industry. The model is crucial to 
properly plan processing capacity and to develop related business models that will 
ultimately lead to positive economic development and sustainability. 

3 Recycling of Cars - Simulation 

The statistical distribution of the number of cars on their end of life can be 
described by a normal distribution, depending on the year of production and year 
of dismantling of the cars (Fig. 3). These diagrams are constructed based on the 
number of cars that are available for recycling in a given year, along with the 
average age of the cars that are recycled in the same year. The diagrams were 
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constructed using the software package MATLAB. The mean value of the number 
of cars, which are recycled in one year, can be approximated by the number of 
unregistered cars in the same year. The average number of unregistered cars in the 
period between 1994 and 2001 year is approximately 58000 cars per year, and 
approximately 64000 cars in the period between 2002 and 2008 year [25]. 

 

Figure 3 

The normal distribution of the number of waste cars, by year of production and dismantling, in Serbia 

The normal distribution curves in Fig. 3 can be described by the two-parameter 
Weibull distribution function: 𝑊(𝑡) = 𝑎𝑏𝑎 𝑡𝑎−1𝑒𝑥𝑝 [− (𝑡𝑏)𝑎] (1) 

where (a) is the shape parameter, and (b) is the scale parameter, (a, b>0). The 
shape parameter, also known as the Weibull slope, gives the Weibull distribution 
its flexibility. The scale parameter determines the range of the distribution.  

Fitting of the curves in Figure 3 with the Weibull distribution function is done by 
using the MATLAB software package, wherein the correlation coefficients from R 
= 0.99 are obtained. Also distribution parameters (a) and (b) are determined, 
whereby the average value of the shape parameter is a = 4, and the scaling 
parameter, (b) is shown in functional dependence over the time period (Fig. 4). 
When (b) is increased, while (a) is kept the same, the distribution gets stretched 
out to the right and its height decreases, while maintaining its shape (Fig. 3). 
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Figure 4 

Dependence of the scaling parameter with the year of dismantling 

The dependence of the scaling parameter (b) from the year disassembly (t) can be 
expressed by the following equation: 𝑏(𝑡) = 0,297 ∙ 𝑡 − 573 (2) 

The coefficients in the equation (2) were calculated with confidence limits of 
95%. Also, the prediction boundary of 95% was determined, which is shown with 
dashed lines in Figure 4. It should be noted that the values of the scaling 
parameter in 1996, 1999, 2002 years were rejected during determining of 
functional dependence. Major deviation of the parameter (b), in the 
aforementioned years, is attributed to the unstable socio-political situation in 
Serbia in those years. 

The dependence of the parameter (b) from the time (Equation 2), together with the 
Weibull distribution function and the average dismantling year of ELV (Equation 
1), are used in predicting the distribution of the number/frequency of the car that 
are recycled in the period between 2015 and 2025 year (Fig. 5). 
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Figure 5 

The distribution of the number of ELV, depending on the year of production and the year of 

dismantling in the forthcoming period 

Based on the Fig. 5, we can see that the width of the number of ELV distribution 
will increase and the shift to the right to higher production years. Maximum 
number of ELV will decline slightly over time, as could be expected based on the 
trend of increase in the parameter (b). 

An estimation of the quantity of materials obtained by recycling of the ELV, can 
be obtained by determining the trend of the most prevalent car models at the end 
of the life cycle and the amount of materials within those models. According to 
the Serbian Ministry of Interior Affairs, the most common brands of cars were 
Zastava, Opel and Volkswagen. The trend of the ELV share for domestic brand 
Zastava and other unregistered cars in the period between 2003 and 2008 year is 
shown in Table 1. 

Table 1 

Share (in %) of unregistered cars "Zastava" and others in the period since 2003 to 2008 year [24] 

Brand/Year 2003 2004 2005 2006 2007 2008 

Zastava 58.76 52.68 59.69 60.87 50.47 48.34 

Others 41.24 47.32 40.31 39.13 49.53 51.66 

Trend of the share of ELV which will be recycled in the forthcoming period can 
be determined according to Table 1 (Fig. 6). Domestic brand of cars "Zastava" has 
been stopped production since the end of the 2008 year, it is logical that their 
share in the forthcoming period of recycling will rapidly decrease. 
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Figure 6 

Trend of the share of unregistered cars "Zastava" and others in the forthcoming period in Serbia 

The distribution of materials in cars Zastava and Opel Astra are given in Table 2. 

Table 2 

Share of materials in the car Zastava and Opel Astra 

Material Zastava Opel Astra 

Weight 

(kg) 

Share 

(%) 

Weight 

(kg) 

Share 

(%) 

Steel/iron 626 75.00 681 63.61 

Other metals 48.9 5.86 89 8.33 

Plastics 41.7 5.00 185 17.25 

Pneumatics 25.9 3.10 30 2.82 

Glass 30.9 3.70 31 2.85 

Fluids 15.4 1.84 17 1.61 

Rubber 8.3 1.00 17 1.61 

Other 37.9 4.50 20 1.92 

Totally 835 100 1070 100 

According to these data, we can determine the total amount of waste material from 
cars that will be generated in the period between 2003 and 2023 year, with the 
approximation that the materials composition of other cars corresponds to the 
material composition of Opel Astra car as the dominate brand. Together with a 
simulation of the ELV number in the forthcoming period from Fig. 5, a diagram of 
the material amount prediction in dismantling year can be constructed. 
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Figure 7 

Predicting the amount of material per year of dismantling in Serbia 

According to the diagram in Fig. 7, we see that the slope in plastic materials is the 
largest and the smallest is in non-ferrous metals. For ferrous metals, we also notice 
a growing trend, which is a result of an increase in the share of the foreign cars 
that have higher weight than domestic cars "Zastava". 

Conclusions 

The recycling industry in Serbia is in a growth stage, thus monitoring and 
forecasting of ELV is very important. Dismantlers, shredders, metal pre-
processors and other related companies within the recycling industry must plan 
their business based on these data. Accuracy of the forecasting model depends on 
accuracy of real time data and simulation methods used for forecasting. The two-
parameter, Weibull distribution function has been proven to be valid for fitting 
with the data of ELV distribution, in the past period, as well as, for forecasting of 
ELV which will generate within the 10 year period between 2015 and 2025. 
Results show that distribution of the ELV, in particular year of dismantling, will 
be spread and shift with regard to the higher year of their production. 

The unstable socio-political situations in the country, in previous years, and the 
impact of domestic car production intensity, have been presented as the most 
influential parameters for the number of ELV and overall materials in ELV. The 
overall materials from ELV in year of dismantling obtained from the simulation of 
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the ELV in future period and from distribution of the most common types of cars 
in Serbia, indicate that plastic material have a higher growth rate, from 800 t (in 
2003) to 1800 t (in 2023). Also, ferrous materials have a significant growth rate, 
from 25 kt (in 2003) to 35 kt (in 2023), due to the changes in the distribution of 
car types, in a particular dismantling year. Further work should be focused on 
simulating the various factors such as Weibull parameters and the distribution of 
the most common types of cars in Serbia in order to obtain different and more 
accurate forecasting models. 
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The most important equations of motion in physics are summarized in differential 
equations. Variational calculus is suitable to unify the different disciplines of physics; it is 
even classical mechanics, electrodynamics or modern field theories. The basic equations of 
the disciplines can be deduced from the least action principle, the Hamilton’s principle. It 
is shown that the Lagrange function can be formulated for dissipative processes, in systems 
with infinite degree of freedom, thus the Hamilton’s principle can be considered as a basis 
of the theory. The Lagrange function can be constructed by an introduced scalar (potential) 
field that defines the measurable physical quantities. 
In the present paper we will construct a Lagrangian density function in such a way that the 
field equations (equations of motion) are known, but these equations contain non-
selfadjoint operators. For this, it is necessary to introduce potentials. We suggest what 
possible directions are open in the study of the system, through the elaboration of the 
mathematical model. 

Keywords: Hamilton’s principle; dissipation; potential; adjoint operator; canonical 
formalism 

1  Introduction 

When Lagrange showed Euler his work, in which he deduced the principles of 
mechanics, based on the variational calculus, he did not think that it would spread 
to all disciplines of physics or the presented method might become a pillar of 
modern physics. 

It is known that the equations for motion in physics can be formulated by 
differential equations. Most of them can be deduced from the least action 
principle, the Hamilton’s principle. Experience shows that for those theories, 
where the Hamilton’s principle can be applied and the related Hamilton-Lagrange 
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formulas can be elaborated not only the aesthetics” of the theory are impressive, 
but often, further improvements and discoveries develop. 

The degrees of freedom of continuous media (physical fields) are infinite. Their 
descriptions change from place to place and moment to moment. We assign 
mathematical variables (field quantities) to individual points of geometric fields at 
each moment. The time evolution of these variables can be described by the field 
equation (equations of motion). In general, there are two basic steps to construct 
the actions for systems with infinite degrees of freedom: taking into account the 
properties of the system the Lagrange density function should be formulated by 
the field variables; the action can be obtained by the spatial and time integration of 
the Lagrange density function. If we know the action, we accept the Hamilton’s 
principle, as an axiom (basic principle), then the complete Hamilton-Lagrange 
formalism can be built up and applied. It took a long time to recognize just how to 
establish this description for dissipative systems. It can be shown that the 
Lagrange function of a dissipative process, with an infinite degree of freedom, can 
be formulated by introducing a relevant physical-mathematical additional field, 
thus, Hamilton’s principle gives the foundation of the theory [1, 2, 3]. The 
Lagrange function itself can be formulated with the help of this scalar field, which 
has a consistent mathematical relation, with measurable physical fields. Since the 
Hamilton principle is not sensitive as to how the Lagrange function is created, we 
can exploit the possibilities of variational calculus, the elaboration the complete 
canonical formalism and we can explore the various related research directions, 
based on the developed theory. 

2  Construction of Lagrange Functions 

2.1 Hamilton’s Principle 

In order to consider the Hamilton’s principle, as a base of the theory, we need to 
formulate the Lagrange density function L, which the time integral is the action S.   𝑆 = ∫ 𝐿 d𝑉d𝑡 (1) 

The Lagrange density function for a Ψ scalar field is written by its first order 
derivatives as: 𝐿 = 𝐿(Ψ,Ψ,̇ ∇Ψ)          (2) 

In the sense of the Hamilton’s principle, the variation of action is: 𝛿𝑆 = 𝛿 ∫ 𝐿 d𝑉d𝑡 = 0𝑡2𝑡1           (3) 

This means that for a realistic process of nature, the action is an extremum, i.e., 
the variation of action is zero. If the Lagrange function depends on the physical 
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field Ψ and its derivatives then after the variation of action the Euler-Lagrange 
differential equation can be obtained. The following describes the time and spatial 
evolution of the field: 𝜕𝐿𝜕Ψ − 𝜕𝜕𝑡 𝜕𝐿𝜕Ψ̇ − ∇ ∙ 𝜕𝐿𝜕∇Ψ = 0   (4) 

Naturally, the Lagrange function may include more variables and higher order 
derivatives. 

In general, if a linear operator 𝑂 acts on the function Ψ  in the Lagrange function 
then an expression �̃� 𝜕𝐿𝜕(𝑂Ψ)     (5) 

appears in the Euler-Lagrange equation where �̃� is the adjoint operator of operator 𝑂. The most frequent operator – adjoint operator pairs in physics are: 𝑂 = 𝜕𝜕𝑡 → �̃� = − 𝜕𝜕𝑡    (6) 𝑂 = grad(= ∇)   →  �̃� = −div(= ∇ ∙)  (7) 𝑂 = rot(= ∇ ×) →  �̃� = rot(= ∇ ×) (8) 𝑂 = div(= ∇ ∙) → �̃� = −grad(= ∇) (9) 𝑂 = 𝜕2𝜕𝑡2 → �̃� = 𝜕2𝜕𝑡2 (10) 𝑂 = ∆→ �̃� = ∆  (11) 

If the equality 𝑂 = �̃� is completed then we speak about a self-adjoint operator. 
The Lagrange function can easily be constructed if equation of motion of a 
variable is known. 

2.2 The Example of Electrodynamics 

In the knowledge base for electric charges and currents, using the Maxwell 
equations, an electromagnetic field can be formulated in a simpler form, 
introducing the scalar and vector potentials. These define the measurable field 
variables as [4]: �⃗� = − 𝜕𝐴 𝜕𝑡 − grad𝜑  (12) �⃗� = rot𝐴   (13) 

In order to simplify the equations the potentials can be modified as: 𝐴′⃗⃗  ⃗ = 𝐴 + grad𝜓  (14) 𝜑′ = 𝜑 − 𝜕𝜓𝜕𝑡   (15) 
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i.e., the definition of potentials are free from a gradient or time derivative, of an 
arbitrary scalar field. This means a free choice of potentials, suitably, e.g. it can be 
(Lorenz measure): div𝐴 = −𝜀𝑜𝜇𝑜 𝜕𝜑𝜕𝑡   (16) 

In that part of space where the charge density and the currents are zero, the 
Lagrange density function for the Maxwell equations can be expressed by the 
potentials: ℒ = 12 𝜀𝑜 (𝜕𝐴 𝜕𝑡 + grad𝜑)2 − 12𝜇𝑜 (rot𝐴 )2

   (17) 

The Euler-Lagrange differential equations can be obtained by the variation of 𝐴 : rot rot 𝐴 𝜇𝑜 − 𝜀𝑜 𝜕𝜕𝑡 (− 𝜕𝐴 𝜕𝑡 − grad𝜑) = 0  (18) 

which results the Euler-Lagrange differential equations. By the application of 
definition equation (13) the well-known Maxwell equations are obtained: rot�⃗� = 𝜀𝑜𝜇𝑜 𝜕�⃗� 𝜕𝑡         (19) 

After the variation by 𝜑 the equation div (𝜕𝐴 𝜕𝑡 + grad𝜑) = 0 (20) 

can be deduced. Applying equation (12), we get div�⃗� = 0 (21) 

formulating the next Maxwell equation. The equations div�⃗� = 0  (22) rot�⃗� = − 𝜕�⃗� 𝜕𝑡    (23) 

are completed automatically by the application of definition equations (12) and 
(13). 

Considering the 𝐴  dependence in the Lagrange density function, the operators 𝑂1 = 𝜕𝜕𝑡 and 𝑂2 = 𝑟𝑜𝑡 appear. According to the previous mathematical list in 

equations (6) – (11)  the terms − 𝜕𝜕𝑡 𝜕𝐿𝜕(𝜕�⃗⃗�  𝜕𝑡 )   and    rot 𝜕𝐿𝜕(rot𝐴  )   appear in the Euler-

Lagrange equation. The validity can be easily checked, since  

  − 𝜕𝜕𝑡 𝜕𝐿𝜕(𝜕�⃗⃗�  𝜕𝑡 ) = −𝜀𝑜 𝜕𝜕𝑡 (𝜕𝐴 𝜕𝑡 + grad𝜑)  (24) 

and 
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 rot 𝜕𝐿𝜕(rot𝐴  ) = − 1𝜇𝑜 rot rot𝐴      (25) 

from which 1𝜇𝑜 rot rot𝐴 = 1𝜇𝑜 rot�⃗� = 𝜀𝑜 𝜕𝜕𝑡 (𝜕𝐴 𝜕𝑡 + grad𝜑) = 𝜀𝑜 𝜕�⃗� 𝜕𝑡     (26)  

Taking the 𝜑 dependence of the Lagrange density function, the operator 𝑂3 =grad stands, thus the term  −div 𝜕𝐿𝜕(grad𝜑) appears in the second Euler-Lagrange 

equation. After these, as an Euler-Lagrange equation we arrive at a Maxwell 
equation with zero charge  0 = div (𝜕𝐴 𝜕𝑡 + grad𝜑) = div�⃗�    (27) 

In general, the Hamilton density function of the field can be introduced as ℋ = 𝒫 𝜕𝐴∎⃗⃗⃗⃗⃗⃗ 𝜕𝑡 − ℒ     (28) 

where    

 𝐴∎⃗⃗ ⃗⃗  ⃗ = (𝐴𝑥, 𝐴𝑦 , 𝐴𝑧, 𝑖𝑐 𝜑)  (29) 

is the four-potential, and 𝒫 is the canonically conjugated variable (four-

mometum) to 𝐴∎⃗⃗ ⃗⃗  ⃗: 𝒫 = 𝜕ℒ𝜕𝜕𝐴∎⃗⃗⃗⃗⃗⃗  ⃗𝜕𝑡 = −𝜀𝑜 (− 𝜕𝐴 𝜕𝑡 − grad𝜑)    (30) 

After all, after using the Lagrange density function in equation (17) the Hamilton 
density function can be written for pure radiation field:  ℋ = 𝒫22𝜀𝑜 − 𝒫grad𝜑 + 12𝜇𝑜 (rot𝐴 )2

    (31) 

The application of scalar and vector potentials is not the only choice to describe 
the electromagnetic field. Another representation also exist which is especially 
suitable to solve certain problems (e.g. dipol radiation) [4, 5]. 

The so-called Hertz vector Π⃗⃗⃗⃗  can be introduced to the vector potential as: 𝐴 = 𝜀𝑜𝜇𝑜 𝜕Π⃗⃗⃗⃗ 𝜕𝑡    (32) 

It can be seen that the relation div𝐴 = −𝜀𝑜𝜇𝑜 𝜕𝜑𝜕𝑡 = 𝜀𝑜𝜇𝑜 𝜕𝜕𝑡 divΠ⃗⃗⃗⃗    (33) 

is completed, in which the Lorenz condition can be recognized. As direct 

consequence of this that the scalar field 𝜑 can be deduced by Π⃗⃗⃗⃗ : 𝜑 = −divΠ⃗⃗⃗⃗    (34) 
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Then the measurable field variables can be given by this only one potential field: �⃗� =  𝜀𝑜𝜇𝑜 𝜕𝜕𝑡 rotΠ⃗⃗⃗⃗    (35) �⃗� = −𝜀𝑜𝜇𝑜 𝜕2Π⃗⃗⃗⃗ 𝜕𝑡2 + grad divΠ⃗⃗⃗⃗    (36) 

It can be checked by a short calculation that the Hertz vector Π⃗⃗⃗⃗  completes the 
wave equation: 𝜕𝜕𝑡 (∆Π⃗⃗⃗⃗ − 𝜀𝑜𝜇𝑜 𝜕2Π⃗⃗⃗⃗ 𝜕𝑡2 ) = 0   (37) 

3  Hamilton-Lagrange Formalism for Dissipative 

Processes 

3.1 The Simplest Transport Process: Linear Heat Conduction 

The simplest pure dissipative process is the Fourier heat conduction, which is 
described by a parabolic differential equation. This differential equation is 
formulated for the classic temperature, applying the local equilibrium hypothesis. 
This can be done – and it gives a good description – if the energy transport is 
rather slow [1, 2, 3, 6, 7, 8]. 

Let us consider the linear Fourier heat conduction as the simplest dissipative 
process which can be written by the equation 𝜕𝑇𝜕𝑡 − 𝜆𝑐𝑣 𝜕2𝑇𝜕𝑥2 = 0   (38) 

The process is described by parabolic partial differential equation in general where 𝑇(𝑥, 𝑡) means the local equilibrium temperature. The Lagrange density function 
cannot be directly formulated by temperature 𝑇, since the time derivative is not 
self-adjoint operator. This difficulty can be resolved with the introduction of four 
times differentiable scalar field 𝜑(𝑥, 𝑡) that generates the measurable field: 𝑇 = − 𝜕𝜑𝜕𝑡 − 𝜆𝑐𝑣 ∆𝜑   (39) 

Then by the potential 𝜑 the Lagrange density function of Fourier heat conduction 
can be expressed: 𝐿 = 12 (𝜕𝜑𝜕𝑡)2 + 12 𝜆2𝑐𝑣2 (∆𝜑)2   (40) 

In the sense of Hamilton’s principle the action has an extremum during the motion  𝑆 = ∫𝐿 d𝑉d𝑡 = extremum     (41) 
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i.e., the variation of action is zero:  𝛿𝑆 = ∫ (12 (𝜕𝜑𝜕𝑡)2 + 12 𝜆2𝑐𝑣2 (∆𝜑)2) d𝑉d𝑡 = 0  (42) 

The resulting Euler-Lagrange differential equation gives the equation of motion 
(field equation) for the problem. The Euler-Lagrange equation for the Lagrange 
density function given by equation (40) is: 𝜕2𝜑𝜕𝑡2 + 𝜆2𝑐𝑣2 ∆∆𝜑 = 0    (43) 

which yields the heat equation (38), taking into account the definition equation 
(39) we use: 𝜕𝑇𝜕𝑡 − 𝜆𝑐𝑣 ∆𝑇 = 0   (44) 

This equation describes slow energy transport, however, the finite speed of 
propagation of action is not required.  

3.1.1 Poisson Bracket, Hamilton Equations 

It is worth to define the Poisson bracket expression of variables, since it can be 
proved that the Poisson bracket of the Hamilton density function with a certain 
variable gives its time derivative [9]: [𝐹,ℋ] = 𝛿𝐹𝛿𝜑 𝛿ℋ𝛿𝑝 − 𝛿𝐹𝛿𝑝 𝛿ℋ𝛿𝜑    (45) �̇� = [𝐹,ℋ]  (46) 

As a consequence, the Euler-Lagrange equation can be substituted by these two 
Hamilton equations: 𝜕𝜑𝜕𝑡 = [𝜑,ℋ]   (47) 𝜕𝑃𝜕𝑡 = [𝑃,ℋ]   (48) 

The advantage of this description is the appearance of the lower order differential 
equation rather than the more complex Euler-Lagrange equation; the solutions 
may thus, be easier. At the same time, the introduction of the canonical variables 
gives the chance to construct the phase field. 

For a compete and consistent theory, not all of the Lagrange functions are suitable 
for a developed equation of motion, that can be deduced using variations. Thus, 
the necessary condition for the suitable Lagrange density function, is to ensure the 
Euler-Lagrange equation, as the equation of motion, deduced from the Hamilton’s 
principle, but this is not enough for a complete and consistent theory. The 
necessary condition and the relevant choice of the Lagrange density function is 
required so that the canonical equations meet the equations of motion of the 
problem. Thus, the canonical equations are essential for the consistent elaboration 
of the formulization. 
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3.1.2 Canonically Conjugated Momentum and Hamilton Function 

If we know the Lagrange density function, the canonically conjugated momentum 
to the field variable can be introduced which can be obtained after the general 
variation: 𝑃 = 𝜕𝐿𝜕�̇� = �̇� = 𝜕𝜑𝜕𝑡    (49) 

After then the Hamilton function (the Legendre transformed of the Lagrange 
function) can be written [9]: ℋ(𝑃, 𝜑) = �̇�𝑃 − ℒ = 12 (𝜕𝜑𝜕𝑡)2 − 12 𝜆2𝑐𝑣2 (∆𝜑)2 = 12 𝑃2 − 12 𝜆2𝑐𝑣2 (∆𝜑)2   (50) 

The fulfillment of the canonical equations can be easily checked by a short 
calculation: 𝜕ℋ𝜕𝑃 = 𝜕𝜑𝜕𝑡    (51) −∆ 𝜕ℋ𝜕∆𝜑 = 𝜕𝑃𝜕𝑡    (52) 

4  Elaboration of Formalism and the Directions of 

Applications 

Considering the Lagrange density function can be formulated by non-exclusive 
self-adjoint operators, suddenly, more directions open in relation to the study of 
such processes, which were not possible with the Hamiltonian method. Previously, 
this effective theory and the related methods cannot be part of the developments 
and deep understanding of various physical processes. 

The study of certain nonlinear processes can be part of the themes for potential 
Lagrangian theories. Such an example, for this description, is the Fourier heat 
conduction, with space, time and temperature – dependent conducting coefficients 
[10, 11]. Since the Lagrange formalism means a unified frame, there is the 
possibility to couple the different processes in a natural way. Here, not 
exclusively, the classic transports can be coupled with other areas of physics. This 
may have a special importance, because the concept of dissipation will be an 
integral part of the formulation. The coupling of the thermal and the cosmologic 
expanding field, the inflation field is a good example for this, in which, the 
expanding process is thermodynamically interpretable [12, 13]. The greatest 
challenge is also the most exciting field, the realization of coupling with the 
quantized processes. 

One of the methods to involve the finite action speed in the theory, is to write the 
process with a telegrapher hyperbolic equation. Such equations are formulated for 
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transport processes given by linear differential equations. The consistent general 
canonical theory has been elaborated in [6, 14]. This also means that the same 
type of equations can be coupled. 

An older tough problem was on how to formulate the transport equations in a 
Lorentz invariant form, in order to embed them in the theory of special relativity. 
The general solution is not known at the time of this writing. We can conclude 
that there is a successful description for the thermal energy propagation with the 
help of the potential theory [15, 16]. Accordingly, this means that the laws of 
thermodynamics are completed in the Lorentz invariant formulation [17, 18]. 
Naturally, the developed method involves the classical heat propagation as a limit. 

The examination of general variations of action reveals the geometric – time and 
space shift, spatial rotation – and the dynamic symmetries of the studied theory. 
Each geometric invariance, leads to a conservation law, namely, energy, 
momentum and angular momentum. The dynamic invariances express a special, 
property dependent conservation (e.g. electric but in general any charges, lepton 
and barion number). The symmetry of the Lagrange density function of coupled 
linear transports, verify the validity of the Onsager’s reciprocity relations [8, 11, 
19, 20]. This poof is important because it is based on field theoretical 
considerations. 

An essential result of the described formalism for the dissipative processes is that 
the concept of phase space can be constructed; the Liouville equation can be 
expanded for telegrapher equations. As a consequence of this, it can be shown that 
the Chapman-Kolgomorov equation is fulfilled, the Onsager’s regression 
hypothesis is valid and the system fluctuations can be handled [21]. 

The introduction of the constructed canonically conjugated quantities of thermal 
energy propagation opens the way towards the adoption and application of 
quantum theoretical methods for the case of dissipative processes. In this way, a 
kind of excitation of thermal processes (hotons) can be understood. These 
excitations are particularly interesting since these are deduced from a real 
thermodynamic background [22, 23, 24, 25]. If this field can be successfully 
coupled with other fields in a consistent frame, then it is expected that the required 
criteria of thermodynamics – especially the second law of thermodynamics – will 
be the part of the description. This may clearly mean that the concepts of 
dissipation and irreversibility become directly interpretable, in cases of open 
quantum systems. 

An interesting quantum thermodynamic application is the study the quantum 
properties; the examination of non-extensive interacting boson systems, and the 
treatment of Bose condensation. During the examination a relation can be 
recognized between the non-extensive nature and the interaction parameter. 
Furthermore, it can be shown how the commutation relation is modified, due to 
the internal interaction of the system [26, 27]. 
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The existence of a description for the dissipative processes has a possible 
significance to retrieve the dissipation free case, as a limit. It involves and 
operates two kinds of propagation mechanisms at the same time. Thus, if the 
process dynamics change, e.g. the wave-like or ballistic propagation turns into 
diffusive, then, this transition can be correctly discussed. This may yield 
remarkable progress, mainly in the interpretation of complex processes [14, 28]. 

Summary 

We have shown how to construct a Lagrange density function for those processes 
which are described by differential equations involving non-selfadjoint operators. 
Potentials (scalar and vector fields) can be introduced to the measurable physical 
fields, by which, a complete description and solution of the processes is possible. 
We have shown this method on a well-known example in electrodynamics. Then, 
we applied the theory to a simple dissipative process, the Fourier heat conduction. 
The advantage of theory is that the canonical formalism yields further directions 
in the study. Finally, we described more possibilities for further research areas. 
Until now, there are very promising results in these themes, but further studies are 
needed. 
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Abstract: Multimodal interface (MMI) is the first layer from a user point of view to interact 
with most IT systems and applications. MMI offers natural and intuitive interface for user 
identification and system navigation. Typical features of multimodal control contain user 
identification based on face recognition and speaker voice recognition, system control 
based on voice commands and gesture recognition. Several examples show typical 
applications with MMI like voting or direct shopping while watching TV. 

Keywords: multimodal interface; gesture control; gesture recognition; voice navigation 

1 Introduction 

At the turn of the 21st Century people were thrilled when they could get connected 
to the Internet on monochromatic displays of their newest flagship mobile phones. 
Similarly, the possibility to browse the teletext was considered a high level of 
interaction with the classic TVs. The past 15 years lead to a stunningly extensive 
progress of a human – computer interaction (HCI) in all possible kinds of 
electronic devices. 

HCI means interaction between humans and machines via all possible input and 
output interfaces, i.e. keyboard, mouse, pen, gesture, speech, face, iris, etc. 
Multimodal interface represents all input and output interfaces based on human 
senses and inputs from a user, and so creates a natural way of communication and 
control for the user. The term modality refers to a human sense or a form of user 
input, for example face recognition is based on vision, speech recognition is based 
on speech, and gesture recognition is based on movement. 

This article offers a proposal of multimodal interface focused on a system 
navigation. Section 2 includes a short introduction to the MMI. In Section 3 some 
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of the most common techniques and algorithms of voice and gesture recognition 
are described together with implemented algorithms for the gesture recognition in 
our system. Results for the tested algorithms are presented in this section, too. 
Section 4 contains the architecture of our proposed MMI application. At the end, 
in Section 5, the possible use of the proposed MMI is explained in various 
scenarios. 

2 Multimodal Interface: Natural Entry to the System 

Currently, the most widely used input devices for human–computer 
communication are keyboard, mouse, or touch tablet. These devices are far from 
the idea of natural communication with a computer, and rather represent human 
adaptation to computer limitations. In the last few years a requirement began to 
pop up that humans need to communicate with machines in the same way as they 
do with each other: by speech, mimics or gestures, since these forms conceive 
much more information than traditional peripheral devices are able to acquire. Our 
system focuses on this need by implementing and interconnecting several 
modalities to achieve a more natural control. This leads us to the term Multimodal 
interface [1]. 

The first step of communication with the Multimodal Interface (MMI) starts with 
user identification and authorization. Devices are aware of their legitimate users 
continuously and either adapt to them accordingly, or deny access to unauthorized 
users. Multiple modalities are available to control the system, each customized to 
user’s personal preferences and habits. 

User identification is typically based on a user name and password. Within the 
context of HBB-Next [2], a European research project, new standard [3] was 
developed where face [4], [5] and voice recognition are used as main 
identification approaches. However, other modalities, such as fingerprint 
recognition, iris recognition, etc., open the possibility of multi-level identification 
and authentication. System control, the second main part of the MMI, includes 
voice command navigation, gesture recognition, eye tracking, etc. Several 
examples show possible applications of MMI, such as voting or direct shopping 
while watching TV. 

3 System Navigation 

Focusing on system navigation, gesture and voice command recognition are the 
key modalities that allow for more natural interactions between humans and 
computers as they are relatively well examined and easy to implement from the 



Acta Polytechnica Hungarica Vol. 13, No. 4, 2016 

 – 187 – 

practical point of view. However, there are a few considerations that have to be 
taken into account. 

The present gesture sets are based on physical input devices used with computers. 
Simply said, they try to “remove” the device, but keep the same usage patterns, 
mostly in order to avoid the learned gesture problem. In order to come closer to a 
natural (touch-less) gesture-based operation, the concept has to change so that 
gesture sets are designed bottom-up, like if there were no other devices than 
gestural sensors. Our team has examined several gesture recognition approaches, 
each serving a different purpose. By combining them, we aim to use the most 
suitable method for specific situations. 

The one feature that is more obvious and expected by general users of an 
intelligent multimedia system is the voice navigation. Just like the gesture 
navigation, the voice navigation represents a natural interface between computers 
and humans. And just like the gesture navigation, the voice navigation’s first 
requirement is to be intuitive and comfortable. This task seems less demanding 
when compared to gesture recognition, especially since voice recognition is not 
influenced by any device or sensor used to acquire the voice. 

3.1 Intuitive and Natural Gesture Navigation 

One of the greatest drawbacks of wider use of natural user interfaces is their lack 
of usability and human-centred design. While other modalities (i.e. the voice 
command navigation) seem to adapt rather quickly, the gesture recognition still 
cannot deliver truly natural experience, especially on touch-less devices. There are 
several factors that determine whether the gesture recognition is a natural and 
intuitive process. Firstly, there are the hardware limitations that limit sensor 
algorithm’s ability to recognize more specific details in a gesture performance. 
This causes gestures to be recognized incorrectly and forces users to perform 
gestures that are not intuitive, require plenty of effort and lack comfort. System 
designers tend to overcome the sensor limitations by introducing gestures that are 
easily recognizable but are often far from simple. 

Gestures can be divided into two basic categories by user experience. Innate 
gestures are based on the general experience of all users such as to move an object 
to the right by moving hand to the right, catch an object with closed fingers, etc. 
Naturally, the innate gestures can be affected by habits or culture. With the innate 
gestures there is no need for a user to study them in order to get good gesture 
experience, they just need to be shown to him. The second category is learned 
gestures, which need to be learned. 

The gestures can also be divided into three categories based on the notion of 
motion [6]. Static gestures represent shapes created by gesturing limbs, which 
carry a meaningful information. The recognition of each gesture is ambiguous due 
to the occlusion of the limb’s shape and, on the higher level of recognition, the 
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actual meaning of the gesture based on local cultural properties. The second 
category, continuous gestures serve as a base for an application interaction where 
no specific pose is recognized, but a movement alone is used to recognize the 
meaning of a gesture. Dynamic gestures consist of a specific, pre-defined 
movement of the gesturing limb. Such gesture is used to either manipulate an 
object, or to send out a control command. There is a problem with humans’ 
inherent inability to perform a gesture in exactly the same dynamics, distance and 
manner. Additionally, these three groups can be combined in different ways, for 
example the static posture of a hand with the dynamic movement of an arm. 

The general idea behind combining gesture methods is to utilize the best method 
for each individual action. Where a swiping is a natural approach, trajectory 
tracking should not be used, and where a simple static gesture serves well, a 
dynamic gesture would be a waste of resources. The time spent with gesture 
control relates to the amount of the energy spent, so if the application control 
requires more energy, then users will use less gestures and more traditional forms 
of control. 

Neural networks and genetic algorithms were mostly used in the beginnings of 
gesture recognition. These methods had an acceptable recognition rate, but the 
greatest drawback was the amount of a necessary computing power and time 
needed for the training of neural networks which were significant, and 
unacceptably high for practical applications. Nowadays, different techniques are 
used to recognize gestures, since algorithms which do not require neuron networks 
have been invented, for example the Golden Section Search, the Incremental 
Recognition Algorithm and probabilistic models like the Hidden Markov Model 
(HMM). To increase the success rate of these algorithms, machine learning can be 
used. There are many approaches how to implement the gesture recognition. 
HMM methods are one of them, the main reason being that HMM approach is 
well known and used in many areas. One interesting approach how to implement 
the HMM into gesture recognition is shown in [7] where the author describes his 
own method step-by-step, which consists of: 

 Gesture modelling 

 Gesture analysis 

 Gesture recognition 

The author uses a Kinect v1 sensor as the input device. There are some problems 
with a centre hand point because of Kinect’s inaccuracy. The starting and ending 
point of a gesture are determined by using a “static state”, where the static state is 
accepted when the hand is kept relatively still. When a person performs a motion, 
this movement will be recorded and compared against a database. HMM in this 
paper was used for training and recognition only. Only basic gestures were tested 
such as “left”, “right”, “up”, “down” and letters “S”, “E”, “O”. The directions had 
a very good success rate but the remaining three letters had an average success 
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rate of about 90%, which is disappointing, given by that the database consists of 
seven gestures only. 

Many approaches which use HMM scheme are based on RGB camera sensing. 
But just in the last three years the researches started to solve depth images using 
motion sensors [8], [9] very intensively. 

Our research focuses on the gesture recognition area, where we want the user to be 
able to control all room equipment and devices via the gesture-controlled TV 
application. The gesture recognition should work robustly in changing light 
conditions. This is achieved by using the IR-based depth camera incorporated in 
the Kinect sensor as it has been shown it is susceptible only to strong sources of 
light [10]. In our MMI application three types of gestures are implemented: static 
gestures, dynamic gestures and swipe gestures which are a subdomain of dynamic 
gestures but employ a different algorithm. Each of these methods has several 
unique usages. Static gestures are used as an additional symbol for dynamic 
gestures, or as a symbol for the start and the end of dynamic gestures: if a user 
shows five fingers of a hand, the system allows him to perform dynamic gestures. 
If the user wants to end the dynamic gesture session, the user closes his palm. The 
static gesture can be used as a volume controller in combination with palm 
rotation. 

3.2 Static Gestures 

We researched several static gesture algorithms [10], finding the modification of 
Part-based Hand Gesture Recognition (HGR) algorithm [12] as being the most 
reliable. In our approach a binary image of a hand area is adjusted in order to 
obtain a convexity hull (polygon created by connecting all extremes around the 
hand) and its defects. The convexity hull determines a border between two 
different image parts. To accurately determine a centre of the palm, the author of 
[12] applied an inner circle, which brings several problems, like false detection or 
higher computational power needed in some hand postures. To avoid this, a 
circumscription which is more robust against hand tilt is used. To cope with hull 
shapes with extreme convexity a point onto contour hull is added that belongs to 
the hand and has the maximal distance from the found defect. 

We implemented our own method to omit the forearm area. The circle is created 
with centre being the centre of a palm. Then, the two intersections are found with 
the contour closest to the Kinect-detected elbow point, taking the shortest distance 
between the centre of a palm and the found points as the circle’s radius  as given 
by: 

             Min (pointA, pointB) (1) 

Where pointA and pointB are intersections of the circumscription and the contour. 
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Figure 1 

Finding the centre of the palm 

The function of two variables is used for the representation of a hand shape. A 
hand contour is mapped onto X-axis, and Y-axis then describes the relative 
distance of each point from the centre of the palm (see Hiba! A hivatkozási 
forrás nem található.). Although this implementation is not trivial, its result is 
easily readable and clearly shows the hand proportions. A search for local maxima 
and minima is performed as a part of the contour analysis. The first and last local 
extremes must be local minima; otherwise local maxima at the beginning and end 
are removed. We modified the original implementation because it caused loss of 
some important higher relative distance extremes, and was ineffective for lower 
relative distances. 

 

Figure 2 

Static gestures are recognized by counting fingertips on a curve spread from the hand contour. 

Combination of static and dynamic/swipe gestures will let people use more natural gestures over 

traditional forms of control. 

A set of tests was performed for the described method comparing with the 
methods [13], [14]. We attempted to estimate the complexity of each algorithm in 
terms of the number of the specific steps needed to obtain a recognized gesture. 
This information leads to a processing power and delay limitations. The maximum 
distance from the sensor was measured. Then, the rotation boundaries of the hand 
were measured in which the algorithms are able to perform reliably. The level of 
freedom describes the relative distance between the fingers in order to be 
recognized as separate fingers (0% for max. distance and 100% for joined fingers). 
This is supported by information about joined fingers detection based on the 
algorithmic properties of each method. In order to measure the success rate, the 
gestures were performed 110 cm from the sensor. Four subjects were tasked to 
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perform 100 gestures by showing the different number of fingers in various hand 
positions, creating a test set of 400 gestures. The results are summarized in 
Table 1 and Table 2. 

Table 1 

Algorithm Comparison [10] 

 Convexity 
Defects 

K-Curvature 
Part-based 
HGR 

Sensor Distance 80cm to 119 cm 160 cm 175 cm 

Algorithm Complexity 

# specific steps 
7 6 7 

Joined Fingers Detection NO NO YES 

Relative Level of Freedom 40% 70% 95% 

Success Rate 80% 92% 90% 

Table 2 

Algorithm Comparison – Hand Rotation limitations for each algorithm
1
 [10] 

 Hand Rotation Boundaries 

Convexity Defects 
X axis Y axis Z axis 

35° 75° 25° 30° 180° 65° 

K-curvature 
X axis Y axis Z axis 

35° 75° 25° 40° 175° 170° 

Part-based HGR 
X axis Y axis Z axis 

50° 85° 25° 40° 150° 125° 

Of the three evaluated algorithms, the Convexity Defects approach has proved to 
be the least reliable. Even though the success rate could be considered acceptable, 
it was very susceptible to a noisy input (given by hand rotation boundaries and a 
level of freedom). The K-Curvature [13] method provided the best results in terms 
of overall success rate. Additionally, this method is applicable to the widest range 
of the possible hand rotations from the trio. However, the level of freedom is the 
bottleneck of the approach. The third analysed method proved to be reliable and is 
the most robust of the three. With its alternative approach to counting of fingers it 
is able to distinguish even joined finger given the input image falls within the 
rotation boundaries. As it was shown each of the methods can be quite reliably 
used for the static gesture recognition, when in compliance with each method’s 
unique properties. 

                                                           
1
 All angles are relative to default hand position: open palm with index finger in line 

with Y axis. In X axis, the first angle describes rotation heading front, the other 
heading back. In Z axis, first angle is rotation counter-clockwise, second angle 
clockwise (as viewed by the performer). In Y axis, first angle describes rotation to the 
left, second to the right.  
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3.3 Dynamic Gestures for Better Interaction 

Dynamic gestures are used to provide an authorization to a private content. They 
are used as a password key. A user can perform a dynamic gesture and the 
likeliness of the template and the performed gesture are compared via the use of 
an incremental recognition algorithm proposed by Kristensson and Denby [15], 
originally designed for digital pen strokes and touch-screen devices. For this 
approach, a template is defined as a set of segments describing the template 
gesture. Each segment describes progressively increasing parts of the template 
gesture so that the first segment is a subset of the second segment, which is a 
subset of the third segment, etc., and the last segment represents the whole gesture 
template. Each segment is represented as a series of time-ordered points. 

With each new point of the observed gesture the system computes a Bayessian 
posterior probability that the gesture matches a gesture template, for each 
template, as given by the formula: 𝑃(𝜔𝑗|I𝑖) = P(𝜔𝑗)𝑃(I𝑖|𝜔𝑗)∑ P(𝜔𝑘)𝑃(I𝑖|𝜔𝑘)𝑘  (2) 

where P(ωj) is the prior probability, P(Ii|ωj) is the likelihood and the denominator 
is the marginalization term. The prior probability can be used to influence the 
posterior probability when the distribution of the template probabilities is known. 
For example, if the probability of each gesture occurrence is known then more 
precise and successful recognition may be obtained. 

The likelihood measure is given as a probability that the part of the observed 
gesture matches a gesture template: 𝑃(I𝑖|𝜔𝑗) = 𝑃𝑙(I𝑖|𝜔𝑗)𝐸(I𝑖|𝜔𝑗), (3) 

where Pl(Ii|ωj) is the likelihood of the observed gesture and the respective part of 
gesture template. It is given as the max of the distance function D taking into 
account the Euclidean distances between the normalized points of the observed 
gesture and template segment, and the turning angle between the two point 
sequences. E(Ii|ωj) is an end-point detection term which serves to favour the 
complete gestures compared to the parts of the gestures in the case when one full 
template represents a part of a different template. 

The distance function is given by formula: 𝐷(𝐼, 𝑆) = exp(− [𝜆 (𝑥𝑒2𝜎𝑒2) + (1 − 𝜆) (𝑥𝑡2𝜎𝑡2)]) (4) 

The distance function depends on both Euclidean distance xe between the 
corresponding points of the recorded trajectory I and the known template S, and 
the mean turning angle xt between the respective line segments of the I and S 
sequences. The contribution of the two measures is managed with the variable λ 
which allows to favour one of the measures against the other. 



Acta Polytechnica Hungarica Vol. 13, No. 4, 2016 

 – 193 – 

The posterior probabilities are then filtered using a window over last five 
predictions to stabilize them. The interested reader may find a more detailed 
description of the original algorithm in [15]. 

For our purposes, the algorithm was altered to make use of the depth data 
provided by the Kinect sensor. The gesture recognition process is triggered by the 
user’s hand movement and the movement’s trail is examined in real time by 
comparing it with the parts of the predefined gesture templates. The set of 
templates is compared to the performed gesture in real time and templates that do 
not match the performed sample with pre-set certainty are continuously removed 
from the set. In this way the algorithm provides a decision on which gesture was 
performed with decreasing ambiguity, until only one template gesture remains 
having the highest probability. It is obvious that given a set of gestures which are 
sufficiently distinguishable from each other the recognition may be successful 
after only a part of the gesture was performed. An application was created to test 
the proposed algorithm. The application includes a set of gesture templates which 
can be extended with custom gestures. Gesture recording works as follows. The 
Kinect sensor input is used to obtain a trajectory of the performed gesture, 
consisting of individual points. The trajectory is then reduced in size to fit in 
1000x1000 points and saved to the template group. 

The default set of gestures consists of capital letters of English alphabet (26 
letters). Each gesture was performed five times by four persons, creating a test set 
of gestures consisting of 520 gestures. It is important to note that not all of the 
gestures were performed with high accuracy. As opposed, some of the gestures 
were performed imprecisely and inconsistently with the attempt to examine the 
gesture variability. On this data set the overall success rate was above 91%. The 
average distance of users from Kinect, which is an important parameter when 
considering touch-less environments, was approximately 1.8 meters. Some limits 
of Kinect sensor by testing were determined. Kinect’s accuracy decreases with the 
growing distance between the sensor and users. This argument is also confirmed 
in [16], [17]. Smoothing into individual joints was applied to eliminate low 
accuracy.  Then we obtained slightly smooth curves on our imaginary surface. 
This improvement helped us to achieve more successful results and remove some 
problems which originated from bad accuracy. 
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Figure 3 

The incremental recognition algorithm recognizes the gesture as it is being performed on a virtual 

surface, simulating a touch panel of a tablet. System works with the gesture similarly to smartphone 

unlocking pattern. 

The testing equipment consists of the hardware fulfilling the minimal hardware 
requirements for the Kinect v1 sensor, namely Windows 7 or Windows 8.1 
operating systems (tested on both systems), dual-core 2.66 GHz CPU, 2GB of 
RAM and USB 2.0 connector for the sensor connection. The software used with 
the Kinect sensor is Kinect SDK 1.8 and EmguCV 2.4.2. 

The usage of gestures is extended by swipe gestures. This gesture type brings in a 
very natural and comfortable approach. Swipe gestures are designed for fast and 
routine browsing in the menu, programs, or gallery as they consist of 4 directions 
of hand movement for each hand and combinations of both hands. Our method 
called Circle Dynamic Gesture Recognition (CDGR) is based on hand detection, 
speed of movement and distance (see Figure 4). While the hand is in an inner 
circle, the system stays inactive. After the user crosses the inner circle a short 
countdown is started. During the countdown the system observes if the user’s 
hand crosses the outer circle. If the countdown reaches a limit before the hand 
crosses the outer circle, the method will reset and the hand will be again in the 
center of both circles. So, if the user moves his hand slowly, both circles will 
follow its joint and no gesture will be recognized. If a human hand executes a 
faster motion and the inner circle leaves the outer circle, the system processes this 
motion and determines a gesture. 
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Figure 4 

Swipe gestures are fast to perform and reliable to read 

The gesture is given by the angle of the performed motion from the middle to the 
outer circle. Initially, the possible gestures are: swipe left, right, up and down. The 
gestures can be performed by both hands individually, or as a combination. This 
allows the user to perform more complex gestures, such as zoom in and zoom out. 

During the testing 10 people performed a success test; each person performed 
40 gestures, creating a set of 400 performed gestures in total. Our algorithm has 
proved reliable with 94% success rate for four defined gestures for each hand. The 
big advantage of the swipe method is its low computational complexity, high 
precision and easy implementation for many purposes. 

3.4 Voice Commands Navigation 

Thanks to its complexity and ability to convey deep and thoughtful message in 
simple form, speech recognition could be one of the most comfortable ways of 
natural interaction between humans and computers. In the last few years, there has 
been a considerable leap in development as processing power ceased to be the 
limiting factor for using advanced algorithms. This is mainly visible in the field of 
smart personal devices where the biggest players like Google, Apple and 
Microsoft introduced their personal assistant services. One of the key 
advancements in their technology, from usability point of view, is shift from 
command based to conversational based control. In the past, voice navigation was 
limited by the processing speed of the local device which lead to limited 
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recognizable vocabulary. This yielded either a few-command set to cover the 
general domain or a highly limited command domain. Extending the command set 
usually lead to higher ambiguity given finite set of the describing parameters. This 
has changed with moving the processing power to the cloud where there are 
virtually unlimited computational resources as well as storage. 

Other restraints of voice commanding include variable and unpredictable acoustic 
conditions which allow reliable voice command recognition only in a controlled 
environment (no outside sounds etc.). Also, the success rate of recognition is 
highly user-dependent: apart from different accents or dictionaries of each 
individual, even the same person doesn’t say the command in exactly the same 
way twice. This could be avoided partly by training the recognizer by the voice of 
the person, either before or during usage. 

The voice command recognition, just like any other recognition, consists of two 
principal steps. During learning, the system has to be taught what inputs it may 
expect and what they mean. Secondly, during recognition, an unknown input 
pattern is presented and a closest match from the learned pattern set is chosen. 
Both steps are demanding either in terms of data quality and quantity (learning 
phase) or quality and speed (recognition phase). Additionally, the concept of 
continuous learning while recognizing is a logical enhancement of the original 2-
step process. 

There are currently a number of methods available that can be applied for voice 
command recognition, which differ greatly in approach as well as complexity. For 
example, Dynamic Time Warping, which is mentioned further in the text, or 
Hidden Markov Models that lead to good recognition success rates (up to 98.9 %, 
as in [18]) without being too demanding no computational power. Other, more 
complex approaches include neural networks, which experience a renaissance 
these days as computational power, storage and fast network connection are easily 
available. Namely, it is techniques like Deep Belief Networks, Convolutional 
Neural Networks or the late Hierarchical Temporal Memory which aim at 
modelling and learning relationships between features in the input signal in space 
and/or time. 

With computational options increasing and becoming widely and easily available 
modern algorithms can look not only at the traditional properties of speech input 
but also on the more delicate features that had to be omitted before: emotion and 
context. Both features contain plenty of additional information that give humans 
the higher idea of the meaning of respective commands. For example, there is 
difference between prescriptive and calm tone of voice, just as there is difference 
whether the same word is heard within a fluent speech or the same word is uttered 
isolated. This is the area where neural networks now play an important role. 

In our multimodal interface we implemented voice command recognition based on 
MFCC and DTW algorithm. Because range of commands used in MMI is not so 
wide and in different sections of MMI different groups of voice commands are 
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used (max 10 commands per area), it was not necessary to employ more advanced 
classification algorithms. We find DTW algorithm to be sufficient for our 
purposes. 

Extraction of best parametric representation of human voice is one of the most 
important parts to achieve good recognition performance. In our case we decided 
to use MFCC coefficients. MFCC coefficients are a representation of the short-
term powered spectrum on a non-linear mel-scale of frequency. Human auditory 
system is not linear and mel frequency scale fits it much better than linear 
frequency scale. The relationship between mel and linear frequency scale is given 
by (5): 𝐹(𝑚𝑒𝑙) = 2595 ∗ 𝑙𝑜𝑔(1 + 𝑓 700⁄ ) (5) 

We used 13 MFCC coefficients plus delta and delta-delta features (39 coefficients 
together). Since MFCC coefficients represent only power spectral envelope of the 
time frame, but there is also information in spectral variation, we used delta and 
delta-delta features. The delta coefficients can be calculated as follows (6): 𝛥𝑐(𝑚) = ∑ 𝑖𝑘𝑖=1 ∗ (𝑐(𝑚 + 1) − 𝑐(𝑚 − 1))2 ∗ ∑ 𝑖2𝑘𝑖=1  (6) 

The same formula is used for delta-delta coefficients calculation, where MFCC 
coefficients are replaced with delta coefficients [19]. On these features DTW 
algorithm mentioned above was applied. DTW is a computationally inexpensive 
algorithm to measure the similarity between two temporal sequences which may 
vary in time or speed. In general, this approach calculates an optimal match 
between 2 given sequences with certain restrictions. 

In our consideration, voice command recognition will be applied maximally on 10 
commands in one section. In our testing 10 commands were tested in 200 
experiments. The success rate which was achieved was 95%, which is sufficient 
for our purposes. 

4 Multimodal Application 

In our application research, we focused on natural multimodal interface and its 
integration into a multimedia system used on daily basis. The vision of the system 
is to control the TV and access multimedia content using larger number of 
modalities. Obviously, the usage of multimodal interface is not limited only to the 
TV system but has many different applications. 
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Figure 5 

Logic behind the schematic of the multimodal interface shows applications served by the MMI 

controller which collects recognition information from individual modalities. All of them use input 

from the Kinect v1 sensor delivered by the MMI input hub. 

The block diagram (see Figure 5) shows the concept of the multimodal interface 
divided into five layers. Physical layer represents hardware input and output 
devices which enable interaction with the real-world. The input device is currently 
represented by the Kinect sensor. Kinect is a multifunctional device which can be 
effectively used by each of the modalities mentioned above, for example, a 
microphone array for speaker identification, depth camera for gesture recognition, 
RGB camera for face recognition etc. Multimodal data provided by the Kinect 
sensor are collected by the HUB which serves as a distribution point of the input 
data from the Kinect sensor to multiple applications each utilizing different 
modalities. This is due to the technical limitation that allows the Kinect to 
communicate with only one application at a time. Modalities described in previous 
sections are represented as modules with defined APIs. Data obtained from Kinect 
sensor are then processed in parallel by each module separately. The modular, 
API-based structure allows to simplify the process of adding new modalities. The 
MMI controller collects output data from all modules, evaluates and combines it 
into one output data stream. The stream contains information about recognized 
users and their requested actions. Applications only depend on MMI controller 
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output so there is no limit in installing new applications, thus extending overall 
MMI functionality. 

The currently implemented application consists of three micro-applications that 
cooperate to produce a UI on the TV screen. The first application is designed for 
video playback and can be easily maximized to the full screen using a simple 
gesture. The second application, located on the right side of the display, shows 
a list of users identified by speech or face recognition modules. Only users in this 
list are permitted to control the TV using predefined set of gestures, voice 
commands or other modalities, and combinations thereof, such as gestures with 
voice commands. When the user leaves the room, he/she is automatically removed 
from the list. The third application displays a list of recommended channels. 
Depending on user viewing preferences, system provides recommendations that 
best suit all users in front of the TV. Using swipe gestures a user is able to 
navigate this list, play or stop the video. To demonstrate the security possibilities 
of the system, some of the recommended channels are locked. It means that users 
without permission are not allowed to watch such content until they enter the 
secret pattern. To enter the secret pattern, we apply dynamic gestures. 

In order to make the best use of multimodal interface, it is not always necessary to 
use touch-less gestures to perform every action. Some actions will always be 
better executed by using a different modality. I.e. entering text would be difficult, 
time consuming and by all means uncomfortable using gestures, but can be easily 
and faster performed with speech recognition. With this in mind, it becomes 
necessary to introduce an integration platform that will provide applications with 
requested inputs where the application does not need to know the source modality, 
if not required explicitly. 

Within our research we have designed and implemented a multimedia system 
making use of several of the modalities mentioned earlier. Namely, the system 
uses face recognition and speaker identification for user authentication, and swipe 
gestures, dynamic gestures with static postures and voice command recognition 
for system control. In order to test the system as a whole, we have devised several 
use case scenarios where each of the modalities is employed. Thanks to the 
proposed layered model design, different applications may use different 
modalities. The modular structure allows for easy deployment of new applications 
like new ways of TV and room control, multi-device support, controlled access, 
etc. 

5 How to Use It: Scenarios 

A system that is aware of its users, knows their habits and interests, can become 
an intelligent concierge of the household, and can provide advanced 
interconnections between various services. Here we present only a few ideas of 
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the possible applications. Some of them are already in use with other being most 
certainly proposed. 

5.1 Shopping while Watching 

The dream of teleshopping is becoming true as connected TVs allow to make 
orders from the TV seat. Going a bit further, the next generation of TV shopping 
will happen (if not happening already) directly during watching the program. 
Broadcasters or 3rd party providers annotate the TV program with offerings of 
products and services related to the program. This additional information displays 
to the viewers as an optional information giving them the possibility to directly 
order that nice couch, brand of beer or skirt worn by their favourite actress as they 
see it in action on screen. Similarly, viewers can schedule for various medical 
procedures, or apply to subscription services. All is available at a pressing of a 
button or waving a gesture. 

5.2 Smart Household 

The integrated TV system can reach beyond the recommendation of TV channels 
and become the central information and operation hub of the whole household. 
Family members can get notified of any events that happen in the house, be it 
washing machine alerts, fridge notifications that the champagne is ready-chilled, 
or new mail in the mailbox. Additionally, the whole household can be operated 
from the comfort of the living room, no matter if you want to heat the room up a 
bit, close curtains or order groceries for delivery. Such system however requires 
home appliances that are interconnected with the TV system, which should not be 
a problem in the near future as connected appliances are already in production by 
several manufacturers. 

5.3 Voting 

Nowadays, people want to spend their time in front of the TV effectively. They 
watch preferred channels, programs, TV shows, that are recommended by their 
friends, family or colleagues. TV programs’ or films’ ratings are usually available 
in public databases such as IMDb.com, where the rating is provided by individual 
viewers. However, to access the rating one has to quit watching the TV and switch 
to the website in order to rate or obtain the rating of the programme. A more 
sophisticated system can collect this information immediately after the program 
finishes, while the viewer executes only a simple gesture. A like/dislike gesture 
(thumb up/thumb down) or swipe-left/swipe-right gestures may be used to obtain 
the rating. The main idea is to use very simple and very easily executable gesture, 
as users do not want to execute complicated gestures while relaxing. After 
watching the TV, the system automatically invites the viewer to rate the 
programme, and the viewer can execute the easy gesture in two seconds. The 
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system collects these opinions and creates global statistics and recommendations 
for the viewer’s friends and family, as well as for the general audience, with the 
possibility to update the already existing rating systems. 

5.4 Digital Doorman 

Digital doorman is a feature that helps to keep watching TV a comfortable 
experience. The typical situation presents a user watching his/her favourite 
programme while a guest rings at the front door. Usually the user has to interrupt 
watching, stand up from the sofa and go to check the door phone. It is very likely 
that he/she will miss a short part of the favourite program. Digital doorman brings 
the highest comfort utilizing interconnection between multimodal interface and 
the doorman. In the upper corner of the screen the user can see a live camera 
stream from the doorbell and immediately can allow or deny the access to the 
building using an easy gesture or a voice command. 

5.5 Phone Pickup 

Another application that extends the functionality of the multimodal interface is 
called phone pickup. It often happens that during watching an exciting TV 
programme or just having fun with friends a phone suddenly starts to ring, and it 
is difficult or not comfortable to answer it. Multimodal interface simply enables to 
pick up or cancel the call in the comfort of the living room, share calls with 
friends etc. This functionality can be simply achieved by recognizing the phone’s 
owner in front of the camera and offering a remote phone pickup. A phone call 
can be easily picked up using a voice command or a particular gesture command. 
The main advantage of this extension is pausing the TV channel playback during 
the phone call without losing comfort. 

Conclusions 

In this article we proposed a multimodal interface architecture with implemented 
voice and face recognition, gesture recognition, and voice command navigation. 

Gesture recognition methods, discussed in this article, offer high reliability and 
can be used in a wide range of applications. The presented results show highly 
satisfactory recognition efficiency of the third presented method compared to the 
results of the other two methods for static gesture recognition, and can be applied 
in practical applications. A very good rate was achieved also by our own method 
Circle Dynamic Gesture Recognition for swipe gestures. The methods with the 
highest reliability were implemented into the multimodal interface for system 
control. We suggest that with the proper configuration of the presented methods a 
more intuitive gesture navigation can be achieved. 

In the section devoted to multimodal applications we introduced a concept of a 
modular architecture for the multimodal interface. This architecture consists of 



G. Rozinaj et al. Extending System Capabilities with Multimodal Control 

 – 202 – 

five layers with well-defined interfaces between each other. This is in accordance 
with the Kinect sensor being used as the core device with all the limitations 
implied by its APIs. Thanks to the modular architecture, the multimodal interface 
can be easily extended using additional modalities, input devices and micro-
applications. 

Despite the number of advanced features integrated in the Multimodal Control 
prototype application, further research is required not only in the area of more 
sophisticated modalities but also in the implementation of a more complex 
concept of the whole system. We investigate the possibilities to use the MMI in 
a complex intelligent room comprising multimodal control of other smart devices 
like light switches, sockets, air conditioning, etc. The multilevel authorization 
module needs to be extended for biometric methods and to consider advanced 
solutions such as identification via mobile devices, NFC tags or RFIDs and many 
others. 

In near future, we plan to extend the whole system with an administration module 
for an easy and intuitive appearance and personalization of the application. 
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Abstract: The aim of this paper is to demonstrate the applicability of the Choquet integral, 
a well-known fuzzy integral, in the Maximal Covering Location Problem (MCLP). Possible 
benefits of the used integral, which is based on monotone set functions, include the 
flexibility of а monotone set function, which is in the core of the Choquet integral, for 
modeling the Decision Maker's behavior. Various mathematical models of the Maximal 
Covering Location Problem are given. The approach, based on the Choquet integral versus 
the standard approach, is thoroughly discussed and illustrated by several examples. 

Keywords: Maximal Covering Location Problem; monotone set function; Choquet integral 

1 Introduction 

Many problems from the real world contain different uncertainties, ambiguities, 
and vagueness, so their mathematical models obtained with the classical 
mathematical techniques are not fully accurate. Fuzzy sets and different 
probabilistic methods are the most frequently used techniques for modeling 
problems from the real world. This study introduces a new method for modeling 
the Maximal Covering Location Problem (MCLP) by using a well-known fuzzy 
integral, the Choquet integral. 

The Maximum Covering Location Problem (MCLP) was defined by Church and 
ReVelle in [5] and it represents a very important class of problems in operations 
research. They defined MCLP as follows: "Maximize the coverage within a 
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desired service distance S by locating a fixed number of facilities". In other words, 
the aim of MCLP is locating facilities on a given network in such a manner that 
they cover as many locations as possible. This class has a decisive role in many 
real world problems, such as locating shops, gas stations, bus stations, hospitals 
and other emergency services. Similar classes of problems include the Location 
Set Covering Problem (LSCP) and Minimal Covering Location Problem 
(MinCLP). The aim of LSCP is to cover all locations with as few facilities as 
possible, and the aim of MCLP is to cover as many locations as possible with a 
fixed number of facilities. In all models, the networks are represented by distances 
between locations (or travel times between them). Location coverage depends on 
the distance (or travel time) to the nearest facility and it depends on the given 
value called the coverage radius. In the classical case, those values are represented 
by real numbers, but in the "real-world" problems, those values are not fully 
determined, and they can contain different levels of vagueness, e.g., "the coverage 
radius is between 10 and 20 kilometers", "the travel time is around 20 minutes" or 
"it is pretty close". These linguistic ambiguities can be modeled by using different 
types of fuzzy numbers. Many authors developed different fuzzy MCLP models 
(FMCLP) and the most common approach is using fuzzy numbers for the radius of 
coverage. In the classical model of MCLP, each location is either covered or 
uncovered, while in FMCLP models, the locations could also be partially covered. 
The main question of FMCLP is how to treat partially covered locations. 
Depending on the nature of the problems, the degree of location coverage could be 
calculated using t-norms and t-conorms ([16]). This study takes into consideration 
another issue, namely the interaction between facilities which need to be optimally 
arranged. Now, the Choquet integral is being used in order to take into the account 
the different interactions between facilities which should yield a better quality 
solution. 

This paper is organized as follows: in Section 2, a brief literature overview related 
to MCLP, FMCLP and the usage of fuzzy sets in location problems is presented. 
Section 3 includes certain basic mathematical notions, such as fuzzy sets, fuzzy 
numbers and the Choquet integral are given. Section 4 contains a new model of 
FMCLP based on the Choquet integral, while the last section offers some 
concluding remarks. 

2 Literature Overview 

As mentioned above, MCLP was developed by Church and ReVelle (1974) [5]. 
Different MCLP models were presented in the following years, like MCLP on the 
plane (Church, 1984 [6]), capacitated MCLP (Current and Storbeck, 1988 [7]), 
probabilistic MCLP (ReVelle and Hogan, 1989 [20]) and implicit MCLP (Murray 
et al. 2010 [17]). An exhaustive review of the covering problems and MCLP can 
be found in [12]. 
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In recent years, several fuzzy models for the covering location problem have been 
presented. Darzentas in [8] presented a discrete location problem with fuzzy 
accessibility criteria and formulated it with an application of the set partitioning 
type of integer programming. Perez et al. in [19] presented that position of the 
facility in real applications can be full of linguistic vagueness, and they modeled 
them by using networks with fuzzy values. These fuzzy values appropriately 
describe the network nodes, lengths of paths, weight of nodes, etc. Batanovic et al. 
in [1] described the application of fuzzy sets in modeling the maximum covering 
location problems for networks in uncertain environments. They modeled distance 
(traveling times) from a facility site to demand nodes by fuzzy sets. Davari et al. 
in [9] presented a MCLP model with fuzzy variables for travel times for any pairs 
of nodes. 

3 Definitions and Preliminaries 

3.1 Discrete Choquet Integral 

Since this discreteness is highly tangible in applications, the short overview of the 
discrete case, i.e., basic information on the discrete Choquet integral is given in 
this section. 

It has to be emphasized that this type of integral is a highly applicable aggregation 
operator (see [11,14]). The Choquet integral generalizes the so-called additive 
operators, e.g., the OWA (the ordered weighted averaging operators, see [23]) and 
the weighted mean. 

The first necessary notion is the one of a fuzzy measure. Firstly, let X be a set of 
criteria, that is, let it be a set of all input values. 

Definition 3.1 A set function  𝜇: 𝑃(𝑋) ⟶ [0,∞) is a fuzzy measure, if the 
following it satisfied 

 𝜇(∅) = 0, 
 for arbitrary 𝐴, 𝐵 ∈ 𝑃(𝑋), if 𝐴 ⊂ 𝐵 then 𝜇(𝐴) ≤ 𝜇(𝐵) (monotonicity). 

Now, the triplet (𝑋, 𝑃(𝑋), 𝜇) is a fuzzy measure space ([2, 3, 13, 22]). In general, 
instead of 𝑃(𝑋) some 𝜎-algebra of subsets of 𝑋 can be used. 

As already mentioned, for the purpose of this research the focus is on a discrete 
case, i.e., on simple functions - functions that can assume only a finite number of 
values. Therefore, the following form of functions will be observed 𝑓: 𝑋 ⟶ {𝜔1, 𝜔2, …𝜔𝑛}, 
where 𝜔𝑖 ∈ [0,∞) and the working assumption, with no influence on generality, 
is 0 ≤ 𝜔1 < 𝜔2 < ⋯ < 𝜔𝑛 ≤ 1. 
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Moreover, based on the type of problems that will be investigated in the future, it 
is sufficient to observe simple functions with values in [0,1] and normalized 
fuzzy-measures, i.e., further it will be assumed that {𝜔1, 𝜔2, …𝜔𝑛} ⊆ [0,1] and 𝜇: 𝑃(𝑋) ⟶ [0,∞) is a fuzzy measure. 

The definition of the Choquet integral for the discrete case follows ([4]). 

Definition 3.2 The Choquet integral of an arbitrary simple function 𝑓: 𝑋 ⟶{𝜔1, 𝜔2, …𝜔𝑛}, based on a fuzzy measure has the following form 

(𝐶)∫ 𝑓d𝜇𝑋 =∑(𝜔𝑖𝑛
𝑖=1 − 𝜔𝑖−1) ∙ 𝜇(𝛺𝑖), 

where 𝛺𝑖 = {𝑥|𝑓(𝑥) ≥ ω𝑖} and ω0 = 0 and 𝜇 is a fuzzy measure. 

More on the Choquet integral can be found in [2, 3, 4, 10, 15, 18], to just name a 
few sources. 

In general, the universality of fuzzy integrals as aggregation operators is deducted 
from the minimal restrictions imposed on set function that is in its core. The fact 
that the Choquet integral, discussed in this paper, covers many well-known 
classical aggregation operators can be illustrated by the following example (see 
[11]). 

Example 3.1 

 For the fuzzy measure 𝜇: 𝑃(𝑋) ⟶ [0,1], given by 𝜇(𝑋) = 1  and  𝜇(𝐴) = 0  for 𝐴 ≠ 𝑋, 
the corresponding Choquet integral coincides with the classical 
minimum. 

 For the fuzzy measure 𝜇: 𝑃(𝑋) ⟶ [0,1], given by 𝜇(∅) = 0 and  𝜇(𝐴) = 1  for 𝐴 ≠ ∅, 
the corresponding Choquet integral coincides with the classical 
maximum. 

 For the fuzzy measure 𝜇: 𝑃(𝑋) ⟶ [0,1], given by 𝜇(𝐴) = 0  for card(𝐴) ≤ 𝑛 − 𝑘  and  𝜇(𝐴) = 1 otherwise, 
the corresponding Choquet integral coincides with the classical 𝑘-order 
statistic. 

 For the fuzzy measure 𝜇: 𝑃(𝑋) ⟶ [0,1], given by 𝜇(𝐴) = card(𝐴)card(𝑋), 
the corresponding Choquet integral coincides with the classical 
arithmetic mean. 

 For the fuzzy measure 𝜇: 𝑃(𝑋) ⟶ [0,1], given by 𝜇(𝐴) = ∑ 𝑤𝑛−𝑗card(𝐴)−1𝑗=0 , 

where 𝑤𝑖  are pre-given weights, the corresponding Choquet integral 
coincides with the OWA operator. 
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The main drawback for the practical use of the Choquet integral is the number of 
sets that need a predefined value of the fuzzy measure. If the observed function 
has a range of cardinality n, a Decision Maker needs to predefine 2𝑛 values. One 
of the possible ways for simplifying a Decision Maker's task is to define values 
only for singletons and to aggregate the remaining values by some aggregating 
operator. Since monotonicity of measure is essential for this integral, this can be 
done by a t-conorm, i.e., if the fuzzy measure 𝜇 is the so-called S-decomposable 
measure. 

Definition 3.3 [18] A set function 𝜇: 𝑃(𝑋) ⟶ [0,1]that satisfies the following 

 𝜇(∅) = 0, 

 𝜇(𝐴 ∪ 𝐵) = 𝑆(𝜇(𝐴), 𝜇(𝐵))  for 𝐴 ∩ 𝐵 = ∅, 

where 𝑆 is a t-conorm, is called the S-decomposable measure.  

A t-conorm is a binary operation 𝑆: [0,1]2 ⟶ [0,1], that is commutative, 
nondecreasing, associative and has zero as the neutral element. Elementary 
examples of continuous t-conorms are: 

 𝑆M(𝑥, 𝑦)  =  max(𝑥, 𝑦) − maximal, 
 𝑆P(𝑥, 𝑦)  =  𝑥 + 𝑦 − 𝑥𝑦 − probabilistic,  
 𝑆L(𝑥, 𝑦)  =  min(𝑥 + 𝑦, 1) – Lukasiewicz. 

where 𝑥, 𝑦 ∈ [0,1]. More on t-conorms and t-norms (dual operations) can be found 
in [16,18], among others. Also, the sources [11,14] offer more general background 
on aggregation operators. 

Since t-conorms are associative operations, they can easily be extended to n-ary 
operators and used for calculating measures of non-singleton sets. Forms of n-ary 
operators for three previously mentioned basic t-conorms are given by the 
following example. 

Example 3.2 Let {𝑥1, 𝑥2, … , 𝑥𝑘} be an arbitrary subset of X. If µ is a S-
decomposable measure, and values 𝜇({𝑥𝑖}) are predefined, then the value 𝜇({𝑥1, 𝑥2, … , 𝑥𝑘}) can be calculated as follows (see [16]) 

 if 𝑆 = 𝑆M 𝜇({𝑥1, 𝑥2, … , 𝑥𝑘}) = max (𝜇({𝑥1}), … , 𝜇({𝑥𝑘})), 
 if 𝑆 = 𝑆P 𝜇({𝑥1, 𝑥2, … , 𝑥𝑘}) = 1 − ∏ (1 − 𝜇({𝑥𝑖}))𝑘𝑖=1 , 

 if 𝑆 = 𝑆L 𝜇({𝑥1, 𝑥2, … , 𝑥𝑘}) = min (∑ 𝜇({𝑥𝑖}), 1)𝑘𝑖=1 . 
 

Due to the nature of the problem that will be investigated further on, the focus of 
this paper is on the discrete case, i.e., when the observed set of input values is 
finite 𝑋 =  {𝑥1, 𝑥2, … , 𝑥𝑛}. 
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3.2 MCLP – Classical Case 

As mentioned in Section 1, MCLP was introduced by Church and ReVelle in 1974 
[5], with the following mathematical model: 

maximize 𝑔 =∑𝑎𝑖𝑦𝑖𝑖∈𝐼  

subject to ∑ 𝑥𝑗 ≥ 𝑦𝑖𝑗∈𝑁𝑖 , ∀𝑖 ∈ 𝐼 
 ∑𝑥𝑗 = 𝑃𝑗∈𝐽  

 𝑥𝑗 ∈ {0,1}, ∀𝑗 ∈ 𝐽 
 𝑦𝑖 ∈ {0,1}, ∀𝑖 ∈ 𝐼 

where 
 I – set of locations (indexed by i) 
 J – set of eligible facility sites (indexed by j) 
 S – radius of coverage 
 𝑑𝑖𝑗  – travel time from location i to location j 

 𝑥𝑗 = {1, if facility is located at location 𝑗0, otherwise                                          
 𝑎𝑖 – population in node i 
 P – number of facilities 
 𝑁𝑖 = {𝑗|𝑑𝑖𝑗 ≤ 𝑆} – set of all facilities j which cover location i 

In this paper, population in a node 𝑎𝑖 is not considered, but it does not reduce the 
generality of the problem. 𝑁𝑖 is the set of facility sites and it provides location coverage, i.e., location is 
covered if the distance between it and some facility is less than the predefined 
radius S, and location is not covered otherwise. A demand node is "covered" when 
the closest facility to that node is at a distance less than or equal to S. A demand 
node is "uncovered" when the closest facility to that node is at a distance greater 
than S. The objective is to maximize the number of people served or "covered" 
within the desired service distance. Constraints of the type (1) allow 𝑦𝑖to equal 1 
only when one or more facilities are established at sites in the set 𝑁𝑖(that is, one or 
more facilities are located within the S distance units of the demand point i). The 
number of facilities allocated is restricted to equal P in constraint (2). The solution 
to this problem specifies not only the largest amount of population that can be 
covered, but the P facilities that achieve this maximal coverage. 

This condition is modeled by classical logic and each location could be fully 
covered or uncovered, and that fact gives motivation for the introduction of fuzzy 
numbers in modeling MCLP. 
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3.3 MCLP via Fuzzy Numbers (FMCLP) 

The main idea of using fuzzy numbers in modeling MCLP is the introduction of 
vagueness in location covering. FMCLP is the extension of MCLP, where some 
conditions are represented with fuzzy numbers and in FMCLP, the location can be 
covered, uncovered or partially covered ([21]). Depending on the nature of the 
problem, different aggregation operators (max, arithmetic average, median, min...) 
can be used to calculate the degree of partial coverage of a location. In the 
following model of FMCLP, max operator is used, but other operators can be used 
in a similar way. 

Maximize 𝑔 =∑𝑦𝑖𝑖∈𝐼  

subject to max 𝑥𝑗 ∙ 𝑐𝑖𝑗 ≥ 𝑦𝑖 , ∀𝑖 ∈ 𝐼 
 ∑𝑥𝑗 = 𝑃𝑗∈𝐽  

 𝑥𝑗 ∈ {0,1}, ∀𝑗 ∈ 𝐽 
 𝑦𝑖 ∈ [0,1], ∀𝑖 ∈ 𝐼 

where 

 I – set of locations (indexed by i) 
 J – set of eligible facility sites (indexed by j) 
 S – radius of complete coverage 

s – fuzzy radius of partial coverage  
 𝑑𝑖𝑗  – travel time from location i to location j 

 𝑥𝑗 = {1, if facility is located at location 𝑗0, otherwise                                          
 P – number of facilities 

 𝑐𝑖𝑗 = { 1, 𝑑𝑖𝑗 ≤ 𝑆           0,  𝑑𝑖𝑗 ≤ 𝑆 + 𝑠        𝑒 ∈ (0,1), otherwise- matrix of coverage 

The main difference between MCLP and FMCLP lies in the coverage radius. In 
the presented FMCLP model, the coverage radius is a fuzzy number (right-
shoulder fuzzy number) which allows partial coverage. Now, the coverage degree 𝑦𝑖  is a number in the unit interval and the coverage matrix determines its value. 
The exact value of 𝑦𝑖  is defined by a membership function and depends on the 
nature of the problem. 

Travel time could also be a fuzzy number (these are usually triangular fuzzy 
numbers) and that modification results in another FMCLP model. In that model, 
partial coverage is defined by the intersection of the fuzzy radius (represented by a 
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right-shoulder fuzzy number) and fuzzy travel time (represented by a triangular 
fuzzy number). More on this approach and its applications in other location 
problems can be found in [21]. 

4 Fuzzy Integral-based Models of Fuzzy Maximal 

Covering Location Problem 

The main motivation for proposing new models is taking into consideration the 
interaction measure between facilities. In all the existing models, the facilities 
could not interact with each other and each facility has the same importance. Thus, 
the level of interaction, or the level of joint importance, is given by a monotone 
set-function. Together with the usage of the Choquet integral, it forms a new, 
promising powerful extended model of FMCLP. 

The basics of the proposed model are 

 P – number of facilities [integer], 
 𝑋 = {𝐿1, 𝐿2, … , 𝐿𝑅} – set of all locations, 
 𝑌 = {𝑌1, 𝑌2, … , 𝑌𝑃} – set of all facilities, 
 𝜇: P(𝑋) ⟶ [0,1] – measure of interaction for different facilities 

modeled by a monotone set function, 
 𝜔𝑖,𝑗 ∈ [0,1] – degree of coverage for location 𝐿𝑖 by the j-th facility, 

 𝐴 is the intended layout of facilities from 𝑌 over the location set 𝑋. 
The following constitute the proposed model: 

MODEL Ch - the Choquet based model 𝑓𝐿𝑖: 𝑌 → {𝜔𝑖,1, 𝜔𝑖,2, … , 𝜔𝑖,𝑚},     𝑖 = {1, … , 𝑅}, (1) 𝑔(𝐴) =∑(𝐶)𝑖 ∫𝑓𝐿𝑖 d𝜇. (2) 

Namely, the functions (1) give the degree of coverage of each node by the 
facilities from Y, while formula (2) is the function whose maxima, for different 
positions of the facilities from Y, is needed. Given this, the layout of the facilities 
from Y for which (2) is maximal is the optimal layout. The monotone set function 𝜇 is predefined by a Decision Maker and can be interpreted as a quality measure 
of facilities and their interaction. The optimal case is obtained when the Decision 
Maker is able to provide the values of 𝜇 for all subsets of Y. By doing that, the 
Decision Maker expresses their own opinion on how the facilities in question 
interact, i.e., how "strong" they are together. However, this means that the 
Decision Maker should single-handedly provide 2𝑃 values, which would be an 
unreasonable request. An acceptable solution is to ask for values only for 
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singletons, and to use an aggregation operator, e.g., a t-conorm, acceptable for the 
Decision Maker’s behavior. The following algorithm is proposed 

 STEP I: Acquiring values for 𝜇({𝑌1}), 𝜇({𝑌2}), … , 𝜇({𝑌𝑃}), 
 STEP II: Selection of the appropriate t-conorm: 

- 𝑆M – if the strongest facility dominates all others, 
- 𝑆P – if facilities complement each other, with overlaps, 
- 𝑆𝐿 – if facilities complement each other, with negligible 

overlaps, 
 STEP III: Calculation of values for 𝜇({𝑌𝑗1 , 𝑌𝑗2 , … , 𝑌𝑗𝑘}),   {𝑗1, 𝑗2, … , 𝑗𝑘} ⊆ {1,2, … , 𝑃}, 

by formulas from Example 3.2. 

Remark 4.1 Step II offers only three options because they can easily be 
interpreted by real life concepts such as domination (one facility is much more 
important to the Decision Maker and its influence is strong enough to overcome 
influences of other facilities) and negligible overlaps (influences of different 
facilities can be directed to the same area, however they do not compete with each 
other). Of course, the set of t-conorms is much wider (see [16]) and some other t-
conorms can be chosen depending on the decision maker’s preferences. 

The behavior of the proposed model depending on the Decision Maker’s personal 
perceptions of quality and interaction of facilities is illustrated by the following 
propositions. 

Proposition 4.1 Let  𝑋 = {𝐿1, 𝐿2, … , 𝐿𝑅} be the set of all locations, 𝑌 ={𝑌1, 𝑌2, … , 𝑌𝑃} the set of all facilities,  𝜔𝑖,𝑗 ∈ [0,1]   degree of coverage for location 𝐿𝑖 by the j-th facility and let 𝐴 be the intended layout of facilities from 𝑌 over the 
location set 𝑋. 
 If qualities of facilities 𝑌 = {𝑌1, 𝑌2, … , 𝑌𝑃} are estimated by two different decision 
makers, i.e., if two S- decomposable measures 𝜇1: P(𝑌) ⟶ [0,1]  and 𝜇2: P(𝑌) ⟶[0,1] based on the same t-conorm S are assigned, such that 𝜇1({𝑌𝑗}) ≤  𝜇2({𝑌𝑗}), 
for all  𝑗 ∈ {1,2, … , 𝑃}, then the following holds 𝑔𝜇1(𝐴) ≤  𝑔𝜇2(𝐴). 
Proof. Since 𝜇1: P(𝑌) ⟶ [0,1] and 𝜇2: P(𝑌) ⟶ [0,1] are 𝑆-decomposable 

measures and since for all singletons {𝑌𝑗}, 𝑗 ∈ {1,2, … , 𝑃},  holds  𝜇1({𝑌𝑗}) ≤ 𝜇2({𝑌𝑗}), based on monotonicity of t-conorms (see [16]), it follows that  𝜇1(𝐸) ≤ 𝜇2(𝐸) for all 𝐸 ∈ P(𝑌). Now, based on properties of the Choquet integral (see 
[2,3]), it holds (𝐶) ∫ 𝑓𝐿𝑖 d𝜇1  ≤  (𝐶) ∫ 𝑓𝐿𝑖 d𝜇2, 

for all corresponding functions  𝑓𝐿𝑖: 𝑌 → {𝜔𝑖,1, 𝜔𝑖,2, … , 𝜔𝑖,𝑚},  𝑖 ∈ {1,2, … , 𝑅}.  
Therefore, the claim holds. 
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Proposition 4.2 Let  𝑋 = {𝐿1, 𝐿2, … , 𝐿𝑅} be the set of all locations, 𝑌 ={𝑌1, 𝑌2, … , 𝑌𝑃} the set of all facilities,  𝜔𝑖,𝑗 ∈ [0,1]  degree of coverage for location 𝐿𝑖 by the j-th facility and let 𝐴 be the intended layout of facilities from 𝑌 over the 
location set 𝑋. 
If interactions of facilities 𝑌 = {𝑌1, 𝑌2, … , 𝑌𝑃} are estimated by two different 
decision makers such that two different 𝑆-decomposable measures, 𝑆1-
decomposable measure 𝜇1: P(𝑌) ⟶ [0,1] and 𝑆2-decomposable measure 𝜇2: P(𝑌) ⟶ [0,1], are assigned in the following manner 𝜇1({𝑌𝑗}) =  𝜇2({𝑌𝑗}), 
for all  𝑗 ∈ {1,2, … , 𝑃},  and  𝑆1 ≤ 𝑆2, then the following holds 𝑔𝜇1(𝐴) ≤  𝑔𝜇2(𝐴). 
Proof. Measures 𝜇1: P(𝑌) ⟶ [0,1] and 𝜇2: P(𝑌) ⟶ [0,1] are S-decomposable 
measures, therefore, based on the starting assumption 𝑆1 ≤ 𝑆2 (𝑆1(𝑥, 𝑦) ≤ 𝑆2(𝑥, 𝑦)  for all 𝑥, 𝑦 ∈ [0,1], see [16]), it holds  𝜇1(𝐸) ≤  𝜇2(𝐸) for all 𝐸 ∈ P(𝑌). 
Now, due to properties of the Choquet integral (see [2,3]), analogous to the proof 
of the previous proposition, the claim holds.  

Remark 4.2   Since for three proposed t-conorms holds  𝑆𝑀  ≤  𝑆𝑃 ≤ 𝑆𝐿, it is 
obvious that for the resulting mark for a certain layout A holds 𝑔𝜇𝑆𝑀(𝐴) ≤ 𝑔𝜇𝑆𝑃(𝐴)  ≤  𝑔𝜇𝑆𝐿(𝐴). That is, if facilities complement each other, instead having 

one that is dominant, the resulting mark is higher. 

Additionally, although at first glance the introduction of 𝜇 seems to increase the 
computational complexity, this can be avoided, because in the implementations 
only few subsets are connected to a single node. 

Proposition 4.3 The algorithm for calculation of the  function 𝑔(𝐴) =∑ (𝐶)𝑖 ∫ 𝑓𝐿𝑖 𝑑𝜇  has the maximal complexity of  𝑂(𝑅𝑃 log 𝑃), where 𝑃 is the 

number of the given facilities and 𝑅 is the number of the observed locations. 

Proof. The worst case, i.e., the maximal complexity, is reached when each 
location has a different deegree of coverage for all available facilities, that is when 
the range of function 𝑓𝐿𝑖 has exactly 𝑃 different elements, for all 𝑖 = {1, … , 𝑅}. In 

that case, ∫ 𝑓𝐿𝑖d𝜇 = ∑ (𝜔𝑖,𝑘𝑃𝑘=1 − 𝜔𝑖,𝑘−1) ∙ 𝜇(𝛺𝑖,𝑘) has 𝑃 summands. Before 

calculation of this sum, it is necessary to sort elements from {𝜔𝑖,1, 𝜔𝑖,2, … , 𝜔𝑖,𝑃}, 
i.e., to sort the set of all deegrees of coverage. This can be done in 𝑂(𝑃 log 𝑃) 
steps (by using, for example, Merge Sort). With sorted elements, computational 
complexity of this sum depends on the complexity of computing measures 𝜇(𝛺𝑖,1), 𝜇(𝛺𝑖,2), … , 𝜇(𝛺𝑖,𝑃). From the definition of the 𝑆-measure 𝜇 and properties 

of t-conorms in general, follows that 
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𝜇(𝛺𝑖,𝑗) = 𝜇({𝑌𝑗 , 𝑌𝑗+1, … , 𝑌𝑃}) = 𝑆 (𝜇({𝑌𝑗}), 𝜇({𝑌𝑗+1, … , 𝑌𝑃}))=  𝑆 (𝜇({𝑌𝑗}), 𝜇(𝛺𝑖,𝑗+1)), 
which insures that integral (𝐶) ∫ 𝑓𝐿𝑖d𝜇  (with sorted elements of {𝜔𝑖,1, 𝜔𝑖,2, … , 𝜔𝑖,𝑃}) can be computed with coplexity 𝑂(𝑃). Since there are 𝑅 

summands in the function 𝑔(𝐴), the total complexity is  𝑂(𝑅𝑃 log 𝑃).  
Remark 4.3 In order to simplify the computational complexity and bring this 
concept closer to the Decision Maker, functions (1) can have linguistic values, i.e., 𝑓𝐿𝑖: 𝑌 → {none, poor, fair, good, full}. (3) 

If 𝑓𝐿𝑖(𝑌𝑗)=none, then node (location) 𝐿𝑖 is not in range of the facility 𝑌𝑗 for the 

observed layout, etc. Of course, later on, linguistic values can be appropriately 

coded. In this case, the exact values of elements in sets {𝜔𝑖,1, 𝜔𝑖,2, … , 𝜔𝑖,𝑃} are 

known in advance and sorting can be done in 𝑂(𝑃) steps (by using, for example, 
Counting sort). Therefore, the total complexity is 𝑂(𝑃𝑅). 

4.1 Examples 

The proposed model can be illustrated by the following simple setting. Let the 
assumption be that there are 6 locations with distances as in Figure 1 and two 
facilities to be located. Now, the set of locations is 𝑋 = {𝐿1, … , 𝐿6} and set of 
facilities is 𝑌 = {𝑌𝑎, 𝑌𝑏}.  However, since facilities will be positioned on certain 
locations, the notation will be 𝑌 = {𝑌𝑎𝑗 , 𝑌𝑏𝑘} where {𝑗, 𝑘} ⊂ {1,2, . . . ,6} depends 

on the intended position of a facility. 

Let the assumption be that two layouts are under the consideration: 

A: 𝑌 = {𝑌𝑎1 , 𝑌𝑏6}, 
B: 𝑌 = {𝑌𝑎2, 𝑌𝑏5}, 

i.e., facilities 𝑌𝑎and 𝑌𝑏  are located on locations 𝐿1 and 𝐿6, and 𝐿2 and 𝐿5, 
respectively. The first calculation is the implementation of the classical case, the 
second one is done via fuzzy numbers, while the third one is based on the model 
proposed in this paper. Since the quality (or influence) of facilities in question is 
the same for the first two approaches (given by examples 4.1 and 4.2), for the sake 
of simplicity, the following notations will be used: 

A: 𝑌 = {𝑌1, 𝑌6}, 
B: 𝑌 = {𝑌2, 𝑌5}, 

which is the standard in MCLP problems. However, for the third approach, the 
quality of facility is relevant and this more complex notation will be used. 
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Example 4.1 First, a classical MCLP problem without any fuzzy coverage will be 
used. Let it be supposed that the coverage radius is 5 km, i.e., the function is 
defined in the following way 𝑓𝐿𝑖(𝐿𝑗) = {1, 𝑖𝑓 d(𝐿𝑖 , 𝐿𝑗) ≤ 5 𝑘𝑚,0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.           

If the facilities are located in 𝐿1 and 𝐿6 then all six locations are covered. On the 
other hand, if the facilities are located in 𝐿2 and 𝐿5, only four locations are 
covered, the locations 𝐿3 and 𝐿6 are not covered by this solution. Therefore, the 
optimal solution is option A. 

 

Figure 1 

Location setting 

Example 4.2 It will now be supposed that the location can be partially covered, 
i.e., FMCLP will be considered. The coverage radius for this approach is defined 
by the following function (see [21]) 

𝑓𝐿𝑖(𝐿𝑗) = { 
 1,                      𝑖𝑓 d(𝐿𝑖 , 𝐿𝑗) ≤ 3𝑘𝑚,−14 d(𝐿𝑖 , 𝐿𝑗) + 74 ,     3 𝑘𝑚 < d(𝐿𝑖 , 𝐿𝑗) ≤ 7𝑘𝑚,           0,                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.           

For option A, the facilities are located in 𝐿1 and 𝐿6 and they are marked as 𝑌1 and 𝑌6 and 

 𝑓𝐿1: {𝑌1, 𝑌6} → {𝜔1,1, 𝜔1,2}, 𝑓𝐿1(𝑌1) = 1, 𝑓𝐿1(𝑌6) = 0; 
 𝑓𝐿2: {𝑌1, 𝑌6} → {𝜔2,1, 𝜔2,2}, 𝑓𝐿2(𝑌1) = 0.75,  𝑓𝐿2(𝑌6) = 0.075; 
 𝑓𝐿3: {𝑌1, 𝑌6} → {𝜔3,1, 𝜔3,2}, 𝑓𝐿3(𝑌1) = 0,  𝑓𝐿3(𝑌6) = 1; 
 𝑓𝐿4: {𝑌1, 𝑌6} → {𝜔4,1, 𝜔4,2}, 𝑓𝐿4(𝑌1) = 1,  𝑓𝐿4(𝑌6) = 0; 
 𝑓𝐿5: {𝑌1, 𝑌6} → {𝜔5,1, 𝜔5,2}, 𝑓𝐿5(𝑌1) = 0.5,  𝑓𝐿5(𝑌6) = 0.25; 
 𝑓𝐿6: {𝑌1, 𝑌6} → {𝜔6,1, 𝜔6,2}, 𝑓𝐿6(𝑌1) = 0,  𝑓𝐿6(𝑌6) = 1. 

Therefore, the coverage of location 𝐿1 is max(1,0)  =  1, for 𝐿2  is max(0.75,0.075)  =  0.75, 𝐿3 is 1, 𝐿4 is 1, 𝐿5 is 0.5 and 𝐿6 is 1. Now, the 
coverage degree of the option A is 𝑔(𝐴)  = 1 + 0.75 + 1 + 1 + 0.5 + 1 = 5.25. 
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For layout B the following holds 

 𝑓𝐿1: {𝑌2, 𝑌5} → {𝜔1,1, 𝜔1,2}, 𝑓𝐿1(𝑌2) = 0.75, 𝑓𝐿1(𝑌5) = 0.5; 
 𝑓𝐿2: {𝑌2, 𝑌5} → {𝜔2,1, 𝜔2,2}, 𝑓𝐿2(𝑌2) = 1,  𝑓𝐿2(𝑌5) = 1; 
 𝑓𝐿3: {𝑌2, 𝑌5} → {𝜔3,1, 𝜔3,2}, 𝑓𝐿3(𝑌2) = 0.25,  𝑓𝐿3(𝑌5) = 0.075; 
 𝑓𝐿4: {𝑌2, 𝑌5} → {𝜔4,1, 𝜔4,2}, 𝑓𝐿4(𝑌2) = 0.5,  𝑓𝐿4(𝑌5) = 0.75; 
 𝑓𝐿5: {𝑌2, 𝑌5} → {𝜔5,1, 𝜔5,2}, 𝑓𝐿5(𝑌2) = 1,  𝑓𝐿5(𝑌5) = 1; 
 𝑓𝐿6: {𝑌2, 𝑌5} → {𝜔6,1, 𝜔6,2}, 𝑓𝐿6(𝑌2) = 0.075, 𝑓𝐿6(𝑌5) = 0.25. 

and 𝑔(𝐵)  = 0.75 + 1 + 0.25 + 0.75 + 1 + 0.25 =  4. 

Again, layout A is optimal. 

The following example illustrates the proposed model based on the Choquet 
integral. In this case, the quality of facilities, at least the Decision Maker’s 
perception of that quality, influences the result. 

Example 4.3 Let one consider option A. The values that describe the quality of 
each facility are 𝜇({𝑌𝑎1}) 𝑎𝑛𝑑 𝜇({𝑌𝑏6}), and they are provided by a Decision 
Maker. Their joint quality, i.e., the measure of how much they complement each 
other is 𝜇({𝑌𝑎1, 𝑌𝑏6}), can be obtained, as presented in Example 3.1. It is assumed 
that the measure of an empty set is zero.  

The next step is the calculation of the Choquet integral for each function 
according to the measure µ. That is ”coverage of the location 𝐿𝑖”: 

 (𝐶) ∫ 𝑓𝐿1d𝜇 = (1 − 0) ∙ 𝜇({𝑦|𝑓𝐿1 ≥ 1}) = 𝜇({𝑌𝑎1}), 
 (𝐶) ∫ 𝑓𝐿2d𝜇 = (0.075 − 0) ∙ 𝜇({𝑦|𝑓𝐿2 ≥ 0.075}) + (0.75 − 0.075) ∙𝜇({𝑦|𝑓𝐿2 ≥ 0.08}) = 0.075𝜇({𝑌𝑎1, 𝑌𝑏6}) + 0.675𝜇({𝑌𝑎1}), 
 (𝐶) ∫ 𝑓𝐿3d𝜇 = (1 − 0) ∙ 𝜇({𝑦|𝑓𝐿3 ≥ 1}) = 𝜇({𝑌𝑏6}), 
 (𝐶) ∫ 𝑓𝐿4d𝜇 = (1 − 0) ∙ 𝜇({𝑦|𝑓𝐿4 ≥ 1}) = 𝜇({𝑌𝑎1}), 
 (𝐶) ∫ 𝑓𝐿5d𝜇 = (0.25 − 0) ∙ 𝜇({𝑦|𝑓𝐿5 ≥ 0.25}) + (0.5 − 0.25) ∙𝜇({𝑦|𝑓𝐿5 ≥ 0.5}) = 0.25𝜇({𝑌𝑎1, 𝑌𝑏6}) + 0.25𝜇({𝑌𝑎1}), 
 (𝐶) ∫ 𝑓𝐿6d𝜇 = (1 − 0) ∙ 𝜇({𝑦|𝑓𝐿6 ≥ 1}) = 𝜇({𝑌𝑏6}). 

The coverage degree of the 𝐿1 − 𝐿6 layout is given by 𝑔(𝐴) = ∑ (𝐶) ∫𝑓𝐿𝑖d𝜇𝑖 =2.925𝜇({𝑌𝑎1}) + 2𝜇({𝑌𝑏6}) + 0.325𝜇({𝑌𝑎1, 𝑌𝑏6}). (4) 

Similarly, for layout 𝐿2 − 𝐿5, i.e., for option B, the coverage degree is 𝑔(𝐵) =∑(𝐶)∫𝑓𝐿𝑖d𝜇𝑖= 0.425(𝜇({𝑌𝑎2}) + 𝜇({𝑌𝑏5})) + 3.15𝜇({𝑌𝑎2, 𝑌𝑏5}). (5) 
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Let it be assumed that the qualities of two facilities in question are graded with, 
e.g., 0.6 and 0.8 and if overlaps are negligible, the 𝑆𝐿 can be used as the 
aggregation operator. For option A, if the facility of quality 0.6 is placed on 
location 𝐿1, the following holds 𝜇({𝑌𝑎1}) = 0.6,  𝜇({𝑌𝑏6}) = 0.8,  𝜇({𝑌𝑎1, 𝑌𝑏6}) = 1  and  g(A)=3.68.  

On the other hand, for option B, if the facility of quality 0.6 is placed on location 𝐿2, the following holds 𝜇({𝑌𝑎2}) = 0.6,  𝜇({𝑌𝑏5}) = 0.8,  𝜇({𝑌𝑎2, 𝑌𝑏5}) = 1   and  g(B)=3.745. 

Now, since the quality of facilities is taken into account, the result is different and 
the optimal solution is layout B. 

While in MCLP and FMCLP the quality of facilities is not taken in to 
consideration, it has a high influence on the result in the proposed model. The 
flexibility of the proposed model can be additionally illustrated by the following 
example, that is the continuation of the previous one. 

Example 4.4 If the positions of facilities in option A are inverted, i.e., if the layout 
is A: 𝑌 = {𝑌𝑏1, 𝑌𝑎6}, the following holds 𝜇({𝑌𝑏1}) = 0.8,  𝜇({𝑌𝑎6}) = 0.6,  𝜇({𝑌𝑏1, 𝑌𝑎6}) = 1  and  g(A)=3.865. 

That is, now this layout is better than layout B. 

Remark 4.4 If the assumption is that all facilities are of the same quality, e.g., 
quality 1, the proposed model coincides with FMCLP. 

As seen from the previous examples, the new model allows the quality of 
facilities, given by the measure µ, to influence the final decision. All four 
examples are summarized in Table 1. The optimal option is marked with *. 

Table 1 

Comparison of coverage degrees 

 MCLP FMCLP MODEL Ch, I MODEL Ch, II 

option A 6* 5.24* 3.68 3.865* 

option B 4 4 3.745* 3.745 

 

Remark 4.5 If there is no other facility (e.g. hospital) near 𝑌1 (𝐿1 − 𝐿6 layout), as 
illustrated in the previous example, the coverage degree of the location 𝐿1 where 
is located  𝑌1 corresponds to 𝜇({𝑌1}), more precisely, it corresponds to the quality 
of 𝑌1. On the other hand, if the layout 𝐿2 − 𝐿5 is observed, hospitals are close, 
thus the coverage of the location 𝐿2 corresponds to 𝜇({𝑌2, 𝑌5}), i.e., to the joint 
measure of facilities 𝑌2 and 𝑌5. 
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Conclusion 

This paper presents a generalization of the MCLP obtained by the incorporation of 
the Choquet integral into FMCLP. The nature of the observed integral takes into 
consideration the joint influence of each facility combination, which has not been 
done in any type of location problem before. The introduction of fuzzy integrals 
into the FMLCP makes the model more flexible and adaptable to real life 
problems. As it can be seen from (4), expert opinion of a Decision Maker given 
through set-function µ has a direct influence on the result. Thus a practical need 
for a new type of location problem is justified, and will further be called Extended 
FMCLP. 
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Abstract: Because pad printing can be used on 3-D substrates, it has attracted the attention 
of many researchers in the field of printed electronics. This paper presents developments in 
the automation of a pad printing machine that improve its specifications for use in 
scientific fields and equip it with some unique features. Users of this machine can obtain 
graphs of printing force and printing step durations for tracing and analyzing the printing 
process. Here, to explain the design method, the printing technique features, the pad 
printing working process and related machine parts, as well as the development and design 
process, are described. In this section, some hardware, such as National Instruments 
CompactRIO, as well as software (LabVIEW) and data transferring under the EtherCAT 
protocol will also be discussed. Finally, the machine user interface and some analytical 
graphs of the machine will be explained. 

Keywords: Automation pyramid; Mechatronic system structure; Indirect gravure printing; 
Pad printing control system; LabVIEW 

1 Introduction 

Indirect gravure printing is the collective name for an indirect printing process 
having one transferring part (pad) and one gravure printing form. In many cases, it 
is referred to as pad printing [5, 10]. Pad printing has some advantages over other 
printing methods. Because it is a gilt-edged technique for printing on non-smooth 
objects having concave and convex surfaces, it has a competitive advantage for 
work with 3-dimensional substrates, which have differing shapes, thicknesses and 
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dimensions. This capability makes pad printing suitable for a wide range of uses 
in a variety of production processes, such as medical instruments, electrical 
devices, automotive parts and printed electronic devices. This technique has been 
applied in the medical imaging field to print piezoelectric thick-films on a curved 
substrate [15]. It has also been used in the production processes of gas sensors [4], 
solar cells [6, 13], UHF RFIDs [16], OLEDs, biomedical sensors [24], mobile 
phone antennas [27], and microelectronic circuits [11]. Moreover, it can also be 
combined with other methods, such as screen printing. For example, in [14], some 
research success was achieved by combining pad and screen printing to produce 
an ultrasonic transducer in high frequency scales. Because of the importance of 
pad printing usage in such scientific fields, this paper focuses on the development 
of control and automation for pad printing machines, with a focus on their usage 
in scientific fields. According to scientific research, a more highly automated pad 
printing machine represents a new demand. Here, automation should provide high 
accuracy, high value of data transfer and management and high controllability of 
printing parameters. So, the main contribution of this work is an improvement of 
the automation level of pad printing machines. 

This paper is organized as follows: the next section, introduces basic concepts of 
mechatronics, automation and pad printing machine. Second, the development 
concept for the pad printing automation system is presented. Third, the various 
components of the pad printing machine and its structure are described. 
Afterward, a flowchart diagram of the machine's working process is offered. Next, 
we focus on the development of the machine structure, automation level, data flow 
and software designing process as parts of the development process for the pad 
printing machine. Then, as examples, some reports of the system are mentioned. 
Finally, the paper is concluded with a brief summary. 

1.1 Mechatronic System Description 

To achieve this goal, the pad printing machine is developed in the three fields of 
electronics, control systems, and mechanics. As shown in Figure 1 (a), these fields 
are all related to a mechatronic system [8]. Therefore, to provide a better 
description, the pad printing machine is considered as a mechatronic system. 

Figure 1 (b) shows the structure of a mechatronic system, which consists of four 
units: control, sensors, actuators and mechanics [9]. 

The level of controlling and processing and the user interface is related to the level 
of system automation, which is described in the next section. 
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Figure 1 

(a): Mechatronics field concept. The connected lines represent the synergistic integration of these three 

scientific fields in generating the mechatronics concept. The orange color defines the developed parts 

that are described in this paper. (b): The mechatronic system structure [9], with its four units of control, 

sensors, actuators and mechanics. The arrows show the direction of information flow. 

1.2 Automation Description 

Automation is the application of a control system in a process toward the end of 
reducing human intervention, improving process throughput, and decreasing 
production losses [1]. The automation pyramid in Figure 2 shows different levels 
of automation. 

 

Figure 2 

The automation pyramid. The automation development direction is from bottom (low level) to top 

(high level). In some cases, levels 0, 1 and 2 are considered as one group; hence, the dashed lines [9, 

23, 26] 
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The possibility of passing through each level to a higher level varies from system 
to system. In some cases, achieving a particular level is very difficult, or even 
impossible. Level 0 is achieved merely by use of sensors and actuators to control 
the (mechatronic) system. Level 1 involves controlling and processing the signals 
of the system and is called the field level. Level 2 (the cell level) depends on user 
interface and process monitoring. Level 3 (the plant level) involves optimal 
scheduling and maintenance, as provided by the manufacturing execution system 
(MES) and the management information system (MIS). Level 4 (the company 
level) involves enterprise resource planning (ERP) and the programming and 
production control of an entire company [9, 23, 26]. 

1.3 Description of Pad Transfer Printing 

Pad printing machines come in two types: pad transfer printing and rotary pad 
transfer printing. This paper focuses on pad transfer printing. A schematic diagram 
of pad printing is given in Figure 3. As shown, the pad and printing form are 
initially located in their reference positions (red dash). The printing form table 
then advances (step 2). Next, the pad comes down to pick up the ink (step 3), a 
movement reversed in step 4. In step 5, the printing form table returns to its 
reference position. Finally, the pad descends to transfer the ink film to the 
substrate [5] (step 6), and then returns to its reference position in step 7.  

 

Figure 3 

Pad transfer printing schematic diagram showing the pad, printing form table and printing object. The 

1st picture shows the start of the process and the 7th picture shows the end, where pad, table and object 

return to their original position. The arrows define the movement direction [2]. 

2 Concept of an Automated Pad Printing Machine 

Over time, there have been some improvements in pad printing machines. Today, 
most well-known models have features such as variable speed control, printed-
pieces counter and variable pad position [17, 18, 25]. The pad printing machine 
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developed in this project has 4 extra capabilities: printing process force tracing on 
the substrate and printing forms; position control in both the X and Y directions; 
velocity control in both the X and Y directions and user-defined contact time. 
Within each printing cycle, these parameters can be changed and/or saved for 
future batches and are traceable in different graph formats for each printed sample. 
These parameters have been classified in Table 1. As indicated, the force as a 
printing parameter can be controlled and traced when the pad is pressed on either 
the printing form or the substrate. The position and velocity of the pad and 
printing form axes are controlled and traced in two directions: X and Y. The 
contact time of the pad on the printing form (for obtaining ink) and on the 
substrate (for transferring ink) can also be controlled and traced. 

Table 1 

Categorization of printing parameters according to their controllability and traceability (C&T) at 

different axis directions in newly developed pad printing machine 

Printing 
parameters 

C&T at Y (pad) axis 
direction 

C&T at X (printing 
form) axis direction 

Force 
Pad on printing form 

NO 
Pad on substrate 

Position Completely Completely 

Velocity Completely Completely 

Contact 
time 

Pad on printing form 
Pad on printing form 

Pad on substrate 

3 Categorization of Pad Printing Machine 

Components according to a Mechatronic System 

Structure 

The most important movable parts of a pad printing machine are its axes (See 
Figure 4). These are referred to as the printing form axis and the pad axis. The 
printing form axis movement is in the forward (X) direction. The movement along 
the pad axis (Y) is downward, so it has negative values compared to the reference 
coordinate system. 

As shown in Figure 1 (b), a mechatronic system has four parts: control unit, 
sensors, actuators and mechanics [9]. Thus, the pad printing machine structure can 
be illustrated as in Figure 5. 
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Figure 4 

Pad printing machine schema.  The dimensions of the machine are 1200 by 980 by1850 mm. The Y 

positive direction is upward and X positive direction is forward [18]. These elements are highlighted to 

promote a better understanding of the printing machine structure given in Figure 5. 

According to the mechatronic structure of Figure 1 (b), the four general units of 
the new pad printing machine structure and their relationship to each other  are 
described in Figure 5. All processing and logical calculations happen in the 
control unit. This unit consists of the machine's real-time embedded industrial 
controller and electric servo drives. As shown, the vertical and horizontal drives 
receive control data from the real-time controller and send the results back to it. 
The control unit has another element, identified as software. This element receives 
the demands of the user in the UI (user interface) and sends them to the Main 
software block. After processing, these demands are then sent to the real time 
controller. Further, the controlling program is located at the Main block. The 
actuators receive the commands of the controlling unit and execute them on the 
mechanical parts. For example, the vertical drive controls the vertical servomotor 
(actuator). This actuator moves the vertical axes (mechanical unit), which 
ultimately moves the pad as a printing unit. The sensors unit is another part of 
system that measures some parameters of the mechanics unit and then sends them 
to the control unit for processing. The mechanics unit has the role of mechanically 
executing user commands. The most important elements of the mechanics unit are 
shown in Figure 4 and Figure 6 (a). The printing unit is located in the mechanics 
unit and consists of the pad unit, the inking unit and the object-holding unit [10]. 
They can be called the operational, input and output units respectively, according 
to the operating maintenance model for printing [7]. Each of these has special 
parts, which are shown in Figure 6 (a). 
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Figure 5 

The pad printing machine structure. It is divided into control, actuators, sensors and mechanics units, 

according to the mechatronic system structure. The arrow directions indicate the machine data flow. 

The orange color defines the developed parts. The printing unit is considered a part of the mechanics 

unit and consists of pad, inking and object-holding units. It is classified to help illustrate the 

development points of the machine. 

 

Figure 6 

(a): The pad printing machine unit. The component parts are labeled in the (a) segment. (b): The 

printing form (X) axis elements [18]. The reference position line and forward direction of movement 

have been defined here. The printing form table is located at the reference position when the table tip is 

positioned at the reference position. The printing form receives the ink when moved in the forward 

direction. (c): The pad (Y) axis elements [18]. The reference position line and printing direction have 

been defined. The printing direction is in the -Y direction. The pad and pad axis are located at the 

reference position when the pad coupling is at the reference position line. 
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The main material of the pad is silicon. The pad shape has the two important 
parameters of pad angle (from side to print area) and pad printing surface [22]. 
The pad's role is to transfer ink from the printing form to the substrate. The 
printing form is an etched plate of print motif. Pad printing is divided into two 
main types: closed and open inking systems. In open inking systems, there is no 
cover on the ink trough, whereas in closed systems, the ink trough is sealed. Thus, 
there is more solvent evaporation in open systems than in closed [5, 10]. The 
inking system discussed in this paper is a closed system. The ink cup (the closed 
system ink trough) is an ink storage device located on the printing form that 
delivers the ink to the printing form in each printing cycle [6]. The substrate is an 
object located on the substrate table on which the printing process is performed. 
More detailed pictures of the printing form and pad axes from Figure 6 (a) are 
given in Figure 6 (b) and Figure 6 (c), respectively. The reference (home) position 
and printing direction of each axis are shown in these figures. The reference 
position of the printing form table and its forward direction are shown in Figure 6 
(b). The printing form table has an electrical servomotor that has been connected 
to the linear axis by means of a coupling and flange. These accessories allow 
forward and backward movement of the printing form table. The reference 
position and Y direction of the pad axis are shown in Figure 6 (c) (vertical 
direction). The Y axis positive direction is upward. In other words, the printing 
process is performed in the negative direction. The reference position is the 
connection point of the pad with the pad coupling. The tip of the pad is not 
selected as the reference point, since pads with different heights may be used at 
this location. 

4 Pad Printing Working Process 

The pad printing working process is described in Figure 7. The inputs of the 
flowchart are printing form, ink, pad and substrate (2D or 3D). 

Initially, the printing form and pad goes to their reference positions. In the next 
step, the substrate is fixed on its table. The substrate fixer could be a vacuum 
table. Briefly, according to this flowchart, the printing form gets the ink from the 
ink cup and then moves forward. Next, the pad descends and receives the ink from 
the printing form. The pad then goes up again and the printing form table comes 
backward. The pad then comes down and is pressed onto the substrate, thus 
transferring the ink. Finally, the pad ascends, and the printing project is 
completed. 
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Figure 7 

Pad printing working process flowchart. The different steps of the printing process are described here 

from start to end. The pad, printing form, ink and substrate are input materials and the printed substrate 

is the output. 

5 Development Process of Pad Printing Machine 

The hardware type, software design and automation level of the system are related 
to the machine's application. 

The hardware for use in scientific fields should be capable of highly accurate 
control. Then, pursuant to its application, one designs the desired data flow 
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between hardware, software and final user. Next, one selects appropriate software 
according to the hardware and data flow system. Eventually, the programing 
process is started. In the following, the development process of the machine 
structure is described. Then, the development of the system's automation level and 
its data transferring route are discussed. Afterward, the uniquely designed 
software is presented, with concentration on the user interface (UI). 

5.1 Development of the Machine Structure 

The parts of the machine units we developed are shown in Figure 5. As the most 
important control unit element, the National Instrument CompactRio (cRIO) 9074 
has been used. The cRIO is a real-time, embedded industrial machine controller 
with additional monitoring capabilities. Its specifications have been described in  
[20]. With this device, we were able take advantage of features such as a high 
speed, real-time processor, the ability to add measurement devices as I/O modules 
and the ability to expand external devices through networking. So, by utilizing 
these advantages and software features, an on-line controlling and data mining 
system with data measurement and processing capabilities could be created. Two 
Kollmorgen AKD servo drives were used as the vertical and horizontal drives of 
the controlling unit in Figure 5. These drives are capable of multi-axis 
programmable motion. Moreover, they can measure and control the speed, 
acceleration, position, torque and current of servomotors. Their response to 
mechanical load changes is immediate, thus allowing for an appropriate control 
level. Motor control is possible in three operation modes: torque, velocity and 
position. In torque mode, the motor current is controlledand the current loop is 
updated every 0.67 microseconds to achieve an accurate control system. The 
drives used in the scientific pad printing machine support the EtherCAT protocol 
for data transferring [12, 19]. An EtherCAT connection was used as a network 
protocol in this project [21]. By using EtherCAT, the contact time between the 
process steps and the CPU load is decreased [3]. It has high-speed performance 
with an accurate synchronization of less than 1 microsecond between master and 
slave, a feature important for coordinated motion between the motion axes. 
Because of its features, EtherCAT is used in machine design, motion control and 
measurement equipment applications [3, 21]. To ensure precise, delicate motion 
control, a quick and synchronized data transferring system is needed. Therefore, in 
our scientific pad printing machine, the EtherCAT has Kollmorgen drives 
connected to the cRIO. 

An overview of industrial communication systems is shown in Table 2. The 
maximum bit rate of the EtherCAT data transferring system is 100 Mbit/s, which 
compares favorably with other methods [9]. The communication relationship of 
the EtherCAT protocol is master/slave. This means that a device has one-sided 
control over one or many devices. In the system described in this paper, the 
CompactRIO hardware, as a real-time, embedded industrial controller, has the role 
of master for controlling the horizontal and vertical AKD servo drives (slaves). 
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Table 2  

Different industrial communication systems [9]. The most important parameters of industrial 

communication systems are the Max. bit rate, Max. number of nodes and the communication 

relationship. According to the communication specifications of the system hardware, the EtherCAT 

system is one of the best candidates for the new pad printing machine, since it has a high bit rate 

(100Mbit/s) and master/slave communication (because in this case two drives are to be controlled by 

means of a real-time controller). 

System Max. bit 
rate 

Max. Nodes No.  Communication 

AS-i 167 kbit/s 124 Master/Slave 

CAN 1 Mbit/s 127 Publisher/Subscriber 

PROFIBUS DP 12 Mbit/s 125 Master/Slave 

DeviceNet 0.5 Mbit/s 64 Master/Slave 

INTERBUS 2 Mbit/s 512 Master/Slave 

SERCOS 16 Mbit/s 255 Master/Slave 

PROFINET 100 Mbit/s Unlimited Master/Slave 

EtherCAT 100 Mbit/s 65535 Master/Slave 

Powerlink 100 Mbit/s 254 Publisher/Subscriber 

As shown in Figure 5, a force sensor has been appended to the sensors unit. A 
single-point load cell with a maximum capacity of 100 kg and a safe load limit of 
150 kg at a maximum eccentricity of 150 mm and accuracy class C3 has been 
used as a force sensor. In addition, a force measurement capability has been added 
to the printing form table. Ultimately, all of these forces are measured and 
controlled at a high accuracy level (Min. LC verification interval of 0.1961 N for 
max. capacity of 980.665 N) as part of the effective parameters of printing quality. 
In addition to controlling the printing process, the user can store these data for off-
line data analysis. These capabilities, along with high-speed data transfer over the 
EtherCAT protocol, validate this machine as a scientific pad printing machine. 

5.2 Development of the Automation Level 

In accordance with the automation pyramid (Figure 2) and the specifications of 
conventional pad printing machines, most well-known pad printing machines [17, 
18, 25] have normal sensors and actuators and controller devices, such as PLCs. 
Therefore, based on their features, they are located at level 0 or 1. Although many 
of them have an input system for entering printing parameters, they do not have 
process monitoring on their user interface, and thus do not advance to level 2. The 
newly designed and automated pad printing machine has reached the second 
automation level due to its on-line monitoring of the printing process and the 
parameters on the user interface. Moreover, the ability to alter printing parameters 
for the next printing sample according to the monitored data and the ability to 
store, handle and trace data with DIAdem (Version 14, National Instruments) is an 
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improvement in the pad printing information management system that could lift 
the automation level of the new pad printing machine to level 3. 

5.3 Data Flow of the Pad Printing Machine Structure 

The data flow between different units of the pad printing machine is illustrated in 
Figure 5. In this picture, the arrows point in the direction of the pad printing 
machine data flow. The user interface (UI) receives demands from the user and 
sends them to the software Main program of the control unit. After that, at the 
same unit, these data are transferred to the real-time controller for processing and 
translating into machine language. Then, the electrical command is sent to the 
horizontal and vertical drives. Then the data are sent to the actuator unit and, 
finally, executed by means of printing units in the mechanics unit. 

The outputs of this newly designed machine are divided into the two categories of 
printed objects (printed outputs) and printing specification reports (software 
outputs). The printed substrate could be a 3-D object (e.g., printed electronic 
devices on 3-D surfaces). The other output is software based and produces such 
useful machine reports as printing force or inking force. It should be noted that the 
data flow route of the machine parts takes place via the EtherCAT protocol with a 
high-speed data transfer rate (max. bit rate of 100 Mbit/s) [9, 21]. 

5.4 Software Design 

In this work, the LabVIEW (Version 13, National Instruments) was used to 
program the embedded FPGAs. The programing procedure of this new machine 
has been classified into two parts. One part is the Main program and the other part 
has been designed as a machine user interface (UI). The Main program has 
various block diagrams. This part has been designed for the control and data 
processing of different machine units (Control, Actuators, Sensors, Mechanics) 
according to user demands and the working process flowchart of Figure 7. The 
LabVIEW programing structures of the Main program were defined pursuant to 
the flowchart steps of Figure 7 and related working functions were then 
programmed inside each program structure. This program also processes all 
measured machine data. In another step, all measured data is sent to another 
program part, where data management is performed. In every 4 milliseconds, a 
package of data is sent to the data inventory for research and scientific analysis.  
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Figure 8  

The Operational sub-User Interface (O-UI). The left side of picture shows the on-line printing process 

graphically. Other parts are the printing operational keys. They are called operational, because of their 

effect on the operation of the printing process. By pressing the “Find home position”, the axes will go 

to their reference position, and by pressing the “start” button, the printing process will be started.        

In front of all these complex processes, there is a supporting program with a 
graphical part as a mask. We refer to this part of the machine as the user interface 
(UI). It is divided into different sub-UIs, as shown in Figure 8, Figure 9 and 
Figure 10. The UI receives the demands of the user and translates them into useful 
parameters for the control program part.  Figure 8 shows the operational sub-UI 
(O-UI), so named because of the execution functional keys located there, such as 
"start printing process". In a graphical segment of this sub-UI, the machine 
working process (pad and printing form movement) is shown on-line as a 
graphical animation. 

In Figure 9, the machine set point sub-UI (SP-UI) is shown. In the SP-UI, the 
values of the printing parameters are defined. For an easy definition of values, all 
parameters have been categorized according to the printing steps shown in Figure 
3 and the speed limitations have been defined here for input parameters. The 
ability to save and load parameter data has been added in the SP-UI to make it 
easy to use the machine and print with the same parameters at different times. The 
user can define the pad printing working process via automatic force control on 
the printing form or substrate merely by pushing a button on the SP-UI. The 
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contact time on the printing form and the substrate are two other parameters that 
the user may choose to influence the printing process. All of these options 
represent advantages of our pad printing machine over conventional machines. 

 

Figure 9 

The Set Point sub-User Interface (SP-UI). The different printing parameters are described here by the 

user. The printing parameters have been categorized according to the printing step involved; the 

number and description of each step is described at the left side of picture. These classifications make 

it easy for the user to operate the machine.    

Figure 10 shows the on-line Graph Panel sub-User Interface (GP-UI). This panel 
displays the on-line graphs of the printing force, the printing form force, the 
position and velocity of the X-axis, and the position and velocity of the Y-axis 
over time during the printing process. The user can also save the data of the 
desired graphs in the host computer for further scientific analysis. 
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Figure 10  

The Graph Panel sub-User Interface (GP-UI). This panel shows the position and velocity of pad and 

printing form axes, the printing force and ink delivery force (of printing form). All of these 6 diagrams 

are shown on-line for the duration of the printing process. By means of these graphs, the user can 

monitor and trace the printing process and make decisions that improve the parameters for subsequent 

printing iterations.  

The main contribution of this work is an improvement of the automation level of 
pad printing machines. As described in section 5.2, the most well-known pad 
printing machines [17, 18, 25] are located at the automation level 1 or 2, whereas 
the presented developed machine has reached the automation level 3. According 
to this novelty, the printing parameters (Figure 9) can be set with sufficient 
precision. Afterward, the printing process will be executed by the developed 
control system and other parts (Figure 5) according to the set values, identically. 
These parameters are adjusted independently of each other. This feature will cause 
to better controllability of the printing process. As an example, the printing force, 
speed and pad position can independently be adjusted and controlled. Then, the 
effect of these parameters on the printing quality and process can be controlled. 
Whereas, the conventional pad printing machines can not support such aspects. 

The pad printing is a complex process and it is important to investigate its process, 
systematically. Future work should aim to decrease the complexity of the system 
and to investigate the unknown behaviors of the system during the printing 
process. The highly automated pad printing machine developed in this work forms 
an ideal basis for further researches, since it allows for measurement of the 
printing parameters, and the ability of the database analysis. 
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6 First Results 

Data related to the force, velocity, position and torque of the printing and printing 
form axes are saved in every 4 milliseconds as software outputs of the machine. 
These data have a relationship to some of the parameters affecting the printing 
quality. Thus, depending on user demands, different types of graphs and analyses 
may be obtained using these data. For example, using an 85 by 75 by 66 mm pad 
of hardness 12 Shore A together with a polyethylene terephthalate (PET) substrate 
of thickness 125 micrometer, a length of 297 mm and a width of 210 mm, the 
following results were obtained: Figure 11 shows the movement of the printing 
form (X) and pad (Y) axes according to the printing steps of Figure 3. The X 
curve (green) describes the position and movement of the printing form axis and 
the Y curve (red) delineates the pad axis movement versus time. For example, 
steps 3 and 4 are related to ink pick up. In step 3, the pad goes down to retrieve 
ink; thereafter, in step 4, the pad goes up again. According to this diagram, you 
can easily measure the time duration of each printing step. 

 

Figure 11 

Axes movement diagrams. This graph shows the pad axis movement (red curve) and printing form axis 

(green curve) over time. The vertical dashed lines show the time duration (millisec) of each printing 

step, as numbered according to Figure 3. The highly accurate system measurements permit time units 

of milliseconds (mSec). The values of pad axis position are negative, since the printing direction is 

along the -Y axis. 
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One type of scientific graph is shown in Figure 12. This graph shows the pad 
movement behavior versus force for measured data in the pad printing process. 
The pad movements can be obtained approximately by calculating the force-Y 
(pad movement) using equation (1) (See dashed line in Figure 12). The F-Y 
diagram is divided into two parts: Increasing pad force when the pad moves 
downward on the printing form (step 6 from Figure 3) and decreasing pad force 
when the pad moves upward (step 7 from Figure 3).  

 

Figure 12 

Printing force versus pad movement and its approximate equation diagram. The printing force curve 

(red) has two parts. The left part is related to pad downward motion for ink transferal and the other is 

related to pad upward motion after printing on the substrate. They have been signed according to 

printing steps 6 and 7 (See Figure 3). Because of the printing direction (against Y direction) the pad 

position values are negative.   According to increasing of absolute position value from |-112| mm till |-

128.66| mm, the pad is in contact with the substrate and the force is increased. The force-increasing 

behavior according to pad position in this experiment is an eighth-order equation (equation (1)) whose 

approximated curve (blue curve) has been derived by means of DIAdem.   

Using equation (1), the pad axis movement for printing with a special force (for 
this type of pad) can be calculated. 
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Thus, our scientific pad printing machine was able to generate scientific graphs 
and allow conclusions about printing processes and situations, especially for 
highly intricate objects, such as printed electronic devices. 

7 Summary 

This paper has described the process of development at the automation level and 
the resulting structure of a pad printing machine, with a focus on scientific 
applications. The mechatronic system structure has been taken as a machine 
structure model and the printing unit has been incorporated as part of this system. 
Some developments have been made regarding the machine structure, such as the 
use of force sensors, National Instrument CompactRio hardware and Kollmorgen 
servo drives over EtherCAT data transferring protocol. The goals for these devices 
are highly accurate data measurements, processing and controlling functions, and 
high speed data transfer. As a validation of our work, we were able to generate 
various scientific graphs that reflect the printing process for each printed object 
(2-D or 3-D). Via these graphs, the user can improve the printing quality for future 
printing iterations and achieve traceable and repeatable printing. The user can 
follow the printing graphs on-line via the machine user interface or off-line via 
DIAdem or related software. All of these developments have led to an increase in 
the automation level of the pad printing machine. For example, the graph tracing 
the X-Y position movement versus time has been used to determine the duration 
of different printing steps. The graph of the pad movement versus force for a 
special pad has been generated and its approximated equation has been derived. 
This diagram and its related equation are useful for calculating pad axis movement 
for obtaining a printed object with a special force. The scientific pad printing 
machine can be used for unique applications, such as printed electronic devices (e. 
g., OLEDs). 
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