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Preface 

We are remembering a great scientist, a colleague, a friend in this special issue: 
Tony (Antal) Bejczy physicist, lead researcher of the National Aeronautics and 
Space Administration, NASA’s Jet Propulsion Laboratory, lecturer of the 
California Institute of Technology and honorary doctor of Óbuda University, was 
an internationally renowned expert in space research and robotics. 

Remembering his achievements and great personality, Óbuda University Antal 
Bejczy Center for Intelligent Robotics established the International Bejczy Day, 
falling on January 16th of each year, the birthday of Tony. This special issue was 
called upon as a joint work of many of his former colleagues, friends and robotics 
experts inspired by his work. It spans across various domains of robotics and 
control engineering from space robotics to underwater vehicles, representing the 
diversity of the field that grew tremendously in the recent years, partially thanks to 
the pioneering work of Tony. The Introduction to this volume is given by two of 
his closest friends and collaborators, world renowned roboticists, Prof. Khatib 
from Stanford University and Prof. Fiorini from University of Verona. 

 

Acknowledgements. We would like to thank all authors and coauthors for their 
great contributions to this special issue. Many thanks go to the reviewers and the 
guest editors. 

 

I hope you will enjoy reading this issue. 

 

Prof. Dr. Imre J. Rudas 

University Research and Innovation Center 

Óbuda University 

 

 

Budapest, January 16, 2016 
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Introduction 

This special issue is dedicated to the memory of Tony Bejczy, in celebration of his 
life and in recognition of his scientific achievements in robotics. In the early years 
of the field, when the concept of a robot was still forming, the creation of an 
intelligent machine in the appearance of a human was an exciting aspiration for 
many researchers and engineers. 

For the two of us, the journey into the emerging  field auspiciously began with a 
privileged encounter with Tony Bejczy. Our first meetings with Tony took place 
long before we actually started to interact with him professionally, encounters 
which have made lasting impacts on us both. 

For Paolo, the first meeting with Tony came during his visit to NASA Jet 
Propulsion Laboratory in 1981, during the Saturn encounter with Voyager 2. On 
that occasion, the Laboratory was open to the public, and Tony was presenting his 
work on teleoperated robots. Paolo, as a consequence of that meeting, decided that 
robotics would be the topic of his Master’s Thesis. Several years later, in 1985, 
when Paolo applied for a position at JPL, Tony recalled to have seen Paolo’s 
thesis work at one of the earliest robotics conferences in 1983. In the years after, 
Tony and Paolo became colleagues at JPL, and their collaboration and interaction 
continued later, when Paolo moved back to Verona. 

The encounter of Oussama with Tony took place in Toulouse in 1978. Tony was 
invited together with Dan Whitney by Georges Giralt for a special Colloquium at 
LAAS/CNRS. Oussama, who at the time was a PhD student at SupAero, attended 
what was actually his very first Colloquium in robotics, which turned out to be his 
most memorable. Several years later, Oussama moved from Toulouse to Stanford. 
In the mid-eighties came the birth of the IEEE-RA Council, which later became 
the IEEE-RAS Society. These developments in the field afforded Oussama and 
Tony the opportunity to work together both on technical and professional 
activities. They also eventually collaborated on the organization of conferences, 
notably ICAR 1997 in Monterey, California, and have jointly participated as 
speaker or panelist in numerous events. 

It has been a great privilege to have known Tony throughout our time in the field. 
For me, Tony was an inspiring colleague, and a wonderful friend. This special 
issue contains a compilation of fourteen contributions that explore the interaction 
and impact of Tony’s work on the development of robotics, from its early years to 
today’s most recent achievements. 

The first four papers address Tony’s specific contribution to robotic surgery, 
sensorized robotic hands and robotic intelligence. The paper by Takács, Nagy, 
Rudas and Haidegger describes the history of robotic surgery, tracing its origins to 
the initial NASA desire of giving astronauts remote medical assistance during 
long duration missions. Tony had the key role in the development of NASA-JPL’s 
RAMS system, the first surgical robot with haptic feedback used in animal 
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experiments, and in building a relation between NASA and Computer Motion Co., 
the developer of the Zeus robotic surgical system. Some of the key advances in 
robotic surgery are also the subject of the paper by Kronreif that addresses some 
challenges of developing new applications in surgical robotics. In spite of the 
difficulties, new systems were developed by Austrian companies for very simple 
but widespread procedures, such as biopsies. The paper by Rudas, Gáti, Szakál 
and Némethy summarizes the career of Tony Bejczy, as the developer of “Smart 
Hands” and of dynamical models of robots. These two technologies were 
combined in the advanced teleoperation systems at JPL, demonstrating their 
applicability of these technologies to space exploration. The paper by Kovács, 
Petunin, Ivanko, and Yusupova addresses the relation that exists between Robotics 
and Artificial Intelligence, as demonstrated in the chess playing machine “the 
Turk”, the computer chess Deep Blue and the Mars rover Pathfinder. They all 
shared the common aim of reasoning about the data from the environment and 
acting upon this reasoning. 

The impact of Tony’s research on control theory is very widespread and is 
addressed in the following six papers. The paper by Roman, Radac, Precup and 
Petriu proposes a new tuning approach by which the parameters of data-driven 
Model-Free Adaptive Control (MFAC) algorithm are automatically determined 
using nonlinear Virtual Reference Feedback Tuning (VRFT) algorithm. This 
algorithm uses a model free approach that is computationally simple and could 
replace the knowledge of the dynamical model of the controlled systems, as 
proposed in Tony’s research. The paper by Tar, Bitó and Rudas introduces a 
control method that can be used as an alternative to the computation expensive 
Model Predictive Approach. The method described in this paper is based on a 
fixed point transformation that changes the problem of computing the control 
signal into the task of finding an appropriate fixed point of a contractive map. The 
paper by Kowalczyk and Kozlowsky addresses the issues related to the motion 
planning of non-holonomic mobile robots, such as, cars of planetary rovers. The 
approach presented relies on a potential field, which is adapted to account for the 
constraints imposed by the turning radius of the robots. The paper by Lantos and 
Max describe an algorithm for the hierarchical formation control of a group of 
unmanned vehicles. The approach presented consists of the generalization of the 
multi-body method for underactuated car-like vehicles, developed originally for 
fully-actuated surface ships. The control system consists of the high level 
centralized formation control of the UGVs and the low level decentralized PID 
type suspension, speed and steering control of the different vehicles. The paper by 
Takács, Dóczi, Sütő, Kalló, Várkonyi, Haidegger and Kozlovszky describes the 
challenges of developing an autonomous underwater vehicle suitable for search 
and rescue missions. Standard tests have been developed by NIST to validate the 
capabilities of such robotic devices and the paper describes the enhancements 
made to a research robot to perform the NIST tests. The paper by Eigner, Tar, 
Rudas and Kovács describes a novel approach to the modeling of pathological 
situation, such as diabetes. The authors propose to use the Linear Parameter 
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Varying (LPV) methodology, which is based on the parameter vectors and is a 
satisfactory model of the disease. 

The next three papers address the human–robot interaction in the context of 
teleoperation and of collaborative robots. The paper by Muradore and Fiorini 
describes some of the algorithms that are currently used to control a remote robot 
by a human located in a safe place. These algorithms can trace their origin to the 
seminal work of Tony’s in his Advanced Teleoperation Laboratory at JPL in the 
1980s, where force feedback was proven to be essential to guarantee a safe 
interaction with the remote environment. The paper by Kinugawa, Sugahara and 
Kosuge presents a new concept of robotic co-worker, called PaDY. This prototype 
is an example of Physical Human Robot Interaction that is one of the most 
important achievements of today’s robotics: i.e., developing robots that will not 
hurt humans. This concept is also related to haptics and robot operator interaction, 
and it nicely extends the work on telerobotics and robotic teleoperation with strict 
safety constraints. These concepts are also addressed by the paper by Ficuciello, 
Villani and Siciliano that deals with safety in human–robot interaction, where 
contacts between the human and his robotic co-worker should be always injury 
free. The paper presents solutions for the cases of accidental contacts and co-
manipulation, which is a very peculiar case of robotic teleoperation. 

The last paper of this special issue addresses the research area that summarizes all 
the technologies described above, which was the main focus of Tony’s work, i.e., 
space telerobotics and force feedback teleoperation. The paper by Artigas and 
Hirzinger summarizes the development of these two technologies at the German 
Space Agency DLR, starting with ROTEX, the first space telerobotics mission in 
history, and continuing with demonstrations of on-orbit servicing space force-
reflection teleoperation. 

The contributions presented in this special issue cover a wide range of robotics 
areas. These contributions are a testimony to the impact Tony’s work has made in 
robotics. We would like to extend our appreciations and thanks to all the authors 
who contributed to this memorial special issue. 

Tony’s vision of robotics, the impact his work has made in many research areas, 
the energy and enthusiasm he always demonstrated in pursuing his research and 
communicating it to the robotics community, all showed him as an influential 
leader and a major contributor to the field. This special issue represents a tribute to 
a dear friend and a great colleague to many in our community. 

 

 

Prof. Paolo Fiorini, University of Verona (Italy) 

Prof. Oussama Khatib, Stanford University (USA) 
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Abstract: The rapid development of telerobotic systems led to novel applications beyond the

nuclear and industrial domains. Medical telerobotics enabled surgeons to perform medi-

cal operations from remote places, far from their patient. Telesurgery systems allow great

flexibility, improved performance in general, and support the creation of ideal surgical con-

ditions. The first attempts to develop telesurgical systems borrowed the idea from space

research, where the need of novel robots emerged for invasive treatment, even under extreme

situations, such as weightlessness. Telesurgical instruments on Earth appeared following

the same concept, aiming first for military, then onward for civilian applications. Today,

more than 1.5 million patients are receiving telerobotic treatment annually, worldwide. As

the surgical robotics domain grew from the initial concepts, it developed along three major

concepts: telesurgery, cooperatively controlled robots and automated (image-guided) appli-

cations. These domains continue to develop into application specific systems with the goal of

reaching the specificity and versatility of conventional surgical instruments.

Keywords: surgical robotics; space robotics; teleoperation

1 Introduction

In recent years, a large number of surgical robots and robotic surgery related re-

search projects have been introduced and conducted. As a result, useful software

and hardware tools appeared on the market, which accelerated the pursuit for new re-

search results in modern robotic surgery and telesurgery [1, 2]. Computer-Integrated-

Surgery (CIS) and telemedicine are becoming popular in the world’s developed

countries, improving the quality of medical treatment and patient care. The de-

velopment of these systems requires a strict and effective cooperation of surgeons,

IT experts, engineers and scientists from the various fields of natural and human sci-

ences, creating the possibility of remote or even transcontinental surgery. The con-

cept of these systems often originate from specific extreme applications, thus their
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testing also requires extreme environments, such as weightlessness or extremely

high pressure [3].

2 The Birth of Surgical Robotics

There is no consensus about the title of ”the first surgical robot“, since it is hard to

define, what criteria should be used to claim a robots role in a surgical procedure

fundamental. Generally speaking, the first systems, which appeared in the 1970s

were used for different purposes, primarily as assisting devices and supporting ma-

nipulators [4]. The concept of telerobotics for surgery appeared in the early 1970s,

initiated by the National Aeronautics and Space Administration (NASA) [5]. The

goal of the original project was to provide medical assistance for astronauts during

their remote mission. For this purpose, remotely controlled robots would have been

used, operated from the Earth, as shown in Fig. 1. At that time the proposal was not

funded, only limited documentation remained accessible. Although the idea was

concluded in a short period of time, another 15 years passed until the first proto-

types appeared, mostly backed by the US military. During the development phase,

it became apparent that controlling telesurgical robots is very challenging, e.g. in

space, due to the effects of time delay caused by the large distances. The attention

from telesurgery in space shifted to shorter distance telesurgery solutions, leading

to the introduction of the first commercial oriented surgical robots into the market

by the end of the 1980s.

Figure 1

The first concept of a telesurgical robotic system from a USA project proposal (1971) [6].

The first telesurgical systems were designed to improve the dexterity of the sur-

geons, to increase the reliability of the surgical interventions and to improve the

accuracy of the manipulations. Academic centers started to get involved in the de-

velopment of new systems around the world in the 1980s. The first robot that was

explicitly used and designed for patient treatment assistance was the Arthrobot of
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Hearthrob, in 1983, together with a scrub nurse robot. The development was led

by J. McEwen, G. Auchinlec and B. Day at the University of British Columbia,

Canada [7]. The first procedure, assisted by that robot was carried out in 1984 at the

UBC Hospital, organized by the same academic institution. A year later, more than

60 arthroscopic procedures were documented [8], however, the submitted patent re-

ferred it to as an active supporting device rather than a treatment device [9]. The

developer group from UBC submitted another patent on their newly developed robot

the same year, but the submission was withdrawn six years later [10]. Nevertheless,

they introduced an arm-holder version of the robot, intended for in-surgery use [11].

Thirty years ago, a robot was used on a human patient for the first time, providing

direct surgical support. It was proven that accurate stereotaxis could be achieved

by the use of robotic surgical systems, in a CT-guided brain biopsy setup shown in

Fig. 2.

Figure 2

Puma 200, the first robot used for assisting human neurosurgery (1985) [12].

The Puma 200 (Programmable Universal Machine for Assembly) was used for hold-

ing and manipulating a biopsy cannulae, navigated by a stereotactic frame mounted

on the base of the robot. The intervention was carried out under the supervision of

Y. S. Kwoh, at the Memorial Medical Center in Long Beach, CA, USA [12]. The

Puma 200 provided a development platform for many novel instruments in the later

years. It was used for image processing, performing complete neurosurgical oper-

ations, all of which was achieved by manipulating probes during the positioning of

the robotic arm.

The U.S. Army has invested a lot of resources into robotic surgery ever since the

beginning. It was evident that robotic telesurgery would allow medical assistance

and treatment to the soldiers on the battlefield, increasing safety and decreasing

treatment costs. Early prototypes of remote healthcare systems were introduced by

the Telemedicine & Advanced Technology Research Center (TATRC), based on the

concept of telesurgery proposed by NASA. The Green telepresence system is con-

sidered to be the first system where doctors could apply treatments to patients from

a distance, introduced in 1991 [13]. This system can be considered as the predeces-

sor of the later most successful da Vinci surgical system. The Green telepresence
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system was a prototype for telesurgery, but from the structural and functional design

point of view, it already contained the fundamental concept for today’s teleopera-

tion systems. Even more, it incorporated force feedback, which is not yet part of the

commercial systems today. The very first system used for long distance experiments

was created by the Jet Propulsion Laboratory (Pasadena, CA) and used for experi-

ments reaching Milan, Italy (1993) [14]. Several years later, the U.S. Department

of Defense launched it’s long distance medical assistance project, the Trauma Pod.

The project goal was to demonstrate the feasibility of an integrated, robot-driven

emergency care unit, planned to be used by combat surgeons in order to perform

remote operations by 2025 [15, 16].

3 Early Prototypes and System Concepts

The real growth of surgical robotics happened in the 1990s, in which Computer Mo-

tion Co. (Goleta, CA) played and important role. Computer Motion was founded

in 1989, and they were specialized in developing systems for laparoscopic surgery.

Their first product, the AESOP (Automated Endoscopic System for Optimal Posi-

tioning) was an endoscopic camera holder, used for camera assistance [23]. Nonethe-

less, this was the first tool of its kind to be approved by the Food and Drug Admin-

istration (FDA). The second generation of AESOP was capable of voice control and

was introduced in 1996, while the third generation, released two years later was

improved by adding an additional Degree(s) of Freedom to the robotic arm, and

further developed for networking with other devices in the operating room. The

AESOP arms were later extended, making them capable of controlling a wide range

of surgical instruments. The new system was named Zeus Robotic Surgical System,

which included three arms [25].

In the year of 1995, the first prototype was created, while the first animal trials

were conducted in 1996 (tubal re-anastomosis). Two years later, the first coronary

artery bypass graft (CABG) was carried out, and the system was improved with

new components through the early years of the 2000s, such as the Micro-Wrist and

the Micro-Joint. The latter was improved to hold and manipulate more than two

dozens of different surgical instruments, including scissors, dissectors, scalpels and

hooks. FDA approval of the Zeus system came in 2001, which opened up new

frontiers in clinical use. The high-end Zeus systems were capable of filtering hand

tremor, increasing the reliability of the interventions. The system was designed for

Minimally Invasive Surgery (MIS), making it an appropriate tool for beating heart

surgery, mitral valve surgery or endoscopic CABG.

Imperial College (London, UK) has been a European flagship institute of surgi-

cal robotics since the mid 1980s, becoming a lead research center for prostate

surgery [28]. They developed the system called PROBOT for transurethral resection

of the prostate (TURP) procedures. This procedure is usually carried out manually

with instruments inserted into the urethra and reaching the prostate gland from the

inside. Then a wire cutter is inserted, and a conic shape is excised from the prostate.

This is often performed manually, however the procedure is long and the absorp-
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Figure 3

The AESOP surgical robotic platform for camera handling.

tion of hypo-osmolar irrigation fluid can cause further complications. The first five

human patients were treated between 1991 and 1993. The successful beginning led

to the establishment of the a new Science Engineering Research Council funding

initiative. However, the activities at Imperial College were not limited to urologic

procedures. They also developed the ACROBOT system to precisely shape the bone

surface of the knee for perfect alignment of implants. This system was used to reg-

ister the surgeon’s movements and restrict them to safe regions (active constraints).

Integrated Surgical Systems (ISS, Santa Monica, CA) created the first orthopedic

surgical system in 1992, after six years of development at the IBM T. J. Watson

Center and U.C. Davis [25]. ROBODOC became quite popular, being the first

robot to be used in robot-assisted human hip replacement. It was rebranded to

Curexo Robodoc in 2007 and to THINK Surgical in 2014. ISS used to lead the re-

search and development of neurosurgical robotic devices as well. Their robot called

NeuroMate—a stereotaxic targeting device for neurosurgery— was the first neu-

rosurgical robot to get FDA clearance. Neuromate was originally designed based

on an industrial robot, and it was developed market-ready by Innovative Medical

Machines International, Lyon, France. It successfully used image guidance based

on preoperative 3D medical images such as Computed Tomography (CT) or Mag-

netic Resonance Imaging (MR). In the beginning of each operation the robot held

a calibration cage and X-ray imaging was used to register the patient’s coordinate

system to the robot. After the registration, a PC controlled the robot based on the

preoperative plan. The robot could take advantage of movements with 5 DoF. When

the robot reached position, the neurosurgeon inserted the tool through the robot’s

guiding channel. With ±1 mm accuracy, the NeuroMate robot enabled more accu-

rate targeting in neurosurgery and therefore the surgeons could reach areas where
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operation had been impossible before.

The first surgical robot for cardiac procedures was the ARTEMIS system. It was

designed as a teleoperation and telepresence system for cardiac procedures. Since

it was used for training, planning and executing different minimally invasive proce-

dures was part of the design. ARTEMIS had two master–slave units and an endo-

scope guiding system. The slave side was designed in the way that the manipulators

were pivoting around a predefined point aligned with the thoracic insertion point.

After the initial setup, the surgeon was able to operate with 6 DoF instruments from

the master console. The system also incorporated a 3D endoscopic vision system,

which was operated from an additional joystick, separately from the other master

manipulators [21].

Figure 4

The Artemis surgical robot [22].

After the groundbreaking work was done by these robots, other systems started

to appear on the market, targeting specific fields undiscovered by previous solu-

tions. Over 500 research projects were submitted leading to dosens of system pro-

totypes [1]. Many of these systems were discontinued, and today more than 80% of

the market is owned by Intuitive Surgical’s da Vinci.

3.1 The Concept of Robotic Assisted Microsurgery

The concept of Robotic Assisted Microsurgery (RAMS) plays an important role in

the design and development of robotic surgical devices. Originally coming from

the NASA laboratories, it appeared as a side-innovation for telerobotics and micro-

surgery. It was S. Charles who first proposed the idea of using telerobotic systems

as a tool in microsurgical procedures [17]. The project was initiated at the NASA

JPL, more precisely within the Advanced Teleoperation Lab (ATOP), which, at that
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time, was directed by A. Bejczy. RAMS was developed around 1994, inheriting the

basic concepts of the NASA telesurgical technologies (Fig. 5).

Figure 5

The concept and realization of the RAMS system at NASA JPL ATOP [18, 23].

The developed robot was built up from a 3-axis wrist that was mounted on a torso–

shoulder–elbow assembly, capable of 6 DoF motions. The robot included a ma-

nipulator, whereas the engineers were aiming to create similar kinematic layout for

both master and slave sides of the instrument. The use of RAMS instruments was

later extended for carrying out coronary artery anastomoses [18], and soon success-

ful animal trials were documented. Other studies pointed out that robotic devices

could also be used for endoscopic cardiac surgical procedures, including endoscopic

anastomosis [19, 20].

4 Basic concepts in Computer-Integrated-Surgery

With the spread of surgical robotics initiatives, a new domain was established. CIS

was born based on the understanding that engineering can provide surgeons with

tools, making procedures safer, less invasive and eventually more efficient. Ar-

guably, the appearance of digital medical imaging brought the biggest impact, when

it finally replaced the previously used analog technology. Not only did it provide

the capability to do fast intra-operative scans, but also made pre-operative imaging

more informative. One great example of this is the appearance of CT devices. Be-

fore CT was used, surgeons only had access to projective X-ray images; with CT,

a clear 2D slice of the human body could be obtained, and even the 3D reconstruc-

tions of the anatomy became achievable. From computer-based imaging and other

fields such as genetics, blood testing, etc., we can generate a database of patient

specific information, which was previously inaccessible. This patient specific infor-

mation made it possible for CIS to improve, and fundamentally change treatment

planning. Without accurate imaging, it was only possible to guess the underlying

anatomy with physical examination, and often surgeons needed to face unexpected
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situations after the operation started. Today, procedures can be planned on accu-

rate, patient specific data gained from imaging (Fluoroscope, US, or even MR) and

other modalities. This enables surgeons to decide where and when to operate, and

to provide the best possible quality of life for the patient as a result of the surgery.

As devices became more portable, it was possible to move them into the Operating

Room (OR), where they could be used for intra-operative imaging, or to provide

assistance to the procedure. Data collected from these devices can be used to ad-

just or re-plan the procedure during the execution. Finally, after the procedure, the

data collected could be used for statistical analysis, which could provide important

information on performance and become a basis of further development. This loop

of Computer-Integrated-Surgery is shown on Fig.6. Pretty much all of the concept

robots listed above choose one or another approach to optimize its use within the

frames of CIS. Over the years three, distinct strategies prevailed, introduced in the

following.

Figure 6

Basic concept of Computer-Integrated-Surgery [27].

4.1 Types of Robotic Assisted Surgery

Robotics can assist surgeons in various ways, and it is probably an impossible task to

find a uniform characteristic for all cases besides that engineering work enhances the

performance of the surgeon. In the following, we present the three main approaches

surgical robotics follows nowadays giving an example for each one trough a robotic

platform used in surgical practice.
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4.1.1 Robotic telesurgery (Human-in-the-loop control)

Robotic telesurgery devices are applications where the surgeon remotely controls

the robot performing the operation (teleoperation). The da Vinci system—which is

definitely the most successful robotic platform in existence—follows this approach.

The surgeon works at a console, his/her hand movements are perceived by the mas-

ter manipulator, and transmitted onto the patient side manipulator, holding the actual

tool, where the fingers (thumb and index) are mapped to the tip of the tools. This has

a major ergonomic benefit, since statistics have shown that the incidence of chronic

back pain increased significantly among surgeons performing conventional laparo-

scopic procedures, which is due to the fact that during these procedures, the surgeon

stands next to the patient and forced to maintain an anatomically inadequate posi-

tion. Letting the surgeon work at a specially designed workstation provides a great

opportunity for engineering an ergonomic environment, lowering the physical and

mental stress on the surgeon. Applications based on teleoperation methodology can

also incorporate functions to cancel out the surgeons tremor, or to provide magnifi-

cation to the view of the field the surgeon is interested in. However, these platforms

do not incorporate much automation, as the feedback loop of the control requires

the continuous involvement of the human operator. This is also a benefit for the

manufacturer from the regulatory point of view, since it was easier to convince the

authorities about the systems’ safety, while the human surgeon is always in charge

of the robot’s motion. Teleoperation would be a preferred way to do interventions

in remote areas where specialists are not available, or could not reach the patient in

time. Extreme environment research such as a space expeditions or military appli-

cations are driving this field, as they face the same difficulties. In these situations

teleoperation would be required to operate with large physical distances between the

master and slave sides, and time delay would become a significant issue, probably

compromising the success of the surgery. Several algorithms were proposed for the

control of these systems, but there is no clear solution for the problem yet [26]. The

main reason behind this is that when time delay becomes noticeable, even if the sys-

tem stays stable, the operation becomes harder and takes significant processing time

to complete. Time delay can be shortened by using dedicated channels, however

these are costly, and therefore not applicable beyond some special cases. Another

solution is to model the behavior of the tissue on the master side, and later correct

the model based on the data received from the patient side sensors. Unfortunately

the complexity of the operating field can not be sufficiently modelled today.

The da Vinci Surgical System

Intuitive Surgical Inc. is the manufacturer of the da Vinci Surgical System, which

was created for MIS procedures. The da Vinci was the first telerobotic system for

human use that was cleared by the Food and Drug Administration (FDA) in 2000.

Approval of the system included urological, thoracoscopic, gynecological and la-

paroscopic procedures, both for adult and pediatric use. The prototype Mona was

involved in the first trials in 1997, while the first closed-chest, multi-vessel cardiac

bypass procedure was performed using this robot in 1999. Originally, the system

was designed for carrying out cardiac procedures, such as beating heart surgery,

yet the real popularity of the system was brought by the rapid adaptation in radi-
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Figure 7

Generations of the da Vinci Surgical System from 1999 to 2014. Da Vinci Classic, S, Si and Xi systems.

Image credit. Intuitive Surgical Inc.

cal prostatectomy and hysterectomy procedures. The recent growth of trans-oral

robotic surgery has also brought new prospects to the development of the da Vinci

system.

The da Vinci is a typical master–slave system, consisting of a master side console,

a patient side set of robotic arms and a visualizing system. The basic architecture
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has remained the same, following the initial concepts from the first generation. The

four generations of the da Vinci are the Classic, S, Si and the Xi, as shown in Fig. 7.

The fundamental concept has not changed since the NASA’s ’70s plans, while the

hardware and software capabilities have improved dramatically.

The master side manipulators are serving as the interface for the surgeon, allowing

him/her to manipulate the tools virtually. A 3D display system is also integrated at

the master side, showing the surgical field recorded by the stereo camera endoscope.

The connection of two master consoles is also possible enabling efficient training

and teaching. In all generations, the maximum number of patient side manipulators

is 3, extended with an additional robotic arm holding the endoscopic camera. The

arms are copying the movements of the surgeon’s arms, following them in real-time.

This can only be achieved if the surgeon is in the same room with the patient in order

to keep the latency (time delay) low. To achieve this, Intuitive used the technology

of pre-existing systems, which is supported by the fact that after its incorporation, it

closely observed the RAMS patents for force reflection surgery from the California

Institute of Technology. Later one of the first da Vinci was installed at one of the

NASA facilities. In the same year, the first closed-chest beating heart cardiac bypass

surgery was performed using the Zeus robot, the great competitor at that time.

4.1.2 Image-Guided Surgical Robotics

Medical imaging went trough tremendous improvements when it moved from ana-

log technologies to information based methods. Having accurate digital images of

the patients opened up new possibilities in image guidance, allowing more accurate

targeting in fields like oncology or neurosurgery. Unlike telesurgery, the image–

guided approach typically incorporates autonomous execution of the whole or part

of the surgical plan, for which the machine does not require a human operator in

the control loop. Real-time intra-operative tracking of the tools and the patient,

achieved with either 3D cameras, electromagnetic trackers or other modalities [29].

Accurate navigation can only be achieved if the reference image is registered to the

physical world and the transformations between the different coordinate frames are

known. The most commonly used approach is the rigid frame registration, registra-

tion for distorted images is achieved by numeric approximation. The ROBODOC

system is (cleared by the FDA for total knee and hip replacement surgeries) a typi-

cal example. It uses pre-surgical 3D planning based on the patients CT scan. Given

the surgical plan, the ROBODOC is able to execute the bone milling task with sub-

millimeter accuracy. In this application the robot is actively milling and the surgeon

only provides supervision to the procedure.

4.1.3 Cooperative or Hands-on Surgical Robotics

The human hand is a remarkable multi-purpose grasping tool with amazing capa-

bilities in terms of dexterity. This is why surgeons tend to prefer using it during

the surgery, rather than just relying on some limited human–machine interfaces.

Another argument against the telesurgical approach is typically the loss of certain
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Figure 8

The THINK Surgical system from Curexo Technology Corp. Photo courtesy by Curexo Technology

Corp.

sensory feedback from the operational site. In the meanwhile, for some special sur-

gical tasks, more sensitivity or a wider range of motions are required, beyond that of

our physical construction can provide. Cooperative control offers a plausible alter-

native, enabling the surgeon to use a robotic tool as a slave device right at the spot

of the intervention, directly controlling it with its hands. This is typically achieved

with force/torque sensors and control [32]. Eye surgeons face this problem in their

everyday work. During a procedure it is required to access areas only a couple of

cell layers thick, with a resistance impossible to feel, when the procedure is per-

formed manually. During these tasks, ophthalmologists are usually left to use visual

feedback only. The Steady Hand device (Fig. 9.), developed at the Johns Hopkins

University (Baltimore MD, USA) is intended to tackle this problem. It is a coop-

eratively controlled robot, where the surgeon moves the tool attached to the robotic

platform by exerting forces on it. The Steady Hand robot is able to cancel out some

of the tremor and unwanted motions from the hand movement. It also incorporates

sensitive pressure sensors for measuring the small changes in tissue resistance. By

amplifying these forces, it can give a sensible feeling to microsurgery which did not

exist during traditional procedures. It can also provide visual guidance and audible

sounds to better assist the surgeon.

Bordering image-guided and cooperative control paradigm, the RIO system from

MAKO (acquired by Stryker in 2015). It uses image guidance to control the milling

tool mounted at the end of a robotic arm, which is eventually mounted on a mov-

able cart. Unlike the ROBODOC, the RIO system does not carry out the actual

milling, but instead it creates resistance on predefined boundaries—also called vir-

tual fixtures—allowing the surgeon to access only a restricted area of the operation

field. With this mechanism, the RIO system can protect from unwanted errors, but,

in the case of a registration, planning or system error, the surgeon can interfere as

he/she is still in complete control of the instrument.
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Figure 9

The schematic view of the Steady Hand device, and the experimental setup at the Johns Hopkins

University.

5 Surgical Robotics in Extreme Environments

DARPA and NASA remained deeply interested in telerobotic surgery throughout

the past decades. Surgical procedures in space, as it was pointed out in the early

trials by NASA, carry many difficulties and challenges, and the signal latency is one

of the many problems to be solved [33]. In order to investigate the possibilities of

operation in weightlessness, a Soviet team carried out the first animal surgery of

this kind during a parabolic flight in 1967. Thirty years later, an experiment was

performed on a rat model during the STS 90 Neurolab Mission, however, the ab-

dominal cavities were not treated in this procedure. The first zero gravity surgical

experiment by NASA was a suturing task performed by an M7 robot (developed by

SRI, Sacramento, CA), during hyperbolic flight. The task was a classical, teleoper-

ated knot tying, where the slave and master sides were equipped with acceleration

compensation. The inconclusive results showed that human surgeons were better at

adaptation than the robots, in the case of extreme conditions.

The European Space Agency (ESA) took part in the first European initiative for

investigating surgical procedures in weightlessness on board of a Zero G plane in

2003. In 2006, a cyst was removed from a patient’s arm during parabolic flight. The

further planned projects for telesurgery experiments during parabolic flights have

been postponed ever since.

When a procedure in space is taken place beyond Earth’s orbit, numerous difficulties

arise with telesurgical robotics. Theoretically, communication between the master

and the slave side is propagating at the speed of light. However, this speed already

causes a latency of more than 1 second on the Earth–Moon distance. Inter-planetary

distances, such as the Earth–Mars relation increases the delay to 44 seconds, which

can become even more because of the significant computational efforts in compress-

ing and decompressing video data.

Extreme telesurgery experiments under terrestrial conditions have long been investi-

gated by NASA. Experiments were primarily carried out during the NASA Extreme
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Environment Mission Operations (NEEMO). This is the world’s only permanent un-

dersea laboratory, near Florida Keys, 19 meters below the water surface. State-of-

the-art computers and equipments are used by astronauts, biologists and engineers,

with the intention of finding the consequences of operating in extreme environments,

simulating the tasks of space missions.

The Zeus robot was involved in the 2004 series of experiments, during the 7th

NEEMO project, focusing on telementoring and teleoperation. There were five test

conditions investigated: ultrasound-guided abscess damage, ultrasonic examination

of abdominal organs, cystoscopy, laparoscopic cholecystectomy and renal stone re-

moval. Two astronauts, a physician and a surgeon were involved in this undersea

experiment, while the robot was controlled remotely from the Centre for Minimal

Access Surgery, London, UK. The distance was 2500 kilometers, and the latency

was manually increased to a value between 100 and 2000 milliseconds. Results

showed that the crew members with less or no expertise were quite successful in

performing the interventions based on the guidance of the telementors. The effec-

tiveness of teleoperation and telementoring was compared, and an important deduc-

tion was made: teleoperation procedures were more accurate, but took significantly

more time and effort than telementoring.

In 2006, during the 9th NEEMO project, an assembly task was given to the crew

for installing an M7 surgical robot for performing abdominal surgery in a virtual

environment. The latency was set to 3 seconds. As the intention was to replicate a

Lunar environment, the robot was intended for manipulating rock samples from the

bottom of the ocean. Telementoring tasks were also included, focusing on fatigue

and other stressor effects on the performance of the crew.

The 12th NEEMO project investigated the feasibility of telesurgery using the Raven

and M7 robots, as shown in Fig. 10. The structure of the crew was the same as in the

7th project, performing suturing tasks, measuring the effectiveness of teleoperating

surgeons located in Seattle, Washington. Commercial internet connection was used,

with a relatively short latency time.

The NEEMO projects conclusion stated that the high quality tactile and visual feed-

back are equally important in order to create reliable teleoperation environments.

High quality video streaming, however, is difficult to achieve due to the limited

bandwidth. The bandwidth of 50 Mbps is already available on the International

Space Station, although Mars missions are still calculated with the half of this

amount by 2025.

Discussion & Conclusion

Surgical robotics originated from the need to operate over long distances, where

a medical doctor could not get physical access to the patient. This requirement

emerged first at NASA missions for space expeditions, but was quickly picked up

by the military as well, where DARPA funded the key research projects on telesur-

gical robotics. The most successful robotic system for surgery, the da Vinci grew

out of these early results in 1998, successfully combining the advantages of vari-

ous prototypes. Since then, technology continued to improve, and instead of the

military applications, the private sector has become the driving force of the surgical
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Figure 10

Underwater experiments at NASA Aquarius station during the NEEMO 12 project: setup and remote

view of the Raven robots, developed at the UNiversity of Washington (Seattle, WA). Photo credit:

NASA.

robotics industry, which is estimated to be around $5 billion per year. Along with

the constant improvement in telesurgery, other robotic devices appeared for enhanc-

ing surgical capabilities. Three major approaches can be defined within the field

of Computer-Integrated Surgery, these are telesurgery, image-guided surgery and

cooperatively controlled surgical robotics. In all of these three fields, an important

trend is that pre- and intra-operative information—in the form of imaging, phys-

iological data collection, etc.—are playing an increasingly significant role during

the procedure, and are enabling robotic systems to gain more autonomy. The field

is rapidly changing thanks to the hundreds of research teams focusing on relevant

projects, and nowadays, major players, like Google are also entering the arena. The

computing capabilities of modern ICT devices are to allow the usage of more so-

phisticated systems, however, overarching regulations and standards in the field are

still missing. Surgical robotic specific standards currently under development will

make it possible for the industrial players to better design their systems, to be able

to prove their safety and accuracy to the authorities. As for today, most applications

keep the human operator active in the control loop, enabling the robot only to en-

hance the surgeons’ capabilities. Autonomous task execution on Earth and in space

remains a topic of the future.
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Á. Takács et al. Origins of Surgical Robotics: From Space to the Operating Room

References

[1] M. Hoeckelmann, I. J. Rudas, P. Fiorini, F. Kirchner and T. Haidegger, “Cur-

rent Capabilities and Development Potential in Surgical Robotics” Interna-

tional Journal of Advanced Robotic Systems, vol.12(61) pp. 1–39., 2015
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Abstract: Medical Robotics is an interdisciplinary field that focuses on developing 

electromechanical devices for diagnosis and therapy. The long-term goal of this 

application area is to enable new medical techniques by providing new capabilities to the 

physician or by providing assistance during surgical procedures. The field has tremendous 

potential for improving the precision and capabilities of physicians when performing 

surgical procedures, and thus it is believed that the field will continue to grow. On the 

other hand – and unlike the area of factory robotics, which grew rapidly during the 1970s 

and 1980s – Medical Robotics has not yet gained widespread acceptance. There are still 

many technological challenges and research topics – including both the development of 

system components and the development of systems as a whole. The paper aims to give a 

short overview on the state-of-the-art of Medical Robotics in selected application areas, to 

highlight some open problems e.g., system architecture, user interfaces and safety issues, 

and finally to show some examples for medical robotic developments from Austria. 

Keywords: Medical Robotics; Computer-Aided Surgery; Surgical Mechatronic Assistance 

1 Introduction 

The field of Medical Robotics is relatively new, with the first recorded medical 
application of a robot – i.e., image-guided orientation of a needle guide for biopsy 
of the brain – occurring in 1985 [1]. About the same time, research groups in Asia, 
Europe, and the USA began investigating other medical applications of 
robotics [2]. Currently, there are a large number of research laboratories, but only 
a few commercial ventures active in the field of Medical Robotics. After a short 
period of recovery from first negative experience, the topic once again is growing 
rapidly and dedicated sessions on Medical Robotics can now be found at almost 
any medical related conference. 
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Compared to many other fields of medical technology, medical robots are still in 
their infant state and many research questions are still open for investigation and 
improvement of the technology. Based on the experience of previous research and 
clinical practice, an appropriate operating concept is essential for the success of 
such a system. In the context of minimally invasive procedures, current robots 
quite often are under fully control of surgeons by using a tele-operation setup in 
which the human operator manipulates a master input device and patient-side 
robot follows the input [9]. With such a setup, the robot allows the surgeon to 
have dexterity inside the body of the patient, scale down motions from normal 
human dimensions down to very small distances, and filter out tremor. The next 
generation of such robots will provide with a more intuitive connection between 
the operator and the instrument tips, with physical enhancements such as “no-fly” 
zones around delicate anatomical structures as well as better recognition of 
surgical motions and patient state to evaluate performance and predict health 
outcomes. In parallel, more autonomy will be implemented in such surgical 
assistants – e.g., in order to take over routine tasks or to allow the surgeon to 
concentrate to key actions during surgery rather than be burdened with operation 
of an additional device. For medical procedures which can be planned ahead of 
time and executed in a reasonable predictable manner, robot operation follows a 
concept which is often referred to as “Surgical CAD/CAM” (in analogy to 
Computer-Aided Design and Computer-Aided Manufacturing known from 
industrial manufacturing systems). One example is in the area of interventional 
radiology, where robots have the potential to position a needle guide, based on 
pre-operative planning in order to support the physician to push the needle 
through this guide. As imaging, tissue modeling, and needle steering technology 
improve, future systems are likely to become more highly integrated and will 
actively place the needles and therapy devices along paths that cannot be achieved 
by simply aiming a needle guide. 

1.1 State-of-the-Art in Medical Robotics 

Literature shows a couple of developed setups – and products – which have also 
been used clinically with moderate success. There is only a small number of 
commercial companies selling medical robots and thus the total number installed 
is relatively small (and dominated by one particular setup) [9]. Unlike the area of 
factory robotics, which grew rapidly during the 1970s and 1980s, Medical 
Robotics has not yet reached a critical mass. However, it is believed that the 
benefits of medical robots will become increasingly clear, which finally will lead 
to a continued rise of their use in clinical routines. 

Some robots function as surgical assistants in orthopedics, and others can be used 
as a surgeon’s “third hand” for moving the camera during minimally invasive 
procedures. Others exist to perform or facilitate tele-surgery, tele-monitoring, tele-
mentoring, or true tele-presence instruction. Still other robotic devices perform or 
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assist with image guided interventions. Further possible classifications of surgical 
robots can be based on their level of autonomy as in: 

• Passive - In which the robot serves as a guide to the surgeon’s hands; 

• Hands-on - In which the surgeon operates the device in the surgical field, but 
where the robot controller supports the surgeon and/or helps to avoid wrong 
actions (“shared control”); 

• Tele-operated - In which the robot is in the surgical field but is explicitly 
controlled by a surgeon some distance (usually a few feet, i.e., within the 
operating room) away; 

• Automated - In which the robot executes pre-operatively planned trajectories; 

or based on surgical application fields (Neurosurgery, Orthopaedics, Urology, 
Maxillofacial, Radiosurgery, Ophthalmology, Cardiac Surgery, Interventional 
Radiology) [3]. 

The area of image guided robots has been one of the starting points for medical 
robot systems, with applications in orthopedic surgery (e.g., ROBODOC, 
CASPAR, SPINEASSIST, RIO) and for neurosurgical applications (e.g., 
MINERVA, NEUROMATE, ROSA). Very close to the aforementioned systems 
are robot setups for interventional radiology (e.g., PAKY+RCM, B-ROB, 
INNOMOTION, MAXIO, ISYS 1) and external radiotherapy (e.g., 
CYBERKNIFE). Another group of robots is the one of “hands-on” and/or 
remotely controlled (“master/slave”) setups like RAMS, MICRON for micro-
surgery, DAVINCI, ALF-X or camera holding assistants like AESOP, 
FREEHAND, SOLOASSIST, VICKY for laparoscopic surgery, and 
MAGELLAN for robot-guided catheter placement. A third category includes 
intracorporeal robot systems but only a few prototypes are described in literature 
at present (e.g., HEARTLANDER, EMUL). 

Several databases are available via the Internet and provide a good overview about 
past and present medical robotic systems, like the “Surgical Robotics Blogspot” 
(http://surgrob.blogspot.com/). 

2 Open Research Questions 

It should be mentioned at this point, that only very few of the systems developed 
so far are being used in clinical routines. The main reason for this lack of success 
is not related to technical functioning, but to other factors, such as: 

• Cumbersome use of robots (complexity, size, missing integration into clinical 
workflow) which hinders application in clinical routine; 
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• High cost for a robot system and operational cost, i.e., cost/benefit ratio is not 
satisfactory, in most cases; 

• High setup time and effort (e.g., need for an additional person to operate the 
robot system); 

• Limitation in portability and/or mobility; 

• Unsolved safety issues. 

To demonstrate the potential benefits of medical robotic systems future research is 
required in both areas development of system components and the development of 
systems as a whole. In terms of system components, research topics can be 
outlined as follows. 

System Architecture - For Medical Robotics to evolve as an independent field 
and to decrease the cost and difficulty of developing prototype systems, the 
establishment of a suitable system architecture is an enabling step. Development 
in systems architecture should emphasize modularity in mechanical design, 
control system electronics, and software. Middleware concepts such as ROS [10], 
OROCOS [11] for robot systems and IGSTK, 3DSLICER/PLUS [12] and others 
for image-guided surgical setups in broader context help for the prototyping phase 
– extension of such concepts toward development of medical products still needs 
to be investigated in more detail. 

Software Design - The development of a software environment for Medical 
Robotics is a significant challenge. Research should be based ‒ along with the 
system architecture mentioned above ‒ on software frameworks geared to the 
medical environment and especially considering safety and robustness. While this 
software environment would still need to be customized for different surgical 
procedures, research on new applications would at least have a better starting 
point for the development work. 

Mechanical Design - Novel mechanical designs are needed to improve the utility 
of robotics in medical procedures. It is the author’s belief that special purpose 
mechanical designs are more appropriate for most applications. In particular, these 
designs should be safer, as they can be designed specifically for the medical 
environment and customized for different medical procedures. However, it should 
be noted that special purpose designs will not enjoy the same economies of scale 
as more general designs, which should be addressed by developing a set of 
reusable and configurable modules for dedicated designs. 

Compatibility to Imaging Devices - With the increasing popularity of image-
guided interventions, robotic systems need to be able to work within the 
constraints of various clinical imaging modalities. While these systems currently 
are still under the direct control of the physician most of the time, in the future 
they will increasingly be linked to these imaging modalities. 
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Safety Issues - Safety is a paramount concern in the application of a medical 
device and must be addressed appropriately to move the field forward. Safety 
issues have been discussed by many authors (e.g., [4] and [5]) – all of them 
coming to the conclusion that Medical Robotics is a completely different 
application from industrial robots, e.g., because medical robots must operate in 
cooperation with, and even more important directly on humans to be fully 
effective. Therefore suitable safety levels must be defined and discussed by the 
community at large. This opens the question about what guidance is available for 
robotic developers in order to support the development process. Are there any 
best-practice examples for basic orientation? As a matter of fact, there are some 
standards in place, which define the safety requirements for medical devices. But 
interpretation of these requirements and transfer into concrete actions is rather 
complicated, especially for developers lacking long-term experience in the field. 
A dedicated standard for robots in personal care, in particular for medical 
applications, is in preparatory stage and should give more guidance for 
development of such devices. 

User Interface - Known surgical robotic setups are mainly dominated by rigid 
interaction modes such as tele-operation (co-manipulation) or ‘autonomous 
execution under supervision’. The gap between both procedures is large and the 
choice quickly is towards tele-operation when a certain level of complexity is 
reached by the application (e.g., tissue movement during intervention). 
Occasionally some hybrid forms – mostly featuring pre-operatively determined 
additional guidance or constraints - can be encountered. But the many questions 
remain: What is a suitable user interface for a medical robot? The answer will 
certainly vary depending on the medical task for which the robot is being 
designed. It seems that medical robots will initially at least be more accepted by 
physicians if the physicians feel to be still in control of the entire procedure. 

3 Selected Examples for Medical Robotic Systems 

In the following some selected examples for medical robotic systems, in particular 
for needle-based procedures, are briefly described. All described systems have 
been developed under the supervision of the author and have already demonstrated 
their potential in practical use. 

3.1 Robot-Assisted Biopsy: B-Rob I and B-Rob II 

Basic problem for percutaneous interventions is to target a needle-based 
instrument through the skin and thus without direct sight exactly to the region of 
interest (e.g., a tumor). Different types of intra-operative imaging modalities, like 
ultra-sound imaging (US), computed-tomography (CT) or magnetic resonance 
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tomography (MR) are being used in order to support the procedure. Compared to a 
traditional (freehand) technique, robotics assistance potentially helps to improve 
the procedure. Such a robot could serve as the physician’s “third hand”, exactly 
maintaining the previous planned trajectory and (sometimes; especially in case of 
deeply situated target areas) helping to shorten the time associated with definition 
of the desired insertion point and angulation. 

Prototype B-Rob I. Starting in 2001, a custom made robotic targeting device for 
interventional radiology – called B-Rob I – was developed by ARC Seibersdorf 
Research GmbH (Seibersdorf, Austria) together with the Departments of 
Diagnostic Radiology and of Biomedical Engineering and Physics, Vienna 
Medical University (Vienna, Austria). The main goal of the system was to 
improve diagnostic accuracy as well as to reduce the risk of possible 
complications while planning of an oblique trajectory. Planned clinical 
applications for this first prototype have been biopsies in the abdominal area using 
US and CT as intra-operative imaging modalities. 

The planned use of the system with different CT-scanners as well as with US-
systems led to a tailored 7 DOF (degrees-of-freedom) kinematic structure of the 
robot system. Delivery to the skin entry point was performed by a 4 DOF gross 
positioning system consisting of three linear axes in Cartesian configuration 
together with one additional rotational link. Final orientation of the needle was 
done by means of a dedicated “Needle Positioning Unit“ (NPU) with its two linear 
DOFs. Another linear DOF with a limited stroke of 50 mm was moving the entire 
NPU to the patient’s skin in a secure approach movement, i.e., with minimized 
velocity and force. Setting the needle orientation was strictly decoupled from 
movement of any axis of the gross positioning system. Remote center of motion 
(“pivot point”) for angulation of the needle was maintained by the kinematic 
structure of the NPU in order to achieve the maximum of safety during the 
intervention. Registration of the robot system to the imaging space, as well as, 
measurement of the current patient position was performed by an optical tracker 
system (Polaris, NDI, Canada). 

Performance of the complete system was evaluated in a series of in-vitro tests 
using a needle-penetrable phantom. Peas (diameter = 9.4±0.7 mm) were 
embedded within a custom-made gel-phantom, as targets. Biopsy needles were 
inserted according to a previous planning procedure and distance between actual 
needle tract and center of the target was evaluated. During this in-vitro study, the 
robot system could demonstrate highly sufficient accuracy for the medical 
application in question. Each of the biopsy targets (n = 40 for US-guidance; n = 20 
for CT-guidance) could be reached straightaway. Radial deviation between the 
center of the target and the needle tract was measured with 2.18 mm ± 1.25 mm 
for US-guided interventions and 1.48 mm ± 0.79 mm for CT-guidance. [6] 
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Prototype B-Rob II. Apart from the very promising results concerning accuracy, 
in-vitro trials with B-Rob I have also shown that size and complexity of the setup 
would be a major barrier for use in clinical routine. A new prototype – called B-
Rob II – thus should transfer the proofed concepts from B-Rob I into a practical 
clinical setup. Development started in 2004 in a cooperation between 
PROFACTOR Research and Solutions GmbH (Seibersdorf, Austria) and Medical 
Intelligence GmbH (Schwabmünchen, Germany) with the major goals to create a 
modular setup of a robot assistant for a broad variety of clinical applications as 
well as to significantly reduce the technical complexity of the system in order to 
reach an acceptable cost/benefit ratio for clinical application. 

The new B-Rob II setup consisted of two 2DOF positioning modules with small 
size (dimensions of one 2DOF module: WxLxH = 100 mm x 150 mm x 30 mm). 
Connection of the two modules with two carbon “fingers” – forming a 
parallelogram structure - allowed needle angulation of ± 30° and 2DOF 
positioning of ± 20 mm with high accuracy (see Figure 1, left). For efficient gross 
positioning of the robot system, the modules were mounted on a passive 7DOF 
multi-functional holding arm (ATLAS Arm, Medical Intelligence GmbH). 

A series of in-vitro studies was performed with B-Rob II, with a similar setup as 
described above. 50 biopsy procedures were successfully performed showing a 
calculated average targeting error of 1.05 mm ± 0.35 mm [7]. The design goal of 
providing with a modular setup could be achieved and demonstrated in different 
application setups. In cooperation with Johns Hopkins University (Baltimore, 
USA) the robot, after slight modification to extend the reach of motion from ± 2 
cm in x-y-plane to ± 4 cm, has been configured for TRUS-guided brachytherapy 
of the prostate with very promising results, including a clinical study with 10 
patients (see Figure 1, right). [13] 

    

Figure 1 

Robot system B-Rob II during in-vitro trials; Modified B-Rob II with extended range of motion in 

clinical trial for TRUS-guided prostate biopsy (courtesy of ACMIT Gmbh and Johns Hopkins 

University) 
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Together with the ENT department of University of Erlangen (Erlangen, 
Germany) the robot, after slight modification to extend the robot’s payload, has 
been evaluated as camera holder for trans-nasal endoscopic applications (see 
Figure 2, left). [14] Together with two clinical partners – neurosurgical 
department of Wagner-Jauregg hospital in Linz (Linz, Austria) as well as 
neurosurgical department of Krankenhaus Karlsruhe (Karlsruhe, Germany) – the 
robot system also has been successfully evaluated for brain-biopsy applications 
(see Figure 2, right). [15] 

    

Figure 2 

Modified B-Rob II with extended payload in cadaver trials for the use as tool holder in ENT and 

neurosurgery (courtesy of ACMIT Gmbh, Austria) 

3.2 Robot System iSYS 1 

In close cooperation with the iSYS Medizintechnik GmbH (Kitzbühel, Austria) 
the B-Rob II robot system has been redesigned for use as remote-controlled needle 
holder for interventional radiology. Dedicated workflow and setups for two 
imaging modalities, cone-beam CT (CBCT) and classical computed tomography 
imaging (CT), have been developed and have successfully passed CE certification. 

Similar to the B-Rob II concept, this robot setup consists of a 7 DOF passive 
“Multi-Functional Arm” (MFA) for pre-positioning of the 2x2 DOF active “Robot 
Positioning Unit” (RPU). The general kinematic concept for the active robot is 
based on a parallelogram mechanism, with two parallel “Needle Guide 
Extensions” (NGE) showing relative linear movement and being connected to 
each other by means of a dedicated “Needle Guide Adapter” (NGA). The applied 
highly integrated design results in a small footprint of the robot (WxLxH: 120 mm 
x 200 mm x 70 mm) which allows the use of the system also inside the CT-gantry 
without kinematic restrictions. The range of motion (ROM) for the active robot 
results in +/- 20 mm for translation in a x-y-plane (for fine adjustment of the 
needle entry point) and +/- 30° for needle angulation. The use of high precision 
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components for the mechanical system (anti-backlash gear stage, high-precision 
ball screw system and monorail guides, etc.) results in a positioning resolution of 
about 5 μm and/or an angulation resolution of about 1/100 degree. For guidance of 
the tool, i.e., the needle, a set of “Needle Guide Inserts” (NGI) is available for the 
NGA. With these NGIs it is possible to have precise guidance of the needle during 
insertion, and release it from the robot’s NGA, by pulling out the NGI and 
opening it. Beside of the RPU and the MFA, the robot setup consists of a set of 
adapters in order to securely mount the MFA to the patient supporting table 
(“Table Top Adapter” – TTA). A “Control Unit” (CU) and a dedicated “Human 
Control Unit” (HCU), both of which prepared for attachment to the side rail of the 
table (see Figure 3, left), complete the setup. 

“Registration” of the robot to the acquired images in general requires a structure 
which can be easily and stably identified in the pre-/intra-operative images as well 
as in robot coordinates. For the CBCT-workflow, a “Needle Guide Marker Insert” 
(NGMI) has been designed which includes two small metal rings in line with the 
needle insertion axis. By moving the imaging plane of the CBCT into a “bull’s eye 
view” direction (i.e., into direction of the trajectory) the NGI can be exactly 
aligned according to the planned needle trajectory by remotely bringing the 
aforementioned rings into concentric position. For the available CT-workflow, 
two dedicated marker structures, equipped with 10 mm glass balls in exactly 
known positions, are mounted on the robot. After acquisition of a 3D data set 
(which is also used to plan the needle trajectory), a fully automatic registration 
process of the dedicated planning software “RoboNav” (iSYS Medizintechnik 
GmbH, Austria) segments the registration marker and exactly calculates the robot 
position relative to the patient. 

    

Figure 3 

Robot system “iSYS 1” in CBCT configuration and in CT configuration in clinical setup (courtesy of 

iSYS Medizintechnik GmbH, Austria) 

The iSYS 1 robot system now is in routine clinical use in several hospitals around 
the world with applications ranging from classical biopsy procedures over tumor 
ablation with different procedures (RFA, IRE, microwave, cryo-ablation) to 
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orthopedic procedures (see Figure 3, right). In addition, a patient study in 
cooperation with the Institute for Neurosurgery of the Medical University Vienna 
(Vienna, Austria) is currently in progress in order to evaluate the suitability of the 
iSYS 1 robot system for a set of neurosurgical procedures [16]. 

3.3 VIRTOBOT – Robot System for VIRTOPSY Procedures 

The concept of Virtopsy was born from the desire to implement new techniques in 
digital imaging (CT/MR), three dimensional (3D) surface scanning, 
photogrammetry, and post-mortem minimally invasive biopsy for the benefit of 
forensic science. The aim is to establish an observer independent, objective and 
reproducible forensic assessment method with digitally storable results. In order to 
support such procedures a robotic system, called VIRTOBOT, was developed in 
cooperation with the Institute for Forensic Medicine in Zurich (Zurich, 
Switzerland). The entire system consists of a Multi-Slice CT scanner (Somatom 
Emotion 6, Siemens, Germany), a modified heart-lung machine for post mortem 
angiography, as well as, the VIRTOBOT robotic system which operates different 
system tools. Additionally, a high precision optical tracking system (Polaris, NDI, 
Canada) is integrated to increase the placement precision of automatic tissue 
sampling. 

 

Figure 4 

VIRTOBOT system on biopsy configuration (courtesy of IRM Zurich, Switzerland) 

The VIRTOBOT comprises a Stäubli TX90L robotic arm and a 4 m external 
linear axis mounted on the ceiling in parallel to the CT table axis. Several safety 
precautions have been implemented into the VIRTOBOT system cell beside the 
typical emergency stop switches. Safety light curtains (Safety Class 4) ensure 
redundant safety during robot operation by triggering an immediate emergency 
stop of the complete system when being interrupted. Two further safety light 
curtains (Safety Class 2) are mounted between the robot tool and the CT-scanner 
in order to avoid collisions with the imaging system. 
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Complete workflow of the system and coordination of the application software 
packages (navigation and planning software, surface scan and photogrammetry 
software, robot control) is organized by the VCC software (Virtopsy Control 
Center). The VCC links diagnostic information and following process data of 
photogrammetry and surface scanning with the acquired CT scan dataset and 
stores the information in a “session”. The session manager collects all data and 
documents for the whole process of a particular Virtopsy procedure. 

The VIRTOBOT system has been in routine use since 2014. Use of the system 
helps in minimizing errors and leads to better and more reproducible results. 
Compared to the manual procedure, overall scanning times can be reduced 
significantly [8]. 

Conclusions 

Among medical robotic systems, mechatronic assistants for percutaneous 
procedures show a high potential. Such robots help guide the needle into the most 
promising region of the lesion with a very high accuracy. As a consequence, more 
efficacious characterization and treatment, particularly for lesions that are difficult 
to target, can be anticipated. 
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Abstract: Professor Dr. Antal K. Bejczy, the Hungarian-born scientist innovator worked for 

the NASA Jet Propulsion Laboratory (JPL) in California from 1969, where he developed, 

with his colleagues, the first dynamic model of robotic manipulators based on the 

Lagrangian formulation. In the field of teleoperation, he developed, and sponsored through 

NASA Telerobotics program, a number of prototypes aimed at achieving full Telepresence 

in space and undersea. He pioneered robot dynamics development and published one of the 

first papers in this field, describing “smart hands” with multi-fingered, effector equipped 

sensors. One of his research papers named “The Robot Arm Dynamics and Control” was 

published by JPL in 1974. This was one of the most important papers in the history of 

robotics. 

Keywords: Antal K. Bejczy; smart hands;exoskeleton; Antal Bejczy Center for Intelligent 

Robotics; dynamic model of robotic manipulators; teleoperation 

1 Prof. Dr. Antal K. Bejczy at NASA JPL 

Antal K. Bejczy was born in Hungary in 1930. After high school graduation with 
“excellence” in Kalocsa at Jesuits, he was working for an electrical motor factory 

for some years. Due to political reasons he could only start his 
studies in 1953, at the Technical University of Budapest, in the 
field of electrical engineering. He left Hungary with one of his 
friends after the revolution in 1956. He went to Norway, where 
he completed his University studies, in the field of applied 
physics, at the University of Oslo in Norway in 1963. His thesis 
work concerned the geometric problems of atomic reactors. After 
that, he taught statistical thermodynamics at the University, until 
1966. He met in Norway, the world famous Hungarian born 

scientists Tódor Kármán, who invited him to the JPL NASA Laboratory in the 
USA. (The NASA Jet Propulsion Laboratory was established by Tódor Kármán). 
Because of his meeting Tódor Kármán, Bejczy became interested in the new field 
of study. He applied at four American Universities and he received a 
NATO/Fulbright scholarship from the California Institute of Technology (Caltech) 
in Pasadena, as a Senior Research Fellow in 1966. 

mailto:rudas,gati,szakal%7D@uni-obuda.hu
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Figure 1 

Information for students: California Institute of Technology 1968 

He worked on optimal control and nonlinear filtering problems. He joined the Jet 
Propulsion Laboratory (JPL) as a Member of the Technical Staff in 1969. He 
became a Senior Research Scientist (a professor rank at JPL-Caltech) in 1985 and 
the Technical Manager of the robotics program at JPL. 

 

Figure 2 

The Advanced Teleoperation Group with Antal K. Bejczy at JPL in 1986 

He was also an Affiliate (non-resident) Professor in System Science and 
Mathematics at Washington University in St. Louis, MO, from 1983, with the 
duty of establishing and maintaining the Graduate Studies in Robotics. There he 
supervised – together with local professors – eleven successful Ph.D. students in 
their thesis work, in the field of robotics. He served as a member and chair of 
various governmental or private technical committees for creating and evaluating 
robotic and automation proposals or establishing state-of-the-art in robotics and 
automation. 

He was the successful Principal Investigator of the robot arm, force-moment 
sensor, flight experiment for the Space Shuttle in 1994. 



Acta Polytechnica Hungarica Vol. 13, No. 1, 2016 

 – 45 – 

1.1 Publications of Antal K Bejczy 

He initiated work on modeling and sensing based intelligence, in robot control, 
published more than 160 technical papers, 11 book chapters on topic sensing, 
dynamic modeling, control, Telepresence, virtual environments, human-machine 
interaction in robotics and on the application of robots in space research. 

 

Figure 3 

Most highly cited publications, Source: Google Scholar 2015 

The book titled Robot Arm Dynamics and Control (Figure 3) by Antal K. Bejczy 
(1974) is the sixth highest accessed publication according to the Google Scholar in 
the field of Robot Arm Research. The two main topics of his book relate to the 
dynamic aspects and central problems of the 6 degrees of freedom, JPL Robot 
Research Project manipulator: 

 Variations in total inertia and gravidity loads as the joint outputs 

 The relative importance of gravity and acceleration-generated reaction 
torques of forces versus inertia torques of forces. Bejczy [1]  

The core idea of the control is that the inputs should be computed from the state. 
The main result is the construction of a set of greatly simplified state equations 
which describe total inertia and gravity load variations at the output of the six joints 
with an average error of less than five percent. The dynamic model of the six 
degrees of freedom JPL Robot Research Project manipulator can be obtained from 
the known laws of the Newtonian mechanics and physical measurements. The 
algorithm is based on a special representation of link coordinate frames in jointed 
mechanism and formalism of the Langrian mechanics. The dynamic model is 
described by a set of six coupled nonlinear differential equations which contains a 
large amount of torque or force terms classified into four groups. The above 
general algorithm (Figure4) describe: the manipulator equations of motion is given 
by following expression for the torque of force Fi  acting at joint “i” Lewis at all [11] 
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Figure 4 

Lewis, R.A., Bejczy A. K., RRP Manipulator Conventions, Coordinate Systems, and Trajectory 

Consideration. 1972 

He co-edited a book on Parallel Computation Systems in Robotics [5]. He was also 
on the editorial board of four robotics and automation journals like the International 
Journal of  Robotics and Automation. 

 

Figure 5 

Author input: Source: Scopus 2015 
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Figure 6 

Citations by year, Source: Scopus 2015 

When the Mars Pathfinder spacecraft inaugurated a return to the Red Planet in 
1996, the citations of Antal K. Bejczy’s papers were significantly higher level like 
before. 

1.2 Pathfinder 

“JPL initiated the Pathfinder project, a shuttle-based acquisition and tracking 

experiment, for the Strategic Defense Initiative Organization. The project's two 

major goals are to demonstrate technologies associated with tracking a missile-

booster plume and acquiring data on the plume from which its signature and 

relationship to the booster can be derived. Progress was made in designing the 

mission, conducting the preliminary design, and starting to build test and 

protoflight hardware. The Pathfinder project was to fly as part of a shuttle 

mission in late 1987, but late in 1986 the Pathfinder project was told to adapt the 

existing design of a free-flying satellite for launch on an expendable vehicle. The 

launch date was expected to slip to 1990.” [2] (JPL report 1986, NASA JPL 
Pasadena) 

“The Mars Global Surveyor and Mars Pathfinder spacecraft inaugurated a return 

to the Red Planet in 1996 with their launches atop McDonnell Douglas Delta II. 

rockets-two decades after the landmark Viking missions. Surveyor was launched 

10-month cruise to the planet, where it will map the Martian globe in polar orbit 

for at least two years. Pathfinder, the first in NASA's Discovery series of low-cost, 

highly focused missions, was launched December 4, with the goal of placing a 

lander and the small (11.S-kilogram) Sojourner rover on the Martian surface on 

July 4,1997.”[3] (JPL report, NASA JPL Pasadena 1996) 



I. J. Rudas et al. From the Smart Hands to Tele-Operations 

 – 48 – 

Figure 7, 8 

Pathfinder: JPL report 1986, 1997, NASA JPL CA, Pasadena [2, 4] 

The remote control methods of the Pathfinder were prepared and developed by JPL 
researchers. During the project, they needed to confirm the “remote controlled 
sensing”, the operation of the robot arms equipped with sensors. “On a robotic arm 
there is no hand. Instead of a hand there are spectroscopic instruments (alpha 

particle X-ray spectrometer for determining the components of the soil), therefore, 

the movement of these had to be designed so that they did not collide with the 

material being investigated. It was only data for spectral analysis that was sent and 

received…”—said professor Bejczy in 2012. 

2 President of the IEEE Council of Robotics and 

Automation and IEEE Fellow 

Dr. Bejczy was a frequent organizer of tutorials, workshops and 
sessions on robotics at the conferences for the Institution of 
Electrical and Electronics Engineers (IEEE). He gave lectures and 
seminars on robotics topics at twenty four universities in nine 
countries. 

He was Chairman of the IEEE Control System Society Technical 
Committee on Robotics and Automation from 1983 to 1985, 

General Chairman of the IEEE International Conference on Robotics and 
Automation in San Francisco, California in 1986, and President of the IEEE 
Council of Robotics and Automation in 1987 when he helped to transform the 
Council of the current IEEE Robotics and Automation Society (RAS), with about 
seven thousand members. 

He served as a member of the Governing Board of the IEEE RAS during 1989-
1991, and reelected for 1994-1999. He was the General Chair of the 8. International 
Conference on Advanced Robotics (ICAR) in Monterey. CA in 1997 and the 
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General Co-Chair of the 10th ICAR in Budapest, Hungary in 2001, Program Co-
Chair for the 11th ICAR in Coimbra, Portugal, in 2003. 

Figure 9 

IEEE RAS Past-President Dinner at his last ICRA in St. Paul (2012) 

He received the IEEE Fellow honor, in 1987, for “Contributions to the theory and 

applications of robotics”, and the Jean Vertut Award of the Society of the 
Manufacturing Engineering&Robotics International (SME&RI) for the “Remote 

application of robotic technology,” in 1991 the NASA Exceptional Service Medal 
for “Sustained contributions to innovative technology and NASA leadership in 

advanced teleoperation,” in 1994 the NASA Flight Experiment Achievement 
Certificate for “Outstanding contribution on the Dexterous End Effector Flight 

Demonstration,” in 2000 the “IEEE Third Millennium Medal for outstanding 

achievements and contributions,” in 2004 the IEEE RAS Pioneer Award “For 

seminal technical contribution to robotics and teleoperation and pioneer research 

in space robotics and human-robot interfaces,” in 2007 the IEEE RAS 
Distinguished Service Award “For outstanding contribution to Robotics and 

Automation Society professional activities and his leadership as the IEEE Robotics 

and Automation Council Chair who fostered the transition from a Council to a 

Society.” 

In 2007 he received the American Institute of Aeronautics and Astronautics 
(AIAA) Space Automation and Robotics Award “For establishing the foundation 

of robotics for space applications and pioneering the development of key enabling 

techniques to overcome the special challenges of communication delay, operation 

feedback, and unstructured environment.” That award was augmented in 2007 by 
the International Technology Institute’s (ITI) “Diploma for Hall of Fame,” 
together with the ITI highest award, “The Willard F. Rockwell, Jr. Medal.” 

He was also the recipient of the 2009 IEEE Robotics and Automation “Technical 

Field Award” (TFA) “For leadership and sustained contribution to a broad set of 

innovative robotic and automation techniques applicable to space research and 

on Earth.” 
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3 Prof. Dr. Antal K. Bejczy: 34 NASA Innovation 

Awards and 7 U.S. Patents. 

He received forty-three NASA innovation awards and holds seven U.S. patents. He 
pioneered the development of innovative robot components such as smart hands 
with smart sensors and a novel telerobotic system using a general-purpose force-
reflecting hand controller for remote robot arm control, which contributed to the 
birth of haptic research[7]. The results of Antal K. Bejczy’s research projects were 
collected in seven U.S, patents: (source: NASA Technical Reports (NTRS) [7] 

1. Terminal Guidance Sensor System: No. 4260187 (1979) 

“Abstract: A system is described for guiding a claw to the proper distance and into 

the proper orientation in yaw and pitch, to engage a grappling fixture. The system 

includes four proximity sensors on the claw, that are arranged at the corners of an 

imaginary square, which sense the distance to the top surface of the grappling 

fixture. If a pair of sensors at opposite corners of the square sense a different 

distance to the top surface of the grappling fixture, then it is known that the claw is 

rotated about a corresponding axis with respect to the plane of the grappling 

fixture.” (Inventors: Robert A. Administrator of the National Aeronautics and 
Space Administration, with respect to an invention of Frosch, Antal K. Bejczy. 

 

Figure 10 

Terminal Guidance Sensor System: No. 4260187 (1979) US Patents 

2. Optical fiber tactile sensor: No. 4405197 (1983) 

“Abstract: A tactile sensor comprises an array of cells, which are covered by an 

elastic membrane, having an exposed surface which is adapted to come in contact 

with an object. Light is conducted to each cell from a light source by an optical 

fiber which terminates at the cell. Reflected light from the cell is conducted by an 
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optical fiber to a light processor, which senses changes in the light received 

thereby from an ambient level whenever an object comes in contact with the 

membrane surface above the cell.”(Inventor: Antal K. Bejczy) 

 

 

Figure 11 

Optical fiber tactile sensor: No. 4405197 (1983) US Patents 

 

3. Linear Array Optical Edge Sensor: No. 4694153 (1987) 

“Abstract: A series of independent parallel pairs of light emitting and detecting 

diodes for a linear pixel array, which is laterally positioned over an edge-like 

discontinuity in a work piece to be scanned, is disclosed. These independent pairs 

of light emitters and detectors sense along intersecting pairs of separate optical 

axes. A discontinuity, such as an edge of the sensed work piece, reflects a 

detectable difference in the amount of light from that discontinuity in comparison 

to the amount of light that is reflected on either side of the discontinuity. A 

sequentially synchronized clamping and sampling circuit detects that difference as 

an electrical signal which is recovered by circuitry that exhibits an improved 

signal-to-noise capability for the system.” (Inventors: Antal K. Bejczy, Howard C. 
Primus) 
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Figure 12 

Linear Array Optical Edge Sensor: No. 4694153 (1987) US Patents 

 

4. Grasp Force Sensor for Robotic Hands: No. 4819978 (1989) 

“Abstract: A grasp force sensor for robotic hands is disclosed. A flexible block is 

located in the base of each claw through which the grasp force is exerted. The 

block yields minute parallelogram deflection when the claws are subjected to 

grasping forces. A parallelogram deflection closely resembles pure translational 

deflection, whereby the claws remain in substantial alignment with each other 

during grasping. Strain gauge transducer supply signals which provide precise 

knowledge of and control over grasp forces.”(Inventors: Victor D. Scheinman, 
Antal K. Bejczy, Howard C. Primus) 
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Figure 13 

Grasp Force Sensor for Robotic Hands: No. 4819978 (1989) U.S. Patents 

The research of Antal Bejczy was focused around a basic concept, that “without the 

elaboration of the robot–human interaction there is no such thing as successful 

robotics”. By Amir Fijany, Sherman Oaks and Antal Bejczy [8] created two patents 
based on the results of the experiments: 

 

5. Special purpose parallel computer architecture for real-time control 

and simulation in robotic applications: No 5218709 (1993) 

“Abstract: A Real-time Robotic Controller and Simulator (RRCS) with an MIMD-

SIMD parallel architecture for interfacing with an external host computer provides 

a high degree of parallelism in computation for robotic control and simulation. A 

host processor receives instructions from, and transmits answers to, the external 

host computer. A plurality of SIMD microprocessors, each SIMD processor being 

an SIMD parallel processor, is capable of exploiting fine-grain parallelism and is 

able to operate asynchronously to form an MIMD architecture. Each SIMD 

processor comprises an SIMD architecture capable of performing two matrix-

vector operations in parallel while fully exploiting parallelism in each operation. A 

system bus connects the host processor to the plurality of SIMD microprocessors 

and a common clock provides a continuous sequence of clock pulses.” (Inventors: 
Amir Fijany, Antal K. Bejczy.) 
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Figure 14, 15 

14:Special purpose parallel computer architecture for real-time control and simulation in robotic 

applications: No 5218709 (1993) US Patents 

15: Parallel Computation Systems for Robotics Algorithms and Architectures Edited by: A 

Fijany (JPL/Caltech), A Bejczy (JPL/Caltech) ISBN: 978-981-02-0663-5 [8] 

 

In 1993, NASA scientists at JPL, were using a new remote control technology and 
during the test, a new graphically oriented program, to remotely control a robot arm 
at the NASA’ Goddard Space Flight Center. The experiment’s technical manager 
was Dr. Bejczy at JPL. The technology was licensed by a private firm and the main 
target of the free-flying robots was the service of the existing orbiting satellites, for 
many possible uses on Earth, like the clean-up of toxic or nuclear waste sites or for 
special medical procedures. The main target of the robotic arm was to insert a 
screwdriver into an 18 inch deep hole, to reach the latching mechanism while in  
Space, but the operator controlled the robotic arm from Earth. A special software, 
that allows the remote operator to superimpose high-fidelity computer graphics 
models of the robot arm and satellite module, on the monitor in live-scene and 
make visible, but hidden critical motion events. 

“The operator is able to generate, predict or preview motions without commanding 
the actual hardware and can see the consequences in real time”-said Professor 
Bejczy in 1993. One of the most important projects of Professor Bejczy, was to 
find a solution for time delays and to use the robotic arm in real time. 
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6. Highly parallel reconfigurable computer architecture for robotic 

computation having plural processor cells, each having right and left 

ensembles of plural processors: No:5361367 (1994) 

“Abstract: In a computer having a large number of single-instruction multiple data 

(SIMD) processors, each of the SIMD processors has two sets of three individual 

processor elements controlled by a master control unit and interconnected among 

a plurality of register file units where data is stored. The register files input and 

output data in synchronism with a minor cycle clock under the control of two slave 

control units controlling the register file units connected to respective ones of the 

two sets of processor elements. Depending upon which ones of the register file 

units are enabled to store or transmit data during a particular minor clock cycle, 

the processor elements within an SIMD processor are connected with rings or in 

pipeline arrays, and may exchange data with the internal bus or with neighboring 

SIMD processors through interface units controlled by respective ones of the two 

slave control units. (Inventors: Amir Fijany, Antal K. Bejczy.) 
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Figure 12 

Highly parallel reconfigurable computer architecture for robotic computation having plural processor 

cells, each having right and left ensembles of plural processors: No:5361367 (1994) US Patents 

Many new technologies for space exploration were later, very important and 
significant applications within the field of human medical applications. Antal 
Bejczy, the senior research scientist and lead engineer was also working on several 
projects at JPL like the robotic stepper device. The scientists were working together 
with therapists to support the rehabilitation of patients with lower stepping 
capacity, for example, after a stroke, neuromotor disorders or spinal injuries. The 
highly sensitive sensors were able to collect twenty four different data about the 
patients movement on the computer screen. Also an important result of this method 
that his system had been replaced the work of four therapists. 

7. Method, apparatus and system for automation of body weight 

support training (BWST) of biped locomotion over a treadmill using 

a programmable stepper device (PSD) operating like an exoskeleton 

drive system from a fixed base. No: 6666831 (2003) 

“Abstract: A robotic exoskeleton and a control system for driving the robotic 

exoskeleton, including a method for making and using the robotic exoskeleton and 

its control system. The robotic exoskeleton has sensors embedded in it which 

provide feedback to the control system. Feedback is used to the motion of the legs 

themselves, as they deviate from a normal gait, to provide corrective pressure and 

guidance. The position versus time is sensed and compared to a normal gait 

profile. Various normal profiles are obtained based on studies of the population for 

age, weight, height and other variables”.(Inventors: V. Reggie Edgerton, M. 
Kathleen Day, Susan Harkema, Antal K. Bejczy, James R. Weiss)  
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Figure 12 

Method, apparatus and system for automation of body weight support training (BWST) of biped 

locomotion over a treadmill using a programmable stepper device (PSD) operating like an exoskeleton 

drive system from a fixed base. No: 6666831 (2003) US Patents 

Already in 1980 was published by Antal K. Bejczy and J. K. Salisbury the basic 
mechanism of the force reflecting hand controller where the band controller able 
to measure three positions (x, y, z) and also three orientations like the pitch, yaw 
and roll. Because of the forces and torques in three positional and three rotational 
axes of the hand controller, the operator able to feel the task he is controlling. 
Bejczy at al 1980 [12] 

3.1 Anthropomorphic Telemanipulation System 

The theory described the prototype anthropomorphic kinesthetic Telepresence 
system. Antal K. Bejczy and his colleagues at the JPL laboratory (B. M. Jau and 
M. A. Lewis ) presented the results in the book titled: Theory and Practice of 
Robots and Manipulators. “The newly developed master-glove is integrated with 
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our previously developed non-anthropomorphic six degree-of freedom universal 

force reflecting hand controller. The system is controlled by high performance 

distributed controller. Control electronics and computing architecture were 

custom developed for this telemanipulaton system. The system is currently being 

evaluated, focusing on tool handling and astronaut equivalent task executions. 

The evaluation revealed the system’s potential for tool handling but it also 
became evident that hand tool manipulations and space operations require a dual 

arm robot. “ [9] 

 

Figure 13 

Anthropomorphic Telemanipulation System in Terminus Control Mode [9] 

Conclusions 

During his life and career, Prof. Dr. Antal K. Bejczy was open to a wide-range of 
knowledge and science, from Theoretical Mathematics to Practical Physics. 
Wherever he worked, he received many jobs and always performed in an excellent 
manor. Mainly, his innovative thinking and personality, raised him to be among 
the best scientists. 

The oeuvre of Prof. Dr. Antal K. Bejczy (1930-2015) is a prime example for all 
Researchers in Hungary and Overseas. The Antal Bejczy Center for Intelligent 
Robotics, opened by the Óbuda University, in 2013 in Budapest. The Antal Bejczy 
Award (2015) and the Antal Bejczy Museum was also established by Obuda 
University, Hungary - University Research and Innovation Center. The Opening 
Ceremony will be held on the 18th of January, in 2016. 
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Figure 14 

Prof. Dr. Antal K. Bejczy, honorary doctor of Óbuda University (2012) 
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Abstract: This paper aims to highlight the relationship of Artificial Intelligence, the first 

Chessautomaton (The Turk), Computer Chess (Deep Blue), Mars Mission (Pathfinder 

Sojourner), Intelligent Robotics and Industrial Robots Biographical and technical data is 

presented in order to evaluate and laudate the extraordinary achievements of extreme 

talents, starting with two Hungarian world class innovators: Farkas Kempelen and Antal 

Bejczy. This paper gives an overview of their lives and contributions, pointing out some 

interesting connections. A novel evaluation and classification method of robots is 

suggested. 

Keywords: Mars Rover; Pathfinder; Chess automaton 

1 Introduction 

There are many Hungarians, who had a major contribution in the most important 
inventions and scientific milestones of mankind. John von Neumann, József 
Galamb, Ányos Jedlik, Tódor Kármán, Leó Szilárd, Miksa Déri are only a few of 
the many famous Hungarian scientists and engineers, who played a major role in 
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shaping our world’s technology over the past two centuries. Robotics is a 
relatively narrow and young field of engineering and computer science. Still, it is 
inevitable to find the names of two Hungarian scientists in the fundamental work 
in this field: Antal Bejczy and Farkas Kempelen. 

Farkas Kempelen was the first in the world, who constructed and demonstrated a 
chess playing machine that was human made, supposedly independent and 
automatic. However, while he claimed that he designed and made an intelligent 
robot, several decades passed until it was revealed that it was neither intelligent, 
nor a robot. It only acted like one and looked like one. The “robot” was called The 
Turk, a chess automaton, which won most of its games for about 85 years, 
between 1770 and 1854. It was only 16 years after the death of its creator, in 1820, 
when the truth about the machine: it was an illusion as there was no automaton, no 
thinking machine, but a small human in the box of The Turk. The human operator 
played chess and moved the figures and other parts of The Turk using magnets, 
mirrors and mechanical structures. Looking back, we can all agree that it wasn’t 
the robot but Kempelen, who had the intelligence, and who made the world 
believe the unbelievable. Although today we know that cheating is forbidden, 
whether we discuss sports, exams, games etc., the concept of cheating may have 
been differently accepted 250 years ago among certain given circumstances. 

Prof. Antal K. Bejczy passed away recently, after a 35-year-long career in the 
American space industry. He was best known for being one of the major 
contributors to the Sojourner, which was the first rover to land on the Mars, 
conducting experiments for 85 days in 1997 as part of the Pathfinder mission [1]. 
As a leader of the Advanced Teleoperation Laboratory at NASA Jet Propulsion 
Laboratory (JPL), his team provided the remote operation capabilities and control 
of the robot arm. 

Robotics and automation have gone under a lot of development between the 
creation of the first chess “automaton” and the landing of the first rover on Mars. 
Definitions, properties and abilities of robots have developed over time. The goal 
of this paper is to evaluate, how these two machines fit in the concept of robotics 
that mankind has developed over the centuries. The steps of development will be 
illustrated on 5 more distinct, but corresponding robotic objects, which will be 
also implemented in the evaluation. 

Antal (Tony) Bejczy was always interested in such discussions. During his career, 
he aimed to research the most modern problems, at the same time, he was always 
supporting new ideas. He had a good sense of humor to comprehend funny 
research ideas as well, such as the comparisons and evaluations we present in this 
paper. Honoring his memory in this issue, we believe that he would support our 
efforts and would await the results of this research with curiosity and sympathy. 
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2 Comparison Methods 

In our, research, we focus on 4 mechanical, intelligent and robotic systems: 

 The Turk (TAI) 

 Pathfinder (PF) 

 Deep Blue (DB) 

 Industrial robots (IR) 

In addition, three virtual robots well be investigated, derived from the first 3 cases, 
while an industrial welding robot will be taken as a reference. In the following 
listing, some of the most relevant properties of the investigated robots are listed, 
primary from the Artificial Intelligence (AI) point of view. 

1) TAI: “The Turk” was considered a thinking, intelligent machine in 1770 [2]. 
Considering it as a machine, it had restricted communication capabilities 
with its environment, had knowledge of playing chess it a high level, and 
finally, it was equipped with tools and was capable of moving its head and 
hands, in order to grasp a chess figure with its fingers and to place it where it 
had to be placed. TAI was also capable of producing voice, even spoke 
words. Taking aside the fact that it was an illusion, a kind of cheating, it 
worked and won for about 85 years, with the help of a hidden human 
operator. 

2) TM: Let us consider the mechanism of The Turk separately. It was a 
mechanical construction, without any intelligence, or actively actuated 
mechanism, thus it was not capable of moving any of its parts by itself. In its 
form, it can be referred to as a simple manipulator. It is important to note that 
as of our knowledge, it was never on the stage “as is”, since the hidden 
person, the human operator was necessary to control its actions. 

3) PF: The Pathfinder was a robotic spacecraft, carrying the first Mars rover, 
Sojourner to the Red Planet, in which Tony Bejczy’s team played a major 
role. It was capable of moving to any direction, avoided obstacles, took 
pictures, exchanged information with the control room, picked up and 
analyzed Martian terrain, etc. 

4) PFx: Let us consider a virtual robot, which would be similar to the 
Pathfinder, as it could have been extended and equipped with more sensors 
and actuators, capable of carrying out further tasks, such as state-of-the-art 
visual system, robotic arms, data analyzers, etc. 

5) DB: Deep Blue is one of the first successful chess computers, which defeated 
Garry Kasparov, the chess world champion, in 1997 [3]. 20 years ago, this 
was an important milestone of artificial intelligence research. Its early 
success lie in the appropriately increased speed and memory of the 
computers, aided with sophisticated AI programs with multiple 
optimizations. 
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6) DBx: Let us consider the virtual expansion of the DB, which would resemble 
on a real robot, just like TAI. DB would be equipped with cameras, wheels, 
actuators, robotic arms, etc. It would be capable of walking, swimming, but 
most importantly, it would play chess without human assistance. In this case, 
DBx would become an intelligent autonomously moving robot. Deep Blue 
did not need to smile or to move its hands, but one can assume that being 
capable of implementing this level of knowledge in chess, all these functions 
could be easily implemented by today’s technologies. 

7) IR: Let us take a welding robot in an assembly line as reference. We 
composed all its knowledge from 10 different robot definitions and 50 
random characteristics of robots collected from the literature. 

2.1 The Relationship of the Selected Robots 

The Pathfinder (PF) was a live demonstration of human knowledge of artificial 
intelligence, robotics and telecommunications, measurement techniques and 
numerous other disciplines. It is for the sake of the game that we added a virtual 
extension to it to get a more advanced (virtual) robot, PFx. In this study, we use 
the name TAI instead of Turk to denote the intelligent illusion. 

The chess-winner machine from 1770 naturally calls for a real chess-winner 
computer of our era, which points to the chess-computer Deep Blue, created by 
IBM (DB). DB could have been extended or upgraded to a more complex, more 
general, actuated robot from its chess machine status, technically in a relatively 
easy way. This virtual machine will be called DBx. 

We decided to compare the above mentioned devices as robots, therefore it is a 
logical step to involve a real, “reference” robot (IR) as well [4]. This reference 
robot was chosen to be a general industrial welding robot, one of the most widely 
used manufacturing robotic system in today’s industry. 

The list contains 7 objects. 2 of them (PFx and DBx) are virtual extensions created 
by our imagination, TAI is an illusion, a hoax, and TM is derived from that 
illusion. Let us consider the case when we remove the illusion, the derived 
machine (TAI and TM) and the two extended, virtual machines (DBx and PFx) 
from the comparison. The 3 remaining robots would be PF, DB and IR. 

One can see that only the industrial robot (IR) is a “Traditional” one, if we 
consider the concept of robotics that is commonly used today. DB and PF are 
rather specific and goal-oriented, in some aspects “perfect” for their task. DB 
performed the highest level of AI, using many software resources to play chess, 
and PF was perfect in tracing, moving (at the speed of max. 40 cm/min), obstacle 
avoiding, collecting materials, performing measurements and taking photos on the 
Mars surface, processing  and sending/receiving information. 
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It is expected that the two corresponding upgrades (DBx and PFx) would get the 
highest marks in any evaluation and comparison. Before we draw any conclusions, 
let us not forget that these robots were, at a theoretical level, removed from the 
competition; so to say, they could only become virtual champions. The real 
competitors are only IR, PF and DB, and in spite of the high performance of TAI, 
it should be excluded because of cheating. However, for the sake of completeness, 
all robots will be included in the evaluation. 

It is an interesting coincidence that Deep Blue won against the active word 
champion, Garry Kasparov the same year, when the successful Mars Mission of 
the Pathfinder was completed. In the past 20 years, more powerful chess 
computers and better Mars rovers were developed, and this development goes on, 
which is not part of discussion of this work. 

3 The Game of Chess 

3.1 Human Versus Human 

“Chess is a two-player board game played on a chessboard, a checkered game-

board with 64 squares arranged in an eight-by-eight grid. Each player begins the 
game with 16 pieces: one king, one queen, two rooks, two knights, two bishops, 
and eight pawns. Each of the six piece types moves differently. 

Chess is believed to have originated in India, sometime before the 7th Century; the 
Indian game of chaturanga is also the likely ancestor of xiangqi and shogi. The 
pieces took on their current powers in Spain in the late 15th Century and the rules 
were finally standardized in the 19th Century. The first generally recognized World 
Chess Champion, Wilhelm Steinitz, claimed his title in 1886. The current World 
Champion is the Norwegian Magnus Carlsen. 

The game structure and nature of chess is related to several combinatorial and 
topological problems. In 1913, Ernst Zermelo used chess as a basis for his theory 
of game strategies, which is considered one of the predecessors of game theory. 

The number of legal positions in chess is estimated to be between 1043 and 1047 (a 
provable upper bound), with a game-tree complexity of approximately 10123. This 
was first calculated by Claude Shannon as 10120, a number known as the Shannon 
number. An average position has thirty to forty possible moves, but there may be 
as few as zero (in the case of checkmate or stalemate) or as many as 218. 

The most important challenge of chess is the development of algorithms that can 
play chess. The idea of creating a chess-playing machine dates to the 18th Century; 
this was the time, when the chess-playing automaton called The Turk became 
famous before being exposed as a hoax. Before the development of digital 
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computing, serious trials based on automata such as El Ajedrecista of 1912, were 
too complex and limited to be useful for playing full games of chess. 

Since the advent of the digital computer in the 1950s, chess enthusiasts, computer 
engineers and computer scientists have built, with increasing degrees of 
seriousness and success, chess-playing machines and computer programs. Since 
the 1990s, computer analysis has contributed significantly to chess theory, 
particularly in the endgame. The challenges were magnified by Shannon and 
others with the huge numbers, and Shannon’s paper of 1950: "Programming a 
Computer for Playing Chess”. He wrote: “the discrete structure of chess fits well 
into the digital nature of modern computers” [5].”1 

3.2 Computer versus Human 

“Most players agree that looking at least five moves ahead (five plies) is required 
to play well. Normal tournament rules give each player an average of three 
minutes per move. On average there are more than 30 legal moves per chess 
position, so a computer must examine a quadrillion (1015) possibilities to look 
ahead ten plies (five full moves). Examining a million positions a second would 
require more than 30 years. After the discovering refutation screening ‒ the 
application of alpha-beta pruning to optimizing move evaluation ‒ in 1957, some 
experts predicted that a computer would defeat the world human champion by 
1967 [6]. 

In the late 1970s chess programs suddenly began defeating top human players. 
The real breakthrough was in 1980, when Belle (Bell Lab.) began defeating 
masters. By 1982, two programs played at master level and three were slightly 
weaker. The sudden improvement without a theoretical breakthrough surprised 
humans, who did not expect that Belle's ability to examine 100,000 positions a 
second ‒ about eight plies ‒ would be sufficient. By 1982, microcomputer chess 
programs could evaluate up to 1,500 moves a second. However, in 1989, Garry 
Kasparov demonstrated that Deep Thought was still considerably below World 
Championship Level.”2 

4 The Protagonists of the Game 

In our performance study, there are three types of equally important aspects: 
description of things of interest, robots and people around the robots. We 
concentrate on facts and technical data, which are interesting enough, sometimes 
hard to collect, but worthy of study. 
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2  https://en.wikipedia.org/wiki/Computer_chess 

https://en.wikipedia.org/wiki/Digital_computing
https://en.wikipedia.org/wiki/El_Ajedrecista
https://en.wikipedia.org/wiki/Digital_computer
https://en.wikipedia.org/wiki/Computer_engineer
https://en.wikipedia.org/wiki/Computer_engineer
https://en.wikipedia.org/wiki/Combinatorial_search#Lookahead
https://en.wikipedia.org/wiki/Ply_%28game_theory%29
https://en.wikipedia.org/wiki/Alpha-beta_pruning
https://en.wikipedia.org/wiki/Belle_(chess_machine)
https://en.wikipedia.org/wiki/Garry_Kasparov
https://en.wikipedia.org/wiki/Garry_Kasparov


Acta Polytechnica Hungarica Vol. 13, No. 1, 2016 

 – 67 – 

4.1 An Average Industrial Robot (IR) 
“An industrial robot is defined by ISO 8373 as “automatically controlled, 
reprogrammable, multipurpose manipulator programmable in three or more 
axes” [7]. There are 10 other definitions listed in this paper, although it would be 
hard to collect all existing descriptions from the literature. As these definitions are 
quite similar in terms of technical details, we could use almost any of them. 
Typical applications of robots include welding, painting, assembly, pick and place 
(such as packaging, palletizing and SMT), product inspection, and testing; all 
accomplished with high endurance, speed, and precision. 

  

Figure 1 

Different types of welding robots 

Commonly used robot configurations are articulated robots, SCARA robots, delta 
robots and Cartesian coordinate robots, (gantry robots or x-y-z robots). In the 
context of general robotics, most types of robot would fall into the category of 
robotic arms.”3 The most important parameters or simply information and data 
worth to know about a given robot, or a class of given robots: 

- Degree of autonomy 

- Intelligence, adaptivity, flexibility 

- Number of axes, Degrees of Freedom — these are usually the same 

- Kinematics 

- Carrying capacity or payload 

- Speed — Acceleration — Accuracy — Repeatability 

- Power source: electric motors and/or hydraulic actuators 

 -Motion control 

- Drive (gears, direct drive, harmonic drive) 

- Compliance 

- Etc.tc. 

If we did not have the 10 to 50 aspects, listed in the Appendix, we would have to 
match all other robots to the actual real one and in strength of the above given 
qualities. 
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4.2 Short CV of Deep Blue (Chess Computer) 

   

Figure 2 

Deep blue playing Gary Kasparov in 1997 

“Development for Deep Blue of IBM began in 1985 at Carnegie Mellon 
University. After some name changes (for example Deep Thought), in 1989 it 
became Deep Blue again, and in 1995 held the name “Deep Blue prototype”. It 
won a second place on the 8Th World Computer Chess Championship with this 
name in 1995. 

Deep Blue's evaluation function was initially written in a generalized form, with 
many to-be-determined parameters. The optimal values for these parameters were 
then determined by the system itself, by analyzing thousands of master games. 
The evaluation function had been split into 8,000 parts, many of them designed for 
special positions. In the opening book there were over 4,000 positions and 
700,000 grandmaster games. The endgame database contained many six piece 
endgames and five or fewer piece positions.”4 

Deep Blue was not the first “Deep” chess computer, which Kasparov met. For 
example, in 1989, he proved in two strong wins that Deep Thought was still far 
below World Championship Level. The Deep Blue era started in February 1996 
and ended in May 1997, almost 20 years ago. 

Deep Blue won its first game against a world champion on February 10, 1996, 
when it defeated Garry Kasparov in game one of a six-game match. However, 
Kasparov won three and drew two of the following five games, defeating Deep 
Blue by a score of 4–2. 

                                                           
4  https://en.wikipedia.org/wiki/Deep_Blue_(chess_computer) 
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“Deep Blue was then heavily upgraded, the chess knowledge of the program was 
fine-tuned (unofficially nicknamed "Deeper Blue"), and played Kasparov again in 
May 1997. Deep Blue won the rematch 3½–2½ by winning the deciding game six 
after Kasparov made a mistake in the opening. Deep Blue became the first 
computer system to defeat a reigning world champion in a match under standard 
chess tournament time controls. 

The system derived its playing strength mainly out of brute force computing 
power. It was a massively parallel, RS/6000 SP Thin P2SC-based system with 30 
nodes, with each node containing a 120 MHz P2SC microprocessor, enhanced 
with 480 special purpose VLSI chess chips. Its chess playing program was written 
in C and ran under the AIX operating system. It was capable of evaluating 200 
million positions per second, twice as fast as the 1996 version. In June 1997, Deep 
Blue was the 259th most powerful supercomputer according to the TOP500 list, 
achieving 11.38 GFLOPS on the High-Performance LINPACK benchmark. 

Kasparov accused IBM of cheating and demanded a rematch. IBM refused and 
retired Deep Blue. Writer Nate Silver suggests that a bug in Deep Blue's software 
led to a seemingly random move (the 44th in the first game) which Kasparov 
misattributed to "superior intelligence". Subsequently, Kasparov experienced a 
drop in performance due to anxiety in the following game.” 5

 

The numbers defining computer capacities and speeds are steadily increasing as 
well as computation methodologies as distributed, using grid and cloud 
computing, etc. We have the feeling that algorithmic changes have to happen soon 
in computer-chess. 

4.3 The Turk, the Chess-Automaton of Kempelen 

The idea of creating a chess-playing machine dates back to the eighteenth 
century [8]. Around 1769, the chess playing automaton called The Turk became 
famous before being exposed as a hoax (Farkas Kempelen). 

“The Turk, also known as the Mechanical Turk or Automaton Chess Player 
(German: Schachtürke, "chess Turk" Hungarian: A Török), was a fake chess-
playing machine constructed in the late 18th Century. From 1770 until its 
destruction by fire in 1854 it was exhibited by various owners as an automaton, 
though it was exposed in the early 1820s as an elaborate hoax. Constructed and 
unveiled in 1770 by Wolfgang von Kempelen (Hungarian: Kempelen Farkas; 
1734-1804) to impress the Empress Maria Theresa of Austria, the mechanism 
appeared to be able to play a strong game of chess against a human opponent. 

The Turk was in fact a mechanical illusion that allowed a human chess master 
hiding inside to operate the machine. With a skilled operator, The Turk won most 
of the games played during its demonstrations around Europe and the Americas 
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for nearly 84 years, playing and defeating many challengers including statesmen 
such as Napoleon Bonaparte and Benjamin Franklin.”6 

According to certain resources, Kempelen found the first very small (dwarf) 
chess-genie in a dirty pub somewhere in Italy, where he was playing chess for 
making money. He was escaped from the jail where he was imprisoned due to the 
major crimes he had committed. Kempelen went to the jail and “purchased 
freedom” for the mini-champion. When Kempelen was travelling with The Turk, 
the small man had to be either in the machine or in his hotel room. Which, resulted 
in tension and several relationship problems between them. 

 

Figure 3 

Left to right: Schematic representation of The Turk form the 18th Century, a fantasy image of its 

interior and the reconstructed machine 

“The Turk made its debut in 1770 at Schönbrunn Palace. The machine consisted 
of a life-sized model of a human head and torso, with a black beard and grey eyes, 
and dressed in Turkish robes and a turban. Its left arm held a long Turkish 
smoking pipe while at rest, while its right lay on the top of a large cabinet that 
measured about three-and-a-half feet (110 cm) long, two feet (60 cm) wide, and 
two-and-a-half feet (75 cm) high. Placed on the top of the cabinet was a 
chessboard, which measured eighteen inches square (~11x11 cm). The front of the 
cabinet consisted of three doors, an opening, and a drawer, which could be opened 
to reveal a red and white ivory chess set. 

The interior of the machine was very complicated and designed to mislead those 
who observed it. When opened on the left, the front doors of the cabinet exposed a 
number of gears and cogs similar to clockwork. The section was designed so that 
if the back doors of the cabinet were open at the same time one could see through 
the machine. The other side of the cabinet did not house machinery; instead it 
contained a red cushion and some removable parts, as well as brass structures. 
This area was also designed to provide a clear line of vision through the machine. 
Underneath the robes of The Turkish model, two other doors were hidden. These 
also exposed clockwork machinery and provided a similarly unobstructed view 
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through the machine. The design allowed the presenter of the machine to open 
every available door to the public, to maintain the illusion. 

Neither the clockwork visible to the left side of the machine nor the drawer that 
housed the chess set extended fully to the rear of the cabinet; they instead went 
only one third of the way. A sliding seat was also installed, allowing the director 
inside to slide from place to place and thus evade observation as the presenter 
opened various doors. The sliding of the seat caused dummy machinery to slide 
into its place to further conceal the person inside the cabinet. 

The chessboard on the top of the cabinet was thin enough to allow for a magnetic 
linkage. Each piece in the chess set had a small, strong magnet attached to its base, 
and when they were placed on the board the pieces would attract a magnet 
attached to a string under their specific places on the board. This allowed the 
director inside the machine to see which pieces moved where on the chess board. 
The bottom of the chessboard had corresponding numbers, 1-64, allowing the 
director to see which places on the board were affected by a player's move. The 
internal magnets were positioned in a way that outside magnetic forces did not 
influence them, and Kempelen would often allow a large magnet to sit at the side 
of the board in an attempt to show that the machine was not influenced by 
magnetism. The authors of this paper suppose that some mirrors were involved as 
well to inform the operator about the board positions and about the people around 
the machine. 

The interior also contained a pegboard chess board connected to a pantograph-
style series of levers that controlled the model's left arm. The metal pointer on the 
pantograph moved over the interior chessboard, and would simultaneously move 
the arm of The Turk over the chessboard on the cabinet. The range of motion 
allowed the director to move The Turk's arm up and down, and turning the lever 
would open and close The Turk's hand, allowing it to grasp the pieces on the 
board. 

The pantograph was one of the secret parts of The Turk, and as long as people 
believed in the automatic behavior of  the chess machine it could have been taken 
as an intelligent robot with chess playing knowledge, with arm, drives, joints, 
gripper and a controller. Even when it became clear that no automatic behavior is 
present, the pantograph-like system could still be taken at least as a manipulator 
from 1770. As such, it is a robot for us, worth dealing with. 

All of this was made visible to the director by using a simple candle, which had a 
ventilation system through the model. Other parts of the machinery allowed for a 
clockwork-type sound to be played when The Turk made a move, further adding 
to the machinery illusion, and for The Turk to make various facial expressions. A 
voice box was added some years later, allowing the machine to say "Échec!" 
(French for "check") during matches. 
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An operator inside the machine also had tools to assist in communicating with the 
presenter outside. Two brass discs equipped with numbers were positioned 
opposite each other on the inside and outside of the cabinet. A rod could rotate the 
discs to the desired number, which acted as a code between the two. 

The Turk could nod twice if it threatened its opponent's queen, and three times 
upon placing the king in check. If an opponent made an illegal move, The Turk 
would shake its head, move the piece back and make its own move, thus forcing a 
forfeit of its opponent's move. The Turk also had the ability to converse with 
spectators using a letter board. The director, whose identity during the period 
when Kempelen presented the machine at Schönbrunn Palace is unknown, was 
able to do this in English, French, and German.”7 

4.4 The Short Story of the Pathfinder 

“Sojourner was the Mars Pathfinder robotic Mars rover that landed on July 4, 
1997 and explored Mars for around three months. It had front and rear cameras 
and hardware to conduct several scientific experiments. Designed for a mission 
lasting 7 sols (7x24 hours), with possible extension to 30 sols, it was in fact active 
for 83 sols. The base station had its last communication session with Earth at 
3:  a.m. Pacific Daylight Time on September 27, 1997. The rover needed the base 
station to communicate with Earth, despite still functioning at the time 
communications ended. 

Sojourner traveled a distance of just over 100 meters (330 ft.) by the time 
communication was lost. It was instructed to stay stationary until October 5, 1997 
(sol 91) and then drive around the lander. 

  

Figure 4 

The Sojourner microrover 
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The rover's name, Sojourner, means "traveler", however its name was selected 
after the name of a famous abolitionist and women's rights activist Sojourner 
Truth. The rover was also known as Microrover Flight Experiment abbreviated 
MFEX. 

Sojourner has solar panels and a non-rechargeable battery, which allowed limited 
nocturnal operations. Once the batteries were depleted, it could only operate 
during the day. The batteries are lithium-thionyl chloride (LiSOCl2) and could 
provide 150 watt-hours. The batteries also allowed the health of the rover to be 
checked while enclosed in the cruise stage while en route to Mars. 

0.22 square meters of solar cells could produce a maximum of about 15 watts on 
Mars, depending on the conditions. The cells were GaAs/Ge (Gallium 
Arsenide/Germanium) and capable of about 18 percent efficiency. They could 
survive down to about -140° Celsius (-220 °F). 

Its central processing unit (CPU) is an 80C85 with a 2 MHz clock, addressing 64 
Kbytes of memory. It has four memory stores; the previously mentioned 64 
Kbytes of RAM (made by IBM) for the main processor, 16 Kbytes of radiation-
hardened PROM (made by Harris), 176 Kbytes of non-volatile storage (made by 
Seeq Technology), and 512 Kbytes of temporary data storage (made by Micron). 
The electronics were housed inside the Warm Electronics Box inside the rover. 

It communicated with the base station with 9,600 baud radio modems. The 
practical rate was closer to 2,600 baud with a theoretical range of about half a 
kilometer. The rover could travel out of range of the lander, but its software would 
need to be changed to that mode. Under normal driving, it would periodically send 
a "heartbeat" message to the lander. The UHF radio modems worked similar to 
walkie-talkies, but sent data, not voice. It could send or receive, but not both at 
same time, which is known as half-duplex. The data was communicated in bursts 
of 2 kilobytes. 

The Alpha Proton X-ray Spectrometer (APXS) is nearly identical to the one on 
Mars 96, and was a collaboration between the Max Planck Institute for Solar 
System Research in Lindau, Germany (formally known as the Max Planck 
Institute For Aeronomy) and the University of Chicago in the United States. 
APXS could determine elemental composition of Mars rocks and dust, except for 
hydrogen. It works by exposing a sample to alpha particles, then measuring the 
energies of emitted protons, X-rays, and backscattered alpha particles. 

The rover had three cameras: 2 monochrome cameras in front, and a color camera 
in the rear.[12] Each front camera had an array 484 pixels high by 768 wide. The 
optics consisted of a window, lens, and field flattener. The window was made of 
sapphire, while the lens objective and flattener were made of zinc selenide. The 
rover was imaged on Mars by the base station's IMP camera system, which also 
helped determine where the rover should go. 
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Sojourner operation was supported by Rover Control Software, which ran on a 
Silicon Graphics Onyx2 computer back on Earth, and allowed command 
sequences to be generated using a graphical interface. The rover driver would 
wear 3D goggles supplied with imagery from the base station and move a virtual 
model with the spaceball controller, a specialized joystick. The control software 
allowed the rover and surrounding terrain to be viewed from any angle or position, 
supporting the study of terrain features, placing waypoints, or doing virtual 
flyovers. 

The rover had a mass of 11.5 kg (weighing about 25 pounds on Earth), which 
equates to a weight of 4.5 kg (10 pounds) on Mars.”8 

5 Evaluation and Comparison Methods 

In the previous Section, all the machines/robots of concern were explained in 
detail. In order to compare their performance, several definitions, properties and 
abilities have been collected in Table III. Table III, contains important information 
of 7 objects, which represent real robots and virtual robots. 

D stands for robot definitions (1-10), P means properties (1-30) and A denotes 

abilities (1-20). , 1 10
i

W i   are weights corresponding to the D values (1-10), 

while , 1 50
j

V j   are the weights corresponding to P and A values. 

In order to fine-tune the evaluations, marks were attached to every line according 
to their importance. Definitions were marked as very important in this approach, 
therefore the corresponding weights were assigned the maximum value of 10. 
Other secondary features, such as properties and abilities were given the weight 
of 5. Those features, which have little importance in the evaluation, have been 
assigned the value of 1. The evaluation was done by adding all numbers of the 
weights W for D1-D10, V for P1-P30 and for A1-A20, where there is a yes in the 
object’s column. These sums will define the ranking of the robots to be compared. 

5.2 Numerical Results 

The creation of the Table III. was done by collecting data from different sources. 
However, it is not a trivial task to find properties that would match with all the 7 
objects due to their diversity. And after several attempts to find appropriate weight 
values and proper yes and no answers (y, n) in Table III., several calculations have 
been carried out, then the weighting factors were adjusted in order to match a real 
ranking. 

                                                           
8  https://en.wikipedia.org/wiki/Sojourner_(rover) 

https://en.wikipedia.org/wiki/SGI_Onyx2
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5.1.1 The Question of Yes/No Answers 

If all weight factors 
i

W  would be 10 and 
j

V would be 5, the theoretical maximum 

values would be the same for each object. 

 
max

10 10 30 20 5 100 250 350M          (1) 

Keeping the values of  
iW  and jV  according to this setting, the weighted score for 

competitors was collected in Table I. 

Table I 

Ranking of the competitors using maximum the maximum weight values 

  TAI TM DB DBx IR PF PFx 

D:W1-W10     8    0    7     8     7    5      8 

F: V1-V50 25 9 22 35   20 37 40 

10xD+5xF 205 45 180 250 170 235 280 

If there are only yes answers in the boxes of a column in Table III, the object in 
the column cannot be beaten, as it gets the maximum evaluation value. 
Consequently, the number of yes answers in a column has decisive role. However, 
let us suppose that there are only yes answers in the D1-D10 positions and all 

others in P and A are no. Let the 
i

W  values be (10,10,10,1,1,1,1,1,1,1), 

respectively. If an object gets 10 points only 3 times (e.g. D1-D3), and another one 
gets 1 points 7 times (e.g. D4-D10), the one with 3 yes values (30) will beat the 

other one with 7 yes values (7). If Table III would get arbitrary 
i

W  and 
j

V  values, 

other conclusions could be drawn, but normally there is technical content that 
defines these weights. 

In order to address the question of determining the final weights, the following 
problem can be formulated: 

Given the weight factors 
i

W for D1-D10, 
j

V  for P1-P30 and A1-A20, i.e. V1-V50, 

it is required to find values 
i

W  and 
j

V , for which the final ranking is the same as 

the one resulting from Table I, for the case of 10
i

W   and 5
j

V  . 

In order to solve this problem, there is no need to use both 
i

W  and 
j

V , as it is only 

their relation to each other that has a direct effect on the results. Let this relation 

be x W V , assuming that 
i

W W  and 
i

V V . 

Let us take the original results for 10W   and 5V  : 

             
  

M PFx M DBx M PF M TAI M DB M IR M TM       
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We use the following program written in Wolfram Mathematica: 
wmin = 0  

wmax = 10 

Reduce [8 x + 40 >= 8 x + 35 >= 5 x + 37 >= 8 x + 25 >=7 x + 22 >= 7 x + 20 >= 0 x + 9 

&& Wmin <= x <= Wmax, x] 

The result of the calculation is: 

2
4

3
x   (1) 

This means that if 2 3 4V W V  , then the given ranking survives. Similar 

calculations can be done for different weight values and for different other 
problems as well. 

5.1.2 Ordering as Function of the Weight Parameters 

The maximum points reachable in theory, if we assign 10 points to each 
i

W , 

is 350. Let us consider the following robot types: R = {PFx, DBx, PF, TAI, IR, DB, TM}. 

Let W  be the weight for definitions (rows 3-13 of Table III) and V  be the weight 

for properties and abilities (rows 17-71 of Table III). The score of each robot type 
is M(r) = n1(r)W + n2(r)V, where n1(r) is the number of yes answers for robot 
type r among definitions and n2(r) is the number of yes answers among properties 
and abilities of robot type r. Each pair of weights (W, V) results in some 
descending order among robot types according to their weights M(r), e.g. if W = 10 and V = 5, the order is M(PFx) ≥ F(DBx) ≥ B(PF) ≥ Fx(TAI) ≥A(IR) ≥ R(DB) ≥ BIhe . 
There are 7! = 5040 possible orders of 7 elements and for each rearrangement. In 
the following, we study the values of W and V that result in a predefined ranking. 
In other words for each permutation: ϕ: 1,7̅̅ ̅̅ ↔ R we find the constraints on the 
values of W and V such as ∀𝑖 ∈ 1,6̅̅ ̅̅       n1(𝜙(𝑖))W + n2(𝜙(𝑖))V ≥  n1(𝜙(𝑖 + 1))W + n2(𝜙(𝑖 + 1))V.      (3) 

It is easy to see, that if 𝑉 is not zero, and then each inequality from (3) may be 
divided by 𝑉 and reduced to one-variable inequality ∀𝑖 ∈ 1,6̅̅ ̅̅       n1(𝜙(𝑖))𝑥 + n2(𝜙(𝑖)) ≥  n1(𝜙(𝑖 + 1))𝑥 + n2(𝜙(𝑖 + 1)),              (4) 

where 𝑥 = 𝑊/𝑉. We suppose that 𝑥 ∈ [0, ∞) and find the values of 𝑥 
corresponding to all possible permutations; the permutations that cannot be 
attained by any values of x (vast majority) are omitted (see Table II). 
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Table II 

Different orders of robot types according to their weights 𝑀(𝑟) depending on “relative 
definitions-properties weight” 𝑥 = 𝑊/𝑉 

 Order of robot types Corresponding interval of 𝑥 = 𝑊/𝑉 

[PFx, PF, DBx, TAI, DB, IR, TM]   [0, 2/3] 

[PFx, DBx, PF, TAI, DB, IR, TM]   [2/3, 2] 

[PFx, DBx, PF, TAI, IR, DB, TM]   [2, 10/3] 

[PFx, DBx, TAI, PF, IR, DB, TM]   [10/3, 17/2] 

[PFx, DBx, TAI, IR, PF, DB, TM]   [17/2, 15] 

[PFx, DBx, TAI, IR, DB, PF, TM]   [15, ∞) 

According to Table II, it is clear that the gold medal holders from the initial 
ranking (PFx and DBx) are on the first positions, regardless the values of the 
weights, while TM is taking the last place. In the mid-field however there are 
some interesting positions of the others, that would be worthy of further study. 

Conclusions 

In this paper, we began to look for famous robot experts of Hungarian ancestry, 
finding a connection between Farkas Kempelen and Tony Bejczy, the two most 
important of them. The chess automaton of Kempelen, The Turk directly led us to 
Kasparov and Deep Blue. This simple path gave us the chance to introduce the 
game of chess, and the miraculous machines Deep Blue, The Turk and Pathfinder. 
Virtual machines based on these systems were introduced. 

The detailed explanation of the machines started with Pathfinder (PF) and The 
Turk (TAI). A general industrial welding robot (IR) was added to the list, serving 
a as a reference for further evaluation. The two virtual extensions were made using 
the two most successful items: the Pathfinder (PF  PFx) and the Deep Blue (DB 
 DBx), which resulted in two unbeatable robots in the proposed competition. 

The final score: Virtual robots were disqualified from the competition for 
obvious reasons, while The Turk has been dropped out for cheating, as it were in 
any competition. The final score reads: Deep Blue: 9.5, Pathfinder: 9 ½. It is a tie, 
but if there were only one gold medal, in the authors’ opinion, it would go to 
Bejczy and the Pathfinder, since DB is too specialized, and the PF to PFx 
transition would be much easier to achieve than the DB to DBx transition. 

It is important to note that arbitrarily chosen weight values may strongly influence 
the results. The method presented in this article is suitable for solving this 
problem. The experiments with fine-tuning, which differentiate between qualities 
could completely change the final scores, led us to the conclusion that according 
to the scoring table, ranking possibilities can be well differentiated from each 
other, as well. 
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Appendix 

A1. Robot definitions 

D1.The simplest correct definition: „A re-programmable Manipulator – the same 
machine can be used to solve different tasks, by simply changing its control 
program” 

D2.Wikipedia “A robot is a mechanical or virtual intelligent agent which can 
perform tasks on its own, or with guidance. In practice a robot is usually an 
electro-mechanical machine which is guided by computer and electronic 
programming”. 

https://hu.wikipedia.org/wiki/Szalatnai_Rezs%C5%91
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D3.Encyclopaedia Britannica, a sociological definition: “any automatically 
operated machine that replaces human effort, though it may not resemble 
human beings in appearance or perform functions in a humanlike manner”. 

D4.Webopedia 2: “A program that runs automatically without human intervention. 
Typically, a robot is endowed with some artificial intelligence so that it can 
react to different situations it may encounter. Two common types of robots are 
agents and spiders.” 

D5.Oxford 1: a machine that can perform a complicated series of tasks 
automatically 

D6.Oxford 2 (especially in stories): „a machine that is made to look like a human 
and that can do some things that a human can do” 

D7.Merriam-Webster a) „a machine that looks like a human being and performs 
various complex acts of a human being (as walking or talking)”; 

D8.Merriam-Webster b):”a device that automatically performs complicated often 
repetitive tasks”; 

D9.Merriam-Webster c) „ a mechanism guided by automatic controls”. 

D10.ISO 8373, “an actuated mechanism programmable in two or more axes 
(directions used to specify the robot motion in a linear or rotary mode) with a 
degree of autonomy, moving within its environment, to perform intended 
tasks” 

A2.   List of properties for comparison 

Communication with the external world, programmable manipulator, activities 
similar to men, independent agent in the world, completely human made, 
autonomous, able to move with 3-7 degrees of freedom, complex, as works in the 
real world, hardware and sensors really work, AI tools, teleoperator CNC based, 
Generation 1 -moves, Generation 2 –sensors, Generation 3 -complex signal 
processing, Intelligence 0, Intelligence 1, Intelligence 2, mobile, collects and 
evaluates sensory input, solves complex problems, has legs, has wheels, obstacle 
avoidance, moving instructions what to recognize, autonomous, on the ground, 
energy, solar cells, fixed, extra robots, nano. 

A3.  A list of robot abilities for comparison 

See, act, localize, compute, navigate, transport, manipulate, talk learn, observe, 
smell, cooperate, work, dialog, play, stimulate, fly, move, create, make reasoning. 

 

 

http://www.webopedia.com/TERM/P/program.html
http://www.webopedia.com/TERM/A/artificial_intelligence.html
http://www.webopedia.com/TERM/S/spider.html
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A4.   The Table containing all data to compare the 7 objects 

Table III 

Important data of the 7 competing objects against reference values 

No. W    D No.xx  (D1-D10) TAI TM DB DB
x 

IR PF PFx 

1    D1      see above y n n y y n n 
2  D2      see above n n y y n y y 
3  D3      see above y n y y y y y 
4  D4      see above n n y y n n y 
5  D5      see above y n y y y y y 
6  D6      see above y n y y n n y 
7  D7      see above y n n n y n y 
8  D8      see above y n y y y y y 
9  D9      see above y n y y y y y 
10  D10    see above y n n n y n n 
 P PROPERTIES (P1-P30)         

1  activities similar to men y n y y y n n 
2  independent agent in the world n n y y n y y 
3    communication with the world y y y y y y y 
4  programmable manipulator y n n y y y y 
5  completely human made y y y y y y y 
6  autonomous n n y y n y y 
7  able to move with 3-7   DoF  n n n y y y y 
8  works in the REAL world y y y y y y y 
9  hardware REALLY works y y n y n y y 
10  AI applications n n y y y y y 
11  teleoperator CNC based n n n y y y y 
12  generation 1  -moves n n n y n y y 
13  generation 2  -sensors  y n n y y y y 
14  generation 3- complex signal proc.  y n y y y y y 
15  intelligence 0 y n y y y y y 
16  intelligence 1 y n y y n y y 
17  intelligence 2 y n y y n y y 
18  mobile n n n y n y y 
19  collects and evaluates sensory  inp.   n n n n y y y 
20  solves complex problems y n y y y y y 
21  has  n n n n n n n 
22  has wheels n n n y n y y 
23  obstacle avoidance n n n n n y y 
24  moving instructions  n n n n n y y 
25  on the ground y y y y y y y 
26  autonomous y n n y n y y 
27  energy, solar cells n n n n n y y 
28  fixed y y y n y n n 
29  extra robots n n n n n n y 
30  nano n n n n n n n 
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 A ABILITIES  (A1-A20)        

1  see y n n y n y y 
2  act y y y y n y y 
3  localize n n n n n n y 
4  compute y n y y y y y 
5  navigate n n n y n y y 
6  transport   n n n n n y y 
7  manipulate y y n n y y y 
8  talk   y y n y n n n 
9  learn   y n y y n y y 
10  observe  y n n y n y y 
11  smell   n n n n n n n 
12  cooperate n n n n n n y 
13  work n n n n y y y 
14  dialog y n y y y y y 
15  play   y n y y n n n 
16  stimulate n n y y n n n 
17  fly n n n n n n n 
18  move n n n y n y y 
19  create n n y y n n n 
20  make reasoning   y n y y y y y 
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Abstract: This paper proposes a new tuning approach, by which, all parameters of a data-

driven Model-Free Adaptive Control (MFAC) algorithm are automatically determined 

using a nonlinear Virtual Reference Feedback Tuning (VRFT) algorithm. The approach is 

referred to as mixed MFAC-VFRT control and it leads to mixed MFAC-VFRT algorithms. 

An advantage of mixed MFAC-VFRT control, is that it combines systematically, the 

features of VRFT (it computes the controller parameters using only the input/output data) 

with those of MFAC. This is especially illustrated by comparison with the classical MFAC 

algorithms, the initial values of the parameters, which are obtained through a process that 

involves solving an optimization problem. The application that validates the mixed MFAC-

VFRT algorithms, by experiment, is a nonlinear twin rotor aerodynamic system laboratory 

equipment position control system, that represents a tribute, to Prof. Antal (Tony) K. Bejczy 

for his excellent results in space robotics, robot dynamics and control, haptics and force 

perception/control. 

Keywords: Model-Free Adaptive Control; twin rotor aerodynamic system; optimal control; 

state-space model; Virtual Reference Feedback Tuning 

1 Introduction 

Virtual Reference Feedback Tuning (VRFT) is a technique used for data-driven 
controllers. VRFT was first proposed and applied in [1] to Single Input-Single 
Output (SISO) systems, then in [2] Multi Input-Multi Output (MIMO) systems 
and next extended in [3, 4] a nonlinear version. The main process of VRFT 
consists of collecting the input/output (I/O) data from an unknown open-loop 
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process, and with this data, computes the controller parameters. A disadvantage of 
this technique is that it does not guarantee the closed loop control system (CS) 
stability. 

As presented in [5, 6], the main features of Model-Free Adaptive Control (MFAC) 
is that MFAC algorithms make use of only the online I/O data of the process, and 
they ensure CS stability through reset conditions related to a so-called Pseudo-
Partial-Derivatives (PPD) matrix. 

Using the complementary features of MFAC and VRFT, this paper proposes a 
mixed MFAC-VFRT control approach. This mixed algorithm is also successfully 
applied in [7] to a class of nonlinear MIMO systems. The approach aims to control 
the azimuth and pitch motions of the Twin Rotor Aerodynamic System (TRAS), 
i.e., a representative process for nonlinear robotics, space and automotive 
applications [8]-[12] with focus on the seminal contributions of Prof. Antal (Tony) 
K. Bejczy, to whose memory, this paper is dedicated. 

As proven in [13] for TRAS, the MFAC algorithms behave practically, like 
classical integral controllers, because the PPD matrix is almost constant, and this 
motivates the need for combination with other data-driven techniques. The mixed 
MFAC-VFRT control approach is time saving in finding the optimal parameters 
of the classical MFAC algorithm, which has five parameters in the SISO scenario 
and eight parameters in the MIMO scenario, for the TRAS laboratory equipment 
considered in this paper. This is especially important, as a basis for other 
combinations of data-driven control approaches [14, 15]. 

The paper is organized as follows. Section 2 describes the TRAS laboratory 
equipment. An overview on MFAC and nonlinear VRFT is presented in Section 3. 
The MFAC-VFRT control approach is shown in Section 4. The experimental 
validation is done in Section 5 and conclusions are outlined in the final section. 

2 Twin Rotor Aerodynamic System 

The nonlinear state-space model that describes the MIMO TRAS process is [16]: 
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 (1) 

where: [%] 1u  – the first control input, i.e., the PWM duty cycle of the horizontal 

(main) direct current (DC) motor, [%] 2u  – the second control input, i.e., the 
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PWM duty cycle of the vertical (tail) DC motor, 
1]rad[ yh   – the first process 

output, i.e., the azimuth (horizontal) position of the beam that supports the main 
and the tail rotor, 

2]rad[ yv   – the second process output, i.e., the pitch 

(vertical) position of the beam. The linearization of (1) at the equilibrium point 
leads to the linearized state-space model of the process, which consists of the third 
to eighth equations plus the first two equations replaced by [17, 18]: 

,, 36341514 vvvhvh aaaa    (2) 

where all variables are expressed as deviations with respect to the equilibrium 
point. 

The typical control objective for TRAS is to ensure the regulation and tracking for 
vertical and horizontal motions, i.e., to control the azimuth and the pitch. This 
paper considers a MIMO CS that is decomposed into two SISO CSs, namely the 
azimuth control loop and the pitch control loop. Although the theory will be 
presented as follows, in the general MIMO case, the experimental results will be 
given in Section 5 for both SISO CSs. 

3 Overview on MFAC and Nonlinear VRFT 

3.1 MFAC 

MFAC is developed using the MIMO nonlinear discrete-time process model: 

)),(),...,(),(),...,(()1( uy nkknkkk  uuyyfy  (3) 

where 12
21 ])()([)(  Ry T

kykyk  is the controlled output vector, 
12

21 ])()([)(  Ru T
kukuk  is the control input vector, T  stands for matrix 

transposition, 
yn  and 

un  are the unknown process orders and f  is an unknown 

nonlinear vector-valued function, 2)2(2
: RRf  uy nn . The partial derivatives of f  

with respect to the elements of the vector )(ku  (i.e., the control inputs) are 

assumed to be continuous. 

Since the Compact Form Dynamic Linearization (CFDL) is the most popular 
version of MFAC [5], this paper treats only the CFDL version. The results can be 
extended to other versions as well. According to [5] the PPD matrix )(kΦ  exists 

such that (3) can be transformed into the following CFDL-MFAC data model: 

),()()1( kkk uΦy   (4) 
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where 
}2,1{,)]([)(  jiij kkΦ , bk ||)(||Φ . These conditions concerning )(kΦ  are 

met only if the model in (3) is assumed Lipschitz, i.e., ||)(||||)1(|| kbk uy   for 

each fixed discrete time moment k , and 0||)(||  ku , with 

)()1()1( kkk yyy  , )1()()(  kkk uuu  and 0const b . 

The MFAC objective is to solve the optimization problem [5]: 
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where T
kykyk ])1()1([)1( *

2
*
1 y  is the tracking reference input vector and 

0  is a weighting parameter. The estimate of )(kΦ  is computed using the I/O 

data from the process, this matrix should be diagonally dominant and bounded: 

),12( ,1 , },2,1{, , |)(|  ,|)(| 12221  abbajijibakbbk iiij
 (6) 

where the signs of all elements of )(kΦ  should remain unchanged. 

The estimate )(ˆ kΦ  of the PPD matrix )(kΦ  is: 
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||)1(||
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u
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where 10   is a step size constant and 0  is another weighting factor 

parameter, different to optimal control. The resetting conditions are: 

,  )),1(ˆsgn())(ˆsgn(or    |)(ˆ|  if  ),1(ˆ)(ˆ
)),1(ˆsgn())(ˆsgn(or     |)(ˆ|or    |)(ˆ|  if  ),1(ˆ)(ˆ

1

22

jikbkk

kbakbkk

ijijijijij

iiiiiiiiiiii



  (8) 

where )1(ˆ
ij  is the initial value of )(ˆ kij , }2,1{i , }2,1{j . According to [5], 

the substitution of )()()()1( kkkk uΦyy   into (5) leads to the control law 

specific to MFAC algorithms: 
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||)(ˆ||

)]()1()[(ˆ
)1()(

2

*

k

kkk
kk

T

Φ
yyΦ

uu



  (9) 

where 0  is another step size constant. Finding the parameters 

  , ,   ,  ),1(Φ̂  of the MFAC algorithm is a difficult task, without a model of 

the controlled process and guidelines for appropriate selection, which do not exist 
to the best of authors’ knowledge. This procedure involving a process model is 
usually an optimization problem, which is solved for a specified control scenario 
as illustrated in [17, 18]. However, this defies the purpose of MFAC and prevents 
it from being a truly model-free approach. The parameters of MFAC are obtained 
in a nonlinear VRFT framework that will be introduced in Section 4. 
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3.2 Nonlinear VRFT 

Nonlinear VRFT uses a linear or a nonlinear reference model, which ultimately 
must be tracked by the closed-loop CS. Nonlinear VRFT uses only a single open-
loop experiment, where a rich spectrum frequency signal is applied as input to the 
stable nonlinear process, then the I/O signals are collected, and then used to 
compute the controller parameters [3, 4, 19]. 

The model reference objective function (o.f.) used in nonlinear VRFT is [19]: 

,)()()(
1

2





N

k

d

MR kkJ yyθ θ
 (10) 

where ))(),...,(),(),...,(()1( uy nkknkkk  θθθ uuyyfy  is the nonlinear 

process output vector, ))(,),(),(,),1(,()( ecuc nkknkkCk  eeuuθu θθ   (in 

shorthand notation expressed as ))(),1(,()( kkCk euθu θθ  ) is the nonlinear 

controller output vector, with uc  and ec  – the known orders of the fixed structure 
controller parameterized by the vector θ , )()()( kkk θyre   is the tracking error, 

)(kr  is the reference input vector applied to the closed-loop CS, 

))(,),1(),(,),1(()( mm

ddd
nkknkkk ry rryymy    is the output of the user-

selected nonlinear reference model m  of orders my  and mr  accepting that the 

input is set as )(kr . It is assumed that m  is non-singular. 

VRFT assumes that an I/O pair of data )}(),({ kk yu , Nk ...0 , are available from 

the open-loop stable process. Then a virtual reference input vector )(kr  is 

calculated as ))(()( 1
kk ymr  , such that the reference model output and the 

closed-loop CS output have similar trajectories. By enforcing the notation of 

))((1
kym  results in )(kr , which set as input to m  and gives )(ky . The virtual 

reference tracking error is then )()()( kkk yre  . The controller which achieves 

)(ku  if )(ke  is applied to its input is the one achieving reference model tracking. 

The parameters of this controller are calculated by minimizing the o.f. [19]: 

,)())(,(
1

)(
1

2



N

k

VRFT kk
N

J ueθCθ θ
 (11) 

According to [19], in MIMO VRFT there is no need for any time-varying filter to 
make )(θMRJ  and )(θVRJ  approximately equal, as is usually the case in classical 

VRFT. The two o.f.s can be made approximately equal for a rich parameterization 
of the controller, which can be, for example, a neural network [19, 20]. The same 
nonlinear VRFT theory can be used for SISO CS design as a particular case. 
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4 Mixed MFAC-VRFT Control Approach 

This section shows that VRFT can be used to find the parameters of MFAC 
algorithms. First, it will be shown that a general MFAC algorithm comprised of 
the estimation mechanism (7) and the control law (9) can be expressed as both a 
state-space nonlinear model and an I/O nonlinear recurrence. Let the nonlinear 
state-space model of the MFAC controller be: 

,
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equivalent to: 

),),1(),(),2(),1(),1(ˆ()(ˆ
),),(),1(),1(),(ˆ()( *

θyyuuΦhΦ

θyyuΦgu
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kkkkkk

kkkkk  (13) 

where 12, Rhg  are nonlinear functions of their arguments. By introducing the 

additional state vector )1()(  kk uz , it can be shown that a state-space 

mathematical model is in the form )),(,)1(()( θUχFχ kkk  , where the state 

vector is TTTT
kkkk ])(ˆ)()([)( Φzuχ  , the input vector is 

TTTT
kkkk ])1()()1([)( *  yyyU  and the parameter vector is T][ θ , 

which is considered as an additional input vector (i.e., disturbance vector). 

Using the above notations and replacing )(ˆ kΦ  from the first equation in (13) with 

the second one, the following state-space form of the MIMO MFAC algorithm is 
obtained: 

).),1(),(),1(),(),1(ˆ()(ˆ
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),),1(),1(),(),1(),1(),1(ˆ()( *

θyyzzΦhΦ
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θyyyzuΦgu
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kkkkkk

kk

kkkkkkk
 (14) 

Starting with the initial conditions )0()1(),1(),1(ˆ uzuΦ   applied to the nonlinear 

state-space model given in (14), the control input vector )(ku  is expressed 

recurrently: 



Acta Polytechnica Hungarica Vol. 13, No. 1, 2016 

 – 89 – 

).),1(),2()3(    

,),1()(),()1(),0(),1(),1(ˆ())3(),4(    

),...,(),1()1(),2(,),1(),(),0(),1(),1(ˆ()(

),),4(),3(),1(),2(),3(),0(),1(),1(ˆ(    

)),4(),2(),3(),1(),),3(),1(),2(),0(),1(),1(ˆ(),),1(    

),2(),0(),1(),1(ˆ(()),4(),2(),3(),1(),2(),2(ˆ()3(

),),3(),1(),2(),0(),1(),1(ˆ()2(

),),1(),2(),0(),1(),1(ˆ()2(ˆ

*

****

**

**

**

*

*

θyyy

yyyyuuΦgθ,yy

yy,yyyyuuΦgu

θyyyyyuuΦg

θyyyuθyyyuuΦgθy

yuuΦhgθyyyuuΦgu

θyyyuuΦgu

θyyuuΦhΦ





















kkkk

kkkkk

 (15) 

If we denote )()1()( *
kkk yye   then )(ku  in (15) can be considered to 

emerge from an input-output nonlinear recurrent description of the form 

))(,),(),(,),1(,()( ecuce nkknkkCk
ee

 eeuuθu θθ  , with }),1(ˆ{ T

e θΦθ  . 

If )(kr  specific to VRFT is considered equivalent to )1(* ky  in MFAC, then the 

MFAC controller structure can be considered in a closed-loop CS. Figure 1 shows 
the CS structure with MFAC-VRFT algorithm. 

 

Figure 1 

CS structure with mixed MFAC-VRFT algorithm [7] 

Choosing the reference model 
2Im   in the nonlinear VRFT design is equivalent 

to trying to minimize 



N

k

MR kkJ
1

2* )()()( yyθ θ
, which is the batch-wise version 

of the adaptive one-step ahead MFAC o.f. 
MFACJ  in (5) with 0 . However, no 

causal controller that can achieve 
2Im   exists in practice. Choosing therefore 

2Im   in VRFT is equivalent to 0  in MFAC. The parameter   is crucial 

since it impacts the MFAC stability in the sense that an increased   improves 

stability which simply means adding more weight to the control input increment. 
In terms of VRFT, this means choosing a reference model m  with lower 
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bandwidth which increases the CS response time but also increases the overall CS 
robustness. Therefore, the proposed mixed MFAC-VRFT control approach 

translates the design of MFAC algorithm parameters (such as )1(Φ̂  and 
T][ θ ) into easier to comprehend closed-loop CS characteristics 

described by the reference model m . 

5 SISO Experimental Validation 

Two tuning strategies are described in this section in order to validate the mixed 
MFAC-VRFT control approach: 

- an indirect one, in which the VRFT framework is used and the o.f. in (11) is 
minimized, this is the mixed MFAC-VRFT control approach 

- a direct tuning approach, in which a process model is used and a 
metaheuristics Gravitational Search Algorithm (GSA) optimizer [21]-[23] is 
used to minimize the o.f.s: 
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where *τ  is the optimal parameter vector of VRFT-MFAC and MFAC algorithms, 

the expression of the parameter vector is T

aaaaa ]       )1(ˆ[ τ  for azimuth 

control and T

ppppp ]       )1(ˆ[ τ  for pitch control, a  indicates the azimuth 

control and p  indicates the pitch control. Other optimization problems with 

adequate o.f.s used as performance indices can be used as well [24]-[26]. 

The bounds in (6) are set as 2/)1(ˆ
2 b  and 

2ab , where 3a . This section will 

investigate if the performance of CS with mixed VRFT-MFAC algorithm is 
similar to the performance of CS with MFAC algorithm. The CS performance is 
assessed through ten experimental trials of the o.f.s a

J 
 and p

J 
. The averages and 

variances of these o.f.s. are next taken for the sake of improved measurement of 
CS and algorithm performance to avoid random disturbances. 

The experiments have shown that the performance of CS with mixed VRFT-
MFAC algorithm depends on the initial signals applied to the open-loop 
experiment and also on the reference model m , which, according to [1]-[4] must 
be chosen such that the closed-loop CS signal should be capable to track the 
reference model. 
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Extensive work shows that the choice of the reference model ensuring an overall 
stable CS is rather restrictive. 

The MFAC algosithms are designed using the transfer function matrix: 

21

21

982.0981.11

00079.000079.0
)( 







zz

zz
zma

 (17) 

for azimuth control, and: 
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00172.000176.0
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


zz

zz
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 (18) 

for pitch control. VRFT is next applied to compute the controllers initial 
parameters using a GSA that minimizes the o.f. in (11). These parameters are: 

513)1(ˆ  , bounded by )5.769,5.256()1(ˆ  , 7 , 0076.0 , 704 , and 

05.993  for azimuth control and 22.4)1(ˆ  , bounded by )34.6,11.2()1(ˆ  , 

18.0 , 0039.0 , 43.4 , and 85.999  for pitch control. 

The initial parameters of the MFAC algorithms obtained by a GSA that minimizes 

the o.f. in (17) are: 110)1(ˆ  , bounded by )165,55()1(ˆ  , 55.1 , 1.0 , 

65.3 , and 89.0  for azimuth control, and 160)1(ˆ  , bounded by 

)240,80()1(ˆ  , 35.5 , 31.0 , 21.6 , and 54.0  for pitch control. 

Table 1 gives the averages and the variances of J . The CS responses as control 

inputs and controlled outputs versus time are presented in Figure 2 for the azimuth 
SISO control loop and in Figure 3 for the pitch SISO control loop. Figures 2 and 3 
also illustrate the tracking reference inputs, which can be slightly different for 
other applications [27]-[31]. 

Table 1 

The values of the o.f.s 

 Mixed VRFT-MFAC MFAC 

Average of a
J 

 0.004 0.0036 

Variance of a
J 

 7108990.1   7105343.6   

Average of p
J 

 0.0034 0.0036 

Variance of p
J 

 8109739.1   9105406.4   
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Figure 2 
Experimental results related to SISO azimuth control: a) 

1u  versus time, b) 
1y  and *

1y  versus time 
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Figure 3 
Experimental results related to SISO azimuth control: a) 

2u  versus time, b) 
2y  and *

2y  versus time 
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Conclusions 

This paper has proposed the combination of two data-driven control approaches, 
which has led to the formulation of a mixed MFAC-VFRT control approach. This 
approach leads to mixed MFAC-VFRT algorithms that are actually MFAC 
algorithms tuned by VRFT. 

The experimental results presented in Section 5 outline that the differences of the 
o.f.s. from Table 2 are insignificant for both azimuth and pitch SISO control. 
Figures 2 and 3 show that the control inputs and the controlled outputs almost 
overlap. Therefore, the mixed MFAC-VFRT control approach is a time saving 
solution that finds the controller optimal parameters and offers similar CS 
performance with that of CS with MFAC algorithm, whose initial parameters were 
obtained using GSA. The mixed MFAC-VFRT control approach is useful for 
processes whose identification is difficult or impossible. 

Further research will treat the study of several constraints concerning the choice of 
the reference model and performance improvement, which can be achieved by the 
combination of artificial intelligence techniques (including fuzzy control) and 
neural networks [32]-[39]. 
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Abstract: In the practice, precise and efficient control is needed for certain state variables of
multiple variable physical systems in which the number of the independent control variables
is less than that of the independent state variables. In such cases, either the propagation
of certain state variables is completely abandoned or the concept of the Model Predictive
Control (MPC) is applied in which the model of the controlled system is embedded into the
mathematical framework of the Optimal Controllers. This approach uses a cost function that
summarizes the contributions of the frequently contradictory requirements. By minimizing
this cost a kind of “compromise” is achieved. Whenever approximate and/or incomplete
system models are available, the use of this controller is justified only for short time-intervals.
The only way to reduce the accumulation of the effects of the modeling errors is the frequent
re-design of the time horizon from the actual state as initial state that is done by the Receding
Horizon Controllers. The more sophisticated Adaptive Controllers are designed by the use
of Lyapunov’s “Direct Method” that has a complicated mathematical framework that cannot
easily be combined with that of the optimal controllers. As a potential competitor of the
Lyapunov function-based adaptive controllers a Fixed Point Transformation-based approach
was invented that in the first step transforms the the problem of computing the control signal
into the task of finding an appropriate fixed point of a contractive map. The fixed point can
be found by iteration in which the iterative sequence is generated by this contracting map.
This method can be used for contradiction resolution without the minimization of any cost
function by tracking the observable state components with time-sharing on a rotary basis.

In the present paper a novel fixed point transformation is introduced. It is shown that this

construction for monotonic response function of bounded derivative can guarantee global

stability. Furthermore, the time-sharing-based method is demonstrated by the control of an

underactuated 3 DoF Classical Mechanical system via numerical simulations.

Keywords: adaptive control; underactuated mechanical systems; fixed point transformations;

optimal control; contradiction resolution; time-sharing;
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1 Introduction

In practice, precise and efficient control is needed for certain state variables of mul-

tiple variable physical systems in which the number of the independent control vari-

ables is less than that of the independent state variables.

Typical examples are the underactuated Classical Mechanical systems, such as

the Translational Oscillations with an Eccentric Rotational Proof Mass Actuator

(TORA) that is a simplified model of a dual-spin spacecraft with mass imbalance. It

serves as a “benchmark paradigm” for controller designers (e.g. [1]) for the control

of which various controllers can be developed as a cascade and a passivity based

controller in [2], a model-based controller using the Tensor Product Form (TP) in

[3]. In [4] nine papers were published on the control of the TORA system in a

special issue.

From the subject area of physiology, the illness called Type 1 Diabetes Mellitus

(T1DM), has various, more or less complex models. Bergman’s Minimal Model as

presented by Chee et Fernando in [5] has only three state variables. More complex

models of the same phenomenon take into consideration more variables (e.g. [6])

that can be combined with digestion models as e.g. that in [7] work with 10 state

variables. However, the only measurable variable is the blood glucose concentration

while we have only one control signal, namely, the insulin ingress rate.

Another interesting area from the realm of nonlinear phenomena is the operation

of the neurons. From the beginning of the 20th century various efforts were made

to expound the spiking property of the neurons. From Lapicque’s “Integrate and

Fire Neuron Model” in 1907 to the quite sophisticated Hodgkin-Huxley model in

1952 [8] distinguishing between sodium, potassium and leakage channels. Various

simplifications were also used. As examples the Chua-Matsumoto Circuit in 1984

[9] or the FitzHugh-Nagumo model in 1961 [10] can be mentioned. Each of these

models is a multivariable system having nonlinear dynamic coupling between its

variables to which only one control signal is available.

In a wider sense the above examples well represent the “underactuated systems”.

These systems have the important feature that makes it physically impossible to

drive them through an arbitrary “trajectory” along which each state variable’s pre-

cise position is prescribed in time. Controlling only one state variable and letting

the other ones propagate as they want generally cannot be an acceptable option. It

is more expedient to somehow “distribute” the tracking error over the various state

variables that evidently may be a contradictory task. A plausible solution for con-

tradiction resolution is the minimization of a cost functional that is constructed as

a sum of the errors to be kept at bay as well as some other terms that express some

limitations of the controllers or other extra requirements. In general this problem ap-

pears as the Hamilton-Jacobi-Bellman equation that can be solved by Dynamic Pro-

gramming that consumes up a lot of computational power [11]. It uses the principle

of optimality of subproblems and applies tabulation in the state space to compute

recursively a feedback control. The Indirect Methods are related to the variational

principles of Classical Mechanics with the introduction of the Lagrange Multipliers
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as “co-state” variables. The direct methods transform the infinite optimal control

problem into a finite dimensional Nonlinear Programming Problem (NLP). Simply

treatable problem is obtained only if the goal functional has very special form as

e.g. in the case of the Linear Quadratic Regulator [12, 13] in which, the controlled

system is Linear Time Invariant (LTI) and the cost function has quadratic structure.

This makes the problem tractable by using Riccati differential or algebraic equa-

tions, depending on the role of the terminal conditions. The simplicity means that a

separate solution becomes available for the co-state and the state variables. In more

general cases the possibility for this separation ceases and state-dependent Riccati

equations appear (e.g. [14]). These approaches normally are based on the globally

linearizable form and apply state-dependent weighting matrices in the LQR form.

Whenever the available models are not precise enough, the time-horizon for the

controller design cannot be too long. To evade the accumulation of the effects of

the modeling errors the so calculated control signal can be applied only for a short

time-horizon, the new initial conditions have to be measured and a redesign has to

be initiated for the next short period (the Receding Horizon Control that appeared

in the late seventies of the past century in relation with industrial applications [15]).

An alternative error-compensation possibility is the creation of an Adaptive Con-

troller. The adaptive controllers traditionally are designed by the use of Lyapunov’s

“Direct Method” that he elaborated in his PhD dissertation in 1892 [16, 17] when

he investigated the stability of motion. The main idea was that in spite of the fact

that normally, the solution of coupled nonlinear differential equations cannot be ex-

pressed in closed analytical form, without knowing the details of the motion it be-

came possible to determine its stability. The Adaptive Inverse Dynamics Controller

(AIDC) and the Adaptive Slotine-Li Controller (ASLC) for robots in the nineties

were developed by the use of this technique [18]. The method seems to be prevail-

ing nowadays, in the design of the Model Reference Adaptive Controllers (MRAC),

too (e.g. [19, 20, 21]). Normally, this method can guarantee global stability with-

out revealing any details of the controlled motion. In general whole set of adaptive

control parameters can result in global stability with different “transients” of the

controlled motion. Whenever these details are important the adaptive control pa-

rameters can be tuned to improve the transient behavior e.g. by evolutionary meth-

ods (e.g. [22, 23]). The application of Lyapunov function in adaptive controllers

need very skilled control designers since for each particular control task one has

to construct an individual Lyapunov function and has to prove the non-positivity

of its time-derivative. One source of the mathematical difficulties may be that this

method is based on satisfactory conditions and it may prescribe much more restric-

tions, than necessary. Another problem is that this approach does not seem to be

easily integrable with the mathematical framework of the optimal controllers.

Another practical approach that can evade the complexity of the Lyapunov func-

tion based design is the use of Robust Variable Structure/Sliding Mode Controllers

(VS/SM). The very simple idea originates from the Soviet Union in the 1960s and

became known to the western world later (e.g. [24, 25, 26]). Its main point was

that in the possession of an approximate model only, and under the influence of un-

known external disturbances, for a kinematically prescribed trajectory tracking, it is
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impossible to calculate the appropriate control signals. Instead of that the concept

of the error metrics was so introduced that driving it to and keeping it in the vicinity

of zero make the trajectory tracking error converge to zero. The great advantage of

this solution is its simplicity and is easily realizable. Its drawback is that the control

signal can sharply vary, when the components of the error metrics cross the value

zero. The so generated chattering can excite “not modeled” subsystems unexpect-

edly. Normally this effect can be eliminated by “softening” the switching rule that

may reduce the precision of the trajectory tracking.

With the aim of evading the difficulties of the Lyapunov function-based techniques

and maintaining the simplicity of the VS/SM controllers without their aptitude for

chattering, a novel adaptive controller-design methodology was suggested in 2009

[27, 28], that directly tries to realize a purely kinematically prescribed trajectory

tracking property of the controlled motion by studying the response of the con-

trolled system in the given control situation. This approach, at first, converts the

control task into a fixed point problem that iteratively can be solved afterwards. The

use of this idea goes back to the 17th century (the “Newton-Raphson Algorithm”

[29]) and obtains great attention even in our days (e.g. [30, 31]). In 1922 Banach

generalized this fixed point method to quite abstract linear, normed, complete metric

spaces [32]. This iteration-based approach is essentially different to the method of

Iterative Learning Control (ILC) that was elaborated for robots repetitively execut-

ing the same task (e.g. [33, 34, 35, 36, 37]). The original transformation introduced

in [27] was called Robust Fixed Point Transformation (RFPT) that contained only

three adaptive control parameters. While in several control applications, fix set-

tings of these parameters was found to be satisfactory, for other cases, complemen-

tary tuning strategies were elaborated, for tuning only, its one adaptive parameters

[38, 39, 40]. Attempts were also made to modify the fixed point transformation used

for transforming the control task into a fixed point problem [41, 42, 43].

The method was found to be appropriate for various control tasks, via simulations,

as e.g. chemical reactions [44, 45], the FitzHugh-Nagumo neuron model [46], the

Hodgkin Huxley neuron [47], Chua-Matsumoto circuit [48], and various diabetes

models [49, 50].

In [46] and [48] the idea of replacing the cost-functional-based optimal control ap-

proach for the resolution of the contradictions regarding the prescriptions for the

tracking precision of the various state-variables of underactuated systems by time-

sharing on a rotary basis already arose. The aim of the present paper is to show

that this idea can work in the case of an underactuated Classical Mechanical sys-

tem, the TORA model. In the simulations an improved version of the fixed point

transformation suggested in [43] was used.

2 The Fixed Point Transformation-based Approach

This approach assumes that we have the approximate model of the dynamic sys-

tem to be controlled. The control actions are calculated with its help based on

some kinematically expressed trajectory error reduction by comparing the desired
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response rDes and the actually observed response rAct of the controlled system. Due

to modeling imprecisions and unknown external disturbances normally rAct 6= rDes.

For the given control situation a “response function” can be observed that sets a

relationship between the desired and the observed responses as rAct = f
(

rDes
)

. The

core of the fixed point transformation-based technique is the deformation of the in-

put of the response function from rDes to r⋆ using Banach’s Fixed Point Theorem

[32] in order to achieve the situation rAct ≡ f (r⋆) = rDes.

2.1 Antecedents

For the purpose of obtaining the appropriate deformation in [27] for SISO systems

the transformation function was introduced as

rn+1 = (rn +Kc)
[

1+Bc tanh
(

Ac

{

f (rn)− rDes
})]

−Kc (1)

with Kc, Bc, Ac ∈ IR parameters. This construction had two fixed points for a mono-

tonic response function f (r): a trivial one at r =−Kc, and the solution of the control

task r = r⋆. In [40] it was shown that for monotonic f (r) and fixed Kc and Bc as |Ac|
was increased from zero the fixed point at r =−Kc always behaved as a monotonic

repulsive one, while the other one r = r⋆ at first was monotonic attractive, then it

turned into oscillatory attractive before turning to an oscillatory repulsive. The ses-

sion of the monotonic attractive behavior did not risk the stability of the controller,

it was observed by model-independent observers and was used for tuning Ac in or-

der to avoid the occurrence of the regime of bounded chaotic oscillations. On this

reason these oscillations were called Precursor Oscillations in [40, 51]. The chaotic

behavior was studied in [52, 53, 51] and it was shown that it was generated by the

co-operation of two repulsive fixed points. It was found that in general it does not

risk the precision of the trajectory tracking, and its great chattering can be reduced.

In [43] the Sigmoid Generated Fixed Point Transformation was suggested that was

constructed of a monotonic increasing, bounded and smooth g(x) : IR 7→ IR sig-

moid function. For some K > 0 and D > 0 positive parameters the iterative se-

quence {x0, . . . ,g(xn)−K = g(xn+1−D), . . .} was generated that lead to the function

F(x)
de f
= g−1 (g(x)−K)+D where the inverse function of g() is denoted by g−1().

The fixed point of F(x) is the solution of the equation F(x∗) = x∗. This function was

used in [43] for the generation of the sequence of the deformed inputs as

rn+1 = G(rn)
de f
= F

(

Ac

[

f (rn)− rDes
]

+ x∗
)

+ rn − x∗ (2)

where Ac ∈ IR stands for a parameter, and normally, in the control applications

r0
de f
= rDes

0 , that is the desired response in the initial control cycle. Obviously, if

r⋆ is the solution of the control task, i.e. f (r⋆)− rDes = 0 then G(r⋆) = r⋆. Since

F(x∗) = x∗, this solution is a fixed point of the function G. In order to guarantee

the convergence of the series {rn} function G must be contractive, i.e. the relation
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∣

∣

dG
dr

∣

∣< 1 must be valid. It was shown that this construction can have two fixed points

as the originally suggested RFPT has, can produce the precursor oscillations, and

can be used for adaptive control purposes.

However, this construction may have difficulties. Both constructions worked only

with bounded region of attraction around r⋆ that formally cannot guarantee global

stability. It is clear that the graph of the original bounded function g(x) was shifted

down in g(x)−K, and it was shifted to the right by g(x−D). It was assumed that for

the first element of the iteration x0 there exists x1 for which g(x0)−K = g(x1 −D).
This may be possible for several x0 values but not necessarily for each x0 ∈ IR. For

instance, if g(x)
de f
= tanh(x), g(x)−K ∈ (−1−K,1−K) and g(x−D) ∈ (−1,1),

therefore there exist x0 to which no x1 belongs. In the present paper this defi-

ciency, is eliminated, by the introduction of a transformation generation technique,

using “Stretched Sigmoid Functions”. It also will be shown that for SISO systems,

of monotonic response functions, with bounded derivatives, this construction, can

guarantee global stability.

2.2 Stretched Sigmoids Generated Fixed Point Transformation
(SSGFPT)

This fixed point transformation is generated by sigmoid functions g(x), and h(x) as

follows:

g(x)
de f
= tanh(x)−Kc , (3a)

h(x)
de f
=

(

1+
Kc + Jc

2

)

tanh

(

x−Dc

1+ Kc+Jc
2

)

−
Kc + Jc

2
, (3b)

g(x0) = h(x1), . . . ,g(xn) = h(xn+1), . . . , (3c)

xn+1 = h−1 (g(xn))≡ F(xn) , (3d)

in which Kc, Jc, and Dc > 0, and h−1(x) denotes the inverse of the monotonic func-

tion h(x). For the parameter settings Kc = 0.5, Jc = 0.2, and Dc = 0.6 this iteration

is exemplified by Figs. 1, 2.
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Figure 1

Generation of the fixed point transformation by the functions g(x) and h(x) in (3)

Figure 2

Generation of the fixed point transformation by the function F(x) in (3)

Since ∀x ∈ IR g(x) ∈ (−1−Kc,1−Kc), and h(x) ∈ (−1−Kc − Jc,1), the iteration

defined in (3) always converges to x⋆.

The here suggested solution has considerable advantages in comparison with the

RFPT transformation published in [27] or the new variants suggested in [42, 43]:
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if the response function of the controlled system is monotonic and

∣

∣

∣

d f
dr

∣

∣

∣
is bounded

the function in (2) has only a single attractive fixed point over the whole real axis

IR. Furthermore, due to the saturation of g(x) and h(x) it produces very fast conver-

gence if the distance |x−x∗| is great, and provides acceptable convergence speed in

the vicinity of x∗. Due to the strongly saturated nature of g(x) in (2) relatively great

value for the parameter Ac can be used that also speeds up the convergence in the

“beaked” structure near x∗. In the sequel the application of this fixed point transfor-

mation is exemplified in the case of an underactuated, extended TORA model.

3 Adaptive Optimal Control based on Time Sharing
and SSGFPT

In this section the application of SSGFPT will be exemplified by the use of a TORA

variant we already considered in [40, 43, 42]. At first the dynamic model is ex-

plained.

3.1 The Dynamic Model of the TORA System

The model consists of a cart, a pendulum (practically a beam) and a dial that can be

rotated around an axle attached to the end of the beam. Its equations of motion under

full actuation are are given in (4) with the dynamic parameters defined in Table 1.

The generalized coordinates of the system are q1 [rad] that describes the rotation of

the beam with respect to the vertical direction, q2 [rad] that is the rotation angle of

the dial with respect to the beam, and q3 [m] that corresponds to the translation of

the cart in the horizontal direction. The generalized force components are Q1 [N ·m],
Q2 [N ·m], and Q3 [N]. In the underactuated mode of operation it is assumed that

Q2 ≡ 0, and Q3 ≡ 0, i.e. only a single control signal Q1 can be used for controlling

the motion of the axles q1, q2, and q3.





(mL2 +Θ) Θ mLcos(q1)
Θ Θ 0

mLcos(q1) 0 (m+M)









q̈1

q̈2

q̈3



+

+





−mLgsin(q1)
0

−mLsin(q1)q̇1
2



=





Q1

Q2

Q3





(4)

[In the model the mass of the beam was neglected. Furthermore, it was assumed

that the dial is connected to the beam by axle q2 at its mass center point. These facts

explain certain simplifications that are present in (4).]

In the sequel the idea of the adaptive optimal control is expounded.
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Table 1

The parameters of the approximate model and that of the actually controlled system’s model

Parameter Approximate Exact

M [kg] mass of the cart 1.5×5 5

L [m] length of the beam 1.5×1 1

m [kg] mass of the dial 1.5×2 2

Θ [kg ·m2] inertia momentum of the dial 1.5×6 6

g [m · s−2] gravitational acceleration 1.5×9.81 9.81

3.2 Application of Time Sharing in Adaptive Optimal Control

In our system a single active control torque Q1 can be used for controlling the motion

of q1, q2, and q3. It is evidently impossible to track some arbitrarily prescribed

nominal trajectory [qN
1 (t),q

N
2 (t),q

N
3 (t)]

T . In the practice, the tracking imprecisions

have to be distributed over the three coordinates. In the classical solutions as in the

LQR controller (e.g. [13]) a cost function is constructed of the tracking errors and

the cost functional that is obtained as its integral is minimized. Some limitation for

the control forces can be built in the cost functional, too. The minimization can be

executed by the use of the Riccati equations in the simpler cases, or by nonlinear

programming in the more general ones.

In our approach the cost function is completely eliminated according to the idea

of time-sharing. The operation time of the controller is divided into disjoint time

intervals in which simultaneously the motion of only one coordinate is controlled

while the other ones can propagate as they “want”. In the next session the controller

tries to keep at bay one of the other coordinates, and so on.

When the motion of q1 is under control by the use of the last two equations of the

matrix form in (4) q̈2 and q̈3 can be expressed by q̈1, and these expressions can be

substituted into the first equation with the application of the available approximate

model parameters denoted by the subscript “a”:

Q1 =

(

maL2
a −

m2
aL2

a cosq2
1

ma +Ma

)

q̈1 +
(maLa)

2 cosq1 sinq1q̇2
1

ma +Ma

−maLaga sinq1 . (5)

When the coordinate q2 is under control from the third equation q̈3 can be expressed

by q̈1, and from the second equation q̈1 can be expressed by q̈2. These values can

be substituted into the first equation to obtain the appropriate control torque as

Q1 =−

(

maL2
a −

m2
aL2

a cosq2
1

ma +Ma

)

q̈2 +
(maLa)

2 cosq1 sinq1q̇2
1

ma +Ma

−maLaga sinq1 . (6)

Finally, when q3 is under control, from the third equation q̈1 can be expressed with

q̈3. With its use from the second equation q̈2 can also be expressed by q̈3. These

quantities have to be substituted into the 1st equation to obtain Q1 as:
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Q1 =

(

−
(ma +Ma)La

cosq1
+maLa cosq1

)

q̈3 +
maL2

a sinq1q̇2
1

cosq1
−magaLa sinq1 . (7)

To each session some time-slot was allocated in the simulations detailed in the se-

quel.

4 Numerical Calculations

4.1 Setting the Parameters of the Numerical Simulations

The numerical simulations were made by the use of the SCILAB (ver. 5.5.2) and its

graphically programmable package XCOS. The kinematically prescribed trajectory

tracking contained a PD-type feedback defined by (8) using a “time-constant of

tracking” Λ > 0:

e(t)
de f
= qN(t)−q(t) tracking error , (8a)

(

Λ+
d

dt

)2

e(t) = 0 desired behavior leading to (8b)

q̈Des = q̈N +2Λė+Λ
2e . (8c)

The numerical values are given in Table 2. Whenever the controlled axis was

changed the adaptivity was switched off for a short period defined by the parameter

“time-slot of inactive adaptivity”. This was necessary for “clearing the memory”

of the adaptive controller that had inadequate antecedents since the past data at axle

switching belonged to the previously controlled axle.

Table 2

The parameters of the adaptive controller and the numerical simulator

Parameter Value

Λ [s−1] 4

Kc [nondimensional] 0.5

Dc [nondimensional] 0.6

Jc [nondimensional] 0.2

x∗ [nondimensional] (dependent) 1.435116

Ac ∈ IR3[ s2

rad
,

s2

rad
,

s2

m
]T [−0.75,−2,−2]T

δ t [s] Cycle time 10−3

∆t [s] Time-slots for q1, q2, and q3 [2,2,1]T

τNA [s] Time-slot of inactive adaptivity 5×10−3

Numerical integrator’s method Runge-Kutta 4(5) of SCILAB ver. 5.5.2

Maximum allowed time step in integration Automatic
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4.2 Simulation Results

The comparison of the operation of the non-adaptive and adaptive controllers can

be done by using Figs. 3–5.

Figure 3

Tracking of q1 in the non-adaptive (upper chart) and the adaptive (lower chart) cases: qN
1 : black, q1: red

lines, the time slots are indicated by the step function (brown line): increasing values belong to q1, q2,

and q3, respectively
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Figure 4

Tracking of q2 in the non-adaptive (upper chart) and the adaptive (lower chart) cases: qN
2 : blue, q2:

magenta lines, the time slots are indicated by the step function (brown line): increasing values belong to

q1, q2, and q3, respectively
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Figure 5

Tracking of q3 in the non-adaptive (upper chart) and the adaptive (lower chart) cases: qN
3 : green, q3:

ocher lines, the time slots are indicated by the step function (brown line): increasing values belong to q1,

q2, and q3, respectively

More details are revealed by Figs. 6–8, displaying the tracking errors versus time.

It is evident that within its own time-slot each of the adaptively controlled axle was

adjusted to track the nominal motion that was prescribed to it. In the non-adaptive

slots they left the nominal trajectory. However, due to the rotation of the adaptive

slots the motion of each axle was kept in the vicinity of the nominal trajectory.
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Figure 6

Tracking error of q1 in the non-adaptive (upper chart) and the adaptive (lower chart) cases: qN
1 − q1:

black line, the time slots are indicated by the step function (red line): increasing values belong to q1, q2,

and q3, respectively
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Figure 7

Tracking error of q2 in the non-adaptive (upper chart) and the adaptive (lower chart) cases: qN
2 −q2: blue

line, the time slots are indicated by the step function (red line): increasing values belong to q1, q2, and

q3, respectively
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Figure 8

Tracking error of q3 in the non-adaptive (upper chart) and the adaptive (lower chart) cases: qN
3 − q3:

green line, the time slots are indicated by the step function (red line): increasing values belong to q1, q2,

and q3, respectively

The generalized force Q1 exerted by the controller is given in Fig. 9. The adaptive

and the non-adaptive cases worked with control torques within the same order of

magnitude.
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Figure 9

The control torque Q1 in the non-adaptive (upper chart) and the adaptive (lower chart) cases; the time

slots are indicated by the step function (blue line): increasing values belong to q1, q2, and q3, respectively

The operation of the controller can be understood by considering the “desired” and

the “realized” second time-derivatives of the generalized coordinates, as they are

given in Figs. 10–12.
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Figure 10

The “desired” q̈Des
1 (black lines) and the realized q̈1 (red lines) values in the non-adaptive (upper chart)

and the adaptive (lower chart) cases; the time slots are indicated by the step function (brown line):

increasing values belong to q1, q2, and q3, respectively
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Figure 11

The “desired” q̈Des
2 (blue lines) and the realized q̈2 (magenta lines) values in the non-adaptive (upper

chart) and the adaptive (lower chart) cases; the time slots are indicated by the step function (brown line):

increasing values belong to q1, q2, and q3, respectively
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Figure 12

The “desired” q̈Des
3 (green lines) and the realized q̈3 (ocher lines) values in the non-adaptive (upper

chart) and the adaptive (lower chart) cases; the time slots are indicated by the step function (brown line):

increasing values belong to q1, q2, and q3, respectively

Evidently, in the appropriate adaptive sessions, the suggested fixed point transfor-

mation precisely realized the kinematically prescribed trajectory tracking, for the

actually controlled coordinate.

Conclusions

In this paper, a novel fixed point transformation, called “Stretched Sigmoids Gener-

ated Fixed Point Transformation (SSGFPT)” was suggested, for the realization of

“Adaptive Optimal Control” for an underactuated Classical Mechanical system, a

TORA model.
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It was shown that for SISO systems of monotonic increasing response functions

of bounded derivatives this controller can realize globally stable operation. This

operation is possible because, in this case, the fixed point transformation used for

transforming the computation of the necessary control force into the problem of

finding the fixed point of a contractive map via iteration, has unbounded basin of

attraction. Furthermore, it guarantees very fast convergence, if the actual point is

far from the fixed point.

The main point of the optimization considered herein, is the idea of using cost-

function free optimization, in which, the necessary compromise between the con-

tradictory prescriptions, is found via time-sharing, realized by rotating time-slots.

In contrast to the traditional optimal control, that formally is made complicated,

because of the use of cost functionals, the herein applied approach allows simple

combination with a non Lyapunov function-based adaptive design.

The numerical simulations well exemplified the operation of the suggested method.

In our future work, we should like to proceed in two separate directions. First, we

wish to generalize the SSGFPT method from SISO to multivariable (MIMO) sys-

tems. Second, we wish to study the possibilities to include further limiting factors

in the computations. Traditionally these factors appear as contributions to the cost

functions.
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sity.

At last, but not least, the authors express their thanks to Professor Antal Bejczy with

whom they were in professional connection, since the 1980s. At the beginning they

met at various conferences. Later, on Professor Bejczy regularly visited Hungary

and supported the authors’ activities even within “official” frameworks. With this

paper the authors wish to give a humble contribution to the commemoration of his

great achievements in robotics and control.

References

[1] R.T. Bupp, D.S. Bernstein, and V.T. Coppola. A benchmark problem for non-

linear control design: Problem statement, experiment testbed and passive non-

linear compensation. Proc. of the American Control Conference, Seattle, US,

1995, pages 4363–4376, 1995.

[2] M. Jankovic, D. Fontanie, and P.V. Kokotovic. TORA example: Cascade-

and passivity based control designs. IEEE Transaction on Control System

Technologies, 4:292–297, 2006.
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Budapest, 2002.

[21] K. Hosseini-Suny, H. Momeni, and F. Janabi-Sharifi. Model Reference Adap-

tive Control design for a teleoperation system with output prediction. J Intell

Robot Syst, DOI 10.1007/s10846-010-9400-4:1–21, 2010.
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[40] K. Kósi, J.K. Tar, and I.J. Rudas. Improvement of the stability of RFPT-based

adaptive controllers by observing “precursor oscillations”. In Proc. of the 9th

IEEE Intl. Conf. on Computational Cybernetics, Tihany, Hungary, pages 267–

272, 2013.

[41] A. Dineva, J.K. Tar, and A.R. Várkonyi-Kóczy. Novel generation of Fixed
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[51] K. Kósi. Further development and novel applications of the Robust Fixed

Point Transformation-based adaptive control (PhD Thesis, supervisor: J.K.
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Control of the Differentially-driven Mobile 

Robot in the Environment with a Non-Convex 

Star-Shape Obstacle: Simulation and 

Experiments 
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Abstract: The paper presents numerical verification and experimental results for the set-

point control of the nonholonomic mobile robot. The task is to move to the goal and reach it 

with desired orientation avoiding collisions with static obstacles. The obstacles in the task 

space are modelled using analytic functions. The algorithm is investigated for both convex 

and non-convex star-shape obstacles. 

Keywords: nonholonomic mobile robot; collision avoidance; navigation function; set-point 

control 

1 Introduction 

In the mid-1980s Khatib [1] presented a crucial idea of using repulsive and 
attractive interactions to avoid collision with obstacles and move to a set goal. 
This approach utilized local artificial potential functions (APF) associated with the 
obstacles and the goal. Local minima were at a significant disadvantage using this 
method. 

In 1990 Rimon and Koditschek in series of publications [3], [4], [5], [6] proposed 
a navigation function that is a global artificial potential function without local 
minima. This method was applicable for a variety of task space configurations: 
sphere worlds, star worlds and trees of stars. The shapes of the obstacles and also 
the shape of the task space are described by analytic functions. The free space 
(task space) remains after all obstacles have been removed from the workspace. It 
must be emphasized that even in the case of the properly designed navigation 
function there still remain saddle points and their number is equal to the number 
of the obstacles. 
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In 2004 Urakubo [2] proposed an extension of the above approach. In this method 
nonholonomic constraints of the differentially driven mobile robot are taken into 
account. Urakubo also introduced methodology based on the time-varying 
functions such that the robot leaves the saddle point. 

In the next years the navigation function was used to control multi-robot systems 
[8], [9], [10], [11]. In all of them robots are treated as obstacles. Problems of 
conflicts resolution between agents, limited knowledge of the environment and 
nonholonomic constraints of mobile platforms are addressed it these papers. 

Another approach for collision-free control of nonholonomic mobile robot was 
proposed in [13]. The algorithm does not require the map of the environment. An 
iteratively generated path is optimized in free space (the curvature of the path) and 
replanning is done in the case of an unpredictable drift. The algorithm was 
verified numerically. 

Algorithms that decompose the free space into subsets is another class of methods. 
In [14] the nonholonomic robot is driven through a sequence of triangular cells. 
This method was verified experimentally with process noise and both static and 
dynamic environments with obstacles. 

In this paper simulation and experimental results for the algorithm presented in [2] 
are shown. According to the author's best knowledge this method has not been 
previously verified experimentally. In comparison to the original publication the 
effectiveness of the algorithm was investigated not only for a convex but also for 
non-convex obstacles. 

It should be mentioned that local artificial potential functions can also be used to 
solve complex collision avoidance problems [7] in the case of circular obstacles; 
however, they must be designed carefully to avoid local minima. 

In Section 2 the kinematic model of the robot and control algorithm introduced in 
[2] are presented. In Section 3 simulation results are shown. Section 4 briefly 
describes the experimental test-bed and experiments. Finally, the paper finishes 
off with concluding remarks. 

2 Control Algorithm 

The model of the differentially driven mobile robot is given by the following 
equation: 
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where x , y  and θ  are position and orientation coordinates of the robot 

respectively,  Tωv=u  is control vector with v  denoting linear velocity control 

and ω  - angular velocity control of the mobile platform and 
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Control proposed in [2] is given by the following equation: 
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where 

 gh

VL
b=b

T
  (4) 

and V  denotes the gradient of the artificial potential function, 

 Tθθ=L 0cossin  ,   g+g=gh g
2

, VB=g
T . In the above 

equations a , b  and g  are positive parameters. 

The navigation function is given by the following equation: 



κ

β+C

C
=V κ , (5) 

where
22ˆ wθ+r=C , 

2
r̂+k

k
=w

w

w ; 
wk  is a positive parameter that allows 

tuning the weight of orientation when the robot approaches the desired position. 

As noted in [4] by setting a sufficiently large value of κ  it is ensured that (4) is a 

navigation function i.e. there are no local minima in the APF. 

To solve the problem of local minima for the case of star shape obstacles position 

coordinates of the robot  Tyx=r  are transformed to the model sphere world 

as follows: 

      rTrs+rrs=r iii 1ˆ   (5) 

where M  – number of the obstacles,  Tyx=r , 



W. Kowalczyk et al. Control of the Differentially-driven Mobile Robot in the Environment with a  
 Non-Convex Star-Shape Obstacle: Simulation and Experiments 

 – 126 – 

   
   rβλ+rβr

rβr
=rs

isj

j

i




2

2

 (6) 

and 

       ii

i

ii

i p+qr
qr

rβ+ρ
=rT 


1

, (7) 

       00

0

00
0

1
p+qr

qr

rβρ
=rT 




. (8) 

In the above equations 0p , ip  represent the centers of the spheres to which 

original obstacles are transformed 0ρ , 
iρ  are their radiuses, 0q , iq  are the 

centers of the stars (points from which all the rays cross the boundary of the 

obstacle once and only once) and 0β , iβ  are analytic obstacle functions. 

The sphere-world obstacle function is a product of the sphere obstacle functions: 





M

i

i

0

ˆˆ   (9) 

where 

  22ˆˆ
iii prr  

, (10) 

  2

0
2
00

ˆˆ prr   
.  (11) 

3 Simulations Results 

Simulation results were obtained for the task space containing one circular 
obstacle and one star-shape obstacle. The origin is the desired position and the 
desired orientation is equal to zero. 

As the navigation function (4) is the function of three variables it is not possible to 

show its graph. In Figs. 1a and 2a the x-y plane cross-sections of V  for 0=θ  

and 2/π=θ  are shown, respectively. It can be observed that in the first case the 

global minimum exists in the center of the task space. In the second one the 
potential grows around the origin not allowing the robot to approach it with 
incorrect orientation. If the robot is too close it is repelled, but as the orientation 
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converge to the desired value the x-y components of the V  drive robot to the 

origin. 

 

Figure 1a 

APF for 0=θ  

Figure 1b 

Control vecor field V  for 0=θ  

In Figs. 1b and 2b x-y plane cross-sections of the V for the same robot angles 

are shown (the length of the vectors was normalized). 

The data were obtained for the following values of the parameters: 0.25=a , 

1.25=b , 
610

=g , 3=κ ,  0.1=kw
,  

610=λs
. 

In Fig. 3 the robot path in x-y plane is shown. The dashed line represents 
simulation results and solid line experimental data (their comparison will be 
discussed in the next section). The initial coordinates of the robot were as follows 

   TT
=θyx 2.920.921.01  . 

 

Figure 2a 

APF for 2/π=θ  

Figure 2b 

Control vector field V  for 2/π=θ  
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Figure 3 

Robot motion in (x,y) plane; dashed line – simulation, solid line – experiment 

In Fig. 4a time graphs of the position errors (
xe - solid line, ye  - dashed line) and 

orientation errors ( θe  - dot line) are shown. They converge to zero reaching small 

values in about 30 seconds. 

 

Figure 4a 

State errors – simulation 

Figure 4b 

State errors – experiment 
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Figure 5a 

Platform controls - simulation 

Figure 5b 

Platform controls – experiment 

 

Figure 6a 

Wheel controls - simulation 

Figure 6b 

Wheel controls – experiment 

In Fig. 5a linear (solid line) and angular (dashed line) controls for the robot are 
presented. 

Fig. 6a presents wheel control velocities (
Rω  - solid line, 

Lω - dashed line). 

There are peaks of the large values that cannot be achieved in the physical system. 
In the experiments presented in the next section these values are limited to 
achievable values. 

In Fig. 7 robots path in x-y plane for a more complex case is shown. To reach the 
desired coordinates robot has to bypass the “leaf” of the obstacles. For this case 
local APF control algorithm usually fails trapping the robot in the local minimum. 
The initial coordinates of the robot were as follows 

   TTθyx 51.065.022.1  . 
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Figure 7 

Robot motion in (x,y) plane; dashed line – simulation, solid line - experiment 

In Fig. 8a position and orientation errors are presented, while Fig. 9a shows 
platform control signals. In Fig. 10a wheel control graphs are plotted. 

 

Figure 8a 

State errors – simulation 

Figure 8b 

State errors – experiment 
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Figure 9a 

Platform controls - simulation 

Figure 9b 

Platform controls - experiment 

 

Figure 10a 

Wheel controls - simulation 

Figure 10b 

Wheel controls - experiment 

4 Experiments 

4.1 Experimental Test-Bed 

The algorithm was verified experimentally using the MTracker robot (Fig. 11). 
The MTracker is a differentially driven mobile robot. Its diameter is 170 mm and 
the height (in common configuration) – 65 mm. The linear velocity can reach the 
value of 1 m/s. The low level motion controller is implemented with the signal 

processor TMS 320F28335 150 MHz. Presented results were obtained using a 

robot expanded with Intel Atom 1,6 GHz PC board and Wi-Fi link used to obtain 

localization data from the external vision system. The robot was equipped with an 

LED marker for reliable and fast visual recognition. More details about the test-

bed including robot configuration, communication and localization system can be 

found in [12]. 
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Figure 11 

MTracker robot used for experiments 

4.2 Experiments 

In Fig. 3 path of the robot in x-y plane is presented. The experimental data are 
represented with a solid line. As can be observed in the figure both simulation and 
experimental results are very similar. In this experiment robot moves in open areas 
of the environment but it is required to change the orientation. As it approaches 
the origin the direction of the motion is changed four times to drive the orientation 
according to the control rule. 

In Fig. 4b position and orientation errors are shown. They reach near zero values 
in 35 seconds. 

In Fig. 5b platform control signals are shown. There are peaks that are not 
achievable in the real system. In Fig. 6b wheel controls are presented. They are 

limited ( srd=ω maxRL /9 ) and scaled to keep the robot on the path. Limitation 

and scaling of the wheel velocities is the best solution of the large control signal 
problem as it is not affecting the mobile platform direction vector (it affects only 
its evolution in time). This approach separates a high level controller; whose 
primary objective is to avoid collisions, form the problems connected with the 
physical actuator limitations. 

In Fig. 7 both simulation and experimental results for the star bypassing case are 
shown. The solid line represents the experimental path of the robot in the x-y 
plane and dashed line represents the simulation data. As can be observed in the 
figures in simulation the robot changed the direction of motion three times. In the 
experiment one more motion direction change was performed. Which was due to 
the disturbances and/or delays in the positioning system, however both graphs are 
very similar. 



Acta Polytechnica Hungarica Vol. 13, No. 1, 2016 

 – 133 – 

In Fig. 8b position and orientation errors are presented. They reach the near zero 
value in about 60 seconds (in simulation 40 seconds). 

In Fig. 9b and 10b control signals for the platform and wheels are shown 
respectively. As in the previous experiment wheel velocities were limited and 
scaled. 

Conclusions 

Simulation and experimental results for navigation function control were 
presented. The non-convex star shape obstacle makes presented cases nontrivial. 
As shown in the attached figures the nonholonomic mobile robot reaches the 
desired position and orientation avoiding collisions with both convex and non-
convex obstacles. 

List of notations 

 x , y  - position coordinates of the robot 

 θ  - orientation of the robot 

 v  - linear velocity control 

 ω  - angular velocity control 

 B  - zero space of the Pfaffian matrix 

 a , b , g ,  , wk , s  - positive constant parameters 

 V  - navigation function 

 V  - gradient of the navigation function 

 b  - is defined by Eq. (4) ; is a weighting coefficient of the skew symmetric 

matrix 

 L  - Pfaffian matrix 

 g  - norm of the product zero space matrix and gradient of the navigation 

function 

 )(gh  - nonlinear function of g; used as coefficient in Eq, (4) 

 C , w  - positive coefficients used to define Eq. (5) 

  r  - robot position  

  r̂  - robot position in the auxiliary sphere world 

   - product of the all obstacle functions 

 i  - obstacle function associated with the i-th obstacle 

  is , iT   - auxiliary variable for star-to-sphere transformation 
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 ip  - center of the i-th sphere 

  iρ  - radius of the i-th sphere,  

 
iq  - center of the i-th star, 

 M - number of the internal obstacles, 

 
xe , ye  , θe  - coordinate errors, 

 
Rω , 

Lω  - wheel velocities, 

 
maxRLω  - wheel velocity limit. 
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Abstract: The paper deals with the formation control of Unmanned Ground Vehicles (UGVs)

moving in horizontal plane. The control system consists of the high level centralized forma-

tion control of the UGVs and the low level decentralized PID type suspension, speed and

steering control of the different vehicles. Both problems are discussed in multi-body assump-

tions. The paper presents the generalization of the multi-body method for underactuated

car-like vehicles, developed originally for fully-actuated surface ships. In order to simplify

the design and implementation on the formation level, an approximate single track dynamic

model was assumed for each vehicle. At low level a more realistic two track dynamic model

is used in the form of a multibody system in tree structure. This realistic nonlinear model is

obtained by using Appell’s method, Pacejka’s magic formula for tyre-road connections and

kinematic constraints expressing the nullity of vertical accelerations of the contact points.

The interface between the higher and lower control levels is presented in the form of acceler-

ation and steering angle prescriptions (output of high level). The decentralized control system

of each vehicle converts the specifications in smooth reference signals and performs the de-

sired motion. Simulation results of the high level control of UGV formations are presented

for sine-shaped and circular paths.

Keywords: Formation Control, Unmanned Ground Vehicles, Multi-Body Approach, Tree

Structured Vehicle, Pacejka’s Magic Formula, Contact Point Constraints, Robust PID Control

1 Introduction

Formation control design and implementation is a complex and time-critical prob-

lem for which a hierarchical control system will be suggested. The high level sub-

system deals with the formation control of vehicles satisfying connection constraints

equivalent to the formation. The problem is a multi-body one in the sense that many

vehicles take part in the formation. In order to simplify the design and realization

at the formation level, approximate single track dynamic model will be assumed

here for each vehicle. However, the realization needs a more realistic model for
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the vehicles, hence a two track model will be considered for each vehicle at the

lower control level. The interface between the higher and the lower control levels

will be presented in the form of acceleration and steering angle prescriptions for the

different vehicles and produced as output of the formation control. At low level,

the decentralized control system of each vehicle converts the specifications in suf-

ficiently smooth reference signals and performs the desired control based on robust

PID type suspension, speed and steering control. At this level each vehicle is con-

sidered as a real multi-body system in tree structure. The motion of the formation is

the result of both levels.

For stabilization of ground vehicles (robots) in formation the fusion of potential

field method, passivity theory, dynamic inversion and LMI technique is a theoret-

ically well founded approach if the inertia of the car-like vehicles has to be taken

into consideration [1], [2]. Synchronized path following based on the fusion of

backstepping control and passivity theory was suggested for surface ships [3]. Un-

fortunately this method cannot be used for UGVs because the dynamic model of the

vehicles does not satisfy the strict-feedback form which is assumed for backstep-

ping control. Another approach may be multi-body interpretation of the formation

resulting in constrained control. This method was successfully applied in the for-

mation control of full-actuated surface ships [4]. For formation flight control of

constraint multi-body system [5] presents an approach where the aircraft model is

of point-mass type and only position distance constraints are considered. Ground

vehicles are underactuated and in many cases their inertia cannot be neglected, thus

the original formulation for ships has to be generalized. One aim of the paper is to

elaborate the necessary modification of the theory and illustrate its applicability for

car-like UGVs.

In general, the ground vehicle can be regarded as a multi-body system whose base is

the mobile chassis and the wheels are the end effectors. Several methods are avail-

able to find the kinematics and dynamic models of mobile robots [6, 7], but they

mostly build on simplifying kinematic constraints that do not take into account the

three-dimensional forces between the wheel and the ground. Other recent works

[8, 9] use robotic description for modeling and validation of cars, but they do not

deal with closed loop control and do not take into account the lateral and longitu-

dinal offset in the vehicle’s centre of gravity point (CoG). Numerical methods and

symbolic software (Symoro+, OpenSYMORO) are available to find the dynamic

model based on Newton-Euler method [10]. Another often used method is the La-

grange technique. In this paper, an alternative approach is introduced that uses the

concept of acceleration energy and eliminates a large number of numerical steps of

the Newton-Euler method. The algorithm is based on Appell’s method which di-

rectly computes the dynamic model of the composite system. Although using sym-

bolic software these methods result in equivalent dynamic models, however for only

numerical computations (without the use of the symbolic results) they have different

computation time. Another aim of the work is to develop a complex vehicle control

system that is capable of eliminating the rolling and pitching effect through active

suspension control system as well as maintaining a prescribed velocity and steering

angle profile in closed loop. Such a system helps also studying the interaction of the

system with the environment.
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The structure of the paper is as follows. Section 2 summarizes the concept of the

multi-body implementation for full-actuated systems (surface ships, robots etc.).

Section 3 discusses the conversion of formation specifications into multi-body con-

straints. Section 4 gives the approximate dynamic model of a single ground vehicle

and the generalization of the multi-body approach for UGVs. The simplified model

consideres the tyre-road connections through the cornering stiffnesses which is a lin-

ear approximation. Section 5 presents the geometric and kinematic model and the

tree structured topology of a single vehicle using the modified Denavit-Hartenberg

form [11]. Here will be developed the vehicle’s realistic two-track dynamic model

using Appell’s method by calculating the Gibbs functions of each segment. This

section describes also the kinematic constraints and the external forces acting on the

vehicle. The realistic model considers the tyre-road connections in the form of Pace-

jka’s magic formulas hence the model is nonlinear in the state variables. In Section

6 the decentralized low-level control system will be presented in short form con-

taining the reference signal design and the concept of PID type active suspension,

driving and steering control based on the realistic nonlinear vehicle model. Section

7 shows the simulation results for formation control of UGVs using multi-body ap-

proach. Finally Section 8 summarizes the conclusions and the main directions of

future research.

2 Fully actuated control of constrained multi-body sys-
tems

A single full-actuated marine vehicle moving in the horizontal plane can be mod-

elled by

η̇ = R(ψ)ν
Mν̇ +n(ν , ν̇ ,η) = τ

(1)

where R(ψ)is the rotation matrix from body to the (quasi) inertia frame, η =(x,y,ψ)T

is the position and orientation, ν = (u,v,r)T is the linear and angular velocity, M de-

notes the system inertia (for ships the rigid body inertia and the added mass) and n

contains the centripetal, Coriolis, damping and gravity effects. Notice the similarity

to robot control in 6-DOF where H(q)q̈+ h(q, q̇) = τ is the dynamic model of the

robot in joint coordinates and the Jacobian J(q) plays the role of the rotation matrix

according to ẋ = J(q)q̇.

If a set of constraints is given in the form of C(η) = 0 ∈ Rp in the inertia system

and the constraints Jacobian is denoted by W (η) = ∂C(η)
∂η then, by using the results

of [12], the motion equation is modified to

Mν̇ +n(ν , ν̇ ,η) = τ + τc (2)

where the constraint force τc has the form τc = −W (η)T λ and λ is the Lagrange

multiplier.
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Transforming the motion equation into the inertia frame and using the fact that

RT τη = τ ⇒ τη = Rτ , it yields

Mη(η)η̈ +nη(ν , ν̇ ,η) = τη −R(ψ)W (η)T λ . (3)

It follows from C(η) = 0 that

Ċ(η) =
∂C

∂η
η̇ =W (η)η̇ = 0, C̈(η) =W (η)η̈ +Ẇ (η)η̇ = 0. (4)

Adding stabilizing terms we choose

C̈ =−KdĊ−KpC (5)

with Kd ,Kp diagonal and having positive elements. Then s2 + kdis + kpi = s2 +
2ξ ω0s+ω2

0 = 0 is stable if kdi = 2ξ ω0 and kpi = ω2
0 where ξ > 0 is the damping

and ω0 is the undamped eigenfrequency. In this case it follows

WM−1
η (τη −nη −RW T λ )+Ẇ η̇ =−KdĊ−KpC (6)

λ = (WM−1
η RW T )−1[WM−1

η (τη −nη)+Ẇ η̇ +KdĊ+KpC] (7)

if WM−1
η RW T is invertible which is satisfied if W has full row rank.

If there are n vehicles then we can collect vectors into new vectors and matrices into

new blockdiagonal matrices. The resulting vectors and matrices will be denoted

further on by η , nη ,τη ,τc and Mη , respectively. The prescribed formation can be

converted to the constraint C(η) = 0 having Jacobian W (η).

The constraint force for the ith vehicle is

τci = ∑k∈Ai
c
∑ j∈Bk

−W T
ki (WkM−1

η ,i jR
−1T
i j W T

k )−1×

[WkiMη ,i j(τη ,i j −nη ,i j)+Kd,kiĊki +Kp,kiCki]
(8)

where Ai
c is the index set of vehicles staying in connection with vehicle i, Bk is the

index of constraints selected by index k and Wki = 0 for k /∈ Ai
c.

3 Conversion of formation specifications to multi-body
constraints

In the sequel the indexes p, o and d denote position, orientation and desired value,

respectively, furthermore f is for fixed, tt for time dependent value and r for relative

value between two vehicles. For simplicity denote here ξi = (xi,yi)
T the position

and ψi the orientation of vehicle i, and let their collected vectors be ξ and ψ , re-

spectively.

Desired position and orientation constraints. The position of vehicle i is forced

to ξd by the constraint

Cp(ξ ) = ξi −ξd = 0. (9)
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For at least three times differentiable desired path ξd(t) we have

Ctt(ξ ) = ξi −ξd(t) = 0. (10)

Similarly, for orientation constraints it yields

Co(ψ) = ψi −ψd = 0, Co,tt(ψ) = ψi −ψd(t) = 0. (11)

Distance constraints. If the distance ri j should be satisfied between vehicle i and j

then the appropriate constraint is

Crd(ξ ) = (ξi −ξ j)
T (ξi −ξ j)− r2

i j = 0. (12)

Fixed relative position and orientation constraints. For prescribed relative posi-

tion and orientation between two vehicles the constraints are

C f p(ξ ) = ξi −ξ j − pi j = 0, C f o(ψ) = ψi −ψ j −oi j = 0. (13)

Combined constraints. If for example Crd and Cp are two constraints to which the

constraint forces are W T
rdλrd and W T

p λp then they can be combined to

W T λ = [W T
rd W T

p ]

[

λrd

λp

]

. (14)

Formation topology. Typical formation specifications can be converted to a result-

ing constraint set by using the above steps and their combinations. We shall assume

that redundant constraints have already been omitted and there are no contradictions

amongst the constraints which means that the resulting W has full row rank.

Master vehicle and followers. We can specify a master vehicle for which the de-

sired path and path velocity will be designed. Specifications for the other vehicles

can be derived from them if the formation type is chosen. Typical formations may

be longitudinal, transversal, V-shaped and circular ones.

If xr(t), yr(t) is the desired reference path for the master vehicle then its desired

reference orientation can be determined by ψr(t) = arctan2(ẏr(t), ẋr(t)). Denoting

the relative position of vehicle i to the master vehicle by pxi
, pyi

then the following

constraints have to be introduced:

Cm,tt(η) =





xm − xr(t)
ym − yr(t)
ψm −ψr(t)



 , Ci,tt(η) =





xi − xr(t)− pxi
(t)

yi − yr(t)− pyi
(t)

ψi −ψr(t)



 i 6= m. (15)

C(η) =
[

CT
m,tt(η) · · · CT

i,tt(η) · · ·
]T

. (16)

If W denotes the Jacobian of C then it yields

W T λ =
[

W T
m,tt · · · W T

i,tt · · ·
] [

λ T
m,tt · · · λ T

i,tt · · ·
]T

. (17)

Since in each row of C appears only a single variable hence in case of the above

convention W = I and Ẇ = 0 which simplifies the computations.
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Figure 1

Simplified sketch of a single ground vehicle

4 Multi-body approach for underactuated UGVs in for-
mation

The high level formation control design is a complex problem. Therefore, as usual

in the literature, we apply the single-track vehicle model in order to make the com-

putations easier and more efficient. The simplified sketch of a single car-like ground

vehicle moving in horizontal plane is shown in Fig. 1.

4.1 Simplified dynamic model of a single vehicle

The dynamic model of a single ground vehicle can be written in the form

ẋ = vcos(φ)
ẏ = vsin(φ)

φ̇ = a11
v

β + a12

v2 r+ b1
v

δw

β̇ = a11
v

β +
(

a12

v2 −1
)

r+ b1
v

δw

ṙ = a21β + a22
v

r+b2δw

v̇ = α
(18)

where q1 = (x,y)T is the position, v is the absolute value of the velocity, ψ is the

orintation, β is the side slip angle, φ = β +ψ , δw is the steering angle and α is the

longitudinal acceleration, see [2]. Here we used the notations

a11 =− cF+cR
mv

a12 =
cRlR−cF lF

mv
b1 =

cF
mv

a21 =
cRlR−cF lF

Iz
a22 =−

cRl2
R+cF l2

F
Iz

b2 =
cF lF

Iz

(19)

where mv is the mass, Iz is the inertia moment of the vehicle and cF , cR are the

cornering stiffnesses assumed to be constant.

For heavy-duty cars we assumed a11 = −147.1481, a12 = 0.0645, a21 = 0.0123,

a22 =−147.1494, b1 = 66.2026 and b2 = 31.9835, all in standard SI units.

With x̄ = (x,y,φ ,β ,r,v)T and u = (δw,α)T the system can be brought to the param-

eter dependent input affine form ˙̄x = Ā(x,ρ)+ B̄(x,ρ)u where ρ = (v,v2)T is the

parameter vector.
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4.2 Generalization of multi-body interpretation for UGVs

Since each vehicle is underactuated and the number of input signals is two, we

can prescribe only limited type of constraints. From physical consideration, the

variables for which constraints can be specified, will be the position coordinates

x,y. Hence, we omit orientation parts from the set of constraints. However, if the

position follows its prescribed path and the side slip angle is zero (except for short

transients), then the vehicle’s velocity is parallel to the tangent of the path and its

orientation is acceptable. For small side slip angle β the assumption is fulfilled.

Choosing new state variables according to q1 =(x,y)T , q2 =(ẋ, ẏ)T and q3 =(β ,r)T ,

and applying the usual notation in robotics Cφ = cos(φ) and Sφ = sin(φ), then we

obtain

q̇1 =

[

vCφ

vSφ

]

(20)

q̇2 =

[

v̇Cφ − vSφ φ̇
v̇Sφ + vCφ φ̇

]

=

[

αCφ − vSφ [(a11/v)β +(a12/v2)r+(b1/v)δw]
αSφ + vCφ [(a11/v)β +(a12/v2)r+(b1/v)δw]

]

(21)

from which follows q̈1 = P(φ)z+Q(φ)τ , where z = (β ,r/v)T , τ = (δw,α)T and

P(φ) =

[

−a11Sφ −a12Sφ

a11Cφ a12Cφ

]

, Q(φ) =

[

−b1Sφ Cφ

b1Cφ Sφ

]

. (22)

The same is valid for each vehicle. Denoting the appropriate terms for vehicle

i by q1i, q̇1i, zi, τi, Pi, Qi and collecting them in the vectors q1, q̇1, z, τ and in

the blockdiagonal matrices P, Q, respectively, then we can generalize the original

method for UGVs. Hence

Wq̈1 +Ẇ q̇1 = C̈ (23)

W [Pz+Qτ]+Ẇ q̇1 = C̈ (24)

τ =−W T λ (25)

W [Pz−QW T λ ]+Ẇ q̇1 = C̈ (26)

WQW T λ =WPz+Ẇ q̇1 −C̈ (27)

from which it follows

λ = (WQW T )−1(WPz+Ẇ q̇1 −C̈). (28)

The inverse of WQW T exists since det Q =−b1 6= 0 and W has full row rank.

The constraint force for the ith vehicle is

τci = ∑k∈Ai
c
∑ j∈Bk

−W T
ki (WkQi jW

T
k )−1×

(WkiPi jzi j +Ẇkiq̇1,i j +Kd,kiĊki +Kp,kiCki)
(29)

where Ai
c, Bk and Wki are defined as earlier and the environmental force is assumed

to be zero.
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4.3 Stability considerations

The feedback loop works as follows. Each vehicle determines its state x̄i = (xi,yi,φi,
βi,ri,vi)

T and computes ψi = φi −βi, zi = (βi,ri/vi)
T , Pi(φi), Qi(φi), q1i = (xi,yi)

T

and q̇1i = (ẋi, ẏi)
T . The composite vectors q1, q̇1, z and the blockdiagonal matrices

P, Q are formed, then the constraint C, its Jacobian W and the derivative Ċ = Wq̇1

will be computed. For each vehicle i the force τc,i will be determined using forma-

tion information and Eq. (29). Finally τc,i = (δw,i,αi)
T will be applied as steering

angle and acceleration for the vehicle. Thus the feedback loop is closed.

The constraints determine a manifold MC. The choice of Kd , Kp and C̈ +KdĊ +
KpC = 0 assures that the system moves on the manifold satisfying global exponen-

tial stability (GES).

However the system of UGVs is underactuated therfore zero dynamics is present.

The stability of the zero dynamics was proved in [2].

5 Realistic dynamic modeling and control using robotic
formalism

5.1 Geometric topology of 16 DoF ground vehicle

Consider a tree-structured mechanical system assembled by rigid bodies B j for j =
1, . . . ,n, i.e. numbered from the base body to the terminals. A body can be virtual

or real: virtual bodies are introduced to describe joints with multiple degrees of

freedom such as ball joints or intermediate fixed frames.

Frame K j, associated with body B j, is given by its origin and an orthonormal basis

(x j,y j,z j). Transformation between two consecutive frames Ki and K j is performed

by the modified Denavit-Hartenberg formalism mand can be described by the ho-

mogeneous transformation, see [11]:

iTj =

[

iA j
i p j

01×3 1

]

where iA j defines the (3×3) rotation matrix and i p j is the (3×1) vector describing

the position of the origin of K j with respect to Ki. The generalized coordinate of the

jth joint connecting B j−1 and B j is defined as follows:

q j = σ̄ jθ j +σ jr j, σ̄ j = 1−σ j (30)

where σ j is 0 for rotational joints and 1 for translational joints. In the case of fixed

frames attached to the same body, no joint variable is used.

The vehicle is considered as a mobile robot interconnected by joints, see Fig. 2,

and modeled as a multi-body system consisting of 10 actuated and 10 virtual bodies

similar to [13]. In the sequel, front steered and rear axle driven vehicle is assumed.

Notice that for example x4,5 means that the axes x4 and x5 are equivalent. The

different joint variables are denoted by q j.
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Figure 2

Model of 16 DoF ground vehicle

The 16 degree of freedom (DoF) model of the vehicle incorporates a 6 DoF (x,y,z,
φ ,θ ,ψ) chassis (K1) as the base, two front steering wheels (q3,q8) which can be

rotated about the front vertical axes, four suspensions (q2,q7,q12,q16) connected to

the chassis by vertical translational joints and four driving wheels (q5,q10,q14,q18).
Notice that for rear axle driven vehicles (q5,q10) are not actuated.

5.2 Novel Appell Formalism for Tree Structured Systems

There exist several equivalent methods for mass-point systems (Newton-Euler, La-

grange, Appell) based on the common assumption that the sum of internal forces

and the sum of the moment of internal forces to any point are zero which can be

extended to rigid multi-body systems, see Section A.4 in [2]. Each method tends to

derive the dynamic model in vector form of

τ = M(q)q̈+h(q, q̇) (31)

where M(q) is the generalized inertia matrix and the effects of the centrifugal, Cori-

olis, gravity and external forces are contained in h(q, q̇).

In our approach, Appell’s method is chosen which uses the concept of acceleration

energy or more precisely, the Gibbs function [2, 14] and eliminates a large number

of numerical steps of the Newton-Euler technique. The algorithm directly computes

the dynamic model of the composite system without the need of differentiation by

time as in the Lagrange formalism. In case of numerical computations the complex-

ity of the methods is different. Using symbolic computations, these differences play

no more role.

The dynamic model by Appell’s method reads as

∂G

∂ q̈ j

+
∂P

∂q j

= τ j (32)
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where P is the potential energy (gravity effect) of the segment, q j is the generalized

variable in the direction of the generalized force τ j.

In order to obtain the dynamic model in the vector form M(q)q̈+ h(q, q̇) = τ and

simplify the use of Appell’s method, the acceleration and angular acceleration of

the segments will be computed in the compatible form

a j = Ω j(q)q̈+θ j(q, q̇), ε j = Γ j(q)q̈+φ j(q, q̇). (33)

Moving from the root to the terminal of a branch in the tree structure, the matrices

and vectors of the kinematic model can be computed in forward recursion. Let the

antecedent of segment j be i and the efficient dimension of q will be increased by 1

in each step, then

Γ j =
[

iAT
j Γi | σ̄ j(0, 0, 1)T

]

, ω j = Γ jq̇

φ j = iAT
j φi + σ̄ j (ωy, j,−ωx, j, 0)T

q̇ j

Ω j =
[

iAT
j (Ωi − [i p j×]Γi) |σ j(0, 0, 1)T

]

θ j = iAT
j {θi +([φi×]+ [ωi×]2)i p j)}+σ j2(ωy, j,−ωx, j, 0)T

q̇ j.

After some conversions the matrix and vector portions of a single segment of the

dynamic model can be written in form of

Ms(q) =
[

ΩT ΓT
]

[

mI3 − [mρc×]
[mρc×] J

]

s

[

Ω

Γ

]

hs(q) =
[

ΩT ΓT
]

[

θm+φ ×mρc +[ω×] [ω×]mρc

Jφ −θ ×mρc +ω × (Jω)

]

s

where the matrices Ω, Γ are already the concatenated ones, e.g. Ω is of type 3n×n

and Γ is of type 3n×n.

The dynamic model (31) is the sum of the above portions if the index s goes from the

root to the terminals of the branches because the Gibbs function is additive. After

these extensions both composite matrices Ω and Γ have (6+nq) columns and 3 ·21

rows (see the number of frames in Fig. 2).

5.3 Kinematic constraints

Composite variables are defined to collect the parameters of the 6 DoF moving base

and the generalized coordinates of the vehicle

qEL = [x,y,z,ϕ,θ ,ψ,q2, . . . ,q18]
T . (34)

In order to keep the vehicle in the ground, kinematic constraints are introduced that

express the nullity of vertical accelerations at the contact points in the reference

frame

( f a6z,
f a11z,

f a15z,
f a19z)

T = J4q̈EL +Ψ = 04×1. (35)
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Adding the above constraint equations to the result of Eq. (31) in form of Lagrange

multipliers (λ ) and assuming that no external forces act on the moving base, the

direct dynamic model becomes

(

q̈EL

λ

)

=

[

M16×16 JT
4

J4 04×4

]−1(
τ −h

−Ψ

)

(36)

where λ represent the constraint forces to maintain the contact points of the wheels

on the ground and the first six components of τ are zero, see [12]. System (36) can

be reformulated into a set of ordinary differential equations (ODEs) with constraints

by using the well known differentiation rules a = v̇+ω × v and ε = ω̇ in moving

frames.

5.4 External forces

Normal (Fz, j), lateral (Fy, j) and longitudinal (Fx, j) forces at the wheel/ground con-

tact points are taken into account in the right hand side of the dynamic model

by projecting them to the base by the corresponding Jacobian matrix. Normal

forces can be computed from the dynamic load distribution as described in [15]

for j = {6,11,15,19} respectively:

Fz, j =
m

L f +Lr

(gL∗+ηh1ax)

(

1

2
+ν

h1ay

2gd

)

(37)

η = {−1,−1,1,1}, ν = {−1,1,−1,1} (38)

where g is the gravity constant, m is the total mass of the vehicle, η and ν are wheel

selectors and L∗ defines the static equilibrium point along the x-axis (front and rear

are different) based on ρ1c,x and h is the height of the center of mass above the road

surface in K f . Since this formula does not take into consideration ρ1c,y we have

developed corrections for it similarly to [9].

The longitudinal and lateral wheel forces are described by Pacejka’s model [16] and

given by the same formula, with different coefficients, in function of the longitudinal

and lateral slip

Fx,y = Dsin(Catan(Bα −E(Bα − atan(Bα))))

αx, j =−(1vx, j −Raq̇ j)/(max{1vx, j,Raq̇ j})

αy, j =−κqi − arctan

(

1vy, j

1vx, j

)

, j = {6,11,15,19}

where i = {3,8} for the right and left front wheels and κ is zero for the rear wheels.

The total torques acting on the driven wheels consist of the active actuator torques

and the passive longitudinal wheel forces

τ j = τa j −RaFx, j, j = {14,18}. (39)
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6 Low level decentralized control system based on re-
alistic vehicle model

6.1 Reference signals

Reference signals for vehicles can be derived from the acceleration pedal and the

steering wheel changes, respectively. It will be assumed that they are variables for

the desired longitudinal velocity and the derivative of the steering angle (whose in-

tegral is the steering angle). However, for control purposes in many cases a strategy

has to be elaborated to find their time derivatives, i.e. the reference acceleration

and the steering angle acceleration. Of course, if the reference signals and their

derivatives are designed analytically, then this step can be omitted.

Denote with ẋref any variable to be differentiated further by the time and assume

an approximating linear model for the output ẋ in the form of Gẋ,u(s) =
1

s(1+sτ) . A

fictitious feedback system can be designed with PI controller Gu,e(s) = kp+
ki
s

, error

signal e = ẋref − ẋ and open loop Go(s) = (kps+ki)
1

s2(1+sτ)
and closed loop transfer

function

Gẋ,ẋref
(s) =

G0(s)

1+G0(s)
=

kps+ ki

τs3 + s2 + kps+ ki

. (40)

Then the derivative ẍref can be approximated by the output of the controller of this

fictitious closed loop system, e.g.

ẍref ≈
kps2 + kis

τs3 + s2 + kps+ ki

. (41)

Notice, that τ is responsible for the precision of the approximation. Based on

the different forms of the root locus, for high speed approximations τ = 0.005sec,

ki/kp = 0.25 and kp = 100 were chosen for the applications.

This method was applied for finding both v̇ref and δ̈ref.

6.2 Active suspension control

The vertical movement for passive suspensions can be taken into account as an

elasticity model of

τe j = k j(q j −q j0)+Foffs, j +d jq̇ j, j = {2,7,12,16} (42)

with stiffness k j and damping d j. The displacement of the suspensions is also influ-

enced by the initial offset Foffs, j.

An important problem is the determination of the resulting total mass and center

of gravity from the first moments of the chassis and the four wheel branches in

steady state. Using their values and (37)-(38) the load forces can be determined.
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Then from them and the stiffness values of the suspension the vertical movements

of the translational joints q j0 and their average value q0,avg can be determined. The

prescribed height of K1 above the road surface was chosen as z0 =Ra+q0,avg and the

offsets Foffs, j were computed to it. The passive suspension forces can be computed

from them by (42).

Beside the passive suspension PID type active suspension was applied according to

τ j = KP(z0 −Ra −q j)−KDq̇ j +KI

∫

(z0 −Ra −q j)dt,

KP = 100000, KD = 10000, KI = 300000.

6.3 Speed control

For each actively driven wheel yields component-wise τ = θ q̈ where θ denotes the

resulting inertia moment of the axis. The usual choice is q̇v,ref = vref/Ra. Hence, the

PID control law

τ := θ [ki,v(qv,ref −q)+ kp,v(q̇v,ref − q̇)+ q̈v,ref] (43)

can be suggested, from which with e := qv,ref−q follows the error differential equa-

tion and from it the characteristic equation

ë+ kp,vė+ ki,ve = 0 ⇒ s2 + kp,vs+ ki,v = 0. (44)

With the choice of (1+ sT )2 = 0, it follows that kp,v =
2
T

and ki,v =
1

T 2 are satisfac-

tory for the closed loop stability.

6.4 Steering control

For active steering a similar concept was chosen as for speed control, however now

q̇D,ref = δ̇w,ref and its integral and derivative are qD,ref and q̈D,ref, respectively. The

PID control law and controller parameters were chosen similarly to active speed

control.

7 Simulation results of high level control of UGV for-
mations

Efficiency of the robust and high-speed low level control system is presented in an-

other paper [17]. Hence, only the high level control of UGV formations is discussed

here. The high level system produces reference signals for the low level system in

form of acceleration (α) and steering angle (δw) for each vehicle of the formation.

In the sequel simulation results will be presented using MATLAB/Simulink.
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Structure of the hierarchical control system using multi-body interpretation

7.1 Software system

A software system was elaborated for the investigation of formation control of

unmanned ground and marine vehicles using a broad field of methods [18]. The

method based on potential function can be applied for UGVs and UMVs.

Synchronized path following was implemented only for surface ships in formation

because this method is based on the dynamic model in strictly feedback form which

is not valid for UGVs.

Formation control based on multi-body implementation was elaborated both for full-

actuated ships and underactuated car-like vehicles. The methods allow the investi-

gation of different types of formations, amongst horizontal, vertical, V-shaped and

circular ones. The formation can be dynamically changed during the experiment.

The software has a graphical user interface in which the control method, the number

of vehicles, their groups, the initial positions/orientations and the parameters of the

paths, vehicles and controllers can be easily formulated. After the simulation all the

states, control and other signals can be drawn and the motion of the formation is

presented in animation.

From the simulation results we present here only the formation control of UGVs

based on multi-body method in varying formations. For the constraints manifold

kdi = kpi = 150 was chosen. The structure of the control system based on multi-

body interpretation is shown in Fig. 3.

7.2 Sine-shaped paths

The master vehicle has index 1 and its orientation is ψr = arctan2(Aω cos(ωt),1),
where A is the magnitude and ω is the angular velocity of the master’s path. In

the experiments heavy-duty cars are used therefore A = 100m, ω = 0.02rad/sec and

D = 12.5m are assumed.

In horizontal formation the reference path of the i-th vehicle is sin-shaped according

to
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Realized motion of UGVs along sin-shaped path in varying formations

(

xi(t)
yi(t)

)

=

(

t +di cos(ψr)
Asin(ωt)+di sin(ψr)

)

where di = (−1)i−1 ⌊i/2⌋D is the distance from the master and D is the relative

distance between the vehicles. Vehicles having odd index are before the master, the

others are behind the master. The formation is tangential to the master’s path.

Vertical formation is orthogonal to the tangent of the master’s path. Vehicles having

odd index are to the right from the master, while vehicles having even index are to

the left from the master. The path is

(

xi(t)
yi(t)

)

=

(

t +di sin(ψr)
Asin(ωt)−di cos(ψr)

)

where di is as for horizontal formation.

V-shaped formation has path

(

xi(t)
yi(t)

)

=















(

t −di sin(π/4−ψr)
Asin(ωt)−di cos(π/4−ψr)

)

i = 2k+1
(

t −di cos(π/4−ψr)
Asin(ωt)+di sin(π/4−ψr)

)

i = 2k

where di = ⌊i/2⌋D is the distance between master and follower. The wing angle of

the V-shape is π/4 relative to the tangent of the master’s path. Vehicles having odd

index are to the right from the master, the others are to the left.

Simulation results for three UGVs along sin-formed paths in varying V-shaped, hor-

izontal and vertical formations are shown as follows. Fig. 4 presents the realized

paths for the varying formations using multi-body approach. Snap-shot of the con-

trol signals along sin-formed paths are shown in Fig. 5. The snap-shot of the side

slip angles along sin-formed paths can be seen in Fig. 6 illustrating that β is small

except transients belonging to larger curvatures.
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Snap-shot of the control signals on V-shaped section along sin-formed path

t [s]

0 20 40 60 80 100 120 140

r
a
d

-0.15

-0.1

-0.05

0

0.05

vehicle 1

vehicle 2

vehicle 3

Figure 6

Snap-shot of the side-slip angles on V-shaped section along sin-formed path
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7.3 Circular paths

The master vehicle has index 1 and A and ω are as for the sin-formed path, however

the orientation is ψr = mod(ωt +π/2, 2π/ω).
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Figure 7

Realized motion of UGVs along circular paths in varying formations

In horizontal formation the circular path is defined by
(

xi(t)
yi(t)

)

=

(

Acos(ωt)+di cos(ψr)
Asin(ωt)+di sin(ψr)

)

where di = (−1)i−1 ⌊i/2⌋D and D is the relative distance between the vehicles. The

formation is tangential to the master’s path. Vehicles having odd index are before

the master, the others are behind the master.

In vertical formation
(

xi(t)
yi(t)

)

=

(

Acos(ωt)+di sin(ψr)
Asin(ωt)−di cos(ψr)

)

where di = (−1)i−1 ⌊i/2⌋D. The formation is orthogonal to the master’s path. Ve-

hicles having odd index are to the right from the master, the others are to the left.

In V-shaped formation the wing angle of the V-shape is π/4 relative to the tangent

of the master’s path. Vehicles having odd index are to the right from the master, the

others are to the left. The position is defined by

(

xi(t)
yi(t)

)

=















(

Acos(ωt)−di sin(π/4−ψr)
Asin(ωt)−di cos(π/4−ψr)

)

i = 2k+1
(

Acos(ωt)−di cos(π/4−ψr)
Asin(ωt)+di sin(π/4−ψr)

)

i = 2k
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Snap-shot of the control signals on V-shaped section along circular path
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Snap-shot of the side-slip angles on V-shaped section along circular path

where di = ⌊i/2⌋D is the distance between master and follower.

Simulation results for three UGVs along circular paths in varying V-shaped, hori-

zontal and vertical formations are shown as follows. Fig. 7 presents the realized

paths for the varying formations using multi-body approach. Snap-shot of the con-

trol signals along circular paths are shown in Fig. 8. The snap-shot of the side slip

angles along circular paths can be seen in Fig. 9 illustrating that β is small except

transients belonging to larger curvatures.

8 Conclusions

A hierarchical control system has been elaborated for the formation control of UGVs

moving in horizontal plane. The control system consists of the high level centralized

formation control of the UGVs and the low level decentralized PID type suspension,
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speed and steering control of the different vehicles. Both problems were discussed

in multi-body assumptions.

The formation control method, developed originally for fully-actuated ships, was

generalized for underactuated car-like vehicles. Multi-body theory at this level used

the result of Lanczos and the method of Lagrange multipliers. Formation specifi-

cations were formulated as constraints containing position, orientation and distance

prescriptions. In order to simplify the design and implementation on formation

level, approximate single track dynamic model was assumed for each vehicle.

At low level a more realistic two track dynamic model is used in the form of a multi-

body system in tree structure. This realistic nonlinear model is obtained by using

Appell’s method, Pacejka’s magic formula for tyre-road connections and kinematic

constraints expressing the nullity of vertical accelerations of the contact points. The

interface between the higher and lower control levels is presented in the form of

acceleration and steering angle prescriptions (output of high level). At low level the

decentralized control system of each vehicle converts the specifications in smooth

reference signals and performs the desired motion.

Simulation results of the high level control of UGV formations were presented for

sine-shaped and circular paths. The Simulation results demonstrate the applicability

of the multi-body approach for car-like UGVs.

Detailed simulation results for low level vehicle control based on PID type suspen-

sion, speed and steering controllers can be found in another paper [17].

Further researches are in progress to check the method under real-time conditions

and state estimation based on the fusion of GPS and IMU. Further directions may

be the elaboration of real-time multi-body approach for unmanned indoor quadrotor

helicopters.
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Abstract: Autonomous Underwater Vehicle (AUV) response robots are special 

multipurpose devices, capable of moving and performing various tasks in water, 

autonomously, or with human teleoperation. Capability assessment of such devices is hard 

and complex work. This paper describes our work in AUV Response Robot testing from two 

aspects: First, additional testing methods are proposed for AUV capability assessment and 

second, we describe, in detail, how an AUV can be enhanced to pass the existing 

underwater response robot tests, defined by National Institute of Standards and Technology 

(NIST). In the first part of the paper, a short overview of the existing AUV testing methods 

is given, followed by our proposed, new test scenarios. The second part covers a general 

overview about our system design and development, which enabled the custom, enhanced 

AUV to pass the test scenarios. 

Keywords: autonomous underwater vehicles (AUV); response robotics; AUV testing; 

underwater manipulation; underwater teleoperation 

1 Introduction 

The field of Autonomous Robotics Research has increased tremendously, in 
popularity, over the last decade, for air, land and sea applications. Emergency 
response, Autonomous Underwater Vehicles (AUVs), can be equipped with a vast 
number of sensors and actuators, to be used for a broad range of applications. 
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Civilian and military use cases include, underwater mapping, structural inspection 
of power plants, localization of leaking underwater pipes or finding missing 
people after an accident. For these tasks, underwater navigation is essential. In 
most cases, CCD cameras are employed in the visual domain as sensors. 
Nevertheless, underwater conditions make it difficult to use normal camera 
systems with RGB color space for object detection. Additional problems arise 
from disturbances originated from the external environment, such as underwater 
lighting, reflection and ray scattering, high pressure and last, but not least, high 
conductivity of liquids [1]. 

1.1 Motivation 

The motivation behind the research is twofold. First, there is the social drive: our 
research is mainly inspired by the need to remedy the consequences of industrial 
accidents (e.g., the Fukushima Daiichi accident in 2011). It is often required that 
underwater robots survey the scene, collect environmental data and to identify 
critical hazards. Such scenarios require complex task execution, realized through 
autonomous functions or by the means of teleoperation. Second, our team had a 
basic research interest in how to build up underwater response robots, working in 
a hazardous environment and how such robots are able to solve autonomously and 
effectively, complex tasks. 

2 Standardization and Testing 

The National Institute of Standards and Technology (NIST) has a strong 
reputation in standardization and testing in various domains. NIST also deals with 
complex cases, such as the evaluation of robotic platforms dedicated to search and 
hazmat operations. NIST’s Robotics Test Facility ‒ Building 207 ‒ at the 
Gaithersburg campus, hosts a large number of robot test systems and artifacts (aka 
“props”), which are designed to be abstract representations of the targeted 
environments and tasks. The main mission of the facility is to foster the 
manufacturing and the deployment of advanced robotic systems through the 
development of performance testing methods (benchmarks), measurement 
capabilities and standards. Their work includes the assessment of joined sensors, 
intelligent behaviors, open-architecture controllers and high-fidelity simulation 
tools, summarized in the DHS NIST ASTM Robot Test Methods [2, 3]. 

The performance evaluation of mobile response robots has the following areas: 

 Collaboration 

 Autonomy 

 Mapping and Planning 
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 Knowledge Representation 

 Sensory Perception 

 Human-Robot Interaction 

 Locomotion. 

Intelligent response robots utilize a variety of sensors that include actuators, 
navigation and driving systems and communication systems. Just like any other 
typical robot, there is a need for mission-specific devices/packages controlled by 
an intelligent controller/ remote teleoperation. 

For underwater response robots, autonomy is a common requirement. The 
survivability of the robot in an ever-changing, harsh environment depends on 
accurate situational and environmental awareness, based on reliable sensor data 
acquisition, data fusion, data evaluation and behavior generation (decision 
support). 

Our proposed addition to the existing testing methods focuses on the temporal 
variability of the environment. In most cases, the robots are tested only for static 
scenarios. Such tests can hardly grasp how a response robot is able to 
accommodate to a new, suddenly changing environmental condition. Static terrain 
mapping can be misleading, if the environment is changing over time drastically 
(e.g., when a building fire spreads out, parts of a building collapse, or a boat is 
sinking). 

2.1 Proposed Additional Response Robot Testing Parameter 

Groups 

Our proposed two parameter groups, to assess the adaptability to the dynamically 
changing environment (temporal awareness) of a robot are the following: 

 Temporal resolution (sensing/sampling frequency)  
In many scenarios, the sampling frequency is an important factor. A good 
and simple example here is the real-time image acquisition, where fast 
moving objects are hardly recognizable if the frame rate is not high 
enough. 

 Information aging speed  

In a rapidly changing environment, the acquired data for data fusion, data 
evaluation and decision support can become outdated within a short time. 
Old and inaccurate data cause wrong situational (environment, location, 
etc.) awareness, and can introduce less effective behaviors than just using 
pure blind guessing. 
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3 Underwater Response Robot Testing Methods 

The test framework set up by NIST for unmanned underwater robots consists of 
various tasks [4]. In this paper, we are focusing on five selected domains from the 
aforementioned set: 

1) Inspection/Station Keeping 

2) Rope Cutting 

3) Hooking 

4) Soft Grab 

5) Closing a valve 

To accomplish these tasks, the manoeuvrability of a robot under trial should be 
precise and fine-tuned. Furthermore, smooth process controllers are needed for 
accurate positioning and depth tracking. The following examples are taken from 
tasks captured by a camera of an AUV during a NIST test execution. 

3.1 Inspection/Station Keeping 

This test measures the position keeping and the inspection capability of an AUV. 
During the task execution, there are various disruptive conditions, such as, 
turbidity or current. In order to compensate for these disturbances, typically, an 
underwater camera is installed on the robot. The objective of this task is to inspect 
cylinders on an underwater wall, and count the number of black lines placed in 
them. This translates into the thorough inspection of underwater areas. The precise 
position control is needed to solve this NIST task, because the cylinders are small, 
and the lines are only visible from a certain angle, thus better station-keeping 
capability is a major advantage. Fig. 1a shows the arrangement of the actual 
cylinders during a test round with an AUV. 

3.2 Rope Cutting 

In the second test case, the robots should clear an area enclosed by ropes. This 
method measures the cutting and targeting capability of the robot using different 
materials. The ropes are placed in different orientations. To solve this task, a 
cutting tool needs to be installed on the AUV. It has to be stable and sharp enough 
to cut through the thick, wet ropes. Fig. 1b shows an example structure of the 
ropes. 
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Figure 1 a-b 

Examples of the NIST underwater response robot capability tests 

a) The structure of the cylinders to be approached and explores 

b) Rope structure to be cut by an AUV 

3.3 Hooking 

In the third test, the AUV should deploy a carabineer to the selected object, which 
is one of the loops placed in different directions. The complete object consists of 5 
U-bolts, arranged in different orientations, thus the orientation of the carabineer is 
very important. Fig. 2a shows the structure of the carabineer holder. 

3.4 Soft Grab 

The fourth test is similar to the third; however, in this case, the robot should 
deploy an alligator clip on a soft target. The difficulty in this task is that the target 
keeps moving, driven by the currents and other conditions, therefore the AUV 
control methods must be much more sophisticated. Furthermore, precise 
positioning of the clip is required. Fig. 2b shows the soft target and the clip. 

   

Figure 2 a-b 

a) AUV test case 3, the structure of the carabineer holder  

b) The fabric strap and the clip 
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3.5 Closing a Valve 

The fifth task is about closing and opening a valve as presented in Fig. 3. The 
object is set up in a rotatable way, and the AUV has to rotate the tap of the valve 
90° to the left and then to the right. To achieve this task, precise control of the 
robot is indispensable, because the AUV should maneuver up/down, left/right and 
forward/backward along a curved path. 

 

Figure 3 

The mock of an underwater valve to be closed by an AUV 

4 Available Hardware and Software Components 

As a solid AUV platform to pass the NIST tests with, we employed a Sparus II 
lightweight hovering vehicle with mission-specific payload area and efficient 
hydrodynamics for long autonomy in shallow water (200 meters). The Sparus was 
originally developed at the University of Girona [5]. The AUV is torpedo-shaped, 
and has a built-in computer with an Intel Core i7 processor, 4 GB RAM, a 250 GB 
SSD, and is equipped with a 1.5 kWh battery (providing up to 8 hours 
autonomous navigation1. The Sparus II is shown in Fig. 4. It has 3 motors for 
underwater locomotion: one motor is for depth control and two are for 
maneuvering. On the software side, the system is based on the Robot Operating 
System (ROS), and has an additional software package named COLA2, which 
enables the hardware to use the integrated complex sensor and actuator systems. 
We have used this basic package and created our own software packages, for 
autonomous navigation and teleoperation. The Sparus is a very capable platform 
for developing an advanced AUV. 

                                                           
1  cirs.udg.edu/auvs-technology/auvs/sparus-ii-auv/ 
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Figure 4 

The Sparus II AUV platform developed at the University of Girona 

(Photo credit: University of Girona) 
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5 Extensions to the AUV Platform 

We designed two special hardware components to complete the NIST tests. The 
first is a waterproof cover for the CCD camera. It is indispensable for performing 
teleoperation tasks with the robot and the mobile manipulator later equipped on 
the Sparus. The other components were two waterproof covers for the servos, 
enabling us to build an underwater mobile 2+1 Degree of Freedom (DoF) 
manipulator for task execution. 

5.1 Waterproof Camera Cover 

We used a Microsoft LifeCam Cinema HD USB web camera (Fig. 5) to provide 
high quality real-time video streaming. The first step was making a waterproof 
cover for the web camera. The biggest challenge was presented by the external 
pressure, as the comparable water pressure is about 2 bars (200 kPa) at 10 meters 
below the surface. This means 2 kg weight on every 1 cm2. The other difficulty 
was the corrosive effect of the sea water, when we used plastic materials 
(Plexiglas, thermosetting plastic) to manufacture the cover. 

Figure 5 

Microsoft LifeCam Cinema HD USB web camera 

5.2 Waterproof Servo Cover 

To create a mobile manipulator, we employed model RC servos, like the ones 
used in model boats and cars. These servos are not waterproof, therefore, we 
designed a custom cover for each of them. The case is compatible with all of the 
standard sized servos that can be found in commercial distribution. We built a 
2+1 DoF robot manipulator with simple kinematics (Fig. 6) from these servos, 
where each DoF is providing an orientation, while another 3 DoF were derived 
from the AUV’s ability for positioning. 
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Figure 6 

Kinematic structure of the underwater arm designed for the AUV 

6 Hardware Implementation 

6.1 Design and Manufacturing of the Waterproof Camera 

Cover 

The components of the cover were designed using the SolidWorks modeling 
software. Fig. 7 shows the exploded 3D CAD model of the cover. 

 

Figure 7 

3D CAD model of the waterproof camera cover for the AUV 

The base of the cover was made of thermosetting plastic using a lathe. In the front, 
there is a lid, made of water-clean Plexiglas, and the hermetic seal is provided by 
an O-ring. The lid is secured by eight M3 screws, and the outlet of the USB cable 
is insulated with epoxy glue and silicone rubber. Fig. 8 shows the cover with an 
installed camera. 
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Figure 8 

The AUV camera fit into its waterproof cover 

6.2 CAD/CAM of the Waterproof Servo Cover 

The servo cover was also designed in SolidWorks. This cover is composed of two 
parts: the top contains two ball bearings for holding the drive axle stable. The 
hermetic seal is provided by a lip seal. The drive axle and the axle of the servo are 
connected by coupling. In the bottom part, there is an outlet for a cable. It is also 
insulated by epoxy glue and silicone rubber. Fig. 9 shows the 3D CAD model of 
the cover. 

 

 

 

 

 

 

 

Figure 9 

3D CAD model of the waterproof servo cover 
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7 Software for Teleoperation 

The implemented teleoperation solution in the AUV is a ROS node that 
communicates in two directions (Fig. 10). On the one hand, it reads values from 
the “/joy” topic of the COLA2 framework in every 50 ms. The values are the 
states of the buttons of the integrated Xbox 360 controller. The left and right 
triggers and arms are used on the controller, thus the values of these control events 
are sent to the thrusters and the Arduino Mega microcontroller. 

 

Figure 10 

Teleoperation ROS node architecture for the AUV 

With the vertical movements of the triggers and arms, the AUV is directly 
controlled. The game controller posts into the “/joy” COLA2 topic a value 
between -1 and 1 every time when some status change occurs. Fortunately, the 
thrusters of the AUV can be operated by values between the same intervals, so it is 
not justified to map the value between other intervals. These values can be 
forwarded directly to the “/cola2_control/thrusters_data” ROS topic, where the 
control of the thrusters is solved. Because of the noisy signals of the Xbox 360 
controller, the values of the arms and triggers between 0 and 0.3 are considered 
as 0. A forwarded 1 means that the thruster should work with 100% performance, 
-1 is the opposite, -0.3–0.3 means that the thruster is stopped. This operates on a 
similar principle in the case of the servos. The vertical movement of the left 
trigger, of the joystick, results in the AUV moving forward or backward. On the 
other hand, the right trigger of the joystick results in the device turning left or 
right. If the operator wants to turn left or right, the value of the left and right 
trigger will be sent to the “/cola2_control/thrusters” data. The left thruster will 
receive the value, while the right thruster will receive the value with the opposite 
sign. The maximum performance output of the thrusters is not enabled, and 
automatically degraded to a safe performance output value by the software. 
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8 Underwater Manipulation 

This low-cost underwater manipulator, with three DoF, required additional 
software and hardware components for the AUV to work. An Arduino Mega 2650 
microcontroller was used for direct control, and a Xbox 360 game controller 
enables the human operator to drive the manipulator indirectly. The ROS 
connected both control units. During teleoperation, the game controller was re-
mapped to enable the smooth 2 DoF movements, of the manipulator. The left arm 
of the game controller defined the vertical movements. (This first servo is attached 
to the AUV). The right arm of the game controller defines the movement of the 
second servo attached to the first one. After some tests, it was deduced that the 
arms of the Xbox 360 game controller returns a value between -1 and 1, so if the 
program is able to read this value every 50 ms, it could move a servo up to 20 
degrees per minute. This simple solution was robust enough to be used for servo 
control. According to our tests with a polling rate of 20 per second, a smooth 
underwater manipulation with sufficient precision is realized. 

9 Tests 

Some tests have been carried out after the realization of the waterproof cases. The 
first test environment was a pressure chamber with 10 bars, where all tests were 
successful. After this, we attached it to the AUV at a temporary location. For 
different kind of tests, a pool was set up outside the lab, filled with fresh water. It 
had the dimensions of 4 x 2 x 2 meters (L x W x H). The tools created by the team 
were left in the pool with the AUV to decide how well they could stand up against 
the water. The next test environment was also a pool. It was set up in the 
euRathlon 2015 competition (http://eurathlon.eu/) for test purposes, yet filled up 
with sea water. One of our camera cases was slightly damaged by the salty water, 
but destroyed, during the competition, so we continued the NIST tests. The last 
test environment was the euRathlon 2015 competition (S1 and S2 session) where 
we had to use our device in five meters of depth, performing some of the NIST 
tests. 

10 Lessons Learned 

The outdoor euRathlon 2015 competition and the NIST trials were the ultimate 
testing environments for our AUV. Both the developers and the response robot 
had to cope with the real-world scenario. It was a physical challenge that brought 
both human and machine to their limits. The very first problem was the difference 
between the software based simulation environment and reality was that we were 
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able to realize during the firsts tests in the Lupa lake in Hungary, where a lot of 
time was spent balancing the AUV. Without proper balance, autonomous 
navigation algorithms and teleoperation solutions cannot work properly. Another 
serious problem was the inappropriate choice of materials of some of the 3D 
printed components. Certain kinds of materials can be damaged by the sea water 
and the team did experience this during the trials in fresh water. The first 3D 
models were printed with PLA instead of ABS, and salt water has an effective 
degenerative effect on PLA. Furthermore, it was easy to integrate the Xbox 360 
joystick into the AUV system, but it was very difficult to achieve a smooth control 
of the thrusters with teleoperation, which was definitely needed for the NIST tests. 

There was a special failure of the system that we realized during the tests. Every 
time we wanted to control the thrusters at a high RPM, the USB web camera was 
detached by the operation system that runs on the AUV, so the camera was not 
able to support our solutions and the system. The problem turned out to be the 
high pulse generated by the thrusters, the metal body of the AUV, and the 
inadequate insulation of the cables. Once the cables were properly insulated, this 
failure disappeared instantly. 

Conclusions 

This paper describes our work in AUV response robot testing, from two aspects: 
we proposed additional testing methods for AUV capability assessment. Here, two 
parameter groups were identified to assess the adaptability to a dynamically 
changing environment (temporal awareness) of the robots. These are the temporal 
resolution (sensing/sampling frequency) and Information aging speed. Further, we 
detailed how a Sparus II platform based AUV can be enhanced to pass the existing 
underwater response robot tests defined by National Institute of Standards and 
Technology (NIST).We developed software and hardware components to extend 
the capabilities of the AUV platform: the additional software components were 
indispensable for precise navigation, position holding and teleoperation. Beyond 
this, we integrated an Xbox 360 game controller, a self-made waterproof 
manipulator arm and camera. The sensor provided the required visual data for 
teleoperation, the game controller and the actuator enabled the smooth operation 
and control of the manipulator joints. The outdoor euRathlon 2015 competition 
and the NIST tests were the real field trials in a physical environment for our 
AUV system. The project provided us with massive opportunities to find and 
successfully resolve major, “real-world” engineering challenges. 
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Abstract: In this study we introduce different novel interpretations in the case of Linear

Parameter Varying (LPV) methodology, which are directly usable in modeling and control

design in diabetes research. These novel interpretations are based on the parameter vectors

of the LPV parameter space. The theoretical solutions are demonstrated on a simple, known

Type 1 Diabetes Model used in intensive care.

Keywords: Diabetes, LPV model, Affine LPV, qLPV

1 Introduction

We would like to dedicate this paper in honor of Prof. Antal Bejczy’s life achieve-

ments who was a pioneer of space robotics. Prof. Bejczy provided continuous

inspiration for us through his world leading work on the field of control and au-

tomation.

Modeling and control is extremely important in the research of Diabetes Mellitus

(DM) [1]. In the light of the fact that no cure exists for the disease, the avail-

able treatment for those, who suffer from insulin dependent diabetes (Type 1 DM

(T1DM), Double DM (DDM), etc.), the only chance in order to stay alive and/or

maintain their condition, is the treatment with externally injected insulin hormone.

The regular treatment is manual insulin administration by pre-calculated amounts

of insulin. It depends on the assumed carbohydrate intake of the patient. More

sophisticated solution is the Artificial Pancreas (AP) concept, in which the insulin

injections are made by an insulin pump device with rapid acting insulin based on

control algorithms and Continuous Glucose Monitoring (CGM). In recent years sev-

eral advanced control solutions have appeared in literature, which may successfully

deal with DM control. There were attempts with the fusion of modern and classical

control theory, like switching Proportional-Integral-Derivative (PID) control [2, 3],

with modern control theory, for example Model Predictive Control (MPC) [4, 5],
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or Soft Computing-based Control (SCC) [6, 7]. Moreover, Robust Control (RC)

theory also were considered by researches [8–10] in this scientific discipline. In or-

der to test and preliminarily validate the developed algorithms in silico models can

be used. The role of these mathematical models - so called patient models -, is to

simulate the glucose-insulin household of a real patient as realistically as possible.

Moreover, with different additional sub-models (like digestion, absorption, physical

activity, sensor, noise, etc. models), highly sophisticated in silico models can be

realized. Generally, one can consider large scale (macro size) models of biological

processes that are relatively slowly changing [11] in time. In case of such processes

Gain Scheduling Theorem (GST) can be used for modeling and control purposes.

From modeling point of view, one of the most powerful tools of GST is the Lin-

ear Parameter Varying (LPV) method. LPV approaches are useful tools in control

design for biological processes since their nonlinearities complicated by time delay

effects. LPV techniques are frequently used in RC [12]. In order to describe a sys-

tem with uncertainty, linear fractional transformation (LFT) can be used. In such

cases, LPV system becomes derivable from LFT, since the nominal system depends

on the uncertainties. Intuitively, this dependency can be described with function re-

lations. Moreover, this kind of dependencies can be produced if the elements which

cause the nonlinearity are getting out from the nonlinear system. In this way, a linear

system is obtained which will be the function of the pulled components. Regularly,

the selected elements on which the system depends are called scheduling parame-

ters [13]. A vector can be created from them, which is called scheduling parameter

vector, or shortly, parameter vector (ρ ∈ R
k).

In diabetes modeling uncertainty, which comes from the varying parameters, the

intra- and inter-patient variability is a crucial question. Robust control allows to

handle these uncertainties in a natural way. With LPV modeling linear RC methods

also can be used, besides that the properties of the original nonlinear model are still

valid [8,14]. Usually, in the physiological models the nonlinearities occur within the

system model and do not affect the output matrices. This is especially true in case of

diabetes modeling, since the nonlinearities are usually connected to the description

of different dynamical effects, insulin kinetics, etc. That means, that if a system

is described with its state-space (SS) representation the state matrix, A(t) will be

affected by nonlinearities. In order to hide this effect, the causing component can

be selected as scheduling parameter, in this way the nonlinearities in A(ρ(t)) can be

separated.

In this paper we are going to introduce novel interpretations and considerations

about the similarity of different diabetes models. Moreover, new quality definitions

will be derived based on the LPV parameter vector which can be used during mod-

eling and controller design.
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2 State space representations and LPV configurations

2.1 State space representations of a dynamic system

A general, nonlinear time varying (NLTV) system can be represented with the fol-

lowing functions [15–17]:

ẋ(t) = f (x(t),u(t))
y(t) = h(x(t),u(t))

(1)

where x(t) ∈ R
n is the state vector, f (x(t),u(t)) is a nonlinear state function, y(t) ∈

R
p is the output of the system and h(x(t),u(t)) is the nonlinear output function.

With reformulation this can be described in SS form:

ẋ(t) = A(t)x(t)+B(t)u(t)
y(t) =C(t)x(t)+D(t)u(t)

(2)

where A(t) ∈R
n×n is the state matrix, B(t) ∈R

n×m is the input matrix, C(t) ∈R
p×n

is the output matrix and D(t) ∈R
p×m is the feed-forward matrix. The state matrices

in (2) can be united into a single system matrix:

S(t) =

(

A(t) B(t)
C(t) D(t)

)

(3)

where S(t) ∈ R
(n+p)×(n+m). Thereby (2) in simpler form via (3):

(

ẋ(t)
y(t)

)

= S(t)

(

x(t)
u(t)

)

. (4)

If the state matrices do not depend on time, Linear Time Invariant (LTI) system

occurs, described with the following SS equation:

ẋ(t) = Ax(t)+Bu(t)
y(t) =Cx(t)+Du(t)

(5)

and can be written in the previous compact form (4), however, here S does not

depend on time:

(

ẋ(t)
y(t)

)

= S

(

x(t)
u(t)

)

. (6)

Basically, with GST an LTV system can be described with infinite number of LTI

systems in continuous time domain and particular number of LTI systems in dis-

crete time domain, if only the elements of the state matrices vary over time, but the

structure of the SS representation is invariant. That means, the LTV systems run

through a ”trajectory” during operation over time - where the trajectory consists of

infinite number of LTI systems. Fixing the elements of the SS representation of a

LTV system at a given moment means that the LTV system is simplified to a LTI

structure. For example, S(t) exactly at 10 min will be equal to S(t10) = S10.
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2.2 LPV description and configurations

The literature distinguishes between the models according to the fact whether the

selected scheduling variables are not state variables (LPV) or they are state variables

also selected as scheduling parameters (quasi-LPV, qLPV). Nevertheless, there is

no difference between them from notation point of view. However, the eligible

interpretation of the cases is important to be noticed. In the sequel we introduce the

general form of LPV systems. Assume that the parameter vector is designated with

ρ(t). In such a case the usual notation for an LPV model is:

ẋ(t) = A(ρ(t))x(t)+B(ρ(t))u(t)
y(t) =C(ρ(t))x(t)+D(ρ(t))u(t)

. (7)

Unification can be made similarly as in (3) and from (7):

S(ρ(t)) =

(

A(ρ(t)) B(ρ(t))
C(ρ(t)) D(ρ(t))

)

. (8)

The compact form of general LPV system from (7) becomes:

(

ẋ(t)
y(t)

)

= S(ρ(t))

(

x(t)
u(t)

)

. (9)

The classical approaches that use LPV form in modeling apply affine and polytopic

LPV system models [13, 16, 17]. However, in the recent years a soft-computing

based LPV modeling issue arose the TP transformation-based LPV modeling pos-

sibility [18, 19]. Because our quality interpretation can be used beside affine and

polytopic configurations, as well, we shortly described them below.

2.2.1 Affine LPV configuration

In this type, the LPV systems are the affine function of the parameter vector. If

the system is given with its SS representation, then it consists on two main parts: a

permanent, which is independent from the parameter vector and a varying, where

the dependency occurs.

A(ρ(t)) = A0 +
k

∑
i=1

ρi(t)Ai

B(ρ(t)) = B0 +
k

∑
i=1

ρi(t)Bi

C(ρ(t)) =C0 +
k

∑
i=1

ρi(t)Ci

D(ρ(t)) = D0 +
k

∑
i=1

ρi(t)Di

. (10)

The permanent matrices are the A0,B0,C0,D0, which represents the independent

parts from the parameter vector. The permanent and varying parts can be written in
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short form similarly as (3):

S(ρ(t)) =











A0 +
k

∑
i=1

ρi(t) ·Ai B0 +
k

∑
i=1

ρi(t) ·Bi

C0 +
k

∑
i=1

ρi(t) ·Ci D0 +
k

∑
i=1

ρi(t) ·Di











(11)

and in this way the complex system matrix can be simplified as:

S(ρ(t)) = S0 +
k

∑
i=1

ρi(t) ·Si . (12)

The affine LPV system can be written in compact form similarly as (9).

2.2.2 Border of validity in case of affine LPV models

The elements of the parameter vector ρ forming the so-called Parameter Space (PS)

which is an abstract, arbitrary mathematical space. The dimension of it is equal to

the number of the selected scheduling variable.

Assume that the dimension is equal to k in general case, ρ ∈ R
k. The values of the

parameter vector ρ are varying over time, however, this varying is inside a particular

range determined by the minimum and maximum value of the given variable. This

validity range covers the meaningful parameter range based on physiological or

physical processes (e.g. positive masses). This attitude determines the ”Parameter

Box” (PB), which is a particular region in the PS. The affine LPV models keep their

validity only in this range (inside the PB) during operation. This configuration is

very advantageous from control engineering points of view, since

• The PB represents the workspace where the LTV system can be found during

operation and each of the points also can represent an LTI system at a given

moment;

• The control design tasks may be easier, because these regions are usually

small;

• In case of RC, the borders of the PB can be the borders of parameter uncer-

tainties;

• With affine LPV representation, nonlinearities can be hidden. Moreover, a

given time stamp represents an LTI system, which can be selected as ”oper-

ating system”, if its properties are appropriate from control design point of

view.

In Fig.1(a). we highlighted a 3D PS, where the ρ ∈R
3 and the values of the schedul-

ing parameter are varying among the range which is determined by the minimum

and maximum values of the parameters. Mathematically, this can be reached, if the

parameter vector is:

ρ(t) =





ρ1(t)
ρ2(t)
ρ3(t)



=





[ρ−
1 ..ρ+

1 ]
[ρ−

2 ..ρ+
2 ]

[ρ−
3 ..ρ+

3 ]



 . (13)
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2.2.3 Polytopic LPV configuration

Affine LPV configuration means a natural way to describe or highlight different

properties of a system, however, usually not directly used in controller design [20].

Nevertheless, the polytopic LPV configuration, which is directly derivable from

affine configuration (and gives a basis for the TP-transformation based design, as

well) is directly usable in such design methods. Practically, the polytopic LPV

theory is based on the barycentric theorem of Möbius, describing the position of

a point in a triangle with using the vertices of the triangle as reference points [21,

22]. Further, Warren and his colleagues have proved the possibility that in case of

arbitrary convex sets it is also true that with using the vertices of a convex set as

reference points the position of an arbitrary internal point can be described. This is

the key property which can be used in control engineering approaches [16].

As the affine LPV system is only operating inside the parameter box, the vertices

of the parameter box can be used as reference points to describe each system that

can occur during operation, namely, each such internal system will be the convex

combination of the vertices of the polytope, if the convexity criteria is satisfied. In

the case of a control system, the convexity depends on the following considerations.

An internal system S can be described with polytopic coordinates αi, if the system

representation belonging to αi, i.e. Si satisfy the following restrictions:

• The polytopic coordinates should be non-negative real values, αi ≥ 0;

• The sum of the polytopic coordinates should be equal to one,

q

∑
i=1

αi = 1;

• The internal system is the convex combination of the vertices of the polytope,

S =
q

∑
i=1

αiSi.

or shortly [15]:

{

S =
q

∑
i=1

αiSi : αi ≥ 0,
q

∑
i=1

αi = 1

}

. (14)

Normally, when q > k we have a redundant representation that generally allows the

satisfaction of the restrictions. The barycentric coordinate function can be given in

the following way [16]:

”αi(ρ) =
ϒi(ρ)

∑i ϒi(ρ)
(15)

where ϒi is the weight function which belongs to the ith vertex for a ρ
point inside the convex polytope. The weight function can be calculated

as follows:

ϒi(ρ) =
vol(Πi)

∏ j∈ind(Πi)
(n j · (Πi −ρ))

(16)
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where vol(Πi) is the volume of the parallelepiped span by the normals

to the facets incident on vertex i, i.e., Πi, {n j} is the collection of nor-

mal vectors to the facets incident on vertex i, and ind(Si) denotes the

set of indices j such that the facet normal to n j contains the vertex Πi.

The volume of the parallelepiped can be computed as:

vol(Πi) = |det(nind)| (17)

where nind is a matrix whose rows are the vectors n j where j ∈ ind(Vi)
[16].”

Fig.1(b). shows an example whereon the aforementioned theories were taken into

account in case of 3 scheduling variables. In this case, the parameter space is 3

dimensional and it is visible that the parameter box is determined by the minimum

and maximum values of the parameter vector. Furthermore, the vertices of this box,

Si serve as reference points and αi are the convex coordinates at the same time. The

actual system inside can be calculated with the barycentric calculus, namely, the

actual system S(ρ(t)) will be the convex combination of the vertices, i.e.:

S(ρ(t)) =
8

∑
i=1

αi(ρ(t)) ·Si . (18)

Obviously, if the actual system reaches a vertex that means the convex coordinate of

the particular vertex will be equal to one, however, the others will be equal to zero.

For example, if the system reaches the vertex S1, the α1 = 1, further
8

∑
i=2

αi(ρ(t)) ·

Si = 0 and the actual system is:

S(ρ(t)) = α1(ρ(t)) ·S1 +
8

∑
i=2

αi(ρ(t)) ·Si = α1(ρ(t)) ·S1 . (19)

ρ−
2

ρ+
2

ρ−
1

ρ+
1

ρ−
3

ρ+
3

Parameter box

ρ1(t)
ρ3(t)

ρ
2
(t
)

Π1

Π2

Π3

Π4

Π5

Π6

Π7

Π8

S(ρ(t))

Polytopic space

ρ1(t)
ρ3(t)

ρ
2
(t
)

(a) (b)

Figure 1

Affine and polytopic LPV model examples in the 3D parameter space
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2.3 Specificities of LPV models in the field of diabetes research

According to the complex patient models the following general properties can be

considered:

• Inputs are not affected by nonlinearities; they have impulse attitude; mostly

consists of external insulin and glucose (or rate of appearence of glucose)

intake; do not directly affect the outputs (in state space representation this

means that the D vector contains only zero elements and it does not depend

on the parameter vector ρ);

• Output(s) are connected to the blood glucose level (or the blood glucose level

is the output itself); not affected by nonlinearities;

• Since the nonlinearities do not affect the inputs and the outputs, it is not nec-

essary to select their elements as scheduling parameters, which means that B

and C are independent from the parameter vector ρ; moreover, these usually

do not depend on time;

• The nonlinearities occur in the state matrix (A) regarding to glucose-insulin

dynamics, glucose and/or insulin absorption, effect and dynamics of insulin;

the intra- and inter-patient variabilities are represented in the elements of A

and usually these are time dependent; scheduling variables should be selected

from the elements of A in order to hide the nonlinearities and make the han-

dling of A convenient from control point of view.

From the aforementioned consideration it can be derived that the LPV-type diabetes

models have the following form which can be observed in several studies [8, 9, 14]:

ẋ(t) = A(ρ(t))x(t)+Bu(t)
y(t) =Cx(t)+Du(t)

(20)

where the system matrix S is the following:

S(ρ(t)) =

(

A(ρ(t)) B

C D

)

(21)

and the state space representation in compact form is:

(

ẋ(t)
y(t)

)

= S(ρ(t))

(

x(t)
u(t)

)

. (22)

Equation (21) shows that in this form the LPV-type diabetes models only contain

dependency from the parameter vector ρ in the state matrix A and all time dependent

components are selected as scheduling variable.
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3 Different interpretations of quality based on LPV con-
figurations

3.1 Norm-based ”difference” definition in the Parameter Space

Each dimensions of the PS correspond to an element of the parameter vector (ρ ∈
R

k). Inside this abstract space each point can be determined by the corresponding

parameter vector. Furthermore, this abstract PS is an Euclidean vector space and

vector Lp norms can be interpreted. Assume two vectors ρa, ρb ∈R
k in the PS. The

L norm based distance between the vectors can be described as follows:

‖ρa −ρb‖2 = d2 . (23)

The defined d2 can be used in various way depending on the interpretation of the PS

which are presented in the next section.

3.2 Possible interpretations of the defined norm-based differ-
ence in the Parameter Space

The points of the PS which are determined by the parameter vector can be inter-

preted on their own as vectors, which elements consist of the parts of the system.

However, the parameter vectors can unequivocally determine an underlying LTI sys-

tem in the affine LPV case and a well-characterized LTI system in the polytopic

case. The following statements are general LPV model properties regardless it is

the affine or polytopic type LPV model.

When the goal is to emphasize particular properties of a system, each of the parts

representing these properties have to be selected as scheduling variables. For ex-

ample, if we investigate only the insulinemia (I) and blood glucose (G) from (A-1),

these have to be selected as scheduling variables and the PS will be 2 dimensional.

In this case, the introduced d2 is appropriate to define a ”difference” between the I

and G which belong to different points in the PS. Namely, a permanent reference

parameter vector ρre f can be defined with given constant I and G. The actual param-

eter vector ρactual varies over time. In this case d2 = ‖ρre f −ρactual‖2 determines

the 2-norm based difference of them and this can be interpreted as an ”error” or

”quality” signal, if ρre f and ρactual are different during operation. Generally, this

interpretation can be extended for any k dimensional parameter vector.

If the question is to design a controller the key point is what the selected scheduling

variables are. At this point several approaches and interpretations can be distin-

guished. The main ones are the following:

1. The selected scheduling variables are those properties which have to be mon-

itored during the operation. In this case, the 2-norm based difference can be

used as ”quality” signal and the performance of different controllers can be

compared with this quality signal in the PS.

2. The selected scheduling variable are those properties which have to be con-

trolled and monitored during operation. In this case, we can interpret the
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2-norm based signal as ”error” signal. This type of error can be used during

the controller design.

3. The selected scheduling variables are those components which are time de-

pendent in LTV case. The parameter vector unequivocally determines the

underlying LTI systems which can occur from the general LTV system during

operation at given time moments. In this case, the defined 2-norm difference

can be used as ”metric” in order to compare LTI systems in the PS.

4. The selected scheduling variables are those components which are causing

nonlinearities in NLTV case. The general purpose of this approach is that the

linear controller design techniques become usable beside polytopic LPV sys-

tems. If each nonlinearity causing and time dependent parameters are selected

as scheduling variables, the parameter vector unequivocally (affine LPV case)

or satisfactorily (polytopic LPV case) determines an LTI system during oper-

ation at given time moments. In this case the defined 2-norm difference can

be used as metric in order to compare LTI systems in the PS.

In the following sections we detail the key aspects from the above mentioned points.

3.2.1 The 2-norm based difference as quality and error signal

The most important issue in these cases is the way how the parameters are selected

from the original model and the interpretation of them.

If the scheduling parameters are selected each-by-each and not grouped, then each

dimensions of the PS will be an individual variable with physiological or physical

meaning (e.g. the I and G parameter from (A-1)).

However, the scheduling variables can be grouped (e.g.,(25)). In this case the

scheduling variables can loose their original meaning and cannot be interpreted in-

dividually.

Nevertheless, the grouped scheduling parameters allow to interpret the 2-norm based

difference sophisticatedly. If the goal is to monitor how the specific properties of

the system vary over time and compare this vary with predefined requirements, the

2-norm based difference can be interpreted as quality signal. This approach can be

important in such application, where the different parts of the system cannot change

to drastically relative to each other. Naturally, in this case, these specific parts have

to be selected as scheduling variables.

It has to be noted that the observability should be considered in this case, since, the

selected parts have to be observable or estimable. Fig. 2(a). shows a 2 dimensional

parameter space. For example, a possible goal (beside other goals) of the applied

controller can be to hold permanently two system properties during operation. If

these properties (which are represented with different parts of the system) are se-

lected as scheduling variables, the performance of the controller can be assessed

based on the d2(t) signal.

During controller design the 2-norm based difference can be used as an ”error”

signal in the classical meaning. The appropriate selection and interpretation of

the scheduling variables are necessary. The observability and controllability of the

scheduling variables are important issues, as well.
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The first step is the selection of parts of the models as scheduling variables which

have to be controlled. However, in case of grouped multiply out (e.g. SIQ(t)/(1+
αGQ(t)) of (25) ) should be reasonable. The error signal ought to be known at every

time moment as the basis of control.

If the elements of the parameter vector are not observable, they have to be esti-

mated or approximated. The control signal affects the scheduling variables directly

or through coupling. Without connection, the scheduling variables cannot be influ-

enced by the control signal.

Beside these constraints, controller design is possible. For example, the recently de-

veloped Robust Fixed Point Transformation (RFPT)-based controller design method-

ology can be used [23]. The first stage is the investigation of the effect chain of the

control action, namely, how the control signal affects the controlled variables which

are here the scheduling variables ρ(t) = f (ρ(t)−,u(t)), where ρ(t)− is the a-priori

knowledge about the ρ(t) and u(t) is the control signal. With approximate inverse

kinematic description (ũ(t) = f (ρ(t),ρ(t)−)) and appropriate control laws a RFPT-

based controller can be designed. In this case the error signal can be the developed

by 2-norm based difference (d2), which arises when the nominal prescriptions of the

controlled variables (the scheduling variables) are not equal with the actual values

of them. Geometrically, the nominal prescriptions of the controlled variables can be

a permanent point of the PS (ρre f ) and the actual values ρact(t) are varying in time

during operation. Based on the arised error signal d2(t) a RFPT-based controller

can be designed [23].

In Fig.2(a). a 2D example can be seen, where d2(t) can be interpreted as the men-

tioned error signal. The comparability of the order of magnitudes of the scheduling

variables represent a significant point. The nature of the Euclidean norms determine

the particular difference signals affect mostly on the 2-norm based difference which

has the highest magnitudes (e.g. the ρre f erence,1 −ρactual,1 ≫ ρre f erence,k −ρactual,k,

ρ ∈R
k, k 6= 1 determines that the 2-norm based difference will have strong connec-

tion with the variation of ρre f erence,1 −ρactual,1). If the scheduling variables have to

be considered with the same ”weight” (they have the same importance), different

normalization and weighting techniques can be used [20].

3.2.2 The 2-norm based difference as comparison of systems

Generally, LPV techniques are used in order to embed the uncertainties into a system

model or hide the system model nonlinearities by making the application of linear

controller design techniques possible. LPV models can be used in the classical con-

trol design solutions, however, the use of such models according to Linear Matrix

Inequality (LMI) based controller design methodologies are possible, as well. LMIs

are powerful mathematical opportunities of controller design techniques.

Almost each control design method can be formulated as a LMI problem and can be

solved via iterative numerical processes [17]. In recent years parallel with numeri-

cal computational evolution a wide range of LMI applications were discovered and

used in control engineering [16, 24].

However, the basic concept behind the LPV-LMI based modeling and control ap-

proaches consist in guaranteeing and exploiting the convexity properties. Basically,
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this means that it is enough to design such sub-controllers which can deal with the

LTI systems in the vertices of the convex polytope, and the convex combination of

such controllers can handle each occurring LTI system during operation, if the basic

LPV model was appropriate.

In order to use the developed 2-norm based difference as a ”metric” on the un-

derlying systems which are determined by parameter vectors inside the PS, several

control and mathematical constraints have to be considered. Particular parameter

vectors belong to each of the points inside the PS. Since, the parameter vector con-

sist of elements which were multiplied out from the SS model, a parameter vector

can determines an underlying system. The key questions are the type of the under-

lying systems regarding to the parameter vector and how can the parameter vector

be used to describe differences among the underlying systems. A few scenarios can

be considered dependent on the type of the original and the describing LPV system.

The reasonable original system can be NLTV, LTV and LTI beside the describing

LPV system (affine or polytopic).

• In LTI-LPV case, each of the points inside the PS is an LTI system and fully

determined by the parameter vector.

• In LTV case, a parameter vector determines the underlying system only, if

each time-dependent element is selected as scheduling variable.

• In NLTV case, if each time-dependent and nonlinearity causing element is se-

lected as scheduling variable, the parameter vector determines the underlying

system.

In all three cases, the parameter vectors determine an underlying LTI system. In

NLTV-LTV-LPV case, the original models become simpler. Furthermore, during

operation these get around a path inside the PS. The most typical application is

when the nonlinearity causing elements are selected as scheduling variables from

the NLTV system and the obtained LPV model is used in a LPV-LMI control ap-

plication. However, in this case, a parameter vector does not determine equivocally

the underlying system, since, the time-dependent components can cause hidden dif-

ferencies, which cannot be seen through the parameter vector.

Assume that the selection of the scheduling variables was appropriate and each pa-

rameter vector determines an underlying LTI system. That means the parameter

vector-based differences can be interpreted as a ”metric” on the occurring LTI sys-

tems for which these vectors belong. Namely, instead of the Frobenius-norm based

difference in the systems’ space the Euclidean-norm based difference in the PS can

be used to determine the ”difference” between the occurring LTI systems.

‖S(ρa)−S(ρb)‖F →‖ρa −ρb‖2 = d2 . (24)

In the convex polytope, every LTI systems are uniquely specified with their pa-

rameter vectors as a consequence of the aforementioned statements. However, the

LTI systems in the convex polytope can be calculated as the convex combination

of the vertices of the convex polytope. The key question then is the determination

of barycentric coordinates (αi ∈ R
q) via the uniqueness of the vertices of the given

polytope.
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Inside the convex polytope each occurring LTI system is over defined, since in a k

dimensional parameter space a q pieces coordinate is used to define them, where

q > k. That means, if the barycentric coordinates are arbitrarily defined, the oc-

curring LTI system description will not be unequivocal, since with the same set of

coordinates describes more then one system. In other words, because of the null

space problem (differences could occur in the null spaces of the given LTI system)

the parameter vector based metric cannot be used as a classic ”metric” and cannot

be unequivocally interpreted on the LTI systems behind.

Nevertheless, the calculation of the barycentric coordinates (S =
q

∑
i=1

αiSi) are con-

nected to the selected vertices of the convex polytope and equivocally defined by

15-17. With this condition, the defined metrics can be valid on the occurring LTI

systems in case of polytopic LPV systems, as well.

The developed parameter vector based metric can be used in modeling and control

as a ”quality marker”. For example, if a given LPV model is used during identifi-

cation, the identified model S(ρident) can be compared to a reference model S(ρre f )
in order to estimate the efficiency of the identification procedure. Furthermore, this

can be an on-line estimation as well, when the system under identification is de-

scribed with S(ρactual(tp)). This procedure can be characterized by the developed

‖d2‖2(t) instead of the Frobenius-norm based difference. If the goal is to monitor

the variation of the system during operation compared to a reference system, the

previous solution can be used here as well. Further usabilities and interpretations

will be developed in our future work.

Fig.2(b). shows a 2D example about the aforementioned interpretations. The PB

is the rectangle which is determined by the ρmin,1,2 and ρmax,1,2 in the PS. Further,

this is the validity border of the affine LPV model. At the same time, the rectangle

forms a convex polytope. Inside the polytope each occurring LTI system can be

calculated as the convex combination of the vertices of the convex polytope. Each

aforementioned interpretations and issues are demonstrated on a biomedical engi-

neering example regarding diabetes.

4 Example of the developed approach: Modeling of di-
abetes

4.1 Selected diabetes model and an LPV form of it

We have selected a simple diabetes model developed for the Intensive Care Unit

(ICU) treatment by Wong et al. in [25, 26]. The model is a 3rd order one described

by (A-1). The model equations can be handled as in (20-22), which means only

the state matrix depends on the parameter vector (A(ρ(t))). The main aspect of the

model is to describe the glucose-insulin dynamics of an inpatient who suffers from

T1DM and is nurtured on the Intensive Care Unit (ICU) [25, 26]. It is expected that

this simple model -after preliminary identification-, can provide the current and the

future Blood Glucose (BG) level of the patient with a precision that is good enough

for the realization of the tight glycemic control (TGC). Detailed description of the

– 183 –



Gy. Eigner et al. LPV-based quality interpretations on modeling and control of diabetes

0 ρ1,min ρ1,max

0

ρ2,min

ρ2,max

ρre f

ρact(t0)

ρact(tn)

ρact(tp)

d2(tp)

ρ1(t)

ρ
2
(t
)

(a)

0 ρ1,min ρ1,max

0

ρ2,min

ρ2,max

S(ρre f )

S(ρact(t0))

S(ρact(tn))

S(ρact(tp))

d2(tp)

S(ρ1,min,ρ2,min)

S(ρ1,min,ρ2,max)

S(ρ1,max,ρ2,min)

S(ρ1,max,ρ2,max)

ρ1(t)

ρ
2
(t
)

(b)

Figure 2

Examples of the possible interpretation of the 2-norm based difference

model can be found in the Appendix of the current paper.

4.1.1 qLPV model of the original Wong model

We selected the following scheduling parameters as the elements of the parameter

vector based on our previous work [27]:

ρ(t) =





ρ1(t)
ρ2(t)
ρ3(t)



=

















SIQ(t)

1+αGQ(t)
SIGE

1+αGQ(t)
1

1+αII(t)

















. (25)
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It can be seen, that the ρ(t) contains grouped variables. The goal here was to use

this LPV model in classical LPV-LMI controller design. Each nonlinearity causing

element was selected as scheduling variable. Based on (A-1 and 25), the qLPV

model of the original Wong model can be described as follows:

A(ρ(t)) = A0 +A1ρ1(t)+A2ρ2(t)+A3ρ3(t) =





−pG 0 0

0 −k k

0 0 0



+





0 −1 0

0 0 0

0 0 0



ρ1(t)

+





0 −1 0

0 0 0

0 0 0



ρ2(t)+





0 0 0

0 0 0

0 0 −n



ρ3(t)

B(ρ(t)) =









1 0 0

0 0 0

0
1

VL

−p4Ib









C(ρ(t)) =
[

1 0 0
]

. (26)

After defining the border of the parameter box, namely the convex polytopic space,

the polytopic model form of the qLPV model can be easily obtained based on the

affine qLPV form of (26). We have selected tight ranges in every dimension in order

to catch the dynamics as precise as possible:

ρ(t) =





ρ1(t)
ρ2(t)
ρ3(t)



=





[ρ−
1 ..ρ+

1 ]
[ρ−

2 ..ρ+
2 ]

[ρ−
3 ..ρ+

3 ]



=





[0..5]
[0..5]
[0..5]



 . (27)

4.2 Presentation of the results

The main goal was to test the usability of the developed ”metric” without physio-

logical constraints. In this demonstration we used the consideration of Sec. 3.2.2.

Fig.3. shows the changing of the elements of the parameter vector ρ(t) and the

developed 2-norm based difference. On every diagram, the dashed line represents

the fixed value, which belongs to the ρre f = [0.2, 0.01025, 0.98]T . It can be seen

regarding to the input selected as a symmetrical repeating impulse (P(t) = 100 at

every 140min for 7min long and uex(t) = 100 at every 130min for 6.5min long) that

after the first period’s decay, the parameter vector have taken the same values in

each cycle, which means the same LTI systems occur over time in each cycle.

Fig.4. shows the same signals as Fig.3. on one diagram in order to compare the

orders of magnitudes. It can be seen that based on Sec. 3.2.1 those signals that

reflect mostly in the ‖d2‖2 have the highest amplitude. Since, in this case the ρ1(t)
has the highest amplitudes, the ‖d2‖2 correlated mostly with ρ1(t). If each schedul-

ing variables have to be considered with the same weight, normalization procedures
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can be done [20]. However, we did not apply such methods as the goal was only

demonstration.

If the parameter vectors fully determine the underlying LTI systems during oper-

ation, the parameter vector based metric can be used to compare the ”difference”

between these systems. Fig.5. shows this issue in case of the selected model and

parameter vector, namely, instead of the Frobenius-norm based ”difference” the de-

veloped metric can approximately provides similar results. Naturally, the signals

are not the same, since the numerical computations are different. However, the

maximum root mean square error (RMSE) was 5.4e−5.
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Varying of the scheduling variables and the norm-based error signal

Conclusions

In this study we introduced norm based ”difference” interpretation regarding to LPV

systems, based on the properties of the LPV parameter space. We have defined how

to use these interpretations as error and quality criteria during modeling and control

and demonstrated our theoretical findings by a concrete example on diabetes mod-

eling and control of ICU patients. Our future work will focus on the investigation

of how this approach can be implemented to the actual LMI based control design

methods in order to realize more precise controller for the practice.
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Comparison of the magnitudes of the scheduling variables and the norm-based error signal
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Appendix

The Wong-model consist of the following equations [25, 26]:

Ġ(t) =−pGG(t)−SI(G(t)+GE)
Q(t)

1+αGQ(t)
+P(t)

Ẋ(t) =−kI(t)− kQ(t)

İ(t) =−
nI(t)

1+αII(t)
+

uex(t)

V

(A-1)

The following table contains the parameters, their descriptions and their values

which were used in this study regarding to the Wong-model [25, 26].

Table A-1

Detailed desriptions and values of the parameters of the Wong-model

Notation Unit Description Value

G mmol/L Plasma glucose above equilibrium

level

-

Q mU/L Concentration of insulin bounded to

interstitial sites

-

I mU/L Plasma insulin resulting from exter-

nal input

-

P mmol/L/min Total plasma glucose input -

uex mU/min External insulin input -

GE mmol/L Plasma equilibrium level 10.5
pG 1/min Endogenous glucose clearance 0.01

SI L/mU/min Insulin sensitivity 0.001

V L Insulin distribution volume 12

k 1/min Effective life of insulin in the com-

partment

0.0198

n 1/min First order decay rate from plasma 0.16

αI L/mU Plasma insulin disappearance 0.0017

αG L/mU Insulin effect 0.0154
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Abstract: Bilateral Teleoperation is a key technology to allow humans to interact with remote

environments by providing the operator with haptic feedback. Haptic feedback from the one

hand improves human perception and therefore the quality of the human-robot interaction,

on the other hand it can tamper with the stability of the system when the communication

between the master side (where the operator is) and the slave side (where the remote robot

interacts with the environment) is not instantaneous but affected by delay and packet drops.

In the last 40 years many algorithms have been developed to guarantee the stability of haptic

teleoperation in the presence of time delay, many of them based on passivity theory. In this

paper we review and compare a few algorithms that are representative of the tools in the

frequency or in the time domains that have been used to develop a safe and transparent

physical human-robot interaction with unknown environments.

Keywords: Bilateral teleoperation, Passivity, Communication delay, Haptics, Force reflec-

tion.

1 Introduction

Teleoperation of mechanical arms marked the beginning of robotics development 
and it has been an important component of this field ever s ince. Teleoperation sys-

tems allow humans to interact with remote environments by providing the operator 
with sensory feedback similar to that s/he would experience as if they were at the 
remote site. To achieve full sensory feedback, teleoperation systems should commu-

nicate also use contact force/torque information, from the slave to the master side to 
improve human perception and understanding, improve task performance and 
achieve the telepresence. The specific teleoperation configuration, in which, the 
kinesthetic coupling between operator and environment is enhanced by dynamic 
coupling, is referred to as bilateral teleoperation, since it provides force feedback. 
This has been one of the fields pioneered by Antal (Tony) Bejczy and this review 
aims at showing the wide legacy of his initial research.

Current examples of teleoperation span from space applications [1, 2] to rehabilita-

tion, to surgery [3] and to Unmanned Air/Ground Vehicles (UAV, UGV).
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A large number of papers have been written on the various aspects of teleoperation

as shown in many survey papers [4, 5, 6], thus indicating a significant interest in

the field; however these survey papers present mostly the analytical aspects of the

reviewed algorithms without comparison and discussion of experimental results.

To fill this gap, we have added to our research in teleoperation, a series of 
experiments to analyse in detail the most common teleoperation algorithms with 
the goal of developing a unified classification of the field and of formalising a 
curriculum in teleoperation studies that could be of benefit to the whole robotics 
community. We focus this review on bilateral teleoperation systems in which the 
master and the slave devices are connected through a packet-based communication 
channel which delivers the signals, such as commands from the masters and 
measurements from the slave. Although this architecture is not the most 
commonly used in real systems, because of the potential instability due to force 
feedback in the presence of commu-nication time delay, it surely must be analyzed 
and discussed because it provides the operator the full perception of the remote side 
[7, 8, 9].

In this paper, we present the initial results of our classification and analysis of 
the hundreds of teleoperation algorithms available in the scientific literature. We 
focus on algorithms that guarantee stability of the bilateral teleoperation system 
and we group them according the time delay present in the communication 
channel. For each algorithm we show its block diagram and its basic equations.

In section 2 we discuss one algorithm for the communication without time delay. 
In section 3 we present two algorithms that compensate an unknown but constant 
communication time delay. Finally, in Section 4, we present three algorithms that 
support force feedback in the presence of variable communication time delay and of 
data packet losses. Section 5 describes the experimental set-up on which we com-

pare the performance of the various algorithms, some of the hardware calibration 
details and the results of some experiments. It must be noted that the experimental 
data presented, were the results of the work of the students following the course 
in Advanced Robotics offered at our University. Finally, Section 6 summarizes 
the paper and presents our plans to continue the analysis of teleoperation 
algorithms.

2 Bilateral teleoperation with no communication delay

Even if most teleoperation algorithms face communication delays, there are many 
important applications where the teleoperated system uses dedicated communica-

tion channels (e.g. Da Vinci surgical robot, ESA system), without any time delay 
noticeable by the user.

2.1 Four channel teleoperation architecture

Among the many algorithms that consider the bilateral teleoperation without com-

munication delay we analyse the one proposed by Lawrence in 1993, the Four chan-

nel architecture [10].
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The teleoperation system is completely transparent if the operator feels that s/he is

directly interacting with the remote environment (equal forces fm = fs and velocities

vm = vs). Transparency requires that the transmitted impedance Zt is equal to the

environment impedance Ze =
fs
vs

. According to the block diagram in Figure 1 we

have to design the blocks Cs,Cm,C1, . . . .C4 in such a way that the hybrid matrix H
[

fm(s)
vm(s)

]

=

[
H11(s) H12(s)
H21(s) H22(s)

][
vs(s)
fs(s)

]

(1)

is equal to the matrix

[
0 I

−I 0

]

. This implies

Zt =
fm

vm

= (H11−H12Ze)(H21−H22Ze)
−1 = Ze. (2)

To achieve this goal it is necessary to have very accurate models of the master and 
slave robots, otherwise the transparency condition will not be satisfied. However it 
is worth highlighting, that good transparency is important mainly at low 
frequencies, i.e. where the operator is working and where, fortunately, the 
mathematical models are more accurate.

Zh

Z−1m

Cm

C3

C1

C4

C2

Cs

Z−1s

Ze

−

+

−
−

+

−

f ⋆
h

fcm

vm +

−
−

fcs

vs

Master SlaveCommunication
channel

fm

f ⋆
efs +

+

Figure 1

Four channel force-velocity architecture. Legend: Zh operator arm impedance, Z−1
m master robot ad-

mittance, Ze environment impedance, Z−1
s slave robot admittance; Cm master local controller, Cs slave

local controller, C1, . . . ,C4 communication link transfer functions; f ⋆h operator intentional force, fm,vm

force and velocity at the master side, fs,vs force and velocity at the slave side, f ⋆e exogenous force at the

remote site, fcm, fcs force controls at the master and slave side, respectively.

2.1.1 Discussion

The main tasks when using this algorithm are:

 Analyse the impact of the discretisation on transparency
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 Identify the real values of the elements in H by using time series of

      velocities and forces, and compare them with the ideal values

 Consider the effects of model uncertainty and static friction

3 Bilateral teleoperation with constant and unknown
communication delay

In several teleoperation systems the communication delay cannot be neglected but

it can be assumed constant but unknown. The following approaches exploit the con-

stant delay hypothesis to design control architectures that guarantee the stability of

the system independently of the delay and the interaction with passive environments.

3.1 Wave variables and Scattering transformation

The architecture proposed in [11] transmits wave variables {um,wm},{us,ws} in-

stead of power variables { fm,vm},{ fs,vs} to guarantee the passivity of the system.

The wave transformation relating wave and power variables is given by

um =
1√
2b

( fm +bvm), us =
1√
2b

( fs−bvs), (3)

wm =
1√
2b

( fm−bvm), ws =
1√
2b

( fs +bvs) (4)

where b is the characteristic impedance. The value of b is a design parameter. Fig-

ure 2 shows the architecture where we exploit the fact that the wave transformation

is invertible and so the power variables can be retrieved from the wave variables

fm =

√

b

2
(um +wm), fs =

√

b

2
(us +ws), (5)

vm =
1√
2b

(um−wm), vs =−
1√
2b

(us−ws). (6)

Due to the communication delay τ , we have

ws(t) = um(t− τ) (7)

wm(t) = us(t− τ). (8)

It is worth remarking that when τ = 0, transmitting wave variables is the same to

transmit power variables.

The control architecture consists also of a velocity controller at the slave side whereas

the force measured fs is sent to the haptic devices for force rendering.

The solution of the time delay problem proposed in this algorithm shows why time

delay may generate energy (and so destabilise the system) and how the wave trans-

formation solves this problem [11].
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2b
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b
√
2b

1√
2b

√
2b

τ

τ

Figure 2

Wave variables. Legend: {um,wm},{us,ws} wave variables at master and slave side; { fm,vm},{ fs,vs}
power variables at master and slave side; τ constant communication delay; b characteristic impedance.

3.1.1 Discussion

The main aspects in the implementation of this algorithm are:

• The system at the master side behaves in a sluggish way also when the slave

is in free motion. This behavior is function of the communication delay τ e

the value of b.

• The parameter b should be tuned according to the delay τ .

• The transparency of the scheme in Figure 2 should be compared to the one

having termination elements to match the impedances, which also introduce

scaling in force (master side) and velocity (slave side).

3.2 PD and passivity terms

The solution proposed by Lee and Spong guarantees the stability of a position-

position bilateral teleoperation by adding a dissipative term to the PD controller at

each side of the architecture [12].

As shown in Figure 3 the master and slave controllers are given by

um(t) = −Kpx̃m(t)−Kvṽm(t)
︸ ︷︷ ︸

fcm

−(Kdis +Pε)vm(t)
︸ ︷︷ ︸

fpm,dissipation

(9)

us(t) = −Kpx̃s(t)−Kvṽs(t)
︸ ︷︷ ︸

fcs

−(Kdis +Pε)vs(t)
︸ ︷︷ ︸

fps,dissipation

(10)

where x̃m(t) := xs(t−τs2m)−xm(t), ṽm(t) := vs(t−τs2m)−vm(t) and x̃s(t) := xm(t−
τm2s)−xs(t), ṽs(t) := vm(t−τm2s)−vs(t) are the position/velocity tracking errors at

the master and slave side, respectively. The gain Kdis is needed to ensure passivity

of the P-control action (Kdiss =
τ̄RT T

2
Kp, where τ̄RT T is an upper bound of the round

trip time τ̄RT T ≥ τRT T := τm2s + τs2m) and Pε adds additional damping to guarantee

the master-slave position coordination.

3.2.1 Discussion

The main issues to be considered when using this algorithm are:
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+

+

+
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fcs

+

fs

xsd
vsd

xs Z−1s

+

+

Kp

Kv
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Pε

fps

ṽs

x̃s

vs

fm

+

+

−

−
vmd

xmd

ṽm

x̃m

+

+

+

+

fpm

fcm

+ +

−+
vm

xm

Pε

Kdis

Kv

Kp

Z−1m

Communication
channel

SlaveMaster

τm2s

τs2m

Figure 3

PD and passivity terms. Legend: Z−1
m master robot admittance, Z−1

s slave robot admittance; Kp,Kv

position and velocity gains of the PD controller; Kdis,Pε dissipative terms; fm,xm,vm force, position and

velocity at the master side, fs,xs,vs force, position and velocity at the slave side; fcm, fcs force controls

at the master and slave side, fpm, fps passivity-related forces.

• The effect of the discretization and of the velocity estimation.

• The speed of the system response as a function of Kdis (and so of Kp and

τRT T ).

• The effect of the values of Kp and Kv at the master and slave sides.

• The effect of Pε on the level of transparency.

• The on-line adaptation of Kdis according to the measured delay.

3.3 Adaptive algorithm

The algorithm presented in this section for the constant communication delay sce-

nario makes use of adaptive control to guarantee the passivity of the system [13].

In this algorithm, the PD controllers of the previous approach are replaced by an

equivalent proportional controller on the new variables:

rm(t) := vm(t)+λxm(t) (11)

rs(t) := vs(t)+λxs(t) (12)

where λ > 0 is a tuning parameter. The overall architecture is shown in Figure 4

where the Adaptive Estimation blocks estimate the inertia and damping parameters

of the DC motor at the slave and master side using an adaptive algorithm.
[

˙̂Jm(t)
˙̂Bm(t)

]

= ΓmY T
m (xm(t),rm(t))rm(t) (13)

[
˙̂Js(t)
˙̂Bs(t)

]

= ΓsY
T
s (xs(t),rs(t))rs(t) (14)
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where Γm,Γs are constant positive definite matrices and Ym,Ys are the regression

matrices.

The overall master and slave controls are computed as:

um(t) = fmc(t)− Ĵm(t)λvm(t)− B̂m(t)λxm(t) (15)

us(t) = fsc(t)− Ĵs(t)λvs(t)− B̂s(t)λxs(t) (16)

where fmc(t) and fsc(t) are the coordinating torques

fmc(t) = K(rm(t)− rs(t− τs2m)) (17)

fsc(t) = K(rs(t)− rm(t− τm22)). (18)

τm2s

τs2m

Communication
channel

SlaveMaster

Z−1m

fm

−+

λ
vm

xm
rm

Adaptive
Estimation

+

−
K

rmdr̃m

+

+

+

λ
rs

+

−
K

+

+ fs
vs
xs

fps

fcsr̃srsd

+

+

+
fpm

fcm

Z−1s +

−

Adaptive
Estimation

Figure 4

Adaptive-based algorithm. Legend: Z−1
m master robot admittance, Z−1

s slave robot admittance; K gain

of the controller; fm,xm,vm force, position and velocity at the master side, fs,xs,vs force, position and

velocity at the slave side; λ tuning parameter; fcm, fcs force controls at the master and slave side, fpm,

fps passivity-related forces.

3.3.1 Discussion

The main steps for the practical implementation of this algorithm are:

• The effect of the discretization on the adaptive estimation.

• System transparency as a function of K, λ , Γm,Γs.

• The computation of the value of K, assuming to exactly know the dynamic

parameters of the motors, and of λ to ensure the equivalence of this algorithm

to the algorithm presented in the previous section.

4 Bilateral teleoperation with time-varying communi-
cation delay

In this section we address the case of bilateral teleoperation when the communica-

tion delay is time-varying and unknown. We present three solutions that share the
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same idea: the passivity is guaranteed in the time domain by computing the energy

balance at run time.

4.1 Time Domain Passivity Approach

The Time Domain Passivity Approach (TDPA) proposed in [14] uses two tools to

evaluate the energy and to cope with energy shortage:

• The passivity observers PO compute the monotonically increasing energy leav-
ing or entering the master and the slave side

E∗in(k) =

{
E∗in(k−1)+TsP

∗(k), if P∗(k)> 0

E∗in(k−1), if P∗(k)≤ 0
(19)

E∗out(k) =

{
E∗out(k−1)−TsP

∗(k), if P∗(k)< 0

E∗out(k−1), if P∗(k)≥ 0
(20)

where ∗ = m,s, P∗(k) = f∗(k)v∗(k) is the actual discrete-time power com-

puted at time t = kTs, with Ts the sample time.

• The passivity controllers PC intervene any time an unstable behavior is going
to be applied by activating dissipative elements

βk =

{
∆Es(k)

Ts f 2
sd

if ∆Es(k)> 0 and fsd 6= 0

0 if ∆Es(k)≤ 0
(21)

αk =

{
∆Em(k)

Tsv2
md

if ∆Em(k)> 0 and vmd 6= 0

0 if ∆Em(k)≤ 0
(22)

where

∆Es(k) := Es
out(k)−Em

in(k− τm2s(k)) (23)

∆Em(k) := Em
out(k)−Es

in(k− τs2m(k)). (24)

Figure 5 shows this architecture where also low pass filters F are implemented in a

bi-directional fashion (to preserve passivity) to reduce bumps and oscillations at the

operator side.

4.1.1 Discussion

The following are important considerations that a designer using this algorithm

should consider:

• How conservative is this “distributed” energy control.

• The effect of the communication delay on the performance of the TDPA al-

gorithm.

• If and how to implement a position-position teleoperation instead of the pro-

posed position-force scheme.
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+ +

βk
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Em
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in

τs2mEm
out

fs

+

vsd vs

fscfsc

v̄sd

−

βk

+

−

+

fm

−

αk

F

F

αk

+

+ fmdfmc

vm vlpm

f̄md

Figure 5

TDPA algorithm. Legend: Z−1
m master robot admittance, Z−1

s slave robot admittance; Cs velocity

controller; fm,vm force and velocity at the master side, fs,vs force and velocity at the slave side;

vsd(t) = v
l p
m (t − τm2s) desired velocity at the slave side with v

l p
m = F(s)vm, v̄sd modified velocity ref-

erence, fmd(t) = fsc(t− τs2c) desired force, f̄md modified force reference with fmd = F(s) f̄md .

4.2 Passive Set-Position Modulation

The Passive Set-Position Modulation (PSPM) algorithm is another approach to mod-

ify the value of the reference signal received from the master or the slave to comply

with the passivity constraint.

The scheme proposed in [15] is a position-position teleoperation architecture where

the original set-position signal (xmd or xsd ) is modulated in such a way that the 
new value (x¯md or x¯sd ) satisfies the passivity constraint when applied to a spring
Kp(x∗(t)− x̄∗d(k)) with damping injection Kvv∗, ∗= m,s.

The novelty of this approach is to explicitly consider the possibly of passivity-

breaking due to spring energy jumps at the switching instances. The scheme is

shown in Figure 6 where Em is the virtual energy reservoirs at the master, and the

PSPM block solves the following minimization problem any time a new reference

value is received:

minx̄md(k) ‖xmd(k)− x̄md(k)‖ (25)

s.to Em(k−1)+∆Es(k)+Dm(k−1)−∆P̄m(k)≥ 0

where Em(k−1) is the available energy, ∆Es(k) is the energy received by the slave

(energy-shuffling), Dm(k−1) is the causal approximation of the damping dissipation

(energy reharvesting, 1
2
Kvx2

m(k)) and ∆P̄m(k) is the spring energy jump

∆P̄(k) =
1

2
‖xm(k)− x̄md(k)‖2

Kp
− 1

2
‖xm(k)− x̄md(k−1)‖2

Kp
(26)

In this algorithm, the local controllers are assumed continuous: in real implementa-

tion we can only assume that the local controllers have a sample time Ts smaller than

the sample time at which the slave and master send their commands/measurements
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x̃s
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+
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x̃m
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+
PSPM

Figure 6

PSPM algorithm. Legend: Z−1
m master robot admittance, Z−1

s slave robot admittance; Kp,Kv position

and velocity gains; fm,xm,vm force, position and velocity at the master side, fs,xs,vs force, position and

velocity at the slave side; xmd , x̄md desired and modulated reference position at the master side; xsd , x̄sd

desired and modulated reference position at the slave side; fmc, fsc force controls at the master and slave

side.

to the other side of the bilateral architecture. The PSPM at the master side can also

decide to send energy to the slave side (∆Em) by checking the current energy (energy

ceiling).

Exactly the same approach works at the slave side proving that this architecture is

symmetric as shown in Figure 6. The idea is to compute xmd (xsd) in such a way that

its value is as close to x̄md (x̄sd) as possible (transparency) but without violating the

passivity constraint (stability).

4.2.1 Discussion

Since the original formulation assumes that the local controllers are continuous

and only the communication channel is discrete-time, in a real implementation one

should consider that also the controllers are discrete-time, and re-evaluate the per-

formance of the algorithm as a function of the ratio of the sample time of the network

and of the controllers. Other important aspects to be considered are:

• The effect of the size of ∆Em and of ∆Es on the transparency of the algorithm.

• The use of different techniques to solve in an efficient way the minimization

problem.

4.3 A two-layer approach

The last algorithm discussed implements a hierarchical two-layer approach: the top

layer (transparency layer) is used to implement the control strategy that better fits

the performance requirement, and the lower layer (passivity layer) ensures that no

“virtual” energy is generated [16].
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The scheme is reported in Figure 7 for a position-force configuration. It is inter-

esting to see that the approach of this algorithm is similar to the one of the two

previous solutions but the passivity verification is done after the computation of the

commands and not before.

τm2s

τm2s

τs2m

Es

Z−1s

τs2m

Em
Upper
Bound

Upper
Bound

Communication
channel

SlaveMaster

Z−1m

xm

Kv

Kp−+

x̃s

+

+

+

−

fm

−+

fs

fmc

fmd

∆Em

∆Es

fsd

fsc
vs

xs

xsd

Figure 7

Hierarchical two-layer approach. Legend: Z−1
m master robot admittance, Z−1

s slave robot admittance;

Kp,Kv position and velocity gains; fm,xm,vm force, position and velocity at the master side, fs,xs,vs

force, position and velocity at the slave side; fmd , fmc desired and modulated forces at the master side;

fsd , fsc desired and modulated force at the slave side.

The level of the energy tank Em (the same hold for Es) consists of three terms

Em(k) = Em(k−1)+Es2m(k)−EH(k) (27)

where Em(k− 1) is the past value of the energy, Es2m(k) = ∆Es(k− τs2m) is the

energy received by the slave side and EH(k) is the energy exchange between the

discrete-time controller and physical world. It is computed as

EH(k) = um(k)(xm(k)− xm(k−1)) (28)

where um(k) is the torque applied to the motor over the interval [k−1,k].

This energy is used to compute an upper bound for the command to guarantee the

stability of the teleoperated system, e.g. umax
m = Em(k)

v̂m(k)Ts
where Ts is the sample time

of the local controller and v̂m(k) is an estimation of the future velocity.

If Em(k) is large enough the master sends energy Em2s(k) to the slave side and up-

dates Em(k) accordingly

Em(k)← Em(k)−Em2s(k). (29)

The same architecture is implemented at the slave side as shown in Figure 7.
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4.3.1 Discussion

Additional points to be considered are:

• The implementation of a position-position structure within the hierarchical

two-layer approach.

• The use of different policies for the master-slave energy exchange.

• The amount of energy present “in the network” as a function of τm2s,τm2s and

the energy transfer policy.

5 Experimental setup

The experimental setup is shown in Figure 8 and it supports the implementation of

C++ different types of control architecture in a real time middleware. This teleop-

eration architecture has one degree of freedom: this simplifies the analysis because

we can avoid the complication of nonlinear control of multi-input multi-output ma-

nipulators, and is also more suitable to educational purpose and to compare the

algorithms’ characteristics.

Figure 8

Bilateral teleoperation test bench.

The hardware consists of two DC motors, a gear at the master side with ratio equal

to 4, two single axis force sensors mounted on rods, and a control board. The board

has an interface to a BeckhoffTM EtherCAT R© controller. The motor controllers are

logically separated at software level sharing only the physical communication bus.

The software is developed in OROCOS [17], an open source component-based 
frame-work for robotic applications developed by K.U. Leuven, Belgium, in 
collaboration with LAAS Toulouse, France, and KTH, Sweden. It allows program 
flexibility (in C++), real time performance and code reusability.
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The software runs onto a low latency Linux kernel patched for real time-preemption

whereas the communication with the board is handled by RTnet [18]. This results in

a stable computational platform capable of executing any teleoperation algorithm.

The main software component is called E-Board and interacts with the physical

board by using the SOEM library [19]. Each side of the teleoperation architecture

is represented by a logical abstraction of the control and of the DC motor and are

indicated with Master Side and Slave Side in Figure 9. Both components receive

the current angular positions from the board and send voltage commands to the mo-

tors’ amplifiers. The master and slave sides exchange control/measurement data

through two instances of a component that simulates a network connection by de-

laying and/or losing packets. The network component queues packets and assigns

them a delay value. The delay can be constant or random; we implemented the

following probability distributions: uniform (between an upper and lower bounds),

Gaussian or exponential. When the current packet is received, the queue content is

sorted according to the corresponding delay and the last valid packet is written to

the output port. It is worth highlighting that in case of multiple packets with the

same exit time (receiving time + communication delay), the queue is emptied of any

packet with equal exit time and the one with the largest packet identifier (pktid) is

sent out.

The state of master and slave is contained within a struct type called DataStructure

(indicated as “D” in Figure 9):

s t r u c t D a t a S t r u c t u r e

{
unsigned i n t p k t i d ;

char s e n d e r ;

double j o i n t ;

double v o l t a g e ;

double speed ;

double a b s o r b e d C u r r e n t ;

double t imes t amp ;

double g e n e r i c F i e l d 1 ;

double g e n e r i c F i e l d 2 ;

double g e n e r i c F i e l d 3 ;

double g e n e r i c F i e l d 4 ;

} ;

The Generic Fields within the DataStructure are needed to exchange further infor-

mation between the master and slave sides according to the particular solution under

study (e.g. wave variables, energy quanta).

6 Results

In this section we show some plots of data collected during the test and comparison

of the algorithms.
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Figure 9

Components organisation.

6.1 Force sensors tuning

The test bench is equipped with two single-axis force sensors at the master and slave 
side. Some of the bilateral teleoperation algorithms explicitly use force measure-

ments to provide direct force feedback to the user, whereas others provide an 
indirect force feedback related to the displacement between master and slave 
positions. The second set of algorithms requires fewer sensors but generates force 
feedback to the user even if the slave is not in contact with the environment.

An important step is to relate the measurement force to the motor torque and to the

voltage command (ignoring the dynamics of the electrical subsystem). Figure 10

shows the linear interpolation relating voltages and force measurements. It is inter-

esting to see that the force sensors have an important negative bias. Even though

the sensors are the same, the slopes are different because of the gear ratio at the

master side (N = 4). Moreover there is a “dead zone” around zero. This is not due

to the sensor but to the high static friction of the motors. Voltages below 0.5 V do

not move the motors. These force sensors have also a rather high quantization error

(around 0.15 N) that will be clearly visible in Section 6.2.

6.2 Experiments

Figure 11 shows the behavior of the algorithm described in Section 3.2 when the

slave gets in contact with the environment (∼3.1s). The bilateral teleoperation sys-

tem remains stable despite the communication delay and the hard contact. The
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Figure 10

Calibration of the force sensors.

voltages at the master and slave side have very similar values (in absolute value but

opposite signs) and are strongly correlated to the force measurements at the master

side.

After the contact, the position of the slave does not change whereas the master force 
is proportional to the difference between the master and slave positions. The 
temporal misalignment that can be seen in the master and slave voltages is mainly 
due to the round trip time τm2s + τs2m and partially on the haptic paddle dynamics 
and the control parameters (Kp,Kv and Kdis,Pε ). High values for τm2s,τs2m imply a 
high value for Kdis: the system behaves in a sluggish manner. This is the price to 
pay to have the system passive with high round trip time.

The plots in Figure 12 show how the PSPM algorithm of Section 4.2 modulates the

desired reference position xsd when the energy level Es is close to zero. In this case

there is no contact but the instability arises due to the discretization and the fast

movement compared with the energy shuffling and reharvesting. Any time there is

a lack of energy (positive energy in the bottom plot in the figure) the minimization

problem (25) determines the proper modulated reference position x̄sd to satisfy the

stability constraint.

Conclusions

In this paper we reviewed classic and more recent algorithms that guarantee the 
stability of bilateral teleoperation systems. The crucial concept of passivity is im-

plemented in each algorithm in different forms to safely interact with unknown en-

vironment despite communication delay from the master and slave sides. We list the 
assumptions behind each algorithm, their advantages and disadvantages, and we
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Figure 11

PD plus passivity terms. Hard Contact scenario, τm2s = τs2m = 10ms, Fs = 100Hz, Kp = 1.0, Kv = 0.02,

Pε = 0.001. The dashed vertical line around 3.1s is when the hard contact occurs.

highlight some important points that a designer should take into account to chose 
the best algorithm for his/her applications. Experimental results obtained by stu-

dents of the Advanced Robotics course, offered at the University of Verona, are 
also reported to demonstrate the behavior of the different algorithms.
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_̀a bcdecfghiffefjklmdno

pAT>SKE>ST@LWA>KEAV[VWLKAB\VSWAVEEBT@L>S?WXBWBK\Xq>SKSTrEKG[K\MLGLWBIsWX>L
LGLWBI>Lt@>WB@LBu@EuVAL>IrEBPABrBW>W>FBVrBAKW>VSL]vVYBFBAPWXBWBK\Xq>SKST
rEKG[K\M\VS\BrW\V@ETSVW[BKrrE>BTWVWXB\VqYVAMBAAV[VW[B\K@LBWXBX@IKS
YVAMBA\V@ETSVWABrBKWWXBBwK\WLKIBIVW>VS>SABrBW>W>FBVrBAKW>VSL]HVLVEFB
WX>LrAV[EBIPYBTBFBEVrBTWXBIVW>VSrEKSS>S?LGLWBIPYX>\X?BSBAKWBLAV[VWIVq
W>VS[KLBTVSWXBYVAMrAV?ABLLIVTBE\VSLWA@\WBT[GLWKW>LW>\KEEGrAV\BLL>S?WXB
YVAMBAxLIVW>VSTKWK]

_̀ày kdidemdezih{fihlmemc|d}n{mmno~hlg�cznmm

HVLWKW>LW>\KEEGKSKEG�BWXBKLLBI[EGrAV\BLLKSTWV@STBALWKSTXVYBK\XWKLM>L
rBAuVAIBTPWXBYVAMBA>LEV\KE>�BT>SK\VVAT>SKWBLGLWBIKWWK\XBTWVWXB[VTGVu
WXBFBX>\EB[B>S?KLLBI[EBT]HXBYVAMLrK\BTBL\A>[BT>SWXB\VVAT>SKWBLGLWBI
KWWK\XBTWVWXB[VTGVuWXBFBX>\EB>LT>F>TBT>SWV\BEEL[GK?A>TY>WXKSKrrAVrA>KWB
L>�B]

HXBYVAMBAxLrVL>W>VS>LrBA>VT>\KEEGIBKL@ABT[GWXB��=LGLWBI]�VWK[EGPWXBFBq
X>\EBIVFBLT@A>S?KSGKLLBI[EGrAV\BLLsWXBABuVABPBK\XKLLBI[EGWKLM\VSL>TBABT
>SWX>LLW@TGYKLrBAuVAIBTKWKT>uuBABSWEV\KW>VS]

�B\KE\@EKWBWXBBw>LWBS\BrAV[K[>E>WGVuWXBYVAMBA������>SBK\X\BEE�����uVA�qWX
WKLMVuWXBKLLBI[EGrAV\BLL[GT>F>T>S?WXBuABt@BS\GAB\VATBTuVAWXB\BEE�����uVA
�qWXWKLM[GWXBWVWKES@I[BAVuTKWKrV>SWLAB\VATBTuVAKEEVuWXBWKLML>SFVEFBT>S
WXBKLLBI[EGrAV\BLLuVAWXB\BEE�����]������LXVYLWXBrAV[K[>E>WGWXKWWXBYVAMBA
>LEV\KWBT>SWX>L\BEE�����T@A>S?WXB�qWXWKLMVuWXBrAV\BLL]

HXBuABt@BS\G����WXKWWXBYVAMBA>LBS?K?BT>SWXB�qWXWKLMKWW>IB�uAVIWXBLWKAW
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KSHTUVTQQHRWNPXGKUHQQDQTNQKGHXHTMHYNPGHUKGYHYZ[VHH\HUFMDKLXGKWTWDNDMPSKG
MVH]̂MVMTQ_TMMDRH̀ab]c̀aDQUKRXFMHYWPYDdDYDLEe]c̀fDMVfVDUVMVHfKG_HGDQ
HLETEHYDLMVH]̂MVMTQ_TM̀WPMVHMKMTNLFRWHGKSMVHGHUKGYHYGHXHMDMDKLQKSMVH
TQQHRWNPXGKUHQQZ[VHGHSKGHafHUKFNYHQMDRTMHfVDUVMTQ_MVHfKG_HGDQH\HUFMDLE
TM̀FQDLEb]c̀Z

[VHSGHgFHLUPh]cicjfDMVfVDUVMVHfKG_HGDQHLETEHYDLMVH]̂MVMTQ_DLTXTGMDUFNTG
UHNNkicjlDQTNQKGHUKGYHYZ[VHH\HUFMDKLXGKWTWDNDMPKSMVH]̂MVMTQ_SKGTEDdHL
UHNNkicjlam]cicjaDQUTNUFNTMHYWPYDdDYDLEh]cicjWPMVHMKMTNLFRWHGKSGHUKGYHY
SGHgFHLUDHQSKGMVHUHNNkicjlSKGTNNKSMVHMTQ_QTLYSKGTNNMVHGHXHMDMDKLQKSMVH
TQQHRWNPXGKUHQQZm]cicjDLYDUTMHQMVHXGKWTWDNDMPMVTMMVHfKG_HGDQHLETEHYDLMVH
]̂MVMTQ_DLMVHUHNNkicjlZ

[VHRTLDXFNTMKGnQRKMDKLDQXNTLLHYWTQHYKLMVHXGKWTWDNDMDHQYHoLHYTWKdHZ

pqrqr stuvtwxyzwwvw{

|L}MVH}RKMDKL}XNTLLDLE}QPQMHRa}MVH}MDRH}TLY}NKUTMDKL}TM}fVDUV}MVH}XTGM~Q�}TLY}MKKN~Q�}
fDNN}WH}YHNDdHGHY}DQ}YHMHGRDLHY}TLY}MVH}RTLDXFNTMKGnQ}MGT�HUMKGP}DQ}EHLHGTMHYZ}[VH}
KFMNDLH}KS}MVH}RKMDKL}XNTLLDLE}DQ}QVKfL}WHNKf�

�Z[VHfKG_HGnQNKUTMDKLDQHQMDRTMHYFQDLEMVHYTMTRHTQFGHYWPMVH��CQPQ̂
MHRZ

�Z[VHH\DQMHLUHXGKWTWDNDMPKSMVHfKG_HG�]cicjaH\HUFMDKLXGKWTWDNDMPKS]̂MV
MTQ_TMMDRH̀ab]c̀aH\HUFMDKLXGKWTWDNDMPKS]̂MVMTQ_SKGTEDdHLUHNNkicjlaTLY
m]cicjTGHUTNUFNTMHYFQDLEMVHGHUKGYHYYTMTSKGTUHGMTDLLFRWHGKSGHXHMDMDKLQ
KSMVHTQQHRWNPXGKUHQQZ

�Z[VHYHNDdHGPXKQDMDKLKSMVHXTGM~Q�TLYMKKN~Q�SKGMVH]̂MVMTQ_DQYHMHGRDLHY
WPMVHH\DQMHLUHXGKWTWDNDMP�]cicjZ[VTMDQaMVHUHNNVTdDLEMVHVDEVHQMXGKŴ
TWDNDMPDQMVHNKUTMDKLfVHGHMVH]̂MVMTQ_DQH\HUFMHYaTQHTUVMTQ_DLMVH
TQQHRWNPXGKUHQQDQYHoLHYUKLQDYHGDLEMVHNKUTMDKLKSfKG_fDMVGHQXHUMMK
MVHdHVDUNHWKYPfVHLMVHTQQHRWNPXGKUHQQDQQHERHLMHYDLMKMTQ_QZ[VH
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B9<5=98>OID5E5IFINEP9OH8EQDRHFBEII<QDR5DHOO8IO85HE9<>B9E98@5F9BNI8EP9
SI8K98THD9BIFEP9B9<5=98>OID5E5IFB9E98@5F9BHTI=9T>HBB5F6EP9UINNV
D9EWOID5E5IFEIEP9D9<9XE9B<IXHE5IFQ456YZRY

[Y?P9B9<5=98>E5@9INEP9OH8EQDRHFBEII<QDRINEP9\VEPEHDK5DB9E98@5F9BT>
EP99]9X7E5IFO8ITHT5<5E>̂\_̀INEP9\VEPEHDKHEE5@9̀Y?PHE5DaEP9B9<5=98>
E5@95DB9E98@5F9BTHD9BIFEP9E5@9SP9FEP9O8ITHT5<5E>INEP9\VEPEHDK
9]X99BDEP9O8ITHT5<5E>INEP9Q\bcRVEPEHDKY?P9B9<5=98>E5@95DB9E98@5F9B
T>D7TE8HXE5F6HFINND9EE5@9N8I@EP5DE5@9Q456YdRY

ZY?P9E8HC9XEI8>INEP9@HF5O7<HEI85D69F98HE9BTHD9BIFEP9B9<5=98>OID5E5IF
HFBE5@9INEP9OH8EQDRHFBEII<QDRY

eIE9EPHEEP9HNI89@9FE5IF9BO<HFF5F65DXIFB7XE9BNI89HXPEHDKINEP9HDD9@T<>
O8IX9DDT95F6XIFD5B989BY456789f5<<7DE8HE9DEP9H8XP5E9XE789INEP9XIFE8I<D>DE9@
THD9BIFEP9@IE5IFO<HFF5F6D>DE9@B9DX85T9BHTI=9Y

ghihg jklmnkopqmrkstuvwxrkyx

zFEP9@9EPIBDEHE9BHTI=9aEP9DEH8EIN9HXPEHDK5DB9E98@5F9B7FB98EP9HDD7@OE5IF
EPHEEP9SI8K985D9F6H69B5FEP9EHDKaSP5XPPHDEP9P56P9DE9]9X7E5IFO8ITHT5<5E>
S5EP89DO9XEEIE5@9YzNDI@9INEP9EHDKD7OEIEP9{\bc|VEPEHDKH89O98NI8@9B
9H8<598EPHF7D7H<aEP9SI8K98F99BDEISH5E7FE5<EP9OH8EQDRHFBEII<QDRH885=9HEEP9
<IXHE5IFNI8EP9\VEPEHDKaHDEP9DEH8EIN9HXPEHDK5DB9E98@5F9BTHD9BIFEP9P56P9DE
9]9X7E5IFO8ITHT5<5E>INEHDKDS5EP89DO9XEEIE5@9Y
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XQRYMZLP[K\RIPQSIQM]̂Q̂VVMW_SUZLP\MVVIV[M̀QM[_URYMaPLbIQJZLP\MVVV\YM[c
KSM̂ ZLIPLIdeYMaPLbIQJZLP\MVVV\YM[KSMVZM\ÌMVaYMQM̂\YR̂VbVR̂LRV]aYI\Y
ẐLRfVĝQ[RPPSfVĝLMLMhKILM[iPLM̂\YR̂Vb]YPaSPQJIRR̂bMVRP̀ QIVYM̂\YR̂Vb]
Q̂[aYMLMM̂\YR̂VbIVZMLiPLWM[deYMaPLbMLMjM\KRMVRYM̂VVMW_SUZLP\MVV̂\c
\PL[IQJRPRYMaPLbIQJZLP\MVVV\YM[KSMd

eYIVkIVkŴQ[̂RPLUkIQkWPVRkPikRP[̂UlVk̂KRPWP_ISMkZLP[K\RIPQkVUVRMWVk̂Q[kRYMk
aPLbMLkIVkQPRk̂SSPaM[kRPkWP[IiUkRYMkV\YM[KSMdkeYKV]kIRkIVkZPVVI_SMkRPkMVRIŴRMkaYI\Yk
R̂VbkIVk_MIQJkZMLiPLWM[k̂RkM̂\YkRIWMk_̂VM[kPQkRYMkZPVIRIPQkPikRYMkaPLbMLkKVIQJkRYMk
MjM\KRIPQkZLP_̂_ISIRUkPikRYMkmcRYkR̂VbkiPLk̂kJInMQk\MSSkopqrst]kumqpqrsd

v̂VM[wPQwumqpqxs]waMw\yzw[MRMLWIQMwaYI\YwR̂VbwIVwWPVRwZLP_̂_SUwZMLiPLWM[waIRYIQw
M̂\Yw\MSSwopqxstx{|}dweŶRwIV]wM̂\Yw\MSSwIVwLMŜRM[wRPŵwR̂Vb]waYI\YwIVwWPVRwZLP_̂_SUw
MjM\KRM[wIQwRŶRw\MSSdweYKV]wRYMwR̂VbwWPVRwZLP_̂_SUwMjM\KRM[w_UwRYMwaPLbMLw\̂Qw_Mw
MVRIŴRM[wiLPWwRYMw\MSS]waYMLMwRYMwaPLbMLwIVwSP\̂RM[ŵRwM̂\YwRIWMd

eYMLMiPLM]aM\̂Q̂[~KVRRYMVR̂LRPiM̂\YR̂Vb̂ V̂Q[aYMQQM\MVV̂LUfHIJd�gd�PRM
RŶRPQSUaYMQRYMmcRYR̂VbIV\PWZSMRM[M̂LSIMLRŶQMVRIŴRM[KVIQJRYMMjM\KRIPQ
ZLP_̂_ISIRUiPLRYMmcRYR̂Vb R̂RIWM�]�mq�]RYMVR̂LRRIWMPiRYMom��tcRYR̂VbIV
[̂~KVRM[_UŴbIQJRYMVR̂LRPiRYMR̂VbM̂LSIML_̂VM[PQRYM[IiiMLMQ\MP_VMLnM[IQ
LM̂SRIWMdeYM\PQRLPSVUVRMW]aYI\YIQ\SK[MVRYM̂[~KVRWMQRPiRYMVR̂LRPiM̂\Y
R̂Vb]IVVYPaQIQHIJdNd

����� �����������

eYMw\PQRLPSwVUVRMWwVYPaQwIQwHIJdwNwâVwIWZSMWMQRM[wIQw�̂��w��]ŵQ[wMjZMLIWMQRVw
aMLMwZMLiPLWM[wIQŵQŵ\RK̂SwnMYI\SMŵVVMW_SUwSIQMdweYMwLP_PRwIVw\PQRLPSSM[w_Uŵw��w
\PQRLPSSMLdweYMw[MR̂ISM[wMjZMLIWMQR̂SwLMVKSRVŵLMwVYPaQwIQw�Midw{|}dw�YMQw�̂��w
VKZZPLRM[wRYMwaPLbML]wRYMwRIWMwâSbIQJwRPwRYMwVRPL̂JMŵQ[wRYMwSMQJRYwPiwRYMwaPLbMLlVw
ẐRYw[KLIQJwRYMwR̂VbwŶnMw_MMQw[M\LM̂VM[dw�VŵwLMVKSR]wRYMwRIWMwLMhKILM[wiPLwRYMw
V̂VMW_SUwZLP\MVV]waYI\YwIQ\SK[MVwVIjŵVVMW_SUwR̂VbV]wâVwLM[K\M[w_Uw�����w
_UwIQRLP[K\IQJw�̂��d
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RV]d m̀ẀSdWmS[̀]VSW[]g̀mWh]SàeZVSZnbW[SaRSToXS̀jZanWZVTUWf̀mZ̀̂ fUVSaT
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